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Preface

It is our great pleasure to welcome you in Bucharest, Romania, for the European Concurrent
Engineering Conference (ECEC 2012) and the FUture BUsiness TEChnology Conference
(FUBUTEC 2012). As simulation, integrated knowledge management and concurrent
technologies are regarded as the driving forces behind some of the world's largest and most
successful business organizations, this year the conferences are proud to host together many
specialist and expert in concurrent engineering, business technology, and computer science.
The conference is held on April 18th-20th, 2012, and supported by the University
POLITEHNICA of Bucharest, Romania and LMS.

The ECEC conference aims to identify the progress made in Concurrent Engineering over the
previous twelve months. The ECEC conference has a long-lasting tradition in providing a
dissemination forum for information and exploitation of results from the research and technical
development and provides a forum for the exchange of experiences in developing and
implementing CE based solutions across the wide spectrum of manufacturing and
engineering industries.

The FUBUTEC conference is meant to integrate business technology research of present day
business practices such as "Operations Research" or "Business Process Simulation" into an
even higher level enterprise wide framework with its new work roles, responsibilities, reward
systems methods and tools. In other words, attaining true knowledge management is about
radical and fundamentally new ways to create retain share and leverage knowledge of people
and organizations in ways that were simply not possible before. Next to the integral simulation
part, the conference provides a strategic business overview of knowledge management in all
its varied applications. In this aspect, the conference focus is on the latest knowledge
strategies that business leaders need in order to become a Knowledge Organization and to
withstand the forces of the financial and management markets in the present day precarious
society, which constitutes the global environment.

Both these conference provide an open forum for researchers from academia and other
research community to present, discusses, and exchange related ideas, results, and
experiences in these areas. They aim at stimulating synergies between these new
approaches, business technologies and knowledge management, risk analysis and intelligent
data analysis, and the traditional models in this domain.

We would like to thank all the authors for submitting their research works within the
conferences, as well as to the authors of accepted papers for their participation and
presentation of the papers during these events.
We look forward to meet you all again in the 2012 edition of the conferences!
FUBUTEC General Conference Chair
Nicolae Vasiliu, University POLITEHNICA of Bucharest, Romania

FUBUTEC General Conference Chair
Ciprian Dobre, University POLITEHNICA of Bucharest, Romania

Secretary General EUROSIS
Philippe Geril, EUROSIS -ETI
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COLLABORATIVE PRODUCT DESIGN & DEVELOPMENT PROCESS
MODELING

Bruno Raffaele Trinchera
Business Process Improvement
Via Bruxelles 2/B, 20097 San Donato Milanese
Milan, Italy
E-mail: Bruno.Trinchera@buprim.com
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ABSTRACT

The modeling of effective product design and development
process help manage the overall process efficiently and help
organize a multifunctional team to develop products in a
concurrent and collaborative manner. In this article, product
design and development process is modeled as a value
creation sequence rather than an activity sequence
introducing the value creation events or gates.

THEORETICAL BACKGROUND

The methodological background to process modeling is
approaching the product design and development process as
a relationships sequence among organizational roles and
tasks clustered by the product architecture tree.

“The relations between tasks, namely, complementarities or
substitutabilities and synergies, determine the allocation of
knowledge among members of the organization.
Communication shapes the relation between individual, and
governs the organizational process and structure that
integrates disperse knowledge to perform tasks more
efficiently” (Garicano and Yanhui 1983)

Relationships are identified and sequenced according to their
specific aims and values generated along the product design
and development.

“Values’ of process modeling are referenced throughout this
paper. Key values are identified as:

e The business need, required outcome(s) and time scales

e The process objects, objectives, requirements, variables
and the value evidences

e The organization
accountabilities

e The individual and integrated competences.

functional activities and

The product design and development process is modeled as a
value stream. Throughout, values are gathered from
variables which structure progress towards the final process
outputs.

‘Added value’ throughout the process is created by variables
providing a significant contribution towards timely progress
and delivery of the required outcome.

‘Variables’ are both tangible and intangible assets, for
example raw materials or finished products and personal
competences or customer satisfaction respectively.

The event that substantiates the values is represented by a
control gate. Control gates are an intermediate or final inter-
functional target i.e. the synergic connection point between
sequences of activities executed by different functions.

This approach allows the design of suitable and faithfully
process models helping to govern the intrinsic system
complexity of the product design and development process.

NEW APPROACH TO BUSINESS PROCESS
MODELING

Process modeling simplifies, structures and defines the
design of a complete business process, for a broader
definition of process modeling as part of process
management discipline see Jeston and Nelis 2008.

This paper propose an innovative approach to business
process modeling based upon two pillars

e Process Element Breakdown Structure
e Process Gate Map.

Process Element Breakdown Structure

Process element breakdown structure identifies and groups
process elements with the objective of characterizing
common targets, activities and accountabilities to the
associated higher level level process.

According to the “Landscape theory” (Axelrod 1997),
aggregation means the organization of elements of a system
in patterns that tend to put highly compatible elements
together and less compatible elements apart.

A Process Element represents a constituent key process and
links multiple organization functions: e.g. linking Design
Engineering, Manufacturing Engineering and Procurement.

Process clements are characterized by common attributes,
namely:

Targets & Deliverables

Cross functional key characteristics

Key Activities

Key Accountabilities

Sequencing

Interaction between elements of a same process level.



Process elements are structured at different levels. For
example, ‘Transmission D&D’ is a process element of
‘Aircraft System D&D’; ‘Gears D&D’ is a process element
of ‘Transmission D&D’.

The definition and involvement of lower level process
elements is restricted to company core competencies: ‘in-
house’ design responsibility is a core competence as
opposed to proprietary design of vendor parts, in such case
the process modeling of vendor parts is limited to the
uppermost system level element, for example Aerospace
Engines, Windscreens and Bearings.

The next level of definition for a Process Element is
identifying:

e Sequencing within each process
e Connections and dependencies
e Key accountabilities.

For clarification and communication purposes, an
Accountability Matrix may be used to identify multiple
Functions with accountabilities within the Process Element.

Process Gate Map

The output of Process Modeling is a Process Gate Map. A
Process Gate Map positions control gates for each process
element against a reference timeline (not necessarily
representing elapse times) creating a process value chain by
sequencing variables and activities assigned to multiple
functions and specialists producing the required outcome.

Process Gates
A Process Gate is a single event controlling a connection
point among multi-functional activities, targeted at:

e Establishing common, shared and synchronized
objectives within the business

e Creating a dedicated reference point for planning and
control

e Scheduling a timely and disciplined feasibility analysis

e Representing a controlled exchange of information

e Enabling multi-functional decision-making by creating
and communicate a defined closure status allowing the
launch of subsequent activities at a known risk level

e Tracking concurrent activities.

There are two types of gates representing different control
activities applicable to a Feasibility evaluation activity with
a corresponding feedback loop and to an Execution activity

Activity ...n |—)

Definition of Entry Criteria

| Activity 1 H Activity 2

Activity 3

Function X

Entry Criteria

ey

v
Exit Criteria

Completion of
Activitya |—)| Activity ...z

Feasibility Analysis
Activityb
(Feedback )

Figures 1: The Feasibility Gate

Function Y

-
1
]

Definition of Entry Criteria

| Activity 1 H Activity 2

Activity 3

Activity... n |—->

Function X

CEntryCriteia

&

Exit Criteria

Execution of Exit Criteria

Activity a |—>| Activity... z

Activity b

Function Y

Figures 2: The Execution Gate

Gate Entry Criteria
Entry criteria is characterized in terms of ‘level of
confidence’ in addition to ‘level of completeness’:

e The level of confidence is the minimal analysis and
verification of data required to execute the exit criteria at
an acceptable level of risk. Confidence in data is
determined from current accuracy, uncertainty and
stability of data as these attributes are required to manage
the risk of subsequent change.

e The level of completeness is the minimum data required
to execute exit criteria

Gate Exit Criteria

For both Execution and Feasibility gates, the identified exit
criteria is the objective evidence demonstrating the
commencement of the gate’s activity in terms of value added
to the process.

In principle for both types of gate, the status of exit criteria
is categorized as either “Not Commenced” or “Commenced”
determined by the progress of the Entry Criteria.

PROCESS GATE MAP: ADVANTAGES

Process Gate Maps clearly identify the sequencing of roles
and accountabilities for each process element with the aim
of:

e Organize sequencing and concurrent deployment such
that activities only commence with a pre-determined
minimum level of information

e Determine an acceptable level of risk defining the
earliest connection point between activities

o Identify the required information, or variables, or
interface parameters with an influence on downstream
processes to enable the co-ordination of functions and
activities in a timely manner (Zhang et al. 2006)

o Identify the timing of Process gates as a best practice
trade-off considering the maturity of the minimum
information required, the Process enablers required to
commence activities and the Process enablers required
for the timely completion of activities

® Reduce operating and product costs, improve schedule
performance and strengthen the Quality ethic by
focusing upon eliminating non value added activities, re-
sequencing and regrouping design tasks to reduce
complexity, increasing the efficiencies of value added
activities, strengthening measures to assure Process
adherence and standardize common methods of working



o Continually take into account the ‘human element’ of
operating Processes: maximizing the utilization of
available competencies, avoiding reducing efficiency and
effectiveness due to information overloading and high
stress levels, focusing upon assigning clearly defined
objectives and accountabilities, removing functional
barriers, reducing functional levels, using open
communication and increasing business awareness.

Applicable key events may be placed on the TimeLine, e.g.
PDR, CDR, PRR & TRR.

-16 -15 > PDR 13 > 12 -11 > PDR -9 -8 > CDR %6 > -5 > PRR -3 -2 > TRR
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Figures 3: Example of a process gate map

PROCESS GATE MAP: THE TREASURE HUNT

Defining a process using the process gate concept means
design the value process map as a process treasure map. The
basic questions that a process map should answer are:

1. Which are the treasures? i.e. the identification of the
added value along the process: the value inside the
process is determined by the variables that contribute
significantly to the final process result and that allow
its progress. The variables are tangible assets (like raw
materials, finished products ...) or intangible assets
(like information, value, competences, customer
satisfaction ...)

2. Which is the way to gain the treasures? With the
treasures map, i.e. define the optimal activities
sequence (effective - which activities are needed;
efficient - when these activities should start) to valorize
the variables, the distribution of the values: placing
along a timeline the specific moments in which the
variables are valorized

3. Where I can find the values? ...on the gate

4. How the treasures map is developed? Coordinating the
integration of all actors involved, i.e. the process
represents the real activities sequence, it “captures” the
best practice between all the possible realistic
sequences with which activities are executed
optimizing the contribution of the various actors inside
the logical development activity sequence.

PROCESS GATE MAP: DESIGN GUIDELINES

According to the above mentioned the following basic
guidelines are applied for process gate mapping:

o don’t postpone tomorrow what you can do today;
Organize the sequence to start the activity as soon as the
minimum required information are available

o start when you are confident,; define the acceptable risk
level to start as early as possible the activity

e carpe diem; identify the information (variables) that
influence the forward processes in the time in which they
are generated so that the early contribution coordination
of the “forward” actor is feasible, to eliminate the needs
of unplanned, with high implementation cost changes,
identify the time in which the information is available
and its change is feasible

e sharpen the wits; don’t be damaged, contribute to the
value creation the activities that can increase the value to
avoid the rework, shorten the time and the costs.
Eliminate the activities that do not bring to the treasure.
Standardize and promote common methods. Increase the
efficiency of the value added activities

e the value of a company are people; organize the work:
maximize the use of the process actors’ competences and
available time. Avoid activity blocks and induced stress
due to useless information overload. Focus on clear and
shared objectives and without uncertainty on
responsibilities. Start the activity at the right moment,
avoiding too much in advance or late start.

PROCESS GATE MAP: AN EXAMPLE

As an application of the methodology we consider the detail
design and first development of the acrospace Gearbox
system, starting from the end of system definition (with the
“transmission study”) till the beginning of the drive system
functional tests (see also Huang and Gu 2000).

The activities are grouped in elements at a first level
according to the following breakdown.

Figures 4: Gearbox D&D process elements breakdown

The process elements identified above are carried out
concurrently, they constitutes the inter-functional base
processes required to develop the gearbox system.

For example, the process element Gears contains all the
activities carried out to develop the gears of the gearbox
system, it is modeled according to the following criteria:

o the separation of the development activities of gear’s
teeth and gear’s shaft

o the separation of the gears into two main group, major
and minor gears, according to priority required for the
detail design and development. Major gears includes, but
is not limited to, main rotor shafts, Electron Beam
Welded, power gears

e Execution of main rotor shaft fatigue test, requiring the
development of specific rig’s dummy and simulated parts
and instrumentation

e Long lead time forgings development



o Interaction with bearings development process

The gearbox detail design and development process gate map
represents the timeframe distribution for each process
element; it shows time intervals, key events-reviews and
process gates.
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Figures 5: Gearbox D&D process gate map (extract)

PROCESS GATE MAP: DEPLOYMENT

Six Sigma defines quality as “the value added by a productive
endeavor” and this quality may be expressed as potential
quality and actual quality. Potential quality is the known
maximum possible value added. Actual quality is the current
value added. The difference between potential and actual
quality is waste (Pyzek and Keller 2010).

Essential to effective Business Process Deployment is the
requirement to adhere to the outputs of the preceding stage
Process Modeling, to ensure:

e The benefits of the process value chain are realized

e The timely delivery of the business demand is
demonstrated and achieved

e The timely incorporation of change and stakeholder
requirements are addressed

e Process modeling and the process gate map are used to
drive process deployment

e Disciplined progress, performance measures and status
reporting are achieved by adhering to the gate closure
rules specified

e Continuous status reporting is summarized, collated and
reported centrally

e The outputs from process deployment provides an input
into existing program management and business control
infrastructures

e Process deployment supports the dynamic principles of
the process management system by collating and
providing feedback of strengths & weaknesses as inputs
to process appraisal and improvement.

Process Status Monitoring

Subject to the rules specified in this document, disciplined
gate closure is established:

e ecxecution and tracking of Entry & Exit criteria for each
gate via the Execution Book

e KPI measurement compliance to the process gate map for
each process element

e The structured of objective evidence and gate closure
status

e Reporting and controlling emergent risks.

The current status of gate closure shall be communicated
using ‘traffic lights’ Red — Amber — Green to represent one
of three status conditions on the process gate map.

PRO A A
-16 -15 > PDR 13 > -

-8 > CDR -6 > -5 > PRR -3> -2 >TRR
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Figures 6: The Red, Amber, Green Closure Gete Status

The status represents the level of risk against the specified
requirements of each gate. This status takes into account the
impact of gate completion relative to the current date, i.e. the
combination of gate status and position relative to the current,
past or future months.

e For each month the closure status is evaluated

e The status is evaluated from the worst to best case
represented as Red, Amber or Green

e For previous months the evaluation is based upon the
status of exit criteria and therefore the completion of
entry criteria

e For future months, the evaluation is based upon the
capability to reach the target entry criteria

o The ‘look ahead’ shall be over a minimum period of 3
months.

Therefore, the status is converted to Red, Amber or Green for
two timeframes: current & previous months and for future
months. This is summarized as follows:

Table 1: Process Gates Status

. Future
Current & Previous Months Months
COLOUR
Feasibility Gate Execution Gate For both
STATUS = Gates types
Q Definition of
Exit C. = Analysis | Exit C. = Activity | Entry C.
RED COMII:I/IC})E.IZCED BLOCKED LOW
NOT
AMBER IN PROGRESS COMMENCED MEDIUM
GREEN COMPLETED COMMENCED HIGH

Gate Closure Rules

Rules are specified for gate closure to invoke consistent,
effective valuation of gate status and communicate any
impact on timely completion.



Gate status is determined by the process owner from the
completion of entry and exit criterion. Both criteria are
measured to prevent downstream delays and additional costs
incurred from uninformed decisions to progress onwards at
an unknown level of risk.

Gate closure rules are based upon:

o The level of confidence is viewed as equally important to
the level of Completeness

e Confidence (Cf), is determined from objective evidence
supporting the level of acceptable risk and uncertainty

e Completeness (Cp), is determined from objective
evidence supporting 100% completion

e Exit criteria for both types of gates is measured by a
status of ‘Not Commenced’ or ‘Commenced’

Status Reporting via the Electronic Execution Book

The Electronic Execution Book, EEB, shall be used by the
process owner to execute the process gate map to determine,
record and communicate the current status of each Gate.

The Electronic Execution Book shall:

o Consist of one ‘page’ of data per Gate

e Be populated with the specified Entry & Exit criterion to
determine the status of each gate

e Be electronically created, maintained and communicated

e Incur low administration effort

e C(Calculate and record for each gate the red, amber, or
green status for the current month, for all previous
months and for 3 month ( minimum ) look ahead

e Provide an auditable link to corresponding progress
methods, objective evidence and actions

e Be date controlled and provide an historical record of
previous status reports.

CONCLUDING REMARKS

This paper presents a few hints on how to approach complex
process modeling in concurrent environment, capturing and
sequencing essential organizational relationships, relevant
aims, critical variables and values.

The process gate map approach has been developed to
analyze organizational knowledge, process and structure of
the concurrent product design and development process,
enabling creating an effective business management system
linking and integrating interrelated disciplines:

e Collaboration Relationships; studying competition and
collaboration behaviors applying the so called
complexity theory to study gates involving many actors
and their interactions, through research tools such as
simulation of agents and their interaction, known as
agent-based modeling and use them to design more
effective processes and organizations (Axelrod 1997)
(Sterman 2000)

e Process Improvement; approaching the process
management and all the related techniques i.e. process
improvement, process re-engineering, statistical process
control and lean (Jeston and Nelis 2008).

e Design Structure Matrix; integrating the Design
Structure Matrix modeling approach to study the
iterations and feedback loops in a new product design
process to better plan and manage iteration, overlapping,

decomposition and convergence problems typical of the
feasibility gates of a concurrent engineering initiatives
(Yassine and Braha 2006) (Eppinger et al. 1994) (Huang
and Gu 2000) (Zhang et al. 2006).

e Project Planning and Risk Management; the process gate
map is the base structure constituent or the “archetype”
helping to design an effective project plan of concurrent
product design and development. All work has structure,
every process as realized has a structure and inherent
risk, structure constrains a process in many ways, wrong
structures limit and restrain, successful businesses need
competitive structures, through process gate map we
transform structure into a project plan used to control
team tasks (Denker et al. 1999).

o Knowledge Management; capturing, organizing and
sharing business knowledge, linking parameters
relationship and rationale of design & development
decisions to relevant gate, allows effective knowledge
management: i.e. the reasoning behind decisions
becomes available, participants affected by design
changes can be identified, existing similar designs can be
modified to meet current needs, the causes resolutions for
conflicts can be identified (Klein 1993) (Zhang et al.
2006).

o System Engineering and Configuration Management;
capturing and structuring requirements as specific entry
criteria for relevant process gates allows product and
performance configuration tracking along the concurrent
product design and development.
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ABSTRACT

The collaboration environments are context sensitive; they
may be subject of modification whenever parameters of use
change. Dynamic adaptation is a key issue to enable
continuity of collaboration and communication.

In this context, the collaborative development of products
provides new challenges in distributed systems. It requires
continuous communication and exchanges between teams of
collaborators having different roles and using different tools.
A global model of collaboration is necessary to guarantee the
quality of communication and to ensure adaptability and
interoperability between tools whatever may happen. In this
paper, we present a framework for collaborative model-based
services development that supports a semantic adaptation
model. This framework enables a dynamic deployment of
component that is triggered by the change of collaboration
context such as the arrival/absence or change of roles and
tasks of actors. In this article, the implementation of the
framework and its conceptual model are presented. A test case
for collaborative software development has been developed to
validate the framework.

INTRODUCTION

The collaborative development of complex products provides
a wide range of new challenges in distributed systems. Teams
of engineers have different roles and experiences; they must
deal with numerous types of information both on the product
being developed, on the technology used such as the
development tool, but also on the organization adopted for
work. It is important to guarantee transparent collaboration of
actors respecting the different roles they are playing and
despite the distance and the disparate tools they are using for
collaboration and communication.

The design of collaborative systems that deliver intelligently
the communication flows between the different parts in all
situations ensuring the continuum of collaboration is one of
CSCW (Computer-Supported Collaborative Work) research
challenge (Carstensen and Schmidt 1999). For example if a
collaborator joins/leaves or changes his role within a project,
how the system may enable/disable automatically the
communication flow adapted to its context of use such as its
role, optimized Quality Of Service parameters? How his
collaborators may continue their work despite this change?
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And how the system may ensure the continuum of
collaboration by providing new flow of communication
regarding the role of each collaborator and their tasks? In this
perspective, we propose to explore promising research
methodology grounding on analysis of semantic collaboration
to ensure interoperability and thus the communication. A
global model of collaboration is necessary to guarantee the
quality of communication and to ensure adaptability whatever
may happen of such events.

In this paper, we focus on architectural adaptation in
collaborative environments in which actors have different
roles and belong to one or many groups. Therefore, they are
organized within sessions dynamically depending on their
roles or tasks. In order to achieve this adaptation, a set of
interconnected components must be deployed in the system.
Since sessions are dynamic and actors may change their roles
during the collaborative activities, an adaptive components
deployment must be considered in such systems to preserve
this collaboration.

This paper deals with semantics of collaboration. An analysis
of related work is presented. A multi-level modeling approach
and a framework for adaptive group communication are also
presented. Based on this framework and on a conceptual
model of collaboration, an architecture enabling the
adaptation of the collaborative engineering systems is
proposed with a test case in the domain of collaborative
software development.

STATE OF THE ART

Significant research has been carried out on collaborative
activities and session management. A majority of these
solutions deal with different aspects of collaboration and
communication. However, as far as we know, very few works
treat specifically the problem of providing tools for building
context-aware collaborative applications with dynamic
reconfiguration of components at runtime.

According to Dourish and Bellotti (Dourish and Bellotti
1992), “Awareness of individual and group activities is
critical to successful collaboration and is commonly supported
in CSCW systems”. In CSCW, the notion of group awareness
presents a significant feature. Dourish and Bellotti (Dourish
and Bellotti 1992) defined it as "an understanding of the
activities of others, which provides a context of your own
activity”. This concept depends on the group topology such as
members who have strong or weak relationships or members



who have different or same experiences (Palmer et al. 1994).
Moreover, as members are not co-present in virtual
workspace, it is prominent to create a group awareness model
based on different methods such as providing a clear synthesis
of all information from different parts of system.
Communication presents a fundamental feature in
collaborative workspace. During team meetings, the members
share documents and they can explain directly what they
mean. But, communication problem becomes more complex
when participants are distant collaborating in an asynchronous
mode. As a result, communication matters can have a direct
drawback on the shared knowledge. This can have thereafter
an impact on project progress. Many studies have so
addressed mediated communication issues between designers
(Lewkowicz et al. 2008), (Edwards 2005).

Baudin et al. (Baudin et al. 2004) has thoroughly studied
graph-based explicit session management models and services
in order to support collaboration inside groups of human
users. The goal was to explicitly model relationships of
information exchange between users in order to keep a tight
coupling between communication and network layers. The
proposed graph-based collaboration model is based on data
producer/consumer relationships. Therefore, data exchanges
for synchronous and interactive work sessions are represented
and modeled. Such sessions handle interactive data flows (e.g.
video, real time audio). The dynamics of the session is
expressed in terms of users entries/exists and user role
changes. The session designer explicitly selects collaboration
graph structures where collaborative work can occur.
Advantages of this collaboration model are twofold. Firstly,
this model is simple enough to be easily handled by session
designers for various collaborative configurations. Secondly,
instances of this model can be automatically taken into
account by services or platforms that can be configured by the
model. The sessions explicitly designed are therefore
managed by model-based platforms.

Implicit sessions emerge from the observation of users’
actions and their context. When the system detects a potential
situation of collaboration, such as human presences, it creates
an implicit session and invites involved users to join it. As far
as we know, few works were tackling implicit sessions.
However, we can cite (Edwards 1994) and (Texier and
Plouzeau 2003) where models are based on set formalisms or
(Rusinkiewicz et al. 1995) where models are based on first-
order logic formalism, in order to describe unstructured
sessions.

We have analyzed existing synchronous collaborative systems
such as TANGO (Beca et al. 1997), HABANERO (Chanbert
et al. 1998), DOE200 (DOE200 1999) and DISCIPLE
(Marsic 2000). The main disadvantage of these systems is that
the group member roles are pre-defined and cannot be
changed dynamically during the collaborative activities.
Consequently, these systems cannot support complex
structured sessions. Thus, model-based approaches are
required in order to describe session’s organization and to
ensure the flexibility in the described systems. Moreover,
several approaches propose models controlling only one
element of the session such as media (Holvoet and Berbers
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2001) and collaborative services (Vissers et al. 2004). Other
sessions models describe only three components of a session:
users, tools and data flows (Edwards 1994) [Dommel and
Garcia-Luna-Aceves 1999). These proposed models create
collaborative sessions by monitoring members’ activities.
Some of them support dynamic change and provide a
representation of the sessions but this representation is too
specific to the model, what restricts its use in other systems.

Some platforms provide tool-based implementation for the
session management, whereas, they don’t support the
representation of complex structured sessions, and even those
which allow complex sessions modeling are still theoretical
and they don’t provide real implementations.

Other awareness tools have been proposed: The TeamScope
system (Jang et al. 2000) allows participants exchanging files
and working on it without real time interaction between them.
The Classroom BRIDGE (Ganoe et al. 2003) and the
Collablogger tool (Morse and Steves 2000) support
distributed group projects. However, they are not able to
support dynamic changes of the session’s structure.

Other ontologies-based works are proposed and applied to
different problems of CSCW. Yao et al. [Yao et al. 2007]
introduce an ontology-based system for workflow
management. This system can interact with other ontology-
based applications. Andonoff et al. (Andonoff et al. 2007)
proposes an ontology of high level protocols for agents
conversations. Ontologies are used in order to provide
semantic to these protocols and to ensure automation of
coordination in distributed systems. Garrido et al. (Garrido et
al. 2007) propose an MDA-based approach for modeling
enterprise  organization and developing  groupware
applications. The domain model is formalized through a
domain ontology in order to describe concepts and relations
between actors sharing knowledge. Tomingas and Luts
propose a semantic interoperability framework for data
management like web services descriptions and ontologies
(Tomingas and Luts 2010).

The main disadvantage of classical CSCW systems is the lack
of flexibility in sessions which are pre-defined and don’t
support dynamic changes. Indeed, a given CSCW system,
which supports collaborative activities in a specific domain
and in particular in a specific group organization, cannot
coordinate collaborative activities in another domain; and
even in a particular working group, sessions and roles
organization cannot be changed. Few works consider implicit
sessions which are spontaneous and depends on implicit
collaboration activities. In systems represented above,
sessions are initiated explicitly and the dynamic of changes is
limited to roles changes. Moreover, if a new situation of
collaboration is required at runtime, the system is not able to
provide the adequate service which satisfies users’ needs.
Thus, session designer should define new sessions’ structure.
Furthermore, even if a system defines all possible sessions, it
should be implemented and hard-coded. This method limits
the code reutilization and its maintenance. Therefore, a
generic framework that defines common vocabulary for
session modeling is needed. Session designers should easily
define and implement new session structures for different



groups working together and even for the same group at
runtime.

Another disadvantage of these systems is the lack of rigid
deployment services of components or application that they
offer. Components and applications are often deployed
manually on participants’ machines and fixed at design time
by a static way. This method cannot be applied to situations
that need a high degree of adaptation, and in which even not
known components should be deployed in advance.

In our work, we intend to support collaboration in distributed
environments where sessions can be implicit, new
mechanisms are needed for managing session evolution and
role changes. In our view, Semantic Web techniques are well
suited to achieve this task. As far as we know, there is no
existing collaborative system that use semantic for session
management and dynamic deployment service. As thus, in this
paper, a semantic driven framework has been developed to
enable session management and dynamic components
deployment for collaborative systems. The next section will
describe our approach towards the framework we have
developed.

PROPOSED SOLUTION

We present our proposed solution for the modeling and the
implementation of collaborative activities. We propose a
generic framework enabling session management, semantic
multi-level adaptation and automatic components deployment
for collaborative activities.

This framework is based on a generic multi-level modeling
approach (Figure 1) that ensures multi-level adaptation. Each
level encapsulates specific problems into a specific model.
Models represent sets of linked entities like software
components, called configurations. High level configurations
represent high level requirements, such as participants’
organization and their activities, while low levels
configuration represent the real implementation ensuring such
activities. Separation between levels may introduce the
concept of multi-level adaptation. Indeed, distinguishing
different abstraction levels allows mastering the specification
and the implementation of adaptation rules.

Cn1 Cn, Chi+1 Cni Level n
\/ refinement
/ / \ X selection
Cn-1,J' Cn-1,k Cn-1,p n-1,q Level n-1

Figure 1: Multi-level architecture modeling

A configuration is denoted C,;, where #n is the abstract level
and 7 is an index to distinguish the configuration. For a given
configuration C,; at level n, multiple configurations (C,.
11>--sCn1p) may be implemented at level n-1.These
configurations represent the refinement or a detailed view of
C,;.. When a new adaptation is required at level n, only one
configuration is chosen among all configurations of this level
implementing the n-level configuration.

12

Framework architecture

In this part, we present how we apply the presented multi-
level approach to collaborative systems in order to clearly
identify specific problems of each level for the considered
system. Therefore, we provide an overview of the retained
level and we detail the proposed models for each level.
Adaptation at the highest levels should be guided by the
evolution of activity requirements. Adaptation at the lowest
levels should be driven by execution context constraint
changes. The framework architecture and the retained levels
are represented in Figure 2. These levels are detailed as
follows:

Collaborative systems Collaborative systems
Application = e —_—
Level model 1 model P model N

v——‘—————-l

. Generic Collaboration Meta-model
Collaboration
Level @
| Collaboration Ontology |

Messaging ‘ Network architecture Communication modes ‘
Level
Infrastructure | Hardware, Software Components I
Level

Figure 2: Framework architecture

Collaboration Level

The goal of the central level (collaboration Level) is to
provide collaboration schema that enables members belonging
to several groups to communicate inside sessions where they
can send and receive data flows. Thus, the main issue in this
level is to determine which data flows have to be created in
order to enable the needed communication. The proposed
elements in this level are represented by a generic
collaboration meta-model (GCM) which details the structure
of one or more collaborative sessions and deployment
configuration. Hence, new instances of this meta-model are
generated at runtime after every context change of the
application level configuration as well as arrivals, changing
roles, changing groups of collaborating actors. GCM is a
graph expressed in the GraphML language (an XML dialect
for representing graphs (Brandes et al. 2001)).

In order to represent GCM, we have chosen ontologies
because it constitutes a standard knowledge representation
system, allowing reasoning and inference. Moreover,
ontologies facilitate knowledge reuse and sharing through
formal and real world semantics. Therefore, ontologies are
high-level representations of business concepts and relations.
We have chosen to describe levels’ models in OWL (Smith et
al. 2004), the Semantic Web standard for metadata and
ontologies. In general, ontologies are separated in two levels:
a generic ontology and a specific ontology. The former is a
domain-wide ontology, but independent of applications. The
latter ontology extends the generic one with terms specific to
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Figure 3: Generic collaboration Meta-model

an application category. We have followed the same pattern in
our implementation: there is a generic ontology, GCM, and an
application ontology that extends the collaboration ontology
with business-specific concepts and relations.

The generic ontology is common to all applications, therefore
it is provided within the framework. The main elements of this
ontology which represents our Generic Collaboration Meta-
model are detailed in Figure 3. The proposed concepts are
represented by round-cornered rectangles, while relations are
represented as arrows going from one concept (the domain) to
another (the range).

The main concept is Session. A session is a set of flows,
represented by the concept Flow, which represents
communication links between entities. A property, called
HasdataType, relates the concept Flow to the DataType
concept. Possible values of data type are captured by the
DataType instances that can be text, audio, video or an
exchanged artifact between actors. During the collaborative
activities, flows are exchanged between communicating
entities represented by the Node concept. Therefore, Flow is
related to Node by the two relations: source and destination
representing respectively the source node and destination
node. Nodes may represent actors. A given node plays one or
more roles determining the type of each activity for all
involved actors. For example, a role may be a developer in a
collaborative software engineering. Depending on their roles,
entities will have multiple tasks and they need to communicate
with different members organized within different groups in
order to achieve collaboration goal.

Each role belongs to one or several groups. Therefore, the
concept Role is related to the concept Group by the relation
belongsToGroup. In order to manage collaboration sessions, a
set of session must be defined for each group. Therefore the
relation hasSession relates the Group concept to the Session
concept. The session definition for each group enables a valid
deployment of appropriate sessions depending on
participants’ roles and groups.

Whether a node represents a collaborative entity that
communicates with others entities, it has to be hosted by a
physical machine represented by the Device concept (relation
HostingDevice).
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Nodes manage exchanged data flow using external
components (ool concept) deployed on the same devices in
order to enable the separation between collaboration code
(implemented in the external components) and the business
code (implemented in entities’ components and specific to the
application). Tools are composed of one or several
components (e.g. a sender component and a receiver
component) represented by the concept Component. The Tool
concept is related to the Component concept through the
relation hasComponent. Components manage several flows.
Therefore, the relation manages relates Component to Flow.
Components have the same data type of the managed flows
(relation hasDataType). Each component is deployed on one
device (relation isDeployedOn which links Component and
Device). The component’ type depends on the handled data
type (text, audio, video, files, artifacts ...) and on the
communication mode (real-time communication,
asynchronous communication).

Application Level

The retained model in this level is a domain specific ontology
that represents concepts and relations modeling the context of
the application. Such ontology depends on the application
domain, hence it will be provided by the designer of the
collaborative system using the framework. In general, this
ontology is a specialization of the Generic Collaboration
Meta-model presented above in order to enable the addition of
specific semantics to the general collaboration concepts.
Moreover, this ontology can be more complex depending on
the application’ needs.

The domain ontology contains also some rules indicating how
roles can communicate, within the specified sessions.

At runtime, the domain ontology is instantiated depending on
the application context, thus providing knowledge base
containing explicit and implicit collaboration aspects about
participants, their roles, their group and about the needed
sessions for each group.

Messaging Level
The architectural model produced in this level is a detailed
deployment schema that contains the needed elements in order



to implement collaboration sessions determined by the
collaboration level. For this level, we have retained two
communication paradigms: the Event Based Communication
and the Peer-To-Peer communication. The EBC is based on
the Publish/Subscribe pattern and it represents a well-
established paradigm for interconnecting loosely coupled
components and it provides a one-to-many or a many-to-many
communication pattern. The main advantage of the EBC is the
opportunity for better scalability than traditional client-server
pattern through message caching and network-based routing.
Moreover, publishers are loosely coupled to subscribers and
they operate independently of each other. The Peer-To-Peer
model allows to make some resources available in the network
participants without a central coordination. Its structure is
privileged for file sharing that represents an important activity
in collaborative systems.

The produced models in this level are EBC-based graphs and
Peer-To-Peer-based graphs that contain the specific needed
elements for each paradigm. The EBC model contains a set of
event producers, event consumers and channel managers
(CM) connected with push and pull links. For every
determined session, a CM is created in order to manage, store
and deliver exchanged data flow between multiple producers
and consumers. On the other hand, the Peer-To-Peer model
contains peers, super-peer and pipes that enable the
communication and the file sharing between actors.

These produced models are represented by graphs expressed
in the GraphML language.

Since the produced model represents a detailed deployment
descriptor, we provide a deployment service that effectively
deploys elements on participants’ devices. This deployment
service takes a deployment descriptor as input in order to
install, start and update the required components.

The implementation of this deployment service is based on the
Open Services Gateway Initiative (OSGi) technology. Indeed,
OSGi offers very promising functionalities such as dynamic
code loading and execution. Besides, this specification offers
a services management platform (with a dynamic register of
services enabling the detection, the invocation, the addition,
the cancellation of services at runtime). OSGI offers as well a
complete and dynamic component model. In OSGI
specification, components are called bundles.

Within this approach, deployable components are packaged as
OSGi bundles that are handled by the proposed deployment
service.

Refinement And Selection

The adaptation requires two actions: Refinement which
determines the set of associated (n-1)-level configurations that
implement a given n-level configuration; and Selection, which
consists in retaining the optimal configuration among the all
possible configurations at a given level.

Application—Collaboration Refinement

Reasoning based on SWRL rules (Horrocks et al. 2004) is
used in order to implement the application-collaboration
refinement. SWRL rules are applied to an instance of the
domain ontology that extends the GCM. The proposed
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Generic Collaboration Meta-model includes 6 generic rules
that express some relations and especially those which allow
to infer a collaboration schema from the domain ontology
instance. However, these rules are not sufficient for complete
implementation of the refinement from the domain ontology
to the collaboration ontology. Therefore the application
designer has to specify additional rules in the domain
application model which contains a part of the refinement
process. The processing of the SWRL rules produces an
instance of the Generic Collaboration ontology represented by
a collaboration graph expressed in the OWL language. The
application-collaboration refinement produces a single
collaboration model from a given application level model.

Collaboration-Messaging Refinement And Selection

As the collaboration level and the messaging level models are
represented by graphs, graph grammar theories represent an
appropriate formalism to handle the refinement process.
Moreover, graph grammar is an intuitive and powerful way of
handling complex transformations.

In this graph grammar, non-terminal nodes are collaboration
entities while terminals nodes are deployment entities. This
refinement infers two sets of deployment graph: a set
containing all possible EBC-based graphs where terminal
nodes are EBC entities and another set containing all possible
Peer-To-Peer-based graphs where terminal nodes are Peer-To-
Peer entities.

In order to apply transformation’s rules of the proposed
grammar, a Graph Matching and Transformation Engine
(GMTE) (Rodriguez et al. 2010) is used.

In order to select the optimal architecture among those built
by the refinement process, a generic selection procedure is
used depending on several parameters. This function allows:
(1) to discard configuration that cannot be deployed, (2) to
select the best adapted configuration to the current context.

In order to ensure the framework robustness, we have retained
two policies; however we can add new policies depending on
the system requirements. The first policy, called
MaxDispersion, maximize the dispersion of components
deployed on participants’ devices. The second policy, called
MinDistance, minimizes and discards useless redeployments.

ADAPTATION IN COLLABORATIVE ENGINEERING

We explain how to take advantage of the proposed framework
in order to maintain the collaboration between actors within
enterprise systems in the advent of their dynamic. We provide
methods that enable the dynamic adaptation of such systems
and the optimization of the product development process by
managing the collaborative sessions during all development
phases of a given product. We also address the discovery
capabilities in order to enable the detection of new changes on
the situations of collaboration within the systems’ network.
These changes trigger a notification to our framework which
launches the adaptation process using the proposed
knowledge representation technologies applied to a given
domain model. The result of this adaptation is a messaging
model that decides in what way should the network nodes



react in order to enable the system to evolve for the new
interoperable state.

In order to carry out the adaptation process during the
collaborative engineering, three phases are required (Figure

tnformal ">
pracess

Generic
\ the procass _~ Coliaboration
-7 Mets-model 4

/zproce sxtends

.27 model
.

Leseyd

|
|
!
|
|
!

! T
' §
I @
instentiste’adant Enactable ;] ®
sracess magsl Process Model ] N
requirements
{a Participants
! )
E | connect g
{ \Ldiscmnw Serform a coliaborative 7]
| ’ sroject :’
| m“ﬂ”} Framevorkart
\éeﬂ.ef_ _____________

Figure 4: The three phases of adaptation
Phase 1

The process designers begin with defining a process model
which contains specific concepts such as groups, roles,
activities, relationship, constraints, automatic collaborative
sessions for each group, etc. Application-specific SWRL rules
are also defined and will be used by the adaptation process in
order to determine to what session should belong each actor
having a given role or task. This process model is a
specialization of the Generic Collaboration Meta-model
detailed above. During this phase, the process designers
formalize the process depending on the needed structure that
enable inter and intra-enterprise collaboration. For example,
they formalize the collaboration between actors having a
common experience, performing common tasks and belonging
to one or more projects.

The main advantage of this architecture is that the process
model can be updated at runtime without performing actions
on the system’s code implementation. This update may affect
sessions’ organization, groups’ definition, possible roles, etc.
For example, the process designers can add or remove one or
more collaborative session of a given groups. Therefore,
during the adaptation process, the system’s server has a
permanent HTTP access to the defined process model which
can be updated.

Phase 2

Once the process model is detected, the system’s server
instantiates it and allocates to the project all resources (project
plan). This instance represents the initialization of the
application descriptor that will be the entry of the adaptation
process. This phase produces an enactable process model that
contains the defined specific concepts and relations defined in
the process model such as all potential roles that may be
played by actors, all possible groups that may represents sub-
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projects and mainly the defined collaboration sessions for all
groups.

Phase 3

Once the process model is defined by the process designers
and initialized by the system’s server, actors will be assisted
in performing the collaborative project according to the
enactable process model, to their roles, to the teams’
organization and to the defined collaboration scenarii.
Therefore, the system’s server should enable the needed
adaptation after each actions (such as change involving
connection, disconnection , changing roles, joining or leaving
a given working group) performed by each actor. Hence, the
process model which has been instantiated and initialized in
the phase 2 must be updated in order to represent all the
performed actions. In the framework, this model represents
the application descriptor which is the entry of each
adaptation process.

In order to create dynamically the required application
descriptors that represent the current collaboration state, a
communication API is proposed enabling the interfacing with
the proposed framework.

Once the application descriptor is created, the framework
carry into effect the adaptation process. Firstly, a
collaboration schema that responds to the high level needs is
generated by the collaboration level through reasoning using
SWRL rules defined both by the Generic Collaboration Meta-
model and the process model. After that, the Graph Matching
and Transformation Engine (GMTE) infers a set messaging
graph representing all possible communication models. Then,
the communication framework selects the well adapted
messaging graph that ensures the needed communication
between actors performing the collaborative activities.
Finally, the deployment service takes charge of the effective
deployment of the needed components.

TEST CASE

We consider a software engineering project concerned with
the development of complex software products. The ultimate
goal is to ease the development of such products by assisting
engineers, whose are organized within different teams, in their
collaborative work. The present test case is implemented in

the context of the ANR Galaxy project (see
http://www.irit. fr/ GALAXY).

We detail the three required phases:

1. Phasel: In this phase, the process designer of the

Galaxy project defines the process model which contains the
groups, the possible roles and collaboration sessions for each
team. Figure 5 describes a proposed domain ontology
(expressed by an OWL file) that represents the collaboration
aspect of the defined process model. In this figure, concepts
and relations of the Generic Collaboration Meta-model are
represented with continuous lines, while specific concepts and
relations are represented in broken lines. The Node concept is
specialized into the Actor concept which models a galaxy
actor. For each actor, a set of possible roles, which specialize
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Figure 5: The proposed domain ontology

the Role concept, are defined:

e Designer: a designer can be:

o Simple designer: designs and writes architecture
description models.

o Designers’ leader: collaborates with the simple
designers in order to produce the detailed
architecture of the system.

e Integration manager: decides when features and fixes
are ready for production, and merges them while being
sure that the result is functional and reasonably bug-
free.

e Developer: a developer can be:

o Code developer: writes codes.

o Test developer: writes integration tests for the system
under development.

e Deployment manager: deploys the project to
production, monitors execution, and reports errors back
to developers.

Having one or more roles, engineers can belong to one or
more working groups. The defined working groups for this
project, workGroupA and workGroupB, are two instances of
the Group concept of GCM (all instances are represented with
dashed lines). For each working group are defined the
associated collaboration sessions. Engineers who belong to
the workGroupA are organized within two sessions:
DesignerSession which regroups all project designers and
DesignerDeveloperSession which regroups designers and
developers. On the other hand, engineers who belong to the
workGroupB are organized within the two sessions:
integratorDeveloperSession which regroups the integration
manager and developers when integrating the developed
codes and DeploymentMgrDeveloperSession which regroups
the deployment manager and the developers when a bug is
found. These collaboration sessions are instances of the
Session concept of the GCM. In order to assign sessions to the
groups, the hasSession relation of GCM is specialized into
four relations: hasDesigner S, hasDesigner Developer S,
hasIntegrator_Developer S and
hasDeploymentMgr Developer S.

In addition to the specific concept and relations, the domain
ontology which describes the process model must also contain
the application-specific SWRL rules that allow rule engines to
create sessions and data flows between engineers according to
their roles.
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2. Phase 2: After the definition of the process model, an
enactable process model is created instantiating the defined
process model. For the present test case, this instance contains
the two working groups and their associated collaboration
sessions.

3. Phase 3: The actors-context awareness is taken into
account in this phase during which the adaptation process is
needed after each action. For example, if an actor joins the
system, the system updates the instance of the domain
ontology using the proposed API and launch the adaptation
process.

CONCLUSION

In this paper, a semantic-driven, adaptive architecture has
been developed to manage messaging for collaborative
engineering activities within networked enterprises. This
architecture is based on a Generic Collaboration Meta-model
(GCM) which supports the implementation of session
management services. GCM is a domain-independent
ontology that can be extended for modeling collaboration
knowledge in different application domains.
This work provides a framework for session management and
adaptive component deployment. Knowledge representation
technologies, such as ontologies and SWRL rules, are used to
ensure awareness of collaboration situations and to decide
when sessions have to be adapted.
The proposed architecture provides a generic level of
collaboration. It enables the integration of different
applications and deals with application-specific information as
sub models that are plugged into the framework.
The developed prototype system establishes an open and
scalable architecture to support inter and intra-enterprise
collaboration. Indeed, a process designer defines a process
model which represents the actors, their roles, their groups
and the associated sessions. The process model is instantiated
using the proposed API which is able to check the consistency
of the requested actions. The main benefit from this approach
is ensuring the continuity of the communication services when
changes occur in the process model. The framework supports
a dynamic component deployment using the deployment
service which uses the produced deployment graph. The type
of deployed components depends both on the selected



communication model and on the needed communication
mode such as synchronous and asynchronous communication.
We can conclude that semantic representation and Web
semantic technologies are useful to enable dynamic
reconfiguration.

The work presented is being tested on real case in the context
of the Galaxy project. Future work will consists in performing
generic security functionalities and access control, at the
communication framework level, which rely on the involved
collaborative system.
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ABSTRACT

The paper presents an original method that provides exact
calculation of the maximum angle value for swash plate
axial piston pumps. In order to obtain the angle values only
the working pressure and the characteristics of material
couples are needed. The method is based on a 3D
mathematical model where the piston kinematics and the
swash plate are connected through the crank angle and the
inclined disc angle. Accordingly, a mechanical model is
derived where the piston and cylinder constitute a
cylindrical coupling with linear contact. Expressions for the
maximum values of the mechanical loads - flexure, shearing
and crushing — are considered. The maximum angle value
for the swash plate is calculated on the basis of the nominal
working pressure and the admissible stresses for the
materials used in manufacturing the pistons and the cylinder
block. The method can be used both for direct or reverse
design procedures and is suitable for introduction to
dynamic simulation models. Since this direct method
provides results on the functional characteristics and high
quality raw material consumption of the product it may be
considered as a good tool for product development inside the
concurrent engineering procedure.

INTRODUCTION

The permanent progress in volumetric machines is focused
both on raising technical performances and lowering
manufacturing costs. Raising the working pressure and flow
rate implies new materials for improving design parameters.
Still, until now there have been no successful models
describing the performance of axial piston pumps over the
whole operating range hence studies focused on the most
relevant issues. Therefore research was carried out in two
major directions: assessing volumetric losses due to leakage
- (Bergada et al. 2012), (Manring and Zhang 2001) - and
fluid compression effect and moment losses due to internal
friction. Theoretical models describing the piston friction
force are scarce in engineering literature but experimental
studies have been published (Vasiliu et al. 2005). A model
describing the frictional characteristics of a piston with a
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ring pack is reported (Kim et al. 2002) considering mixed
lubrication. In order to design the cylinder the piston
friction force was calculated - a rough estimation -
considering a constant friction coefficient (Jaroslav and
Ivantysynova 2001). In the paper one observes that high
stress is developed across the cylinder and pistons edges,
therefore the maximum permissible contact pressure of the
related materials limits the radial force value exerted on the
piston and hence limits the maximum allowable swash plate
angle. Based on a similar approach, Heon-Sul and Hyoung-
Eui (2004) derived a formula allowing one to estimate the
piston friction force and loss moment of a machine only by
knowing the physical dimensions — without experimental
tests. Other types of studies were developed in order to
assess the efficiency of coating some active machine
surfaces in order to obtain higher lubrication - (Yeh-Sun
and Sang-Yul 2008), (Yeh-Sun et al. 2006). Also, various
material coupling for pistons and cylinder blocks were
assessed in order to enlarge the limits of the allowable
swash plate angle (Ciocanea, 1995), (Negoita et al. 2010).
Taking into account the progress concerning piston and
cylinder design geometry (Ivantysynova and Lasaar 2004),
the present paper is focused on deriving an original formula
that provides calculation of maximum swash plate angle
value only by knowing the working pressure and the
characteristics of material couples used for manufacturing
the piston and cylinder. The method is addressing a missing
issue in the product development process of axial piston
pumps. Thereby, a mechanical algorithm is available for
completing the hydraulic approach of the overall operating
behavior of the axial pump and hence results provide more
data for a more flexible redesign procedure.

MATHEMATICAL MODEL

In order to determine the piston stroke s as a function of the
swashing plate angle y, and the crank angle o, one
considers the intersection between a cylinder considered as
the cylinder block and the swashing plate plane which is the
support for the piston slippers - see Figure 1. The plane
equation is:

x y z 1
R 0 0 1
=0, ()]
0 R —Reigy, 1
0 —-R —Rigy, 1



and one obtains:
z=(x—R)gy,. 2)

The cylinder equation is: x> + y* = R is written using

cylindrical coordinates (x = Rcosa, y = Rsina) and

considering z = s (o) the relation for the piston stroke is:
s(a) =Rigy,(1—cos ). 3)

Figure 1 Geometrical data for the cylinder block and
swashing plate

If F(x,y,z) = 0 is the cylinder equation and ®(x,y,z) =0 the
swashing plate plane equation:
F(x,y,z):x2+y2—R2:0 )
O(x, y,z) = z—xigy, + Rigy, =0
one determines the relation for tangent angle & to the mean
slippers trajectory in respect with z direction:
x—Rcosa —y+Rsina z+Rigy(l-cosa)

)

sina cosa sin augy,

and the equation line, which contains point M and is
parallel to z direction, is given by:
x—Rcosa —y+Rsina _ z+Rigy(l-cosa)
0 0 1 '

(")

The angle &between the lines given by equations (5)-(5’) is:

sin gy, 1

cosf =+ ;180 =——. (6)

1+sin? atg2y0

MECHANICAL MODEL

The mechanical model considers the piston and the cylinder
constituting a cylindrical coupling with linear contact.
Under the action of the effective force F. = F/tgb - see
Figure 2 — where F = n*dzpist~p0/4 and using relation (6):
2
pist

F, = 4 DPolgysina , @)

where p, is the nominal working pressure considered as
constant, the piston is strained at flexure, shearing and
crushing.
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Figure 2 The diagram of the forces acting on the piston

This hypothesis simplifies the real piston loading by
neglecting lateral forces. Still, the loading diagram available
in Figure 3 represents a good approximation and provides
good accuracy of results. In fact, one considers that the
piston and the cylinder form a coupling with intermediary
film that seems to represent a limit situation.

P
7
o

Pz 1 ~

Figure 3 The loading diagram

In real regime, because of the suction and delivering under
pressure process, in the suction phase the film must be
considered as hybrid - dry hydrodynamic since at this
moment it is damaged. Therefore, the model is derived in
poor functional condition.

Maximum strain evaluation

Using the diagram from Figure 3, one can evaluate the
maximum stresses that strain the piston that is considered as
a continuous beam with simple bearing.

The contact pressure

The variation of the contact pressure between the piston and
the cylinder p. = F,/(I-dyis) depends on the instant contact
length between piston and cylinder (o)) = 1. —s(a) where
o is the rotating angle of the cylinder block and s(o) is the
piston stroke — see Figure 4 - derived from geometric

conditions: s(a) = Rtgyo (1-cosa).
C}hﬂdef Piston
Block
Piston
Shoe
washplate

Figure 4 The position of the piston in the cylinder



Introducing (7) and the above relations one obtains the
contact pressure:

ﬂ-dpistpotgy() .
4 l.—Rigy,(l1—cosa) )

sin o

®)

pe(a)=

Two conditions are used in order to obtain the maximum
value for the contact pressure function: dp. / doo = 0 and
d’p. / da® < 0. From the first condition one obtains:

Rigy,

cosae=——
lc —Rtg]/()

=cos )

and from the second condition one verifies that o = oy gives
the maximum value for the contact pressure function -
relation (8) - if considering 2Rtgy, << l.:

l—sztg}/
d*p. 1.(I, -2Rigy,) \/ 7, °"°

- =2rl.1gy,

~1].(10)
da l.—Rigy,

R
1—l—tg70

c

Taking into account relations (8) and (9) one obtains:

2.2
I, =tgy,| R+ /R2+7Z p20 df,m .
16p;

The flexure

According to Figure 3 one calculates the bearing reaction

Na = Fely/l; and Ng = Fe(l, - l)/l; and the flexure

momentum M(a)) = Fe(l, - 1) = Fe(a)s(a). Using relations

(3) and (7) the flexural momentum is:

ﬂpod;m Rig?y,
4

(11

M(a)= sina(l-cosa). (12)

Using the same algorithm as above, the two conditions for
obtaining the maximum value for the flexural moment are:
dM/da. = 0 and d*M/da” < 0. Hence from the first condition
one obtains the values for the rotating angle of the cylinder
block: a; = 0° and a, = 120°. From the second condition one
finds that the latter solution is the acceptable one since
(dzM/docz)| o120 = sinoy(4cos a, —1) < 0. Introducing the
above value of the rotating angle in relation (12) the
maximum flexural moment is obtained:

_ 3\/§7r
6

Mmax _pOdszivthg}/O' (13)

1

On the other hand, the relation for the bearing reaction
Na = Fe(a) -1,/1(a) as function of the rotating angle of the

cylinder block is:

2 .
ﬂ-dpist sma
4 Pol 1870

N, = (14)

l.—Rigy,(1-cosa)

The maximum value for the reaction force N, is obtained
from the condition dN,/ do. = 0 where the solution is:

Rigy,

oSy =——————
lc —ng}/o

(15)
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The condition (dZNA / docz)la:a3 <0 1s satisfied and one
considers o as the solution for the maximum value of the
reaction force:

d 2y pol
_ ptstpO P 1 . (16)

4 12 =21 Rgy,

THE MAXIMUM ANGLE VALUE OF THE
SWASHPALTE

NAmax

The maximum angle value of the swash plate can be derived
with respect to the nominal working pressure p, and the
admissible stresses for the materials used in manufacturing
the pistons and the cylinder block. One considers the effect
of all the above strains in the hypothesis that the assembly
has to fulfill resistance conditions. Therefore the maximal
tangential stresses according to relation (16) is:

/
. _ pOp

max 2— <Tat ’
V lc _ZICRZgyO

where T, is the admissible tangential effort. In Tacking into
account the hypothesis that 1, = I. (often 1,/1. = 1,1...1,25)
and introducing the ratio:

amn

k=20 (18)
T(JT
finally the relation for /.is:
2Rtgy,
[ =— 19
e (19)

Using relations (11) and (19) one eliminates /. and by
introducing a new ratio:

k, =20 (20)

where p,. is the admissible contact pressure, one obtains a
relation between two relevant geometrical parameters:

%:Lz' @21
ak , (1-k2)

Using relation (21) and introducing the ratio:

k, =20 22)
Jaf
where o, 1s the admissible flexural stress, the result is:
d
—=63k,127,. 23)

Finally, eliminating the ratio d / R between relations (21)
and (23) one obtains:

t ak,
2Y omax = :
N 33k K, (1-k2)

(24)




Using relation (24) one can calculate the maximum angle
value of the swash plate without knowing the constructive
pump parameters. For this it is sufficient to know the
material coupling used for manufacturing the pistons and
cylinder block and the nominal working pressure.
Consequently, it is possible to evaluate the appropriate
quality of the materials from which the pumps are made of.
Moreover, if relation (24) is introduced to dynamic
simulation systems it can provide evaluations on overall
costs of a new/redesigned product.

CASE STUDY

One considers an axial piston pump with swash plate,
working at po = 300 bar, with a cylinder block made of
bronze - 20% Pb — and pistons made of nitride steel —
classic case. For these materials there are the following
admissible stresses: p,. = 50 daN/em?; o, = 2000 daN/cm?;
Tx = 900 daN/cm®. For the above values the coefficients
from relations (18), (20), (22) are calculated: k. = 0,335; k,
= 6,4; ks = 0,16. Using relation (24) finally yields the
maximum value for the swash plate: tg Yomex = 0,339 and
Yomax = 18°30". A final conclusion is that for this case study
the working pressure must not exceed 320 bar and the
maximum value of the swash plate is 19°.

For a better assessment of the method, a second case study is
considered according to Figure 5 where the two regions A
and B have different functional parameters.

I\ \i\i‘ 1
Y7 b >3 AR

( —/—ifléi _______ =3
e NaNN

Figure 5 The geometry of the piston and cylinder

Surface 4 has a slide role and is made of a bronze dust layer
consisting of spherical particles with a diameter of about
60-160 um (9% - 11% St); a second layer consists of 75%
PTFE and 25% molybdenum . Surface B has PTFE sleeves
and the cylinder surface is made of nodular graphite iron.
The performances for this case study are: mean contact
pressure Py 150 daN/cm? —maximum working
temperature: 280°C; dry friction coefficient: 0,02; slide
clearance j; = 8-15 um; friction clearance j, = (1.25-1.75) j;
; hydromechanical efficiency increase: 2-3%; endurance
increased by 30%. Redoing the calculation for the above
values, the coefficients from relations (18), (20), (22) are: k.
=0,335; k,=2,133;k;=0,16.

Using relation (24) finally yields the maximum value for the
swash plate: Yomax = 28° As a general conclusion one can
see that the maximum angle value is limited by the quality
of the material coupling. The variation of the maximum
angle value for the swash plate is shown in Figure 6.
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Figure 6 Values of the swash disk angle for the
two case studies

Figure 7 Swash disk angle variation for various
values of admissible contact pressure
(0ar= 2000 daN/cm?; 1, =900 daN/cm?)

Figure 8 Swash disc disk angle variation for various
values of admissible flexural efforts
(T2 =900 daN/cm?; Pac =150 daN/cmz)
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Figure 9 Swash disk angle variation for various values of
the admissible tangential effort




(car=900 daN/cmz; Pac =150 daN/cmz)

Analyzing the numerical simulation results presented in
Figures 6 to 9 one can observe the following:

- the solution presented in case study 2 provides a higher
maximum angle for the swash plate but with increased
manufacturing costs;
the most relevant increase of the swash plate angle is
obtained by providing a coupling material with high
admissible contact pressure rather than high
admissible flexure or tangential efforts;
considering a variation of 20% for the accepted values
of admissible stresses o,¢ and 1, (and preserving the
best value p, =150 daN/cm? as presented in case study
2) one observes that the maximum variation of the
swash plate angle (for every working pressure value) is
about 3° for the working pressure interval 280-320 bar
if 1, is kept constant and about 4°30° if o, is kept
constant; hence from this point of view, a better choice
is to use a piston material with a higher tangential
admissible effort rather than flexural admissible one;
the variation of the swash plate angle against the
admissible tangential stresses y (t,) has a descending
slope (the slope of the flexure admissible efforts curves
v (o) is ascending), i.e when choosing the piston
material it is necessary to evaluate an optimum value
and not only to consider the latter conclusion;
the data used for assessing the present method can be
extended to higher values by taking into account real
design solutions, technology limitations and new
material availability.

There are also other methods for increasing the angle of the
swash plate. One of them consists in using rings for the
pistons and the steel cylinder sleeve. In this case one obtains
angles of about 25°-40° and the piston is short, double
linked and the external surface is curved; therefore this type
of piston cannot be used for swash plate axial pumps.

The case studies presented above are relevant for the
effectiveness of the proposed mechanical method concerning
manufacturing costs when the material characteristics are
known.

CONCLUSION

A direct method that provides exact calculation of the
maximum angle value for the swash plate of axial piston
pumps is proposed. Using a coupled mathematical and
mechanical model one can calculate the angle only by
knowing the working pressure and characteristics of the
material coupling for piston and cylinder. A mechanical
algorithm is available for completing the dynamic
simulation systems for axial pump manufacturing. Results
provide information for a more flexible redesign procedure.
By analyzing the results of two case studies one observes
that:
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- the relation for calculating the maximum angle of a
swash plate is available if three coefficients are derived
- kep, ke, ko

- a better solution for the piston and cylinder design is
the one using 2 regions with different characteristics in
order to increase the admissible contact pressure value;

- the most relevant increase of the swash plate angle is
obtained by providing a coupling material with high
admissible contact pressure rather than higher
admissible flexure or tangential efforts;

- the data used for assessing the present method can be
extended to higher values by taking into account real
design solutions, technology limitations and new
material availability;
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ABSTRACT

The paper presents a way of using hardware-in-the-loop
simulation for the design of speed governors for hydraulic
turbines. The mathematical model of a Kaplan turbine and
the electrical power generator are built in a  numerical
simulation software (Simulink, AMESim, LabVIEW etc.),
and the resulting system interacts with an actual
electrohydraulic ~ servomechanism. This allows an
experimental test of the whole speed control system in a
very close environment to the actual operating conditions
without the need of an actual turbine and power generator
on the test platform.

INTRODUCTION

The goal of concurrent engineering is to reduce project
delivery time by overlapping sequential activities.
Hardware-in-the-loop simulation (HIL in short) is a
recently developed technique that is used in the
development and test of complex real-time embedded
systems which helps greatly in this regard by facilitating the
different phases of the design and prototyping process. HIL
simulation provides an effective platform by adding the
peculiarities of the plant under control to the test platform.
The complexity of the plant under control is included in test
and development by adding a mathematical representation
of all related dynamic systems.

These mathematical representations are referred to as “plant
simulation”. The tested system interacts with this plant
simulation. This is done via electrical emulation of the
output of sensors and actuators. The outputs act as an
interface between the plant simulation and the system under
test.

The value of each sensor output is controlled by the plant
simulation and is read by the real system under test
(feedback). Likewise, the system under test outputs sensor
signals to communicate its behavior to the plant simulation.
Changes in the control signals result in changes to variable
values in the plant simulation.
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The main advantages of HIL simulations are reduced costs,
and full control over the test environment. In many cases,
the plants that the tested components are supposed to
interact with are complex and expensive systems. It is not
always possible, or economically feasible to perform tests
on the actual plant, nor to build an exact replica on the test
platform. In such cases, a high-performance HIL simulation
system can usually be obtained for a fraction of the cost.
(Andrade et al. 2010). Also, especially in fields where
safety is paramount (like aeronautical engineering, nuclear
industry etc.), sometimes components need to be tested in
conditions that would cause great damage to the plant. In
such situations it is obviously more convenient to simulate
the plant behavior. Currently, there are several different
established HIL solutions on the market.

National Instruments offers integrated solutions that include
hardware (the PXI series of real-time machines and their
numerous accessories) as well as software (Conway and
Watts 2003), both for developing real-time applications (the
graphical programming environment LabVIEW, but
AMESim models are also supported) and running them (the
NI real time operating system). Having an all-in-one
solution has some obvious advantages concerning the ease
of purchasing and deploying a complete real-time
simulation platform (Vasiliu 2010) but this comes at the
cost of flexibility, as integrating non-NI components in the
system raises some problems.

Another real-time solution that has rapidly gained
popularity is dSPACE, developed by the German company
dSPACE Inc. This integration environment offers both
high-performance hardware and software solutions for
running real-time simulations, which can work with models
developed in a large variety of software (including
Simulink and AMESim). The biggest disadvantage is the
lack of flexibility. dSPACE systems come preconfigured
from the producer according to a set of specifications, and
the user is unable to make any changes to the test
platform’s architecture (Martens and Ross 2011).

The Real-Time Workshop (rebranded Simulink Coder
starting with Matlab 12011) extension for Simulink,
developed by MathWorks is probably the most accessible
real time simulation platform. It is a software only solution,
but it can run on virtually any hardware, being both
Windows (32 bit only) and UNIX (including dedicated real-
time UNIX versions). The biggest drawback of the



Windows implementation (Real-Time Windows Target) is
that due to running on a generic operating system as
opposed to a dedicated real-time one, it cannot achieve true
real-time simulation response (about 10ms delay) so it’s not
the best solution for simulating fast systems.

TURBINE-GENERATOR MODEL

The system chosen to demonstrate the concept of HIL
simulation is the speed governor of a Kaplan turbine. Being
a rather slow system, it is largely unaffected by the slight
operating system delays mentioned in the previous
paragraph.
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Figure 1 Kaplan turbine (courtesy Voith-Siemens)

Varying the opening of the wicket gate is done by changing
the position of its blades and allowing the control of the
water flow entering the turbine chamber, which in turn
controls the turbine’s speed, and the power transmitted to
the generator.

Moving the wicket gate blades is done with two linear
servomotors, commanded electrically by the speed
governor. One such servomotor is used as the tested system
for this paper.

In practice, Kaplan turbines also have an additional control
loop that adjusts the angle of the rotor blades in order to
ensure a high efficiency at any operating parameters, but
modeling it is beyond the scope of this paper.

Studying the behavior of turbine systems with forced
conduit is best done considering the following
simplification hypotheses (Kundur 1994; Ogata 2009):

-the hydraulic resistance can be ignored,

-the water is incompressible;

-the forced conduit is not elastic;

-the water speed is proportional to the wicket gate opening
and the square root of the head;

-the power of the turbine is proportional to the product of
the head and flow.

The system’s behavior depends on:

-water speed,
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-the power of the turbine;
-the acceleration of the water column.
The water speed can be calculated as follows:

U=K,GNH

Here

U= water speed;

G= wicket gate position;

H= hydaulic fall at the wicket gate;

K, = proportional constant.

For small variations around a given point:
AU = 6_U AH + a—U AG

OH oG
Considering the two equations above, we get:

AU_ A AG
U, 2H, G,

or normalized:
— 1 - =
AU = EAH +AG
The power of the turbine can be calculated as follows:
P, =K,HU

Linearizing this equation for small variations around a
given point and considering that
P,=K,HU,

we get

or normalized:
AP =AH + AU

Replacing AU and AH we get
AP, =1.5AH +AG

AP, =3AU -2AG

The acceleration of the water column is given by the
following equation:

) dAU
dt

o

(pL4

Here

L= length of the conduit;

A= section area;

p= water density;

a, = gravitational acceleration;

pLA = mass of water in the conduit;

p a;AH = pressure variaton in the wicket gate.
We get

AH

H,

LU, d(AU))_
a,H, dt\ U,

or normalized



deA_U:_AH
dt

where
T LU,
W
a,H,
Ty is called the starting time constant for water and
represents the time needed for the water column to reach

the velocity U, for a head value of H,.
Replacing d/dt with the Laplace operator we get:

T, sAU =2(AG - AU)

or

According to experimental identification performed on a
similar model (Ion Guta Dragos 2008), the transfer function
for the complete turbine-generator system is:

Ao 1-Ts k
P(S):—: ki .
AG 1+05T,s T,s+K,

w

Here,

T, = starting time constant for water;

k,, = transfer coefficient for the process;

Ty = mechanical time constant of the generator;

Kp = electrical network adjustment factor (0 <Kp-< 1).
Extreme values are:

Kp = 0 for the system powering an isolated consumer;
Kp=1 for the system coupled to an infinite power network.

Figure 3 Generator Simulink Model

The speed governor is programmed to ensure that, upon
starting the turbine-generator assembly, usable current of
50 Hz frequency is produced in the shortest possible time. It
consists of a standard PID controller with a bypass system
that sends out the optimum command signal (corresponding
to the established 25% start wicket gate opening) until the
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generator frequency reaches 40...45 Hz and only engages
the PID unit afterward (Vasiliu et al. 2007).

Yy

Threshold=£0

Figure 4 Speed governor Simulink model

4>|>—>+
o7

PHBE

(7

S

Figure 5 PID Simulink Model
TEST PLATFORM ARCHITECTURE

The test platform consists of an National Instruments PXI-
1031 computer, with the embedded NI-PXI 6251 data
acquisition board, and an electrohydaulic servomechanism
(Vasiliu and Vasiliu 2005).

POSITICN FEEDBACK

SERVOCONTROLIER

FX1 COMPUTER

Figure 6 Test platform overall diagram

Us

+Z

Figure 7 Test bench hydraulic diagram



For this test, the PXI computer is running Windows XP,
Matlab R2008b with Real-Time Workshop v3.5 and Real-

o

Time Windows Target. The Simulink model from Figure 11 » e I s L =

i . 50 f ref Ouput Input (.
has been built and deployed on the embedded real-time Bt g e e _ |
simulation system (Real -Time Windows Target). s ol o

Figure 11 HIL simulation model

The analog input of the data acquisition board was
connected to the analog servocontroller of the
servomechanism, feeding the command signal from the
speed governor.The analog output of the data acquisition
board was connected to a transducer measuring the position
of the hydraulic piston, and therefore feeding the value of
the ‘wicket gate opening’ into the turbine model. The
response of the system is shown below.

Figure 8 Side view of the test platform

Figure 12 The simulated response of the system

Figure 13 Zoomed-in view of the simulated response

The response is very similar to the experimental results
obtained during the set up of a similar speed governor at
Ramnicu Valcea power plant (Vasiliu et al. 2006).

Figure 9 Front view of the test platform

,,,,,,,,,,,,,,,,,,,, g

Cummandy SRR P SUUBE Borow BRIKT
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Figure 10 Rear view of the test platform Figure 14 Experimental behavior of the hydropower unit
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CONCLUSION

The results of the simulation are very accurate. The
hardware-in-the-loop method has provided a way to
perform the desired testing of the servomechanism under
very similar conditions to the working ones, all of that
using simple and inexpensive testing equipment, because
there is no need for an actual turbine or generator to be
present on the test platform. The co-simulation possibilty
(ION GUTA 2008) with AMESim, LabVIEW and other
simulation environmens enlarges the application area for
any medium speed control process.

The possibility of performing comprehenisve tests in a fully
controlled enviroment greatly helps in streamlining
research and design acivities. The need for lenghty and
costly field tests is practically eliminated since the
conditions can be duplicated with accuracy on the test
platform, and can often be controlled with much greater
precision than on a field test. This also means that test
results can be analyzed and interpreted in a timely manner,
which leads to a shorter time needed to address any
eventual issues.

Also, it is much easier to run multiple testing programs in
parallel, making the analyisis of different aspects of the
design a concurrent rather than sequential process, since
duplicating the test platform is merely a matter of ensuring
access to a shared software model of the plant.
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ABSTRACT

As embedded systems have grown more complex and,
consequently also in size over the past years, this fact has to
be taken account for in development as in research. On the
one hand this has the effect that research and development
teams are constituted by many different experts collaborating
and working concurrently. This fact is placed emphasis on, as
national and/or EC funded research projects are required to
be cooperative. On the other hand simulation is meanwhile a
crucial means to cope complexity in development. It supports
especially overall system functions development and their
optimization as well as it allows early decisions in projects.
EE-VERT is an example of a cooperative EC funded project,
which targets 10-12% in reduction in fuel consumption for
conventional road vehicles. A main part of its concept is the
electrification of auxiliary systems, operating them on
demand and supplying them, whenever possible, with
recovered brake and CO2-neutral energy (Ward et al 2008,
Abele 2009). Within EE-VERT, proof of concepts by
simulation in parallel to auxiliary (component) development
is a main issue. Thus auxiliary electrification has been taken
as an example along this paper to figure out benefits of
simulation support in research engineering. Final simulation
results show that the auxiliary -electrification concept
contributes with 10-12% about as big as the EE-VERT
overall target.

INTRODUCTION

Many of European funded projects follow the strategy that
they are classified cooperative, meaning that partners of
various nations and different specialization including small,
medium and large enterprises as well as dedicated research
and educational institutions are expected to collaborate.

On the one hand research projects also grew more complex
taking follow up to applied industry development. As a
consequence, research and development teams have many
different specialists collaborating, ending up concurrently
engineering as it is state of the art.
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The EE-VERT project is a successful example of cooperative
and concurrent research engineering. EE-VERT is an EC
funded project of the 7" framework program', and is
assigned to Theme Greening supporting the global objective
of greenhouse gas reduction (European Environment Agency
2008). Thus EE-VERT targets an overall reduction of 10-
12% in fuel consumption (Abele 2009), which is equivalent
to reduction of greenhouse gas emissions (CO,). The main
EE-VERT concept is the electrification of auxiliary systems,
operating demand oriented and supplying them, whenever
possible, with recovered brake and CO2-neutral energy
(Ward et al 2008, Abele 2009). Besides the electrification of
auxiliaries, the central concept of EE-VERT introduces an
overall energy management strategy for optimization of
electricity generation, storage and usage elements (Abele
2009).

This paper shows in the following sections, which
simulations have been carried out in order to support
auxiliary = component development including their
optimization and control, before they are finally integrated
into a demonstrator vehicle. In order to exemplify the
process steps in simulation supporting overall development,
the engine cooling water pump is taken all along this paper.

DEVELOPMENT SETUP

The partners that compose the EE-VERT consortium have
different specialization fields. Thus they all have different
development processes. But on the other hand, all partners
pursue the same project objective, which is to improve the
overall vehicle efficiency and to reduce fuel consumption.
The improvement activities have been defined in the project
proposal. The different partners are developing component
prototypes and together with these prototypes simulation
models are being generated for testing. Based on these
models, first system integration is done in simulation
followed later by integration tests on a test bench. Finally an
improved prototype (this is the demonstrator vehicle) is built
in order to show that the project objectives are met. The

! EU-Funded Project “EE-VERT — Energy Efficient Vehicles for Road
Transportation”, www.ee-vert.net

Members of the consortium are MIRA Limited (UK), Volvo Technology AB
(SE), Centro Ricerche Fiat S.C.p.A. (IT), Robert Bosch GmbH (DE), Lear
Corporation Holding Spain SL (ES), Engineering Center Steyr GmbH & Co KG
(AT), FH JOANNEUM Gesellschaft mbH (AT), Universitatea Politehnica din
Timisoara (RO) and S.C. Beespeed Automatizari S.R.L. (RO).



tailored overall development process setup for EE-VERT is
depicted in Figure 1 and shows that simulation accompanies
development along the project from requirements
specification until final system demonstration.
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Figure 1: Tailored Development Process Model (V-Model)
for the EE-VERT Project and its Consortium.
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Figure 2 depicts the steps taken in simulation in order to
provide development support in more detail. This includes
the interfaces to concurrently running activities in physical
component development.

The first step is to establish a simulation framework, which
has to fulfil two main tasks:
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(1) The simulation framework has to establish a reference.
Thus a reference simulation for an Alpha Romeo 159 jtdm
has been implemented. This is the vehicle, which the
auxiliary electrification concept is finally applied to.

(2) The simulation framework has to be flexible enough to
enable easy integration of various different component
models and optimization concepts. Thus the simulation is
setup in a modular and configurable way, which now allows
single parameters, modules or even whole optimisation
concepts in various combinations to be switched on or off.
Simulation framework development is followed by
component development, which is organized in (component)
model development, (component model) integration and
(component model) operation improvement all of them
interfacing physical component development and the later
also system function development. This holds also for
combined optimization, which bothers on top of the
components (models) for further system function
optimization as e.g. overall energy consumption. Final
results are simulation results which show a system function
improvement according to the defined reference.

In the following sections the single simulation steps
supporting physical component and system function
development are explained in detail along the example of
optimizing energy consumption by the combustion engine
cooling circuit.

SIMULATION FRAMEWORK

The simulation framework is called EAMST and is an
Energy Analysis and Management Simulation Tool (Mathis
et al. 2012) which has been developed within EE-VERT and
is implemented in the Matlab/Simulink® environment.
Figure 3 shows the EAMST overall structure.
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Figure 3: Simulation Framework Structure

The simulation is set up in a cause-effect or forward
approach which allows application of online control and
management strategies. The main simulation tool
components are a vehicle model, and a driver model giving
input to the vehicle by following mission profiles. The
vehicle model in turn consists of an Internal Combustion
Engine (ICE) with the drivetrain and chassis model as a main
load attached to it. Further loads to the ICE are auxiliary
systems which the alternator is also a part of. The electric
power net (e-net) in turn is a load to the alternator.



Additionally attached alternative power sources provide their
energy directly to the e-net with no feedback to the ICE.

On top of the component systems energy management is run,
optimizing overall electric power consumption including
generation, storage and usage. Consequently, the main
function of the vehicle model in this simulation is the
evaluation of fuel consumption and, consequently, CO2
emissions.

Precondition to the electrification of auxiliaries is an efficient
power generation. For this purpose a dual power net capable
to recover brake energy has been introduced and is shown in
Figure 4.
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temperature
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> Li-lon power acid power
revolutions battery loads battery loads

Figure 4: Dual Power Net as a Basis for the
Electrification of Auxiliaries

At a higher voltage level electrical energy can by generated
more efficiently. Thus in this approach an improved 40V
alternator is used for power generation. In combination with
a 40V Li-lon battery recuperated brake energy can be
buffered on the high voltage side, as a conventional 14V lead
acid battery is not capable of absorbing and storing peak
brake energy pulses of up to 8-10kW. Low voltage
consumers are feed via a Multiple Input Power Electronic
Converter (MIPEC) with 14V power.

Alternative energy sources are directly fed via the MIPEC to
the low power net. Apart from the AC compressor, which is a
high power load, electrified auxiliaries are situated on the
low power net.

COMPONENT (MODEL) DEVELOPMENT

According to specifications derived from system
requirements, the models for the different components were
concurrently carried out for all partners involved in the
project. Generally auxiliaries are modelled based on
characteristics providing their power consumption in the
point of operation.

Considering that the mechanically driven water pump of a
conventional vehicle is coupled to the engine by a belt and
thus it runs at speeds related to engine revolutions. As a
result the pump is oversized in order to establish sufficient
cooling over the whole operating range. Typically a
mechanically driven state-of-the-art water pump has an
efficiency of about 40%. EE-VERT proposes an electrically
driven water pump (EWP), which is able to accurately adjust
the actual cooling demand of the internal combustion engine.
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A volume flow rate higher than 40l/min is not needed.
Therefore the power demand does not exceed 400W.
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Figure 5: Water pumps characteristics
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Based on the electrical water pump characteristics, a model
was carried out. During the model development process the
obtained standalone results are double-checked with the
partner responsible for physical component development. At
the end of this step, a runnable component model is proven
and is ready for being integrated into the simulation
framework.

MODEL INTEGRATION

Mechanically driven auxiliary systems are inherently
considered in the engine power characteristics as they are
attached as loads to the ICE. For electrification the
mechanical components have to be removed from the engine.
As in simulation the mechanical auxiliaries cannot be
removed from the engine power efficiency map, this is
carried out by adding mechanical auxiliary models acting as
a source which increases the available torque to loads. The
new electrical auxiliaries are added as a load to the e-net (see
Figure 6).
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Figure 6: Concept of electrification of auxiliaries

Following up the water pump example, Figure 7 shows the
cooling system used in simulation to operate the pump. The
ICE temperature results by evaluating the thermal balance of
intake air, fuel value, emission gas heat content as well as
incoming and outgoing cooling water heat energy. As an
effect the engine warms up or cools down. The cooling water
is cooled by the radiator. The engine fan and the operating
speed of the pump establish the required overall heat
removal.
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Figure 7: Cooling Circuit for a Mechanical
Driven Water Pump

For testing both mechanical and electrical water pump a
simulated test-bench environment was prepared, containing
the components depicted above. Together with the car
manufacturer, model integration verification was realized
using the mechanical component as a reference. Test results
show the proper operation of the mechanical water pump, see
Figure 8.
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95
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Figure 8: Performance of mechanical water pump during
Artemis (home-to-work) driving cycle

OPERATION IMPROVEMENT

The mechanical components used to be adjusted for
operating reasonably far from the critical operational point.
This implies to have a safety margin for compensating their
lack of accuracy and avoid unsafe conditions regardless of
consumed energy. Unlike their mechanical counterparts,
electrified components can be controlled with a high
accuracy. Therefore, it becomes feasible to seek for optimal
operational points.
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Figure 9: Operation Modes of an Electrical Water Pump
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The electrified water pump is smaller sized and driven on
demand. Dependent on cooling water temperature this pump
is run in one of four modes: (1) off, (2) switched, (3) linear
and (4) full speed on.) (see Figure 9).

Modes are introduced in order to run the pump at best in a
high efficiency range. For determining such a high efficiency
range a set of parameters were experimented.

Some representative results of this phase are shown in Figure
10. Reference Car with state-of-the-art components depicts
the benchmark. Casel and Case2 show the influence of
modifying operational range of the water pump in switched
mode. Casel attempts maintaining the pump mass flow
between 30 and 401/min whereas Case2 between 40-501/min.
In Case3 the electrified water pump is operated in linear
mode. According to these results Case2 represents the best
operational conditions for the electric water pump.

Fuel Economy influence within component optimization
101
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Figure 10: Component optimization of water pump
COMBINED OPTIMIZATION

Up to now each component has been individually developed,
integrated and optimized. However, that does not necessarily
imply an optimized system function. Thus next step in the
development process 1is to analyse the plausibility of
combining component functions or even changing the way
that the components are used, in order to obtain a
coordinated actuation and an improvement at system level.
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Figure 11: Combined operation of water pump and engine
fan (mass flow is control between 40 and 501/min)

Combined optimization for the engine cooling circuit can be
achieved as follows. The engine water temperature is
controlled by two different actuators: the water pump and the
engine fan. If the operation of these two actuators is not



coordinated, instabilities may occur. To avoid that, it is
considered that the water pump is the main controller of the
water temperature, either in switched mode or in linear mode.
On the other hand, the engine fan observes the mass flow of
the water pump and gradually varies its speed for
maintaining the mass flow within a defined range. As a
consequence, the water pump is capable to control a big span
of the water temperature with the same mass flow, due to the
help provided by the engine fan. This combined optimization
is shown in Figure 11.

RESULTS IN SIMULATION

At the end of the Process Steps in Simulation Supporting
Overall Development the assessment of all the improvements
can be done. As a basis for the electrification of the
auxiliaries, first the dual power net has been introduced.
This concept introduction results in about 10% in fuel
consumption on NEDC. On basis of the dual power net, as a
next step combustion engine auxiliaries have been electrified
and optimized. This electrification includes water pump, oil
pump, vacuum pump, fuel pump and engine fan. Simulation
results show that electrification of auxiliaries allows
reductions in fuel consumption of up to nearly 20% as shown
in Figure 12.

Reductions in Fuel Consumption Related to Reference Car on NEDC

i Electrified, Demand Driven Auxiliaries and Actuators; EM = BL
114.08

# Reference Car

# Dual Power Net; EM = BL

78 7361

NEDC Work2Home Freetime

Saturday

Figure 12: Evaluation on NEDC and real-life driving cycles
(Work2Home, Freetime, Saturday).

The basic fuel consumption for the AR159 jtdm on NEDC is
5.91 diesel per 100km. Consequently a reduction in fuel
consumption of 1% is equal to 1.57g CO,/km (11 diesel leads
to 26.6g CO2/km). 0.071 diesel per 100km is necessary to
generate an electrical power of 100W. The basic electrical
power net load was assumed to be 350W on real-life and
NEDC.

CONCLUSION AND OUTLOOK

Within the EE-VERT project, in parallel to concept
evaluations in simulation, improved electric auxiliary
components are developed. The Process Steps in Simulation
Supporting Overall Development, reported in this paper,
represents a successful deployment of concurrent
engineering.

In view of the project EE-VERT (Simpkin et al. 2012), it can
be stated that electrification and optimisation of engine
auxiliaries contributes a part nearly as big as the overall EE-
VERT target of 10-12% in reduction of fuel consumption.
Thus a main further step in EE-VERT is to set up a
demonstrator vehicle which incorporates this improvement
concept of electrified and optimized auxiliaries for final
concept proof.
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ABSTRACT
Pace rating has always been one of the main responsibilities

In direct time study, pace rating is an important element to for industrial engineers (IEs) or time study persons

determine time standards. In the literature, pace rating has responsible for setting time standards. To evaluate work
always been recognized as being challenging and rates, in the traditional way, IEs or time study persons are
subjective. Recently, a tool that can compare the tempo of trained to remember a speed of work motions at 100%
work motions on (real-life) actual videos with the tempo of standard pace such as dealing 52 cards into four equal
work motions on a calibrated reference video, showing stacks in 0.5 min. To perform pace rating, the IE sees a
decision making patterns on pace rating has been developedworker performing a task at a workstation. Then an

to improve pace rating practice. Although this approach is information processing step happens in the brain where the
interesting, there has been little discussion on validating the actual work rate is compared with is remembered as the
new proposed way. In practice, ratings with errors within ~ 100% standard. Finally, the rated pace is evaluated and
5% are considered excellent while those with errors within documented.

+ 10% are not excellent but good. In this paper, based on

descriptive and inferential statistics obtained from To improve pace rating practice, Van Goubergen and
experiments, we show that it is very challenging to reach Vancauwenberghe (2006) proposed an interesting idea of
these error levels when rating actual videos containing pace rating based on video technology. Work motions on a

complex motions. calibrated reference video and an (real-life) actual video
filmed are shown at the same time on a screen. By adjusting
INTRODUCTION the speed of the reference video, IEs or time study persons

can synchronize the work motions in both videos and thus
In manufacturing and service organizations it is necessary to quantify the work motions on the actual video being
have accurate and precise time standards for all tasks instudied.
order to provide qualitative input for designing, executing
and managing operational activities. The time required to
produce a product at a workstation is determined through
work measurement techniques of which direct time study is
the most widely spread technique (Barnes 1980). An
essential part of this technique for determining a standard
time is rating the pace of the observed work activities.
Hence, the mean observed time for each element being
performed can be normalized in order to become normal
reference time applicable to every worker (called ‘normal
time’).

. L . .
The quality of the standard time is considerably dependant | JJ

on the quality of the pace rating process. Niebel and
Freivalds (2003) show the relationship between the
observed time, the rated pace, and the normal time. A rating

higher than a standard performance will be assigned to an ) _
observed time that is less than the normal time. On the Based on concepts of discrete-event dynamic systems,

contrary, when the observed time is greater than the normal SUwittayaruk and Van Goubergen (2011a) have extended

time, it will be rated as below the standard performance. the idea of synchronizing the work motions on reference
Since the beginning of the previous century, pace rating has @nd actual videos by developing a new software (Figure 1)

been common knowledge that it has always been consideredth@t can visualize response selection and execution by

Figure 1: A pace rating software
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showing decision making patterns and help IEs or time Pacerating software

study people to improve pace rating practice and serve as an

aid to communicate between management and union asThe software package (Figure 1) developed at the

illustrated in Figure 2. Department of Industrial Management, Ghent University,
Belgium was used to conduct the experiments.

Decision making pattern

= The reference video

1 The reference video used in the experiment, showing a very
easy motion pattern, was analyzed with MTM-1 and
normalized at 100% pace by the authors using Ulead
VideoStudio version 9 as displayed in Figure 3. The video
contains motions such as reaching, (easy) grasping, moving,
positioning, and releasing movements with the same
distance. MTM-1 is a predetermined time standards
technique that provides the highest accuracy compared to
other similar systems and gives a normal time based on
- predetermined time values at pace 100% (Aaiti. 1973).

Rate (90)
&

Reference Video X

0.0 s.0 100
Time (Second)

Figure 2: A decision making pattern

As a rule, in practice, ratings with errors within5% are
considered excellent while those with errors withid0%

are not excellent but good (Meyers and Stewart 2002). To
the best of our knowledge, no one investigated the accuracy
of the obtained pace figure. Suwittayaruk and Van
Goubergen (2011a) focused on using the final response as

the rated pace. Figure 3: The reference video

Previous work has only utilized decision making patterns actual videos

obtained from experiments to assess rating consistency

based on sensitivity, specificity and a cut off line calculated Five actual videos were chosen from two different sources
by optimizing binary outcomes that are coded in decision to conduct the experiments:

making patterns using signal detection theory (Suwittayaruk

and Van Goubergen 2011b). 1. The actual video 1 (Figure 4) showing a very easy motion
_ pattern was analyzed and developed with MTM-1 by the
To extend the body of knowledge, the aim of the research authors using Ulead VideoStudio version 9. This video

described in this paper is to validate rating accuracy of pace consists of motions over the same distance as the reference
rating using video technology with regard to the framework video.

of the criteria. Our method of the validation of rating
accuracy is largely based on four zones : the green zone petual video
(error< + 5 %), the yellow zoneH5 %< error< + 10 %), e
the red zoneH{ 10 %< error< + 15 %) and the black zone
(error> + 15 %). In this study, we believed that when rating
work motions on actual videos containing complex motions,
it is extremely difficult and challenging to reach the green
or yellow zone

METHODS

Participants

Figure 4: The actual video 1
Participants in this study included 20 graduate Industrial
Engineering and Operations Research students at Ghent2. The actual video 2 (Figure 5) showing an easy motion
University, Belgium. They had backgrounds in pace rating pattern was analyzed and developed with MTM-1 by the
(the traditional way) taught in a six-credit work authors using Ulead VideoStudio version 9. Like the

measurement and method engineering course. reference video, the second video also contains reaching,
(easy) grasping, moving, positioning, and releasing, but
Apparatus movement distances are completely different
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Actual Video

Figure 5: The actual video 2

Experimental procedure

To conduct the experiment, the following instructions were
given to participants. Work motions on both videos were
shown simultaneously without giving any quantitative
information on the pace. The participants were asked to
compare the two videos with regard to pace of working as
they would visually perceive this. As the starting point the
tempo of work motions of the reference video under study is
always shown at a lower pace (at 20%). When the tempo of
the work motions on the reference videos is perceived by
the participant as being lower or equal than the tempo of the
work motions on the actual video (at these points, the

3. The set of actual videos 3, 4, and 5 comprises three participant needs to say “Up”), the plus button needs to be
videos showing hand movements with complex motion clicked by an author. This causes the tempo of work
patterns rated at 100% pace using the traditional method by motions of the reference video to increase. Then, the same
averaging the group opinion of a control group of over two question is asked repeatedly until the tempo of the work
hundred practicing IEs on each scene pictured. These motions on the reference videos is judged as being higher
videos were selected from the TMI pace rating video (at the last point, the participant needs to say “Stop”).
collection (Watmough 1975): turn and point flap-shirts( Finally, the stop button needs to be pushed by an author in
Figure 6), heat-seal a part in a bag(Figure 7) and bar-tack order to end the experiment. Each click made while

sanitary belts (Figure 8).

Actual Video

Figure 6: The actual video 3

Actual Video

Figure 7: The actual video 4

Actual Video

Figure 8: The actual video 5
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conducting the experiments, along with the corresponding
processing time, is recoded in the database and then
decision making patterns are generated.

Data analysis

Independent variable

Actual Video Reference Video X

Figure 9: Set 1 showing the very easy pattern (the right
side) versus the very easy pattern (the left side)

Actual Video Reference Video X

Figure 10: Set 2 showing the very easy pattern (the right
side) versus the easy pattern (the left side)

The set consisting of a reference video and an actual video
was defined as the independent variable considered in this
investigation. The independent variable was divided into
five sets:

1. The very easy pattern versus the very easy pattern (Figure
9).



2. The very easy pattern versus the easy pattern (Figure 10).only the value before reaching the end result as the rated
3. The very easy pattern versus complex pattern 1 (Figure pace to investigate the rating accuracy. In this example, we

11). take 105% as the rated pace.

4. The very easy pattern versus complex pattern 2 (Figure

12) - Decision making pattern

5. The very easy pattern versus complex pattern 3 (Figure 1w =

The rated pace—> s

13). 100 =

*s
901
Actual Video Reference Video x| 85
80
75
-
€ e
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Figure 11: Set 3 showing the very easy pattern (the right "~ so w00 B0 o m0 o ®m0 40 G0 o w0 00
. . Time (Second
side) versus complex pattern 1 (the left side) e
Refererce video 3 Figure 14: A decision making pattern as an output

Statistical analyses
- Descriptive statistics

In practice, according to Meyers and Stewart (2002), ratings
with errors withint 5% are considered excellent while
those with errors withi: 10% are not excellent but good.
Each error (%¢ obtained from experiments is computed by
Equation (1) below.

Figure 12: Set 4 showing the very easy pattern (the right
side) versus complex pattern 2 (the left side) rated pace — real pa)g:féo

%e =
® real pace*

1)

*Calculated based on MTM-1 or provided together with
TMI pace rating video collection.

Actual Video Reference Video X

To assess rating accuracy, four zones were defined as
follows:

1. Green zone (errar+ 5 %)

2. Yellow zone £ 5 %< error< + 10 %)

3. Red zoneH{ 10 %< error< + 15 %)

4. Black zone (erras £ 15 %)

Figure 13: Set 5 showing the very easy pattern (the right

. , Based on tests for normality, the assumptions were not
side) versus complex patterr{tBe left side)

validated. In order to analyze the results, as an alternative,
median and range of data of each set were used and

Dependent variable displayed as descriptive statistics.

Rating accuracy was selected as the dependent variable.
Accuracy refers to the proportion of responses which are
true or correct, expressed as an average percentage error.

- Inferential statistics

As mentioned above, the assumptions were not validated.

M easurement Median of each set was used as data to investigate the
difference levels of rating accuracy. Wilcoxon signed-rank

Ore hundred decision making patterns (20 for each set) test was performed to test the hypotheses for each set of

were collected as data. Figure 14 shows an example of a&xperiments. The null and alternative hypotheses tested in

pattern obtained as an output of an experiment. This graph this investigation consisted of three sets.

depicts the evolution of the perceived pace as a function of 1. Ho- Median of the errors in each set is equal or less than

time, showing the outcome of information processing of the +5 %.

pace rating of a participant. In this study, however, we used  Ha: Median of the errors in each set is more th&n%.
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2. H,: Median of the errors in each set is equal or less than
+10 %.
H.: Median of the errors in each set is more thdi® %.
3. H,: Median of the errors in each set is equal or less than
+15 %.
H.: Median of the errors in each set is more thd® %.

Statistical significance was analyzed through the use of
Minitab version 13.2. The results of hypothesis testing were
considered statistically significant when p < 0.05.
RESULTSAND DISCUSSIONS

Descriptive statistics

Figure 15 displays descriptive information of the percentage

Comparing the results, one can see that set 1 gives both the
smallest median error (5%) as well as the smallest range of
error, while sets 4 and 5 have the highest median errors

(20%) and widest range of errors. Sets 2 and 3 show

intermediate median errors (10%), however set 3 has a

wider range of error than set 2.

As descriptive data displayed in Figures 15 and 16
demonstrate different values of the rating error of each set,
the results seem to indicate that set 1 (which has an vary
easy motion pattern) has lower values than the other sets
showing more complex motion patterns This is of course
not a sound statistical conclusion. We used Wilcoxon
signed-rank test to obtain more evidence as described in
next section.

rating error of all test subjects in each set. Figure 15 shows Inferential statistics

that set 1 has the most error values (80%) inside the green

zone. For sets 2 and 3 some errors (but less) are also in the/Ve used inferential statistics to test our hypotheses.
green zone but some errors appear in the black zone. Sets 40ompared with the level of significance (0.05), the p-values

and 5 showed much less error values insidetfi% zone.

of each set obtained from each hypothesis that were first

Interestingly, the results obtained for sets 4 and 5 show detected as no significant differences were used as data.

approximately 60 % of data points in the black zone.
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Figure 15: Errors of each setin four zones

As the assumptions of testing for normality were not

validated, median of each set was used as data. The bar

and vertical lines in Figure 16 depict the medians and
ranges of the error data in each set.
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50 -
40 -
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20

Set 1

Set2 Set3 Set4 Set5

Figure 16: Median and range of data of each set
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Hy fi<+5%

H, ji>+5%

Hy i <+10%
H,:p>+10%
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Figure 17: P-values obtained from Wilcoxon signed-rank
test

As stated in the Introduction and Methods sections,
according to Meyers and Stewart (2002), rating errors
within £5% are excellent. As can be seen in Figure 17, only
set 1 has a p-value > 0.05 in the first tesg: ﬁ-ls +5%;

dHa ﬁ >+5%). Rating errors withirr10% are considered as

good. The second test r(:I-,E <+10%; Hy ﬁ>4_rlO%) shows

that sets 2 and 3 have a good result. Sets 4 and 5 were not
detected in any of the three tests. This means that only the
rating of set 1 (rating with the very easy motion pattern) is
inside the+5% range, while sets 2 and 3 are within the
+10% range. Errors obtained from ratings on the sets 4 and
5 are outside the 15% range.

CONCLUSIONS AND FURTHER RESEARCH

As expected, for rating work motions on actual videos
containing complex motions it is extremely difficult and
challenging to reack 5% zone or evett 10% zone Our

data clearly shows that rating on more complex motion
patterns gives higher errors than when very easy or easy
patterns are evaluated. This may mean that, when rating



pace based on video technology is used in practice, DIRK VAN GOUBERGEN is a professor at the
obtaining the real pace when rating is not obvious when department of Industrial Management at Ghent University.
complex motion patterns are involved. However, our work He is an expert in the area of work measurement and
does show points for further research: For example, the method engineering, productivity improvement and lean
complex motion pattern of set 3 gives better accuracy than manufacturing. Additionally, he has more than fifteen years
other complex motion patterns (sets 4 and 5). An index of of international experience as a trainer/consultant in the area
difficulty may need to be considered and defined. The of lean manufacturing within different industrials
present study has only examined rating accuracy. But, rating throughout Europe. He has a M.S. degree in Mechanical
precision will need to be taken into account too. Based on Engineering from the Royal Military Academy (Brussels-
descriptive statistics as displayed in Figures 15 and 16, the Belgium), a M.S. in Industrial Management from Ghent
results seem likely that rating on the very easy or easy University and a PhD in Industrial Engineering from Ghent
motion patterns gives higher precision than rating on more University. He is a senior member of the Institute of
complex motion patterns. As a next step in our research, we Industrial Engineering(lIE).

are currently in the process of investigating how to improve

accuracy as well as precision and finding out other ways to

improve pace rating practice using video technology.
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ABSTRACT

Facility Management includes as main processes inspection
and maintenance. Recently, the knowledge of the facility
planning procedures are not or only partly available for the
operating tasks of the facility management. The approach is
directed to a close-loop information and knowledge flow
between the main fields of facility management. Therefore,
the latest mobile technology is used in order to be able to
apply augmented reality for service and support processes.
The approach will be related to special methods of
knowledge management focused to the semantic network
theory and practice. So, the cross-linked information and
knowledge flow in the facility management will be provided
and based on the highest and efficient level of recent state of
the art.

THE ISSUE OF COMPLEXITY IN INSPECTION AND
MAINTAINING OF INDUSTRIAL FACILITIES (IF)

Along the life cycle of an industrial plant enormous amounts
of data are produced. These are distributed among the
various planning and operational phase of the partners
involved. (Hansch and Endig 2010) The form of data
includes structured databases on layouts or 3D models as
well as unstructured text floating in planning reports. The
overall view of all data enables a detailed view of the nature
of the target system, but also with respect to the operational
phase, the information on the current actual state. Despite the
existing data important decisions will be made in many
processes only on a relatively small base of information
today. It has several causes. Firstly, the data are available in
many different non-compatible formats. On the other hand,
no central access to all data exists due to the distribution of
benefits across multiple partners. Even if both problems
would be solved with many decisions, such a large and
complex data base would be created that a time-depth
consideration of adequate and quality will be excluded.
There are no efficient methods for reducing information with
regard to their decision to produce these automated and to
provide to the user in an appropriate and intuitive manner.
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THE BASIC APPROACH FOR SUPPORTING
DECISION MAKING IN INSPECTION AND
MAINTAINING OF IF

The approach is focused to model, method and process
development for a systematic integration of real and virtual
worlds. The decision-making processes will base on all
available information in the future. The following two
scenarios have special practical relevance, since they depend
for their meaning for the heat output, efficiency, and not
least the safety of current and complete information. The
hand-over of the industrial plant to the operator will take
place between the planning and operation phase. This has to
be decided on the basis of the planning, whether the system
is ready for acceptance. After the successful inspection and
hand-over of the equipment the continuous maintenance is
essential. The decision-making process involves a huge
volume of data from planning and operational phase from
the scheduling of maintenance orders up to the operational
implementation. Both scenarios are characterized by a very
complex and heterogeneous data layer, which is dispersed
beyond. The desired method to be developed with the tools
and technologies will help decrease the operator and
maintenance processes carried out on the basis of current
information. It could be safer and more economical. For this
purpose, the following identified basic requirements are
prepared. The user receives an understandable visual target-
comparison, which clarifies that the real perception coincides
with the planned virtual model. It is a systematic integration
of information about objects in the virtual world to objects in
the real world. The amount of available information is
automatically reduced to a bundle of adequate decision-
relevant information. The representation of the information
held on site and will not impede the work flow. The core
technological developments are at first Semantic
Technologies for networking of distributed knowledge
system and secondly Augmented Reality for visual
connection between virtual and real worlds.

THE TECHNOLOGY-DRIVEN PROBLEM
SOLUTION APPROACH BY R&D

The representations of the motivation for the research issue
show that the overcoming of media clashes with the result of
loss of knowledge from the planning phase up to the
operational phase of a plant demand the development of a
new technological approach for both planning periods.



Moreover, solutions for overcoming media breaks are also
developed during the operational phase. These ensure that
existing knowledge about plants for maintenance is not or
only very inconvenient available. Furthermore, in the future
a usable feedback from the operational phase in subsequent
planning phases for the purposes of an active knowledge
management will be very important. The research group
intends the above shortcomings, the consistent use,
adaptation and development of advanced technologies to
overcome. There are two technological innovations in the
focus of the planned R & D project:

Firstly, the development of a technological process for
mobile context-based information delivery

Secondly, the development of a reference system for
semantic networks to existing knowledge.

Issue 1: The Mobile Context-Based Information
Provision

The new development is dedicated to the target making
available the existing planning and operational systems
knowledge in an intuitive manner. The bases are the
commercially available smart phones and tablet PC. Here,
the approach goes far beyond a simple mobile access to
information systems by means of a Smartphone. The vision
is to create a virtual map of a dynamic industrial property.
The elements of this model (3d layout, 3D models of plants)
occur mandatory in the planning phase of the production
system. Therefore, they will be used for another period, after
the planning phase. The map includes not only static 3D
models. Each of the relevant maintenance objects (system,
component) contains all during the planning phase and
operation phase identifiable information. The real objects are
transformed into a link, where the solutions are discharged
from the development focus "semantically linked" to. The
resulting knowledge management for production planning
provides both knowledge (e.g., maintenance requirements)
and operational data (such as port services). The plant
maintenance engineer can use the new tool to navigate
within the map, retrieve information relevant to
maintenance, are incurred through workflow and document
tasks. At first, the user is positioned on the map. This is done
via optical encodings available in a grid. The codes fulfil two
functions. Firstly, the user identifies the area in which it
resides. The phone loads the corresponding components of
the environment model. On the other hand, distance and
perspective will be evaluated on the encoding. This closes
the exact position and angle of the user. The decisive
parameter is now the degree of matching of the actual, real
world with the calculated position and perspective on the
system side. The Augmented Reality (AR) technology
allows the position and perspective correct projection of the
maintenance-relevant information (see Figure 1) on the
system by the real camera image of the Smartphone is
overlaid with a projection. (G6tze et al. 2011) This software
ergonomics and user acceptance improved because
eliminates tedious navigation through menu structures.
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Figure 1: Example of AR Support in the Maintenance

Another important aspect to improve the user acceptance is
the absence of the need for constant visual contact with an
optical marker to keep. Basically, the position and
perspective of the Smartphone for loss of label would be lost
from the camera field. By developing a model of movement
and perspective changes relative movements in the vicinity
of the AR model without loss of functionality are possible.
The approaches and technological challenges to its
implementation are discussed in the description of the work
packages.

Issue 2: Semantic network of existing knowledge

The precondition for creating and developing a knowledge
cluster is to find out the quality and quantity of the
knowledge in the network. Special methods such as different
kinds of mapping are available to acquire the needed
information and to represent it in the right manner. The
opportunities of the knowledge development in networks can
be defined on the basis of these analyses. Especially, the
level of the knowledge of the network associates and the
opportunities of the mutual supplementation of their
knowledge are essential for the decision of forming the
knowledge clusters in separate partner as well as for the
cross-linking of clusters in the framework of a superior
knowledge network or a master cluster. After decomposition
of the knowledge from a modular-design system into the
granulated-design system the description of the relations of
the granulated knowledge is very important. Therefore the
ontology approach is used. Ontology is typically a
(hierarchical) structure containing all the relevant entities
and their relationships and rules within a domain. Ontology
is related to semantic networks. The semantic network is
defined as formal model of terms und its relations. It is used
for presenting of knowledge within so called knowledge
networks. A semantic network is characterized by a
generalized graph. The nodes of the graph are the terms; the
edges of the graph represent the relations. Which kinds of
relation are allowed is to be defined within the different
network models. As a consequence the decomposition
diagrams can be transformed into semantic network models.
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THE PROCESSES FROM THE CONCEPTUAL
PLANNING TO THE IMPLEMENTATION OF THE
PROTOTYPE

The work is done in the framework of a phase model by five
steps.

Step 1: Development of a Total Concept of Planning the
Knowledge Network

What knowledge is relevant from the perspective of
maintenance, and how is it used?

The overall planning concept includes the task to identify the
results from different sub-disciplines of the planning
construction industry (production system, building services,
and maintenance) for the operational maintenance
management. It will be restructured and transformed
afterwards. This section gives the unused planning outcomes
of the project (e.g. production or layout diagrams of various
industrial drilling mind works) a new perspective. The
results become assignable from the perspective of
maintenance. At first, an information demand analysis from
the perspective of maintenance management (information
seekers) is done for narrowing the focus and the preparation
of the information.

Step 2: Development of a Model for Semantic Description
of a Uniform, Standardized Form for an Industrial
Facility

How to describe the knowledge, so that it will be understood
by information systems?

The overall objective of the focal point is the overcoming of
knowledge breaks along the life cycle of an industrial estate.
This exists on the one hand between these planning
disciplines, between the planning phase and operation phase,
and on the other hand during the operational phase in the
provision of information for operational maintenance.
Overcoming these fractures requires knowledge of the
realization of a continuous accumulation of plant knowledge.
After identification and preparation of needed planning
results for the maintenance management, the documents are
helpful for creating of a common description model for
industrial properties. An industrial estate is the highest level
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of aggregation, consisting of buildings, areas, facilities to the
component level. The model description has the objective to
make a common vocabulary and common rules for
conclusions of the various sub-disciplines of planning
available. The important point is the change of the planning
systems and tools, planning disciplines. Therefore, it cannot
be further used in a familiar way. The semantic links
between the threads in the planning sub-disciplines of
planning results are rather on a meta level, which included
the planning system. To apply the model description the
development of a method for the description is necessary.
The focal point is reflected in a unique way, the objectives
and the actions of the Federal Ministry of Economics and
Technology initiated project THESEUS. THESEUS will
simplify access to information, data network to new
knowledge and create the basis for new services on the
Internet. New semantic technologies are being developed
with the help of information on their contents analyzed, can
be grouped and linked. Information systems can then
interpret this information independently and draw logical
conclusions according to certain rules. The project has six
application areas for semantic knowledge networked
platforms. (Theseus 2012) The project provides virtualFM
another new application focus in the field of knowledge
accumulation during the development of an industrial plant
in the context of maintenance management.

Step 3: Development of the Logistic Information
Infrastructure

How can we make use of the distributed information systems
as an application?

The focal point includes three areas. For the first one, the
model description has to be implemented in order to
accumulate knowledge continuously in planning and to make
it for future maintenance management available. Secondly,
an infrastructure development is needed that integrates the
distributed systems and make mobile maintenance processes
possible. Finally, for the operational data exchange between
the roles involved an open data exchange standard have to be
defined. This creates for the user the independence from its
IT service provider and can promote faster adoption of the
system solution.

Step 4: Technological Approach of a Procedure for
Mobile Context-Based Information Provision

How will a mobile terminal become a "real" tool for
maintenance processes of the future?

This phase of the project deals with the technological
development of an intuitive, mobile access to knowledge
bases locally. Mobile devices are the crucial link between
information supply and demand information. Because of
their connectivity are potentially unlimited resources
available to them. The simple access to information is still
not the adequate support for maintenance processes. The
objective for the development should be to show only
relevant information without impairing the user in his
activity. It takes an intelligent reduction of the information
offer a crucial role. A reduction is necessary because the
supply exceeds the amount of information to be processed.



Too much information would lead to "information overload".
This effect has not only reduced the effect of new
information, but also reduces the amount of processed
information. (Hwang 1999) Additional, a targeted reduction
is necessary for practical reasons, since the display area of
mobile devices is very limited. A typical approach is often
used in formerly large amounts of information providing
deep menu structures and extensive configuration options.
This, however, affects the users in their actual value-adding
activities, and takes often a long time. The aim of the focal
point is rather that the previous focal point system of
associated knowledge needs automatically reduced
information for specific operational tasks (performing a
maintenance task). How does it work? The key is the
context. Mobile devices are characterized not only by their
connectivity, but makes intelligent use of internal sensors
permanently possible contextualization of information
requests. In the simplest case, the determination of the
location of the user perspective allows a reduction of
available information to the relevant information. Another
key issue is the manner of representation of information. As
the request for information the representation should not
affect the user in his work. The Augmented Reality
technology in the context with the superimposing of the
camera 1image by computer-generated models and
information provides an intuitive representation of data.
Addressed by the context-based suite of services and
information an application of the Outernet is created, whose
term was introduced by the trend of research.

Step 5: Development and Implementation of an
Information-Based Prototype

How will the practical solution of the information and
technical system support the management of facilities
especially by inspection and maintenance?

The main focus is to transfer the overall planning concept as
well as the technological process into a prototype. As a
result, a technical computing and engineering prototype will
be created and validated in practice in a final phase.

CONCLUSIONS

The objective of the approach is to provide intuitively
existing planning and operation knowledge of industrial
facilities that must be inspected and maintained in the field.
A virtual plan and map of the industrial facility will be
created and linked with additional information based on
central data bases. Therefore, the methodical and
technological means and opportunities of the augmented
reality were tested and will be used. The information
provision is realised in mobile and context-based manner by
use of semantic networks of knowledge. A 5-phase model is
to pass through in order to be able to realise the approach
from the early stage of planning up to the realisation of the
prototypes. It consists of the developing complexes for the
semantic model of the industrial facilities, the related
information-logistic ~architecture, and the mobile and
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context-based information provision. In general, the final
solution will open a new perspective for inspection and
maintenance of industrial facilities based on integrated
planning and operating systems supported by semantic
technologies and augmented reality.
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ABSTRACT

The paper proposes an innovative idea to diagnose the
technical condition of machinery and industrial equipment
based on a simultaneous acquisition of vibration and noise
signals, after a procedure that eliminates the factors that
hide the defects. The objective is to bring new knowledge in
manufacturing process control, by using dynamics signal
processing and interdisciplinary knowledge in order to
build, in the future, a predictive monitoring system for the
machine tool. Machine vibration and noise component
dominates the overall spectrum at a certain frequency, and
so the overall level of vibration or noise is a useful
parameter for early detection of faults. Three levels of
maintenance program of machine tool were proposed. The
experimentation has been validated by results based on
measuring the vibration and noise signals of the milling
spindle using module "tracking" of the Schenck equipment
Vibroport 41.

1. INTRODUCTION

The vibration spectra has to be coupled with investigations
based on in-situ operation noise. This idea could create a
new service, especially for users of industrial equipment in
the construction of machine tools, advanced equipment,
automotive and related equipment (Zapciu and al. 2011).
The objective of this diagnostication technique is to make
one of the following decisions (Teti and al. 2010):

-The machine continues to operate without taking any
action;

- Having made some planned maintenance actions over
time;

- Having made an analytical diagnosis of the causes that can
provoke machine tool accidents;

- The machine tool should be stopped immediately to avoid
an imminent crash (Girardin and al. 2010).

In normal operating condition assessment of a machine tool
that stands out, the measurement for a single parameter is
not enough. For example, in the medical field, there is not
only a single variable that determines the health condition
of a person, so in technical terms, only the individual signs
of damage can be measured and a decision may be taken in
general terms. The more obvious signs of damage are
measured, the more accurate the assessment of the operating
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condition of the machine tool will be. Evaluation of
operating conditions of a machine tool values by using the
levels of vibration and noise is the easiest and quickest way
to make a diagnosis.

Requiring low cost, this method produces reliable results
and generates information for an early recognition of faults
and imbalances, optimal planning of maintenance and
preventive action of damage or disruption of production
processes.

2. EXPERIMENTAL SETUP

Most organizations in Europe (especially in Austria,
Germany, Sweden) want to have a predictive maintenance
program that includes sets of experimental measurements
made by means of permanently installed sensors and
periodic measurements made with ultra portable
instruments. Predictive maintenance can be done online
from sensors installed (i.e. vibration and temperature-
limited) periodically with a data logger or a combination of
the two variants.

Figure 1. Vertical milling machine tool MCV 300



In the Figure 1 the machine tool wused for the
experimentation is  represented. @ The  frequencies
characteristics of the sensors used for the experimentation
have the useful domain 10 Hz — 10 kHz for this type of
research on vibration/noise (AS-020 accelerometer and
microphone unit type 4188-A-021).

The accelerometer was placed on the front of the spindle
and the microphone was placed at 1 meter distance from the
cutting tool.

Comparing general amplitude of vibrations recorded at
regular intervals is possible using other specialized
equipment (e.g. data collector 2526 of the company Briiel &
Kjaer) to get another example of basic predictive monitoring
program (Ai and al. 2011).

3. EXPERIMENTATION

The paper intends to bring new knowledge in
manufacturing process control using dynamics signal
processing and interdisciplinary knowledge in order to build
in the future a predictive monitoring system for the machine
tool (Zapciu and al. 2008).
Predictive monitoring programs have three main objectives:
- Warning as soon as possible of potential defects in
equipment with continuous monitoring systems
- Monitoring the technical condition of the machine or
equipment on the general level of vibration or noise
- Early warning of defects that can remain hidden, using
advanced features such as a CPB spectrum.

Figure 2. Frequency spectrum of vibration (a) and noise (b)

In order to eliminate environment noise signal during the
measurements a filter was applied. Filter was conceived
using mathematical average noise amplitudes for four
signals acquired over time (Figure 2). This filter was
applied to measure the noise signal during the milling
process of aluminum in the following conditions:
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-Cutting depth of 2 mm; milling tool with 2 inserts and
diameter of 25 mm;

- Spindle speed equal with 6000 rpm.

Noise measurements were performed simultaneously with
vibration measurements. Four signals were acquired over
time. Figure 3 presents the vibration spectra for the four
measurements (acquired signal was periodically in time: 0;
3; 6 and 9 seconds respectively). Figure 4 shows the
importance of signal filtering to eliminate the noise.

3825
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Figure 3. Vibration spectrum during acquisitions
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Figure 4. Noise signal (unfiltered and filtered)
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Figure 5. Combined signal vibration-noise

By analyzing the graph in the Figure 5 the following
remarks ensue:

- Frequency of 100 Hz corresponds with the spindle speed
frequency that is 6000 rpm; it shows 3 peaks frequency
of 165 Hz, 310 Hz and 330 Hz with both corresponding
in the noise and vibration spectrum,;



- The frequency of rotation of the spindle is not present in
the noise output signal.

The results are based on the autocorrelation of two signals

R(7) by using the relation (1):

R(z) = Th{&% fy(z)y(r +7)dr (1)

White noise type signals lose their correlation when T
departs from 0. As a threshold matter, a sinusoidal signal
y(t)=A%*sin(wt+¢) reaches peaks of autocorrelation for t
values equal to the period of the sinusoidal signal
R(’z‘): 4%/ 2)cos(a)t), so is no decrease of parameter 7.

Between these limits are all other temporal signals with
different attenuations of autocorrelation (Chementinand al.
2008). If the time signal is a harmonic signal covered by
noise, the autocorrelation function could detect harmonic
signal as the autocorrelation function tends to harmonic
signal at large values of the t parameter.

In general, most of Predictive Maintenance programs
incorporate a variety of parameters to characterize
accurately the technical state of the machine and to provide
early warning of significant changes (Marichal and al.
2011).

R
Repair

LEVEL 3 @

Machines parts analysis ‘

of

Special survey

1
LEVEL 2 Input data

|
Overall amplitude parameter to
monitoring the machine
]
LEVEL 1 @ Input data
|

First baseline overall analysis

Figure 6. Levels of maintenance

The program of maintenance proposed by this paper has
several levels (Figure 6). The base level is one that checks
the overall level of vibration and noise using the standard
values. The last level is to obtain the causes, detection
components that lead to the failure of the monitored
machine.

CONCLUSION AND FUTURE WORK

The main objective of this research and development project
in partnership University Politehnica of Bucharest - Renault
Technologie Roumanie is to propose a predictive
maintenance for the machinery and industrial equipment. In
this context, the current issue is extremely important and
allows in the future the development of a predictive
maintenance service. The secondary objective of the project
is finding a dynamic model of the spectrum to eliminate
those frequencies is not due to defects.
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This action has been validated so far by the very
encouraging experimental results based on measuring the
vibration of the milling spindle using module "tracking" of
the equipment Vibroport 41 (Schenck).

When the vibration or noise component dominates the
overall spectrum at a certain frequency, the overall level of
vibration or noise is a useful parameter for the early
detection of faults and other operational elements in the
mechanical parts of machines and equipment in mechanical
and industrial engineering.
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Abstract:
Dear God, Search and research our world,
made by Your Right and help us complete it
Orthodox Pantocrator
Einstweilen bis den Bau der Welt Philosophie
zusammenhdlt, , erhdlt sich das Getriebe durch
Hunger, Furcht und Liebe
Friedrich Schiller
Das schone wahre Gute.
Johann Wolfgang von Goethe

Faith and intelligence form the @ of our life:
Way, Truth, Life // frontal view
Human = human (Humanity);
human e Faith x Intelligence — Faith x Intelligence;
Humanity = (Set of humans,
eternity / evolution-oriented Structure).
evolution € (Hunger, Fear, Love) x (Technology,
Science, Art) — (Technology, Science, Art).
Mathematics — Art = Human::beauty-oriented activity (
Science, Technology).
Physics = natural Science U social Science =
Human :: truth-oriented activity (Art, Technology).
Engineering/ Technology = Human :: good-oriented
activity (Art, Science).
The history of the common measure could be
synthesized along the following line:

... < Philosophy « ... < Culture «
specific Knowledge <— Economics < Force.

SimulationeBehavior x Structure <= Knowledge
/1 "<=" stands for "implies"

Knowledge < Intelligence :: information()
//"::" stands for "Class :: method"
Imagination < | Intuition - Consciousness |

//'"()" stands for "depending of"
Intention <= | Inspiration - Adaptability |
/I'"| x -y |" stands for "difference between"
Consciousness < reflexiveAbstraction (Intention);
Adaptability < simplifyingAbstraction
(Imagination)
Intelligence =
Consciousness x Adaptability x Intention &
Faith = Inspiration x Intuition x Imagination,
are complementary parts of the human mind,
separated by
Conscience = Consciousness x Inspiration.
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ARGUMENT

Faith is associated to the right human brain hemisphere.
Intuition is the main part of the dark yin, inspiration the
dynamical shaped interface to intelligence, whereby the
white point, link to the left part, stands for imagination.
Intelligence corresponds to the left human brain
hemisphere. Adaptability is the main part of the light
yang, consciousness the variable nuanced interface to
faith, whereby the dark point, link to faith, signifies
intention. Consciousness is self-awareness of individual
faith and intelligence, as well as of the relation to the
local context (society) and to the global one (universe).
To appear it needs self-knowledge, what could result
from community consciousness featured by an eternal
human structure, e.g., from the past, shepherds, farmers,
sailors, Africans, Amer-Indians, Asians, Australians, ..
Each individual recognized himself in his cohabitants,
being adaptable and having a lot of intuition. Evolution
of the common measure is conditioned by the conscient
construction of correspondingly intelligent agents to
manage the lower stages, as industry enabled the
mechanization of agriculture followed by the
concentration on economics.

Evolution implied a multiple Divide et Impera et

Intellige for consciousness associated to generating the

lacking components of the mind, then assisted by them:

e individual-social-universal conscience—inspiration
(subjective-contextual-objective) v

o space-time (structure-behavior) — imaginationJ

o discrete-continuous (natural-real) — intention

o beauty-truth-good (art-science-technology) v.

Mathematics discovers and studies fundamental types of
structures: (algebra, topology, order), and fundaments
(construction, orientation, understanding). These are
rarely separately used, example of correct and complete
integration for science and technology’. Physics® should
integrate its fundamental forces theories, but also, as
chapters, all others natural sciences and the social
sciences, leading them to really apply mathematics.
Social sciences study a universe, as complex and
nondeterministic as the natural one, so mathematics is at
least as important to them as for natural sciences. This
way, science would also be a better inspiration source
for mathematics. Engineering has to be closely related
to mathematical approach and integration of parts, not
only to mathematical techniques; as reality contains the
abstract ideas, even if physics could explain everything
discretely, the power of continuum can not be forgotten,
i.e., analog engineering should not be neglected in
modeling and simulation.



The convergence process of evolution demands struggle
against time, with structure as ally. Consciosness’
needs, more than discrete recurrence, continuous
feedback. Social and individual conscience are mostly
divergent nowadays, i.e., we only performed Divide et
Impera, neglecting Intellige. It's high time to correct it.

SEARCHING FOR CONSCIOUSNESS

Evidently, the anterior relations are oversimplified in
order to move towards intelligent simulation. Although
we claim they are intuitive and hope they are inspired,
to begin, we neglect the essential but too primitive to
understand intuition and inspiration, so (see further)
formalizing reflexive abstraction by the knowledge
hierarchy type and simplifying abstraction mainly by
the simulation hierarchy type, it follows that:

Consciousness= knowledge(simulation(Consciousness))

i.e,, a fixed-point relation suggesting that we could
model consciousness associating to any hierarchical
level of the construction process a knowledge level. To
solve the fixed-point problem we have to build a metric
space where knowledge © construction is a contraction,
i.e.,, elements implied in the construction should get
closer to one another in the formal understanding of the
formal construct. If, even in the sketch, we consider
general functional relations between the essential parts
of the faith-assisted intelligence, it results:

Consciousness = knowledge (intention (Inspiration,
simulation (imagination (Intuition, Consciousness))))

A generic modeling scheme defines the model universe,
e.g., a mathematical theory, a programming paradigm.
Every entity has behavior (relations to other entities)
and structure (internal relations). Behavior can be
functional (context-free) or procedural (context-
dependent). An algorithm is an entity that can be
computer simulated, so it represents computability,
bottom-up (construction, design, plan) or top-down
(understanding, verification, learning).

The algorithmic approach is equivalent to the formal
one: If a sentence of a formal system is true, then an
algorithm can confirm it. Reciprocally, for a verification
algorithm of the mathematical sentences, a formal
system can be defined, that holds for true the sentences
in the set closure of the algorithm's results towards the
operations of the considered logic.

David Hilbert's formal systems, Alonzo Church's \-
calculus, Alan Turing’s machines, Stephen Cole
Kleene's recursive functions, Emil Post's combinational
machines, Noam Chomsky's grammars, Aleksandr A.
Markov’s algorithms, are the best-known equivalent
formalisms for computation, i.e., algorithm and
computability®.
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RESEARCHING FOR CONSCIENCE

The alternative ways followed to extend the

computability concept can be compared to approaches

known from German dramas and novels:

1. Faust (Johann Wolfgang von Goethe): heuristics -
risking competence for performance, basing on
imagination, confined to the mental world.

2. Das Glasperlenspiel (Hermann Hesse): unlimited
natural parallelism - remaining at countable
physical suggestions, so in the Nature.

3. Der Zauberberg (Thomas Mann): hierarchical self-
referential knowledge - needing to conciliate the
discrete structure of hierarchy with the continuous
reaction, hoping to open the way to Reality.

They concentrate respectively on the mental world of

the good managed by technology, the physical world of

the truth researched by science and Plato's world of the
beautiful abstractions discovered by art. Intelligence in
evolution is the faculty to:

o synthesize/ analyze/ modify abstract objects, i.e.,
ideas;

e analyze/ modify natural objects and synthesize/

modify artificial objects in the physical world

o synthesize/ analyze/ modify representations for the

mental world®;

especially hierarchical reflexive: ideas about ideas and
how to get to ideas, objects to synthesize/ analyze/
modify objects, representations on representations and
how to build/ understand representations. Evolution is
linked to the initial design of mental faculties for
surviving of the whole system - not for abstract
thinking, but also to the space-time context supposed by
communication between intelligent agents.

HIERARCHY TYPES

We follow the mathematical paradigm of intelligent
simulation by functionally modeling the self-aware
adaptable behavior for intelligence simulation. The
integration between discrete and analog is again needed,
for a most soft adaptability and for consciousness
simulation as continuous recurrence, i.e., analog
reaction. Knowledge and construction hierarchies co-
operate to integrate design and verification into
simulation; object-oriented concepts are symbolized to
handle data and operations formally; structural
representation of behavior manages its realization.

Hierarchy types open the way to simulate intelligence as
adaptable consciousness, by integrating the system and
the metasystem. Hierarchy is the syntax of abstraction.

Abstraction and hierarchy are semantic and syntactical
aspects of a unique fundamental concept, the most
powerful tool in systematic knowledge; this concept is a
particular form of Divide et Impera et Intellige;
hierarchy results of formalizing abstraction. Hierarchies
of different types correspond to the kind of abstraction
they reflect (the abstraction goal):



e Class hierarchy (Tconcepts) <> virtual framework to
represent any kind of hierarchy, based on form-
contents, modularity, inheritance, polymorphism.

e Symbolization hierarchy  (Tmathematics) <>
stepwise formalism for all kind of types, in
particular also for hierarchy types.

e Structure hierarchy (Tstrategies) <> stepwise
managing of all types on different levels by
recursive autonomous decomposition, following
closely the principle Divide et Impera et Intellige.

e Construction hierarchy (Tsimulation) <> simulation
(= design/ verification) framework of autonomous
levels for different abstraction grades of description.

e Knowledge hierarchy (Ttheories) <> reflexive
abstraction ("self-referential”", "a deeper sense"),
aiming that each level has knowledge of its inferior
levels, including itself.

The knowledge hierarchy type offers a way to model
consciousness, as the inital solution for conscience. The
first idea is to consider/ remember that reality is more
than nature, as the continuum of IR is more powerful
than the discrete universe of IN. Understanding and
construction have correspondent hierarchy types: their
syntax relies on classes, the meaning on symbols, and
their use on modules (Fig.1). The theory of categories
offers formalism for hierarchy types. Constructive type
theory permits formal specification and formal
verification generating an object satisfying the
specification.

Example: The classical activities in complex systems
simulation, that regard different levels of the
construction or knowledge hierarchy, can be expressed
symbolically then represented object-oriented and
simulated structurally (Fig.2). Complex simulation
needs consistent combination of mathematical domains
and an intelligent compromise between consistence and
completeness.

METAKNOWLEDGE

Recurrence of structures and operations enables
approximate self-knowledge (with improved precision
on the higher levels of knowledge hierarchies).
Recurrence is confined to discrete worlds, while
abstraction is not. This difference suggests searching for
understanding based on mathematical structures that
order algebra into topology (Fig.3). A continuous model
for hierarchy levels, without loosing the hierarchy
attributes, would offer a better model for consciousness
and intelligence. Recurrence of structures and
operations enables approximate self-knowledge (with
improved precision on the higher levels of knowledge
hierarchies). Recurrence is confined to discrete worlds,
while abstraction is not. This difference suggests
searching for understanding based on mathematical
structures that order algebra into topology (Fig.3). A
continuous model for hierarchy levels, without loosing
the hierarchy attributes, would offer a better model for
consciousness and intelligence. Knowledge is based on
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morphism mapping the state-space of the object-system
onto the internal representation of the simulator. An
intelligent simulator learns generating and validating
models of the object-system. Therefore: representation
for design and verification should be common; the
algebraic structures on which the different hierarchy
types are based on should be extended to topological
structures; the different simulation entities should be
symbolic, having attributes as: type, domain, function.
A topology on the space of symbolic objects permits
grouping items with common properties in classes’. It
results a dynamic internal object-oriented representation
that can be adapted to the different hierarchy types.

CONCLUSIONS

Consciousness simulation demands transcending the
present limits of computability, by an intensive effort on
extensive research to integrate essential physical and
mathematical knowledge guided by philosophical goals.
A way to begin is hierarchical analog-digital simulation.
Applying Divide et Impera et Intellige to hierarchy
types, using the formalism of categories, reveals their
comprehensive constructive importance based on
structural approach, symbolic meaning, object-oriented
representation. Formalizing hierarchical descriptions,
we create a theoretical kernel that can be used for self-
organizing systems. Simulability is computability using
the power of continuum. There are enough positive
signs for this from analog electronics, control systems,
mechatronics. Real progress towards this way of
computation needs unrestricted mathematics, integrated
physics and thinking by analogies. Evolution needs
separation of faith and intelligence, understanding and
using consciously more of faith's domain, integrating
them to human wisdom, to be divided further to get
more human. Metaphorically phrased, our problem is
that:

Uncountable are God's ways.
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ABSTRACT

This paper aims to present the main results of a technical
report for the construction of a small hydroelectric power
plant and the results of a state of the art design based on the
optimization scheme in order to achieve the maximum
efficiency of the power plant and minimizing the cost of the
investment.

INTRODUCTION

This article aims to show how practical experience,
combined with scientific and theoretical knowledge and
experience can work together to achieve the best suited and
optimal solution for the design and works completed in
order to build in an efficient manner a small hydroelectric
power plant (S.H.P). This article is based on the technical
report that shows the irregularities in design and
construction of the small hydroelectrical power plants.
Having in mind that the design is a key element in the
development of small hydroelectric power station,
considered one of the most efficient renewable energy
source, we believe that modern design has to take into
consideration certain elements to ensure the safety in
operation both for hydrotechnical construction (intakes,
weir, runaway channel, etc.) and for the technological
equipment (penstock, trash-rack, inlet valve, turbine,
generator, ancillary systems, etc.). In Romania, energy
produced by hydroelectric power plants that have less than
10 MW installed capacity is considered by European
legislation to be renewable energy resource (together with
wind, solar, biomass, etc). Therefore any investment in such
projects, has a proposed scheme for promoting the energy
from renewable sources, with Green Certificates (GC).
According to the law, for new hydroelectric power plants is
given a number of 3 GC per each MWh delivered to the
grid, with a price of each GC between 27 and 55 EUR,
established by the National Energy Regulation Authority
(A.N.R.E). Having an attractive framework for promotion of
investment in renewable energy has made place for a large
number of investments.

OPTIMIZATION - A TOOL FOR DESIGN AND
OPERATION

If a system is working properly, and good results are
obtained, whether is related to the design of an installation
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or to the functioning of a device, system or power plant
exploitation, does not mean that it is working optimal.
Transposing this issue to the design phase of a hydroelectric
power plant project, if the parameters achieved are good or
satisfying and accepted by the beneficiary and/or investor it
doesn’t mean that there is no room of improvement and
optimization. For the complex designing issues, which is the
same no matter what is designed, some aspects of the
optimization has to be established: what is the purpose of
the optimization, the development of the mathematical
model, the determination of limits (to ensure that the
algorithm will give available and realistic solutions), the
establishment of the scope (target) function and the method
of optimization.

In the design phase, the determination of the optimal
solution for parts and/or the entire power scheme should be
based on the following:

- Target function (e.g. the overall cost function, cost of
maintenance and operation, cost of installation, technical
parameters, etc.);

- The main objective of the optimization: a
maximization problem or a minimization problem (e.g.
maximization of energy produced, minimization of total
cost, etc.);

- Secondary objectives can be taken into consideration
(e.g. first objective the maximization of produced energy
and secondary objective the minimization of total cost).
Determining the optimal design parameters of a power plant
and/or a cascade of (small) power plants is a complex and
delicate problem from the following reasons:

- Economical aspects of material and work force;

- Difficulty to estimate and foreseen from the design
phase all the critical aspects/problem which may occur;

- When taking into consideration the cost of operation
and maintenance and the optimization of the operation, it is
hard to determine the flow (stochastic nature), non linear
equation for computing the power, energy and costs.
Because of these issues and many other, the solution mostly
suited for the optimization of design and operation of small
hydroelectric power plants is based on genetic algorithms
(GA). GA belongs to stochastic search methods used to
approach extreme complex optimization problems, being the
most robust of all algorithms. In fact, any task which must
be completed can be look like resolving a problem, and
resolving the problem means looking after a solution in the
infinite potential solutions and finding “the most suitable”
one. Therefore, any task can be assimilated with an
optimization process. The principle of GA is that every
possible solution is considered a population. Based on
Darwin principles, the child is better than the parents in



order to assure the preservation of species and the survival
of the best. Every “child” solution (a possible solution of the
optimization process), is obtained as the next generation
with selected “parents” (solutions from the current area of
available solution that are able to breed). The individual
solutions for the problem are selected using a fitness-based
function in such way they are fitted to be close to optimal
result. This implies having a fitness function. There are
methods of selection from the wide area of solutions, the
ones that have the best results, and there are methods of
selecting random sample population which may lead to a
time consuming optimization process. The child solution is
obtained by reproduction of the selected spectrum of
available solutions. The reproduction in genetic algorithm
optimization is accomplished through genetic operators:
crossover (named also recombination) and/or mutation.
The obtained “child” shares most of the characteristics of its
“parents”. The process continues by selecting “parents” and
obtaining “child” solutions until a new population of
solutions of satisfactory size is obtained and is the most
suited for the proposed design problem. Usually, the
reproduction methods used two parents as the example from
the nature, but there are some researchers who suggest that
more than two parents generate higher quality chromosomes
(solutions) which in the end reduce the convergence time for
solution. [6],[7]. The basic principle of GA is summarized
in diagram 1.

Generatic inflial population (sohution) P()

Evaluation of current solution Pit}

Valorification of previous population
| Pt-1) by selecting the genetic base for
forming population P(t)

Exploring solution domains by
transformation applied to population
solution) Pit)

Diagram 1 — GA sketch

The genetic algorithm can be successfully used to design the
best scheme of one hydroelectric small/regular power plant
and can be used as well to determine the optimal politics of
exploitation of hydroelectric power plants (or cascades of
power plants). Some of the solutions given by the authors to
the problems that occurred in the construction phase of a
small hydroelectric power plant, were based on optimization
process to ensure the best economical but also technical
results. The cost optimization was made by determine the
main dimensions and technical parameters of the individual
construction (e.g. water intake, selected flow value, length
of pipe, diameter of pipe, material of pipe, output power and
energy etc.). The purpose of this article is to present a study
case based on the execution of the power plant. Some
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aspects regarding optimal design of main structures are
presented.

TELEAJEN — GURA VITIIOAREI S.H.P.

The studied small hydroelectric power plant is situated on
River Teleajen, affluent of the River lalomita, near Valenii
de Munte city, in Romania (see Table 1).

Table 1: Main parameters of SHP

Intake Water level [Black Sea Level] 332 m
Power House level [Black Sea Level] 293 m
Net Head 31 m
Penstock diameter 2200 mm
Penstock length 4900 m
Average Flow 9.5 m’/s
Installed discharge 12 m’/s
Power 39 MW
Energy 8.5 GWh

HYDROLOGICAL DATA ANALYSIS

The hydrological data obtained by Romanian National
Water Administration are presented in Table no. 2.

Table 2: Hydrological Data

Average Flow 6.04 m’/s
Maximum Flow 0.1% 996 m’/s
Maximum Flow 1% 577 m’/s
Maximum Flow 5% 310 m’/s
Maximum Flow 10% 230 m’/s

The average flow given by official hydrological data in table
2 is smaller than the average flow presented in the
feasibility study (Table 1). Therefore the selected installed
flow (12 m3/s) was chosen based on wrong hydrological raw
data.

PENSTOCK DESIGN

The penstock of Teleajen SHP is made of semi-buried
welded steel pipes, with 9 mm wall thickness and interior
diameter of 2200 mm and has a total length of 4958.43 m.
The pipe inside diameter (ID) is to small from optimal value
obtained by optimization algorithm. The optimization
algorithm was developed to give a range of diameter values
in order to select from the existing pipes on the open
market, the one that will ensure the highest return of
investment. For the installed discharge, the inside diameter
should be between 2400 mm and 2500 mm in order to
minimize linear losses which leads to power loses. Fig. 1
presents the net head (less than 30 m) for ID 2200 mm, with
linear losses of more than 25% of the gross head.
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The optimal solution computed by the authors, is an
installed flow of 9 m*/s for a 2200 mm ID for the penstock

and a maximum output power of the turbines of 2100 kW.
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Fig. 2. Annual Energy produced and Estimated Income per
year for a multi-annual hydrological data series

WATER INTAKE

The water intake (Fig. 3) has the spillway weir higher than
normal (over 2 m). This over dimensioning lead to an
increase of the construction costs with more than 50%. An
optimal solution given is between 1,4 — 1,5 m.

Fig. 3. Water intake — weir and trash rack area

The energy dissipation structure is dimensioned for a much
higher version of the specific flow and is not taking into
consideration the specific phenomena of “hydraulic jump”.

The optimal solution for the dissipation structure should be
at least 10% smaller.
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Fig. 4. Energy dissipation structure

The stilling basin has five chambers and was designed for a
flow of 20 m’/s and for retained of particles of less than 0,5
mm, although the installed discharge is 12 m’/s and the
proposed turbines are Cross Flow type that have an
acceptance of sand particles of max. 20 mm. These elements
lead to an increase of costs with more than 75%.

Fig. 5. Settling basin — over dimensioned

For the settling basin, the optimal values were computed as
follows:

- for the speed of sedimentation wy = 94.4 m?/s according
to particles of sand with a diameter of 1 mm;

- a speed of v = 0.8 m/s has to be taken into consideration
in order to prevent the freezing during the winter time;

- height of water in the settling basin Hu =2 m;

- useful area of the section of the settling basin:

Ay=Q;/v=15m’ (1)
- width of settling basin:
b=A,/H,=7.5m 2

- length of settling basin with deterministic method:
Ls=H, x v/wg=19.949 m 3)
- length of settling basin with assuring coefficient of 1.3
should be 22 m;

CONCLUSIONS

Nowadays, many non-governmental environmental agencies
published a series of “attacks” to the S.H.P. They state that
construction of the hydraulic structures in the river bed,
affects negatively the ecosystems and their balance.
Therefore rules are applied while construction and in
operation (flow of servitude, fish pass, etc.). From
environmental point of view, we consider that turbines with
higher efficiency has to be promoted in order to maximize
the use of water to it’s purpose, energy production. This
turbines can maximize the energy produced with almost 10-
12% for the same used volume of water.
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ABSTRACT

Studies on the evolution of water temperature as influencing
factor for water quality processes use complex models for
approximating the total net flux of heat through water-air
interface. This paper proposes a complex model to calculate
the direct solar radiation on clear sky, based on astronomical
formula that takes into account explicitly the Sun’s
declination, the Sun’s local hour angle and local mean time
of rising/setting. This model was tested over one year using
field data from Golesti reservoir — Romania. The case study
presented in this research provided a good opportunity for
testing the model. The simulation results agree well with the
observed data.

INTRODUCTION

Transport and mixing phenomena are among the important
processes in natural systems and one of dominate mixing
forces providing energy are meteorological conditions
(Imberger and Patterson 1990). For surface water aquatic
ecosystems the temperature distribution in time and in depth
(for lakes) and along the water course (for rivers) is
influenced by heat exchanges between water mass and
atmosphere. These heat exchanges along with the kinetic
energy of wind action, are the dominant factors which
control the thermal regime, namely the dynamic of the
analyzed ecosystems.

This paper propose a complex model for estimating the net
heat transfer rate at the interface of an aquatic ecosystem,
taking into account as many factors of the global heat
balance possible. For aquatic ecosystem the net heat flux into
the water surface depend on both the internal
hydromechanical behavior of the water body and the physics
of its interaction with the overlying air mass (Fisher et al.
1979; Charuchittipan and Wilson 2009). The total solar
radiation is reduced by attenuation through the atmospheric
column (absorption and scattering in the atmosphere) and by
clouds interception. The residual radiation which reach the
water surface is called net solar radiation (Oswald and Rouse
2004). At the interface of a water body the heat exchange is
done by simultaneous processes of radiation, evaporation
and conduction, thus the net heat flux into the water surface
can be calculated as follows:

Hyy=Hgy+Hg,—(Hp + He+ H,) 1)
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where Hg, i1s net solar shortwave radiation into the water
surface, H,, is net atmospheric long-wave radiation into the
water surface, Hy is long-wave back radiation from the water
surface, H, is conductive heat flux from the water surface,
and H, is evaporative heat flux from the water surface.

METHODOLOGY

The heat fluxes generated by solar and atmospheric
radiations are considered as net fluxes, taking into account
the radiation law and momentary metheorological
conditions. Therefore, Hy, is calculating by difference
between the total incoming solar radiation and reflected
short-wave radiation and H,, by difference between the total
incoming atmospheric radiation and reflected atmospheric
radiation.

Solar or short-wave radiation (Hj)
As the radiation penetrates the atmosphere, some of the
radiation is scattered, reflected or absorbed by the
atmospheric gases, clouds and dust. The amount of radiation
reaching a horizontal plane is known as the solar or short-
wave radiation, H,. The net solar radiation, H,, is the
fraction of the solar radiation R, that is not reflected from the
surface and is given by:

Hgy=Hg-(1-a)  (2)
where ( represents the albedo: the amount of solar
radiation which reache the earth's surface and is reflected.
The medium value of the albedo is 0.06.
If the solar radiation, H,, is not measured, it can be
calculated with the Angstrom formula which relates solar
radiation to extraterrestrial radiation and relative sunshine
duration:

Hy=Ry-lag+b5-7)  0B)
where n/N is relative sunshine duration [-] with N =@, -24,
T

R, is extraterrestrial radiation [MJ m day"] and agtb
fraction of extraterrestrial radiation reaching the earth on
clear days. Where no actual solar radiation data are
available, the values a, = 0.25 and b, = 0.50 are
recommended (Rutherford et al 1993).
The extraterrestrial radiation, R,, for each day of the year and
for different latitudes can be estimated from the solar
constant, the solar declination and the time of the year by:
Ra:M~Gsc~dr(a)s~sin(p~siné'+cosqo-cos§~sina)s) 4)
T
where extraterrestrial radiation is expressed in [MJm™day™],
G, is solar constant = 0.0820 MJ m min’, d, inverse



relative distance Earth-Sun, (48 sunset hour angle [rad], ¢
latitude [rad] and & solar declination [rad]. The inverse
relative distance Earth-Sun, solar declination, sunset hour
angle and daylight hours, are computed with the following
equations:

dy = 1+0.333-cos(J-2%65) 5)
365—1.39) (©)

wg = arccos(—tan S - tanS) (7
where J is the Julian day.

5=0.409- sin(J 27

Atmospheric long-wave radiation (H,):

The long-wave radiation received by the atmosphere
increases its temperature and, as a consequence, the
atmosphere radiates energy of its own. Consequently, the
earth's surface emits (Hy,) and receives (H,) long-wave
radiation (Imboden and Wust 1995). The difference between
outgoing and incoming long-wave radiation is called the net
long-wave radiation, H,,. The long-wave radiation from the
surface of the body is estimate with the Stephan-Boltzman

Hy=¢4-0-(273+T,)* (8)

where £ais the emissivity of the air, usually estimate by

law:

empirical way, & is the Stephan-Boltzman constant and Ta
is the air temperature. For the cloudless sky the emissivity of
the air depends only by the air temperature. By contrary, for
the cloudy sky the emissivity of the air depend both to the air
temperature and the fraction of the cloud cover by (Antenuci
and Imberger 2001):

£4=0.937-107 ~(1+O.17-c2)(273+Ta)2 ©)

where c is the cloudiness which can vary between 0 and 1.
The reflected long-wave atmospheric radiation can be
estimated by various formulas. Usually 3% of the
atmospheric radiation is assumed to be reflected (Jobson
1997). Thus, the net long-wave radiation is given by:

Hegp =5.18-10713 ~(1+0.17~c2j(273+Ta)6 (10)

with Ta expressed in °C.

Longwave back radiation from the water surface (H,) is
expressed by Stephan-Boltzman Fourth Power Radiation law
for a blackbody as (Fisher et al. 1979):

Hp=54410"8.273+7, ) (11)
where Tw is the water surface temperature expressed in °C.

Evaporative heat flux (H,)
The heat loss to evaporation can be often important. The
evaporative heat flux from the water surface can be
expressed as a function of the water temperature and the
wind speed in the proximity of the water surface (Lap and
Inoue 2007):
He = pyw-Ly.E (12)

where Pw is the water density, Ly is the latent heat of
vaporization and E is evaporation rate expressed by (Jobson
1997):

E=3.01+1.13-u-(eg—e,) (13)
where u is the wind speed, a is the vapor pressure and ©s
is the saturation vapor pressure at the water surface. The

saturation vapor pressure is related to air temperature and
given by (Kramm and Dlugi 2011):
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eg =0.6108- e(lz'm%a”m) (14)

The actual vapor pressure can also be calculated from the
relative humidity:

€a =eS'R%oo

where Rh is the relative humidity.

(15)

Conductive heat flux (H,)

Heat can be transferred in both senses by conduction at the
air/water boundary. The conductive heat flux is related to
evaporative heat flux, through the Bowen ratio:

HC _ Tw_Ta
€€

R=2¢_619.107% . p.
where p is atmospheric pressure.

", (16)

Penetration of heat into the water column

The radiation have a penetrative component and a non-
penetrative one, depending on its wavelength (Antenuci and
Imberger 2001). The rate at which solar energy imparts
radiative energy to the surface of the water column is a
function of the net solar short-wave radiation and the
remaining heat fluxes at the surface of the lake/reservoir.
(Spigel et al. 1986) The short-wave radiation in a water
column decay exponentially with depth z and is given by the
Beer’s Law:

HR)=H -7 (1)

where 1 is a coefficient of extinction and H*:Hsn for the z>0
and H'=H, for the z=0 (z counted positive when going
deeper). The values of extinction coefficient depend greatly
on the biological production of the aquatic ecosystem, and
vary between 0.2 m™ for oligotrophic ecosystem to 4.0 m™
for eutrophic ecosystems (Spigel et al. 1986). The evolution
of temperature in time, when the wind is neglect, is given by:
dr/ __aH(z)
T/ - %/’p’pw (18)
where o is the thermal coefficient of expansion of the water.

RESULTS AND DISCUSSION

The meteorological elements that significantly affect lake
thermal regimes and heat storage include air temperature,
wind and net radiation. Unfortunately, in practice there are
many situation when these data are not available. In this
paper is investigated the consistency of a model which
simulates the radiation fluxes variation on a lake surface and
the influences on lake’s water temperature. The model allow
to estimate the energetic budget due to solar radiation on
aquatic ecosystem, based on its geographical position only.
Thus, the model first asses the rising and the setting time for
Greenwich Time and local time (Figure 1). We can see that
the model predictions are quite good.

Secondly, daily extraterrestrial radiation is determined and
the component radiation of the total flux at the level of the
studied aquatic ecosystem is computed (Figure 2). The total
heat flux variation on lake surface varies less on seasonal
scale than on dayly scale. The total thermal minimum flux
coincides with the minimum of solar radiation, while the
thermal maximum flux is reached much sooner than
maximum of solar radiation.
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Figure 1. Rising and setting time for the Golesti reservoir

Throughout the spring and summer the sensible heat flux H,
is often directed towards the lake surface.Once cooling
begins, Hc is consistently positive due to unstable
atmospheric conditions. Since the total thermal flux Hy, is the
results of interactions between the athmosphere and the lake,
it directly influences the water temperature. Thus, for
positive values of Hy, the water temperature will increase.
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Figure 2. Yearly energy balance for Golesti reservoir

Thirdly, the water column temperature variation over the
year is computed. The behavior of the water column
temperature is shown in Figure 3.
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Figure 3. Temperature variation over the year in Golesti
reservoir

Golesti reservoir is dimictic and undergo spring and autumn
vertical overturning and summer thermal stratiphication. The
lake surface temperature increased in March when the net
energy flux is positive. The thermocline is very well
established in June when heat was received at a higher rate
than the rate of transfer to deeper layers and the thermocline
depth increased rapidly.

CONCLUSION

A numerical model for a sezonier mixed layer is presented,
based on the one-dimensional equations for conservation of
thermal energy. The model was tested over one year using
field data from Golesti reservoir — Romania. The simulated
isotherms demonstrate the strong degree of temperature
stratiphication induced by solar radiation. The Golesti lake
was a least partially stratified for nine mounths of year.The
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case study presented in this research provided a good
opportunity for testing the model. All the results of the
simulation have a good fit with the observed data.

FURTHER RESEARCH

The lack of consistent weather and water quality data led us
to propose a model to simulate the energetic behavior of
lakes. Further on the model must be develop in order to
quantify the wind energy and to be embedded into a complex
water quality model.
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