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ABSTRACT

SystemC is a system level design language based on C++.
There are a number of situations, like the case of formal
verification, which necessitate a formal model of a SystemC
program. This paper investigates the extraction of a formal
model for theorem proving purposes from a subset of
SystemC. A suitable formal model is chosen as well as
described. The rules of translation from SystemC to the
model are given. The setup is tested on two simple examples.
Functional properties of the examples were proven.

INTRODUCTION

There is a rise in the demand for embedded information
processing systems. These systems have to be small enough
to fit in the target environment but should also be just as
functionally efficient as personal computers. This trend can
be seen in automobiles and in smart phones. The smallest
possible space is obtained if the entire system can be put on a
single chip. The design of such a chip needs to be capable of
handling both the hardware and software parts of the chip,
give an overview of the system although the implementation
has not yet been decided on, as well as permit architecture
exploration. Industry is currently turning to languages
capable of the above and one of these is SystemC.
The ultimate goal of the research done for this paper is the
proof of correctness of a full System-on-Chip (SoC) in
SystemC using theorem proving methods. Other attempts at
this are (Akbarpour and Tahar 2003), with verification
emphasis on fixed point arithmetic, and (Kalla et al. 2005),
which involves the extraction of a formal model used for
multiple purposes including theorem proving. Our goal has
been divided into four problems to allow an incremental
investigation of the possibilities. These are the proof of
correctness of:

e the sequential, un-timed blocks: These are monolithic
blocks. This resumes to investigating the individual
processes without any events or to the formal
verification of a C program. It is the focus of this paper.

e concurrency: The study of this problem shows how best
to deal with the interaction of the different entities. This
interaction will be considered on the modular level
where all modules are started simultaneously. It will also
be studied on the process level where each string of
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instructions between two events can be considered as a
monolithic block.

e timing: This would show how to reason about the parts
of SoCs which depend on clocks.

e typing: This problem tackles the complexity introduced
by typing in software engineering. Unlike types in
hardware which are geared towards physical machines,
software uses pointers, casts, overloading and
polymorphisms among others, obscuring the type space.

This paper looks at the extraction of a formal model from the
monolithic SystemC subset and proof of its correctness. Such
extraction is traditionally done manually, but the target
verification environment found is expressive enough to
permit compilation towards it, automating at least one part of
the process. The formal verification of monolithic programs
is in itself nothing new, but needs to be done for SystemC.
The work done for this paper involved choosing a suitable
formal model, compiling towards it and validating the
procedure on simple tests.
Section 2 discusses the need for a formal model of SystemC
programs. An overview of the formal model chosen is given
in section 3. Section 4 shows the rules used in translating
from SystemC to the formal language. The examples the
verification environment was tested on are overviewed in
section 5 and section 6 discusses the conclusions and future
directions.

NEED FOR A FORMAL MODEL

SystemC (Open SystemC Initiative 2002) is a C++ library
which provides a syntax and semantics for SoC modeling. It
also provides a process scheduler. This imperative,
executable form of the language is well adapted to functional
evaluation by simulation. Models in SystemC are executable
specifications. How much time is spent in a functional block
of the system or how many times a particular function is used
are examples of information which can be retrieved during
the evaluation process. A formal model is reliant on a
mathematical description of the system. It is therefore better
adapted to verification, automatic refinement and synthesis
of the system since there is only a formal evolution and
evaluation of the system. Proof of system correctness
increases confidence in analysis done during simulation.

THE CHOSEN FORMAL MODEL

Formal model candidates are, for this subset, models geared
towards representing imperative programs. Some are state
machine representations, lambda-calculus and the Hoare
logic (Clarke and Wing 1996). Each has its advantages and



disadvantages but a Hoare logic oriented model was chosen
over others because of the ease of SystemC translation
towards it, its integration into the proving environment,
Isabelle/HOL (Nipkow et al. 2002), and its readability. The
readability provides a means for verifiers and designers to
discuss about the system.This model developed by (Schirmer
2005) is given as a language with formal semantics. The
basic language constructs are:

Skip : Do nothing

Basic f : Basic commands like assignment

Seq cl c2: Sequential composition, also written as cl;c2
Cond b cl c2: Conditional statements

Guard g c: Guarded commands, also written as gk ¢
While b c: for looping

Call p: Static procedure calls

Throw : Initiate abrupt termination

Catch cl c2: Handle abrupt termination of ¢l with c2
DynCom c: Dynamic (state dependent) command. This
command is used to implement side-effect expressions,
pointers to procedures, and dynamic method invocation
among others. Unlike the other commands, it does not work
on the current state but is given a state to act on.

The language model is formal in that its semantics are stated
formally using an operational big-step approach. It is Hoare
logic based as it comes with a verification environment
which describes a Hoare logic for both the partial and total
correctness of programs in the language.

THE SUBSET AND TRANSLATION RULES

This section only describes the part of SystemC necessary for
this paper. We also look at how we derive the formal model
from the SystemC subset. The rules of translation used in this

Conds
C SC—>FM

the set of conditions which, when all true, validate the
translation rule, C~ SC — FM . C is the context in

which SC', the SystemC entity, is being translated. It
contains the variables used by the entity and their types. FM
is the formal model, the result of translation. It is the
program in the formal language derived from the SystemC
entity.

where Conds is

section are of the form:

SystemC main function

The first element in this subset is the SystemC main function
which tells the SystemC kernel which modules are
instantiated in the program. Its code snippet is:

int sc main(int argc, char** argv) {
Module instance ("name") ;
sc_start(-1); /*timing is ignored.*/
return 0; }

With focus on a non-concurrent subset, there can be only one
module with one instance. The subset is also reduced to un-
timed programs, there is, to this effect, no instance of a
clock. The following rule can therefore be used without any
loss of information:

theory sc_mainimports instance begin
" MAIN — procedures main =" CALL module()"

end

This states that code representing the sc_main function can
unconditionally be translated into a theory which uses the
formal model derived from the module instance. The
sc_main function becomes a procedure which calls the
procedure representing the module instance functionality.

SystemC modules

Given the C++ basis of SystemC, there are multiple
acceptable ways of declaring a module. Here is one of them.

class Module : public sc _module {};
Modules can have members i.e. data, and processes i.e.
functionality. Module members are at the moment restricted
to data with SystemC and C++ data types without pointers.
Pointers and user defined data types, belong to the previously
mentioned complexity introduced by software engineering.
We can only have one process because the behaviour of
multiple processes in a module is concurrent. Let this process
be Proc and its local variables be found in the context /. Let
the context for the module be g < m, where the operator < is
used to pile contexts. In context, C1 < C2, variables are first
of all searched for in C2 and then in C1. g contains global
variables and m contains module members. The context used
by Procis g <<m<1l. This context is translated into the
memory model of the formal model which we will call
memory. The following rule states that: if the procedure is

translated to F'M pp,, using its context then the formal
model of the module uses memory to first of all produce
FM ,;0c - The module functionality is then represented by a

procedure which calls the procedure representing the process
functionality.

g<m<l" Proc = FM
theory module imports memory

begin FM
*MODULE — o/ 1 pwoc
procedures module =

"CALL Proc()" end

SystemC processes

The process declaration can also be done in many ways. One
of which is :

SC_HAS PROCESS (ModuleName) ;

Module (sc_module name name) :
sc_module (name) {SC_METHOD (ProcessName) ; }

SystemC provides 2 types of processes. The SC METHOD
and the SC THREAD. This subset concentrates only on the
SC_METHOD, a process executed in its entirety each time it
is executed. It is at the moment, the only process running.



The SC THREAD is as the name implies a thread of
execution which can be stopped at any point in the execution
and continued by its wait statements and events. It will be
used when concurrency will be studied.

A process can, at the moment, contain anything a C++
function can contain except function calls. A process, Proc,
is translated by:

g <<m <[ Statement — FM

. procedures Proc =
g <m <" PROCESS — |

Statements

n
Statements

There is a translation rule for each possible statement of a
process but they are not all here for space and clarity. Here is
an example of the "do statement”. It states that given the
translations for the condition and the body of the statement,
we can execute the body once and then execute it as long as
the condition is valid.

g <4m <" DO_COND — FM ;;, conp
g<m</"DO_BODY — FM 16 pony
FM o popy
g <<m <" DO_STMT — WHILE (FM ,, conp)
DO FM DOﬁBODYi oD

APPLICATIONS

A compiler was built in order to automatically derive a
program in the formal language model from a SystemC
program based on the above rules. It was then used on two
simple examples, bubble sort and a FIR filter to generate
formal representation for them. These models as well as the
properties which we wished to prove on them were then
loaded into Isabelle/HOL.

The SystemC bubble sort program, a software oriented, data
centric example, is 22 lines of code in a single file. 3 files
with a total of 46 lines of code for the formal model were
generated. The proof of lists being sorted is 50 steps long
containing 1 auxiliary lemma. Thinking up the steps takes its
time but their execution is done in a couple of seconds. The
same holds for the Fir filter, a hardware oriented, calculation
centric, SystemC program. It is a modified version of the Fir
filter provided as an example in the SystemC directory. The
SystemC program is 46 lines of code separated over 4 files.
It is compiled into 3 files with a total of 61 lines of code. The
proof of functionality is 183 proof steps long comprising 6
auxiliary lemmas.

CONCLUSION

There is a need for a formal modeling of SystemC programs.
Since this is work in progress, this paper covered the formal
modeling of one of the simple parts of SystemC, the
monolithic subset. The interest of such a setting is to verify
the core functionality of SystemC designs i.e. the individual
processes before we go further to verify the structure and
protocols of the chip design in the concurrent subset.
Working on this led to the choice of a formal model, rules for
translation to this model and the development of a compiler

from SystemC to the formal language model. The setup was
tested on two examples namely, bubble sort and a FIR filter
written in SystemC. Their functionality was formally
verified. The next step would entail looking at how to model
the concurrent parts of the system. The first step would be
identifying which theory on concurrency modeling would be
best adapted to our needs. Experiments are currently being
done with UNITY (Paulson 2001), a Hoare logic for parallel
programs (Nieto 2001), the Pi-Calculus (Milner et al.
1992a,b), CSP (Hoare 1978) and TLA+ (Lamport 2002).
The next step would be finding out the atomic instructions in
a SystemC program. The current idea is to analyze a process
and take the part between two wait statements to be atomic
since it will execute to its end without interruption. Cutting
up the program in this way will surely affect readability,
making the third step finding out how we can improve
readability of the extracted formal model.
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ABSTRACT

Broadly speaking, Modelling and Simulation (M&S) has
become a common activity in order to predict, reproduce and
analyse a dynamic system behaviour providing an effective
way for engineering decision making as well as to gather a
larger knowledge of this system. The prerequisite of M&S
activities is to determine how well the M&S product reflects
the relevant system behaviour and build a full confidence in
M&S products. The process of determining this is referred to
as assessment of simulation products validity. Simulation
validity assessment is a wide research domain that interests
large number of scientific communities and industries. While
scientific communities have focused over terminologies,
methods and processes since many years, it has not matured
anymore in term of techniques and tools due to the
complexity and the diversity of the scientific domain
research involved. Through this contribution, we would like
to focus on existing standards and tools, especially UML, in
order to provide a uniform base of documentation and
exchange of Verification, Validation and Accreditation
(VV&A) information and concepts. The motivation for such
a study was to lighten and fix all items involved in M&S
VV&A and their relationships and therefore build a solid
foundation for further study.

INTRODUCTION

At Airbus Industry there is a steadily increasing tendency to
use simulation to validate systems requirements that are too
complex to be confidently validated by examining alone. As
a matter of fact, this is a natural and desirable evolution from
the wide use of simulation during the development of new
aircraft. Nowadays, Airbus is highlighting the question of
models and simulation results validity for embedded
systems. Also they wish to introduce in their current methods
and processes a VV&A framework but differently of current
practices (e.g. US DoD). The non-negligible difference with
defense domain for instance, that let us suppose to have
success in this study, is the fact that the simulation world is
closely time ahead of the real world and both are evolving in
parallel. In that way as M&S is used, relatively rich real
systems knowledge is available. In that sense, the system of
reference, in many cases, would be the real world itself.

This paper aims to clarify and fix VV&A and M&S elements
and their relationships. This study would serve as a solid
foundation to build up VV&A processes within M&S

activities. It would also encourage adherence to the right
approach and good practices. While M&S and VV&A
involves a wide variety of aspects of different nature making
simulation validation assessment a difficult task this paper
focuses on some of the general concepts of M&S and VV&A.
As communities are not exploiting existing technology as
much as desired and have not given adequate attention to the
benefits of tools and technologies, this paper introduces a
UML based framework that may be used for VV&A of
models and simulation results.

VV&A and M&S communities have to keep in their mind
that we should identify existing techniques to support such
process coming from different research and development
areas, including requirements engineering, system analysis
in the application domain, software engineering and
software quality assurance. Thus first part will introduce
M&S elements and processes. We are addressing a
methodological approach derived from system engineering
standards. The second part introduces VV&A concepts and
relates them to software engineering concepts. In a third part
we set out our framework and illustrate it through an
example.

MODELLING AND SIMULATION

To introduce the concepts of M&S we used the framework
for Modeling and Simulation (Zeigler, Prachofer and Kim
2000). This framework defines the central entities of an
M&S products and their relationships (figure 1).

Simulation
Relation

Experimental Frame

Modeling
Relation

o~

Figure 1. M&S Framework

The System

The system is the real or virtual system which is used as the
source of observable data. In (METHGU2 2004), it is called
the system of interest that is a set of fictive or existing
entities and their interactions subjected to modelling and
simulation. This definition highlights the difference between
real world and real system or system. Indeed in (METHGU2
2004) the system, called the real system consists of a cut out
of the real world with a well-defined system border. The
system border, which will be defined through the objectives



of the study, is the limit between the system of interest and
the rest of the real world (left side of figure 2 illustrates this
concept).

The Experimental Frame

The experimental frame specifies the conditions under which
the system is observed or experimented. It is an operational
formulation of the objectives and needs of an M&S
application. In others words the experimental frame aims to
traduce objectives in precise experimentation conditions
(constraints, required interfaces, contents of the real system
substitute...). We can see it as a system that interacts with
the system of interest in order to obtain the required data
under specific conditions.

The Model

The model is the representation (substitute) of the system
within a specific experimental frame of interest. It is
typically a set of instructions, rules, equations or constraints
to generate behaviour.

For modelling a system three different representation forms
of'a model can be taken into considerations: (Brade 2004)

- The Conceptual Model (CM) describes the
abstracted and idealized representation of the real
system and holds all concepts of the model or the
simulation.

-  The Formal Model (FM) is the formalized
description of the Conceptual Model, compliant
with a well-defined modeling formalism, expresses
the Conceptual Model quantitatively and
unambiguously.

- The Executable Model (EM) technically implements
the Formal Model and provides the additional
information that allows the model to be executed
and operated on a computer.

The following figure tends to illustrate the whole concepts
identified above and their dependences - the gap between
reality and system of interest and the gap between real world
and simulation world.

Simulation
World

Real World

Objectives

| Reality

System of

interest

Conceptual
Model

Figure 2. Real World vs Simulation world

The Simulator

In the M&S framework the simulator is a computation
system allowing to execute the model and to generate its
behaviour from model’s instructions.

Simulation

If an analytical solution of the model is not feasible due to
the limitations of the modeling formalism or model
complexity, one may approximate the behavior of the real
system by executing the model over time, and subsequently
or interactively draw conclusions about reality from the
observed dynamic behavior of the model.

In the context of our study, simulation means
experimentation with a model. A simulation run is a single
execution of the model, yielding simulation results or model
output. The execution of a simulation experiment consists of
a set of simulation runs, which must be well planned, and
requires an experiment design for the model similar to the
setup of a real experiment. If the experiment design is
unsuitable, results from simulation may not allow the desired
increase in knowledge about the real world, or may be
statistically insignificant. There are numerous distinct
simulation methods and techniques available. The selection
of a particular simulation method depends on the type of the
model and the intended use of the simulation results. Here,
simulation is defined in analogy to (IEEE 610.3 1989).

Modelling and model development process

All the system and software engineering methodologies
define some products and processes associated with
documentation,  configuration = management,  quality
assurance, verification and validation (for software or
computer hardware), etc... M&S VV&A shall not redefine
these methodologies but the VV&A methodology must
identify, in all these activities, the M&S specific
requirements, when they exist or when they have a specific
importance, and support them (METHGU2 2004).

Model Development within the Systems Engineering Process
The Model development is a centric process of the Systems
Engineering. It was based a long time on good engineering
practice and experience. As systems became more complex
to include software and human interactions, engineering
disciplines and organizations often became fragmented and
specialized in their attempt to cope with this increasing
complexity. Organizations focused on the optimization of
their primary products and often lost sight of the overall
system. Each organization perceived that their part must be
optimal, using their own disciplinary criteria, and failed to
recognize that all parts of a system do not have to be optimal
for the system to simulate and perform optimally. The need
to recognize that system requirements can differ from
disciplinary requirements is a constant challenge in systems
development (Incose 2004), and in model development as
well. The Systems Engineering process, especially the
modelling process, should be viewed as a major effort in
communication and the management of teams of experts that
lack a common paradigm and a common language but must
work together to achieve a common goal.



The Need of Methodological Approach

The basic engine for the model development of a system is
an iterative process that expands on the common sense
strategy of model a little, verify a little and test a little. The
iteration includes steps to (1) understand a problem before
we attempt to model it, (2) create alternative solutions (3)
examine this solutions with respect to the objectives of the
modelling (design, performance evaluation, simulations),
and (4) verify that the selected solution is correct before
continuing the model development activities or proceeding
the next step.

In a generic approach, the basic Model development process
tasks are:

(1) Define the System Objectives (User’s Needs)

(2) Establish the Functionality (Functional Analysis)

(3) Establish Performance Requirements
(Requirements Analysis) for design, simulation, or
other objective)

(4) Define the baseline modelling and simulation (e.g.
Model Driven Architecture')

(5) Define or analyse the target platform (specific
hardware and languages)

(6) Evolve Design/Simulation and Operations Concepts
(Architecture Synthesis)

(7) Establish basic models according the baseline
selected and Requirements (design and/or
simulation objectives, PIMs models whether MDA
is chosen)

(8) Verify the basic models (formal whether formal
languages are used)

(9) Select the better model according the objectives to

meet

(10) Transform it into target hard and soft Requirements
(PSM for MDA approach)

(11)Verify that the Baseline Model Meets

Requirements: Verify and Validate the resulting
specific platform Model (formal and simulation
techniques whether necessary)

(12) Validate that the Baseline Model Satisfies the User
(User’s Needs)

(13)Iterate the Process through Lower Level Model
Analysis (Decomposition)

These tasks are implemented through the process shown in
Figure 3 for the System Simulation, derivate from the EIA-
632 standard reference process of systems engineering. The
basic tasks listed above are performed in the Model
Simulation Design process block. The process involves a
Requirements Definition Process that establishes both

' The Model Driven Architecture “MDA™ (OMG site) is increasingly used
to define an approach to system development based on modeling, and
automated mapping of models to implementations. It becomes even so for
the production of simulation modeling too, where several domains and
trades are strongly involved. It recent industrial success, along with it use in
an ever greater number of industrial projects prompt engineers and
researchers to define and use MDA based approaches. The basic MDA
concept involves defining a Platform Independent Model “PIM” and its
automated mapping to one or more Platform-Specific models “PSM” from
the Platform Dependent Model too. The virtual prototyping designed with
an MDA view allows you to make a system V&V (Validation and
Verification) by means of both, the formal verification and the system
simulation.
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performance (quantified) requirements and functional area
(architecture) requirements, and a Solution Definition

Process  that translates those requirements into
design/simulation and operational model solutions.
Overarching Technical Management Processes and

Technical Evaluation Processes are performed continuously
throughout the Simulation model development processes.

[ Technical Management
Planning
Process

Plans,
Directives
& Status

Control
Proces:

Assessment
Process

Acquisition Outcomes

& Supply Feedback

Supply
Process

Acquisition
Process
System
Simulation
Products

Acquisition Requirements
Request Model Simulation

design

Definition Process

Solution Definition

Simulation Product
Realization

Process

Transition to Use
Process

Simulation Products

-
Technical Evaluation

Requirements o End Si i rodu
Validation e "o Process ValidationProcess
Blaaton VerificationProcess

SimulationProducts
AnalysisProcess
\

Figure 3. System Simulation Products Process Overview
(derived from ANSI/EIA-632)

The Systems Engineering process of the model simulation is
used iteratively in the Model development cycle to generate
more detailed descriptions of the simulation models. These
models are created, documented and maintained within
classes in a Database connected to the simulation platform.
The simulation models are stored on the Database as a set of
classes structured in a class hierarchy. Each class includes
what needs or part of needs to be achieved (functional
requirements and concept of operations attached to it), how
well it must be achieved (performance requirements and
technical performance measures), #ow it is to be achieved
(model design), #ow it is linked to the rest of the needs
(traceability) and the results of the analysis and tests that
gives the ability to satisfy requirements (verification) user
needs (validation).

The Modelling process leads to the evolution of a more
detailed database classes for each subsequent phase in the
development cycle (through the final/critical model review
in a full-scale modelling program). Each phase starts from an
upper level of database classes of the system and first
decomposes and assigns the upper level functional
descriptions, and then the upper level requirements into
lower level requirements for each child function within class
objects. The decomposed objects/function/requirement sets
are then documented into specifications. Trade off studies
can then be carried out to search for the most cost/beneficial
solutions, and the capability verified through test and
analysis. Their models can be enhanced towards the
iterations and the successive simulations.



VERIFICATION, VALIDATION AND DECISION

Verification and Validation (V&V) are techniques and
actions applied to a product and its intermediate products,
issued from the different development process phases in
order to ensure they conform to pre-establish dispositions.
V&V has been widely accepted in M&S communities while
it is also used in related field, e.g., in systems engineering
(however we will see that validation in M&S domain differs
from system engineering). M&S communities have
introduced another concept in order to convey the aspect of
confidence in simulation results. This concept is used to be
defined as Accreditation (DMSO 2000), Credibility (Brade
2004) or Acceptance (METHGU2 2004). Anyway how we
call it, in our study it is seen as the final decision that will be
taken to say whether or not a specific M&S can get
something out to the user and if he can use it. In that way,
V&V aims to provide evidence and indication in order to
take this final decision.

Verification and correctness

In system engineering, verification is the activity that
consists to make sure that an intermediate product (or final
stem) from a specific development cycle phase is
conforming to the referential of the previous phase. In M&S
context, verification deals with the examination of
correctness. The term of correctness is also used in software
verification. (METHGU?2 2004) definition for Verification
illustrates well this idea: Verification: The process, which is
used to conmstruct, under a set of time, cost, skills, and
organisational constraints a justified belief about model
correctness. Given such definition everything hinges on
what concept is conveyed by correctness. M&S communities
used to keep distance from the initial definition. The closest
definition to systems engineering found in the literature is:
The property that a model is correctly represented and was
transformed correctly from one representation form into
another, according to all transformation and representation
rules, requirements, and constraints. (Brade 2004). The
author depicts correctness by consistency — correctly
described in all their different representation forms — and
completeness — completely consistent with each other.

Validation and validity

In system engineering, validation is the activity that consists
to make sure, essentially by tests means, that a product is
conforming to its specification or the product is satisfying
the user requirements. The M&S tradition associates
validation as the activity to make sure that a model or a
simulation has behaviour indistinguishable to the system of
interest. Validation deals with the examination of fidelity
(Pace 1999), suitability (Brade 2004) or validity
(METHGU2 2004). In (METHGU2 2004) the definition of
validation is the process which is used to construct, under a
set of time, cost, skills, and organisational constraints a
Justified belief about model validity. In fact the main problem
with validation is to clarify the concept of validity for a
specific context. For instance in (Sargent 1987), the validity
is depicted in model validity, data validity and conceptual
model validity. These concepts are respectively related to

11

model use validity, data validity and model validity in (ITOP
2003). (METHGU2 2004) rightly assimilate model use
validity to experimental frame validity.

Decision and quality assurance

Quality assurance is defined as (1) “a planned and systematic
pattern of all actions necessary to provide adequate
confidence that an item or product conforms to established
technical requirements.” (2) “a set of activities designed to
evaluate the process by which products are developed or
manufactured.”(IEEE 2002)
To provide the adequate confidence in a product, quality
used to be decomposed in:
- The product intrinsic quality: ability to satisfy the
user needs.
- Quality of the product development: product
elaboration of which the quality can be proven
while mastering efforts.

Simulation results must only be used, if they are sufficiently
credible with respect to the impact of their use, and the
influence of the simulation results in comparison to other
non-M&S influences (“conventional” information). If the
influence of the model, simulation results, or observed model
behavior is high, wrong or unsuitable simulation results are
not compensated by conventional information, and most

probably lead to wrong decisions with undesired
consequences.
Also, convince an evaluator/user to apply our

recommendations for an M&S product leads to more than
two qualities more or less steady:
- We really reach the initial objectives of the study.
- We reach the objectives and it is cheaper than other
ways.
- We demonstrate that simulation uncertainty is low
enough to avoid identified risks and impact...
These concepts can vary according to particular aspects of
M&S project, objectives, risks identified related to the
project... Such constraints have led to provide framework
that encourages users to clearly identify the properties that
the simulation model requires to be considered as valid for
their intended purpose and identify the evidence that they
would like to see to believe that the simulation model is
valid. In that sense the deployment of adaptable VV&A
processes became a perspective of study. The claim-
argument-evidence structure (ITOP 2003) and the REVVA
Generic Process (METHGU2 2004) widely contribute to
such framework.

FRAMEWORK FOR VV&A M&S

The framework presented here is based on quality assurance
items, the claim-argument-evidence structure (ITOP 2003)
and the REVVA Generic Process METHGU?2 2004). It aims
to provide a logical structure for presenting V&V results and
understand their influence. The following framework should
not be used as it is. As a starting work, we could not be
exhaustive in our considerations to cover all VV&A aspects
and subtleties. However it shows that existing standards
must be considered to increase VV&A practices.



Quality assurance items

Criteria

Broadly speaking, a criterion is “an established standard by
which something may be judged or examined” (New
Mexico). VV&A criteria are used for guidance in evaluating
the adequacy of a simulation product. The set of criteria that
will be selected will aims to increase the objectivity and the
consistency of the final decision. Criteria could be refined
into sub-criteria. A criterion is user oriented and cannot be
directly measured.

Factors

In fact the criteria should be refined until it is assumed that it
is directly measurable. The factor, which can be seen as a
specialized criterion, is product and process oriented and
directly measurable.

Metrics

In software quality, a metric is “a quantitative measure of the
degree to which software possesses a given attribute which
affects its quality” (IEEE 2002). VV&A measurable criteria
(factors) will be associated to metrics in order to provide a
quantitative measure for the assessment of a given criteria.

Techniques

Metrics will be measured from different techniques.
Numerous techniques can be used for V&V of M&S
products including requirements engineering and software
engineering. (DMSO 2000) lists and classifies some of these
techniques. (FDA) lists also numerous software testing
techniques.

Metamodel® for VV&A
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Figure 4. VV&A Metamodel

The metamodel is build with UML class diagram (UML-RM
and UML-UG 1999). Briefly:

- Inheritance, refers to the ability of one class (child class) to
inherit the identical functionalities of another class (super
class), and then add new functionalities of its own.

2 n computer science and related disciplines, metamodeling is the
construction of a collection of "concepts" (things, terms, etc.) within a
certain domain. A model is an abstraction of phenomena in the real world,
and a metamodel is yet another abstraction, highlighting properties of the
model itself. This model is said to conform to its metamodel like a program
conforms to the grammar of the programming language in which it is
written.
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- An association is a link between two classes. The
association has a name (e.g. is based on), P> is the lecture
sense.

- Aggregation is a special type of relationship used to model
a "whole to its parts" relationship. In basic aggregation
relationships, the lifecycle of a part class is independent
from the whole class's lifecycle.

- The composition relationship is just another form of the
aggregation relationship, but the child class's instance
lifecycle is dependent on the parent class's instance lifecycle.
- Association has cardinalities. This notion is similar to the
one in Merise method. In UML we speak about multiplicity
values.

The figure 4 is illustrating by a metamodel the concept of
decision with:

- Decision: the decision to say that we accept or not
the M&S asset for the intended use.

- Criterion: the criteria that the M&S product needs
to meet to be acceptable for its intended purpose
(e.g. correctness, utility, fidelity, validity...). Note
that a criterion can be an aggregation of its child’s
sub-criteria.

- Concept: the precise definition about which idea is
conveyed through a criterion.

- Factor: a directly measurable criterion (e.g. FM
consistency, FM to EM completeness, model 1/O
behaviour goodness of fit, code legibility...).

- Metric: a quantify point of measure for a specific
factor (e.g. for factor EM consistency, a metric
could be the number of bugs per line of codes).

- Techniques: quantitative or qualitative effort which
supports process and provides evidence for metrics
(inspection, subject-matter-expert opinion, review,
testing...).

- Process: Based on several techniques, processes
construct a justified belief about (METHGU 2004)
criteria  (e.g. verification, validation, V&V
evaluation, model development process
evaluation...)

- Evidence: V&V based techniques results which
support the criteria assessment (e.g. traceability
matrices, coverage rate, technique cost in term of
time/money/personnel,  techniques or results
influence level, techniques or results conviction
degree...).

With UML it is possible to assign attributes to classes and
instances of these classes. An attribute give information
about the object state. Figure 5 illustrates this concept. The
attribute section of a class (the middle compartment) lists
each of the class's attributes on a separate line. Each attribute
line uses the following format:
name : attribute type
For example, a technique may have a lingering degree of
conviction range from 0 to 10 (according to the type of
technique it is — formal or informal)
influenceDegree : Integer

Further, a specific criterion would have an influence level
different from another criterion related to its level of impact,
level of V&V or level of quality. These kinds of
consideration may be interpreted as Criterion’s attributes and



would influence the aggregation to its higher level super-
criterion. These attributes are given as example. For instance
(LEVELS 2004) defines the level of impact and addresses
the identification of levels of V&V rigor and intensity that
can be used as appropriate indication of the residual
uncertainty associated with the process of V&V. Many
others have still to be identified. The objective is to provide
identity cards for every element involved in M&S VV&A.

Like attributes, the operations of a class (lowest
compartment) are displayed in a list format, with each
operation on its own line. Operations are documented using
the following notation: name(parameter list) : type of value
returned

Technique

name:String

type : informal/static/dynamic/formal
influencelLevel : Integer
convictionDegree : Integer

cost : Integer

intendedUse : String

getinfluencelLevel() : Integer
updatelnfluenceLevel() : Integer
getCost() : Integer

setCost() : Integer

Figure 5. Class Diagram of a Technique

The benefit of such an approach is to be able to dynamically
change attributes and to have an ongoing visibility on them.
For example a specific technique which has proven many
times to be most efficient than another for a particular
problem to solve could see its degree of conviction
increased. The difficulty is to be able, when the final
decision is taken, to find out which elements within the all
M&S VV&A elements was responsible to such an asset.

Metamodel for M&S
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= Property
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Figure 6. M&S Metamodel

Figure 6 illustrates the concept of an M&S with:

- M&S: the final Modelling and Simulation products.

- System of interest: the real world subjected to
modelling and simulation.

- Model: the representation of the system of interest
within a specific experimental frame of interest. A
model can be of various forms (conceptual model,
formal model, executable model or even simulation
results).

- Intended purpose: the objectives of simulation use.
The constraints and risks identified related to the
simulation should also be addressed. The intended
purpose is user-oriented.
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- EF: the operational formulation of the intended

purpose.
- Property: properties that the simulation model

requires to be considered as valid for the intended
purpose.

Metamodel for M&S VV&A

Figure 7 illustrates the concept of an M&S VV&A.
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Figure 7. 'M&S VV&A Metamodel

Properties that the simulation model requires to be
considered as valid for the intended purpose are expressed as
criteria and give rise to plan processes.

APPLICATION

By “instance” of the M&S VV&A metamodel we can
produce a specific VV&A planning. We have used UML
collaboration diagram (UML-UG and UML-RM 1999) to
realize it (figure 8). Collaboration diagrams are particular
cases of interactions diagram which represent a dynamical
view of the system. They introduce a set of roles played by
objects in a particular context and relationship between these
objects. They particularly make an issue on the spatial
structure which allows building up collaboration within a set
of objects. The temporal dimension requires sequence
number definition for messages.

The roles and responsibilities of people involved in M&S
VV&A are not so simplistic. More details about this topic
are effectively described in (METHGU2 2004).

This example is based on VV&A concepts issued from
(LEVELS 2004).where:

- The level of overall residual uncertainty quantifies
the uncertainty associated with the perception of
correctness and validity of the M&S product, based
on the rigor of criteria identification and the
intensities of their individual substantiations. The
level of residual uncertainty is defined in
dependence of the level of V&V rigor and the level
of V&V intensity.

- V&V rigor depends on the examined variety of
desired model properties and the coverage of the
intended purpose during V&V. Rigor addresses the
completeness of criteria and the inferability of the
decision from the examined V&V objectives.

- V&V intensity depends on the objectivity,
thoroughness, exhaustiveness, and repeatability of



the assessment of the examined criteria and V&V
objectives.

In a collaboration diagram, objects are interacting through
messages which appeal their methods. When an object
creates another object, it creates also a relationship between
them or with others objects. (e.g. create(rigor, uncertainty)
means that rigor is a uncertainty sub-criterion. The method
add() assigns a sub-criterion to a super-criterion).

1: User precisely identifies the properties that the simulation
model requires to be considered as valid for its intended

purpose and to express them as criteria,
create()
create()

2.1: User expresses properties as criteria — create(Criterion)
create(utility)
create(uncertainty)

If required user
create(Criterion,Criterion)
create(model validity, utility)
create(model development quality, utility)
create(rigor, uncertainty)
create(intensity, uncertainty)
2.2: User identifies the evidence that he would like to see to

believe that the simulation model is valid — create(Evidence)
create(traceability matrix between real system I/O and model
1/0)
create(traceability matrix between properties and criteria)
create(cost)

3: Provider identifies required factors to support criteria

evaluation — create (Factor, Criterion)
create(l/O behavioural goodness of fit, model validity)
create(level of effort, model development validity)
create(criteria completeness, rigor)

4: add(Factor)

5: Provider identifies metrics that will serve as a quantify

point of measure for factors and that will be supported by

evidences — create (Metric, Evidence, Factor)
create(traceability between real system 1/O and model 1/O,
traceability matrix between real system I/O and model 1/O, 1/O
behavioural goodness of fit)
create(traceability between properties and criteria, traceability
matrix between properties and criteria, criteria completeness)
create(global M&S cost, inspection cost, review cost,
traceability cost, level of effort)

6: associate(Metric)

7: Provider plans the processes required to construct a

justified belief about criteria — create (Process, Criterion)
create(validation, model validity)
create(model development evaluation, model validity)
create(requirement analysis, rigor)

8: associate(Process)

9: Provider identifies the required techniques to support

processes — create (Technique, Process)
create(inspection, validation)
create(review, model development evaluation)
create(traceability assessment, requirement analysis, traceability
matrix between properties and criteria )

10: associate(Technique)

11: Provider conducts technique to provide evidences — set

(Technique, Evidence)
create(inspection, traceability matrix between real system 1/O
and model 1/0)
create(review, cost)
create(traceability assessment,
properties and criteria)

identifies sub-criteria  —

traceability matrix between
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12: VV&A supervisor assembles and integrates the approved
evidences supporting the metrics — aggregate (Evidences,
Metric)
aggregate(review cost, inspection cost, traceability cost, global
M&S cost)
aggregate(traceability between real system 1/O and model 1/O,
traceability matrix between real system 1/O and model 1/0)
aggregate(traceability  between  properties and  criteria,
traceability matrix between properties and criteria)

13: VV&A supervisor assembles and integrates the metrics

to evaluate factors — aggregate (Metrics, Factor)
aggregate(global M&S cost, level of effort)
aggregate(behavioural goodness of fit, traceability between real
system 1/O and model 1/0)
aggregate(criteria completeness, traceability between properties
and criteria)

14: VV&A supervisor assembles and integrates the factors to
evaluate criteria by using specific techniques for aggregation
such as multi-criteria decision making (MCDM) (Zeleny
1982) until reach the high level criteria — aggregate (Factors,

Criterion)
aggregate(global M&S cost, model development quality)
aggregate(behavioural goodness of fit, model validity)
aggregate(criteria completeness, rigor)

aggregate(uncertainty, rigor, intensity)
aggregate(utility, model validity, model development quality )

15. The final decision can be taken between users and
VV&A supervisor — aggregate (Criteria)
aggregate(utility, uncertainty, property)

16. If necessary VV&A supervisor can update some
elements attributes (level) based on empirical observations
and feedbacks on evaluation/decision — update(Level)

As we have seen, the traceability between VV&A items is
formalized by the intrinsic notion of relationship provided by
a collaboration diagram. Also roles and responsibilities
within M&S VV&A are naturally considering.
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é’l Pk % By L4

3.
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Figure 9. Collaboration Diagram
CONCLUSION
Benefits of such an approach

We have seen that the emergence of standard as UML can
contribute to an effective and structured representation of
M&S and VV&A concepts. Also such an approach would:

- Increase communication between people involved

- Increase visibility and generalisation for reuse

- Reduce the need for duplicative V&V



- Formalize a structured and comprehensive approach
for people interesting in developing VV&A for
their M&S enterprise

- Provide a uniform documentation and exchange of
V&V information

- Encourage the development of specific languages to
specify the related concepts

- Dynamically updating concepts attributes

- Automate V&V Plan, V&V Report

- Manage traceability

- Keep a compact documentation about what has
been done and what was the results

- Increase objectivity and so on confident.

Further works

Further work must be accomplished to go deeper into this
contribution. As a first every M&S VV&A concepts and
their relationship must be well understand and structured.
When good foundations will be establish, an issue would be
to define domain specific languages to specify a concept.
The final issues would be to automate as much as possible.
Techniques for aggregation should be identified as well and
integrated in the framework. In this contribution we should
focus on the VV&A concepts, M&S should be addressed as
well. For instance, specific formalisms could be used to
describe conceptual model.
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ABSTRACT

In this paper, process-interaction diagrams are proposed,
for both teaching and practicing structured discrete-event
simulation modeling. This approach is compared to existing
graphical description tools for building simulation models.
The main aspects are illustrated using simple queueing
systems.

INTRODUCTION

Being involved with simulation for almost 30 years, I have
been actively witnessing the evolution in languages and
methodologies for discrete-event simulation modeling
(Nance 1996). However, developments driven by graduate
research and archival publication have raised formal model
specification to a level of abstraction and sophistication that
is virtually unreachable, except to computer science
experts. Although no one can argue the importance of such
an approach in very large-scale software engineering
projects, like the production of yet another simulation
language, or visual development environment, we can
certainly question its relevance for many simulation
projects at the company level. On the other hand, in spite of
the intimate relationships between simulation and
computers, since their common inception in the mid 40s,
many useful concepts and methodologies from structured
programming (Dahl, Dijkstra and Hoare 1972) do not seem
to have pervaded simulation modeling. In fact, top-down
development, manageable modules (or blocks), stepwise
refinement, simple control structures, model
understandability, documentation, all these concepts seem
as up-to-date in the simulation context today, as they were
for general purpose programming three decades ago. It is
never excessive to emphasize the importance that a
structured modeling approach can have for a newcomer to
the field of simulation. However, even a simulation expert
can profit from the use of such an approach in the initial
steps of building an eventually complex simulation model.
Intensive use of graphical description languages and
postponing as much as possible the coding of actual
commands were also keystones to sound programming
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style. This is especially appropriate in a field that gave birth
to the object-oriented paradigm, with the language Simula
67 (Nygaard and Dahl 1981). Indeed, no architect starts an
ambitious project with a detailed, rigorous (technical)
drawing of a building, bridge or monument. Rather, their
initial sketches might even be (and sometimes they are)
casually discarded as childish, or child-produced. After all,
we are quite familiar with that old Confucian saying that a
picture is worth a thousand words...

Let us consider now the teaching of simulation modeling at
the university level. A rather disturbing development,
inescapable to anyone involved with teaching science and
engineering curricula is the steadily decreasing number of
student candidates. Many of them also lack the background
or motivation to go much further than the chase for easy
problem-solving recipes. The ever-increasing gap between
theory and practice makes it harder to fit a meaningful
simulation curriculum into an undergraduate course that
will often have to cover other operations research topics.
Now with the Bologna Process being implemented in
universities all over Europe, it is even more important to
focus on the core conceptual topics and welcome any
measure aimed at increasing the motivational levels of our
students. Based on my own experience, [ feel that
simulation modeling should be discussed as early as
possible (I do that immediately after the introductory
material). I also think that all three modeling perspectives
should be analyzed and practiced for some simple
exercises. In fact, we can never be sure of the simulation
(or general purpose) programming language that we will
have to use next. The use of graphical description tools
should be emphasized, before doing any laboratory work
with computers and actual simulation languages.

In the next section, two types of diagrams used for
simulation modeling are reviewed. Then, process
interaction diagrams are proposed for describing process-
oriented models. Finally, some conclusions are drawn about
this work.

DISCRETE-EVENT MODELING
Within the simulation community, for long there has been a

well-established consensus about three world views, or
modeling perspectives: event-oriented, activity-oriented and
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Figure 1: Flowcharts for the Relevant Events of an Event-Oriented Model of the M/M/1 Queue

process-oriented (Kiviat 1967, 1969). These perspectives
provided the conceptual framework for the simulation
programming languages that were developed since the
advent of computers. Thus, a certain simulation model
could be equivalently constructed using, as building blocks,
either events, or activities, or processes.

Closer to procedural programming, event-oriented
languages appeared first and the classical (and now
ubiquitous) flowchart was the users’ choice for developing
and documenting event-oriented models. Trying to be
parsimonious, I recommend the usage of a selected subset
of the available flowchart symbols. Two options deserve
some justification. The distinction between “processing”
and “compound processing” is somewhat arbitrary and it
depends on the languages under consideration. Anyway,
the first block is usually implementable with a single (high-
level) language command, while the second block requires
several commands. In general, “compound processing” is
either an intrinsic, or a user-defined “name”d procedure.
On the other hand, I am strongly against the use of a
specific symbol for making “comment”s, or remarks. These
graphical model description tools are especially useful for
roughly sketching a model and only free-format remarking
can fulfill our needs for model description. The flowchart
symbols that [ recommend are shown in Figure 1, as well as
the relevant events (arrival and end of service) for a simple
model of an M/M/1 queue. We omit, from this discussion,
implied details, like the language executive, event calendar,
starting conditions, or simulation duration.

Less efficient but easier to program, activity-oriented
languages have made frequent use of activify (or entity)
cycle diagrams (ACD). An early reference is (Hills 1971).
This is a tool that has the smallest possible alphabet of
building blocks (two): a rectangle for active states (or
activities) and a circle for passive states (or queues). We
recall the symbols used for drawing ACD in Figure 2.
Simple rules also try to make it easier for the user to create,

20

or debug, an ACD. Active and passive states should
alternate (if needed, with the inclusion of dummy, or
notational queues). Also, the only condition that is required
for initiating an active state is the availability of an entity in
each of the queues immediately preceding that active state.
An ACD for an activity-oriented model of an M/M/1 queue
is also represented in Figure 2. One of the main drawbacks
of ACD is the modeling of “arrivals”, as can be observed in
Figure 2. Since there is no creation or destruction of
entities, all entities to be processed in any simulation run
must first reside in an “outside” queue. In order to prevent
the simultaneous arrival of all these entities, an artificial
entity, a “door”, has to be introduced. Focusing on the
activities that can occur in a system, ACD naturally lead to
activity-oriented models. However, due to its simplicity, the
AC Diagram can be very useful in the initial drafting of
models, regardless of the modeling perspective
implemented in the simulation language to be used. For
years, I have been emphasizing the use of these diagrams in
the undergraduate simulation courses I have been lecturing,
although we actually use a process-oriented simulation
language. Nevertheless, ACD do have their idiosyncrasies:
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Figure 2: Activity Cycle Diagram for an M/M/1 Queue



notational queues, arrivals modeled as activities, no
creation or destruction of entities, and so on.

With respect to process-oriented languages, although they
were the last of the three families to appear, they are the de
Jacto standard nowadays. In general, they use a visual
programming approach, based on graphical user interfaces
and symbolic commands. Process-oriented models
implement the more intuitive approach of the naive
modeler, describing the life cycle of each relevant entity. In
this case, no simple commonly accepted graphical
description tool emerged, although many different types of
diagrams have appeared in the literature. Of course, we can
argue that the languages themselves are graphical, and that
we can use the specific (graphical) symbols or commands
of the selected language itself. However, this is akin of
defending that the best way to build an algorithm is using
directly the commands of the actual programming
language, a discussion that has been rendered obsolete by
the emergence of structured programming a few decades
ago. That does not seem to be the most adequate conceptual
approach and it makes us too dependent on the specific
software and its supplier.

PROCESS-INTERACTION DIAGRAMS

I think that anyone interested in using simulation will feel
very comfortable describing event-oriented models with
classical flowcharts. In fact, they are even used in some
contexts for which they are not appropriate at all (for
example, within the process-oriented framework). In many
small corporations, when specialized (and expensive)
simulation software is not available, young graduates still
use flowcharts to prepare the programming (from scratch),
in a general purpose language like C, of their own event-
oriented models. On the other hand, when a (any)
simulation language is available, before we decide whether
our entities are going to be modeled as resources, facilities,
transactions, or whatever, it is a good idea to identify first
which ones are actually relevant for the problem we have to
solve. I never found anything more useful that an ACD for
this purpose: with only two symbols available, we are
forced to focus on the entities, activities and queues that are
relevant for our problem. Of course, later on, when we try
to add realistic behavior to the ACD, the limitations of the
tool start to hinder our efforts. Thus, I always felt that we
needed a graphical tool for this phase of the development
process of a simulation model. It should be adequate for the
process-oriented world view, but compatible with the
flowchart and the ACD. In syntony with the structured
programming guidelines, | tried to use simple control
structures and to avoid re-inventing the wheel. These
constraints lead to what is proposed in this paper. In this
humble contribution, a significant role can be traced back
to my lecturing of industrial engineering and operations
management courses.

The proposed building blocks and connectors for
constructing process-interaction diagrams (PID) are
represented in Figure 3. The source is naturally used to
create entities. As its name implies, the queue represents a
conceptual location where an entity has to wait, before
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being able to advance in its process (the notational queues
used in ACD are to be avoided here). A process component
is any relevant part (more or less detailed) of an entity’s
process (at the lowest level, it can represent an activity or
an event). The drain (or sink) terminates the entities, when
they are no longer necessary in our model. Except for the
process component, all other blocks are used to describe the
process of a single type of entity. In a process component,
several types of entity may interact, originating different
types of transformations. Consequently, entities may be
created, modified, assembled, separated or terminated. Two
types of connectors may link the blocks in a PID: a
(unidirectional) thin line represents the flow of entities in
their own processes; a (uni-, or bidirectional) thick line
represents the influence of a process component on another
process component (eventually in different processes).

Building blocks
Sonrce Process component | | Drain (Sink)
Connectors
— Entity flow Influence: [ Uni-directional

=% Bi-directional

Figure 3: Symbols for Process-Interaction Diagrams

Using the above symbols, it becomes very easy to build a
PID for an M/M/1 queue that we have been using to
illustrate our discussion; see Figure 4. However, in contrast
to ACD, PID allow hierarchical modeling. Suppose that
Figure 4 is actually a high-level representation of (loaded)
crude oil tankers that are contracted in the spot market to
unload at a nearby port supplying a refinery. Our target
system would include the processes of the tankers and the
processes of the port resources used by the tankers. Under
these conditions, “service” would represent the period of
time required by the tankers to complete the unloading
operations, after the assignment of a docking berth. Thus,
the “server” would be the berth reserved for the docking of
the tankers. We could then detail the “service” process
component (the dashed rectangle in Figure 4) as shown in
Figure 5 (again, the dashed rectangle). In addition to
detailing the processes of the two previously defined
entities, a new one (a tug) was included. This was done
because docking or undocking a tanker required the
assistance of a dedicated tug. The inspiration for this
example came from a port in northern Portugal (Leixdes)
that also had another troublesome characteristic: some
storms might provoke the interruption of the unloading
operation. When this happened, the tanker had to be

Processes S/
o CHSIOIEYS
Server

Figure 4: Process-Interaction Diagram for an M/M/1 Queue
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Figure 5: Complete Process-Interaction Diagram for the Port Operations

undocked and wait in open sea until the end of the storm. It
would then dock again, to resume unloading. Even this
reasonably complex modification can be inserted into the
PID without changing any of the elements that had already
been included in the previous draft of the model; see Figure
5 for a complete PID of these port operations. Another
entity (the storm) was added to our model, with its own
(separate) process. The difference now is that when a storm
is in progress it influences both the unloading operation and
the period during which the berth is unavailable for
docking. Some simulation languages use a preempt
command for this purpose. We represent the required
modifications in red color, in order to make them more
visible.

Another somewhat controversial modeling issue is the
hypothetical inclusion of materials (to be processed) in the
model description diagrams (e.g., in ACD). Sometimes, this
decision seems to be based more on prestidigitation arts
than easily “student-comprehensible” objective reasons. In
my opinion, if they need to be explicitly manipulated (as
entities, or even as global variables) during the simulation,
they should be included in the model diagram. For instance,
in the port operations described in Figure 5, crude is only
implicitly modeled. Thus, we are assuming that it suffices
to model the unloading operation as a simple duration
(obviously proportional to the amount of crude transported
by the tankers).

We all know too well that many simulation models, at a
certain point, require logic so intricate that many simulation
languages provide links to procedures written in general
purpose programming languages, like C, or Visual BASIC.
Even these combined models are compatible with PID: the
corresponding process component (in the PID) would
represent an event, whose logic could be described using a
classical flowchart, of the type represented in Figure 1.
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CONCLUSIONS

In this paper, we propose a new graphical description tool
for process-oriented simulation models that significantly
extends existing approaches. Process-interaction diagrams
allow for hierarchical modeling and are able to expose
substantial portions of the model logic. This approach was
illustrated using a real-life situation. Actual coding of the
diagrams should also be straightforward in most existing
process-oriented languages.
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ABSTRACT

Information appliances such as mobile phones, mp3 players
and digital set top boxes are becoming ever more pervasive
as the available computing power for devices increases. For
information appliances that are breaking new ground and
entering a market that is new or where the customer is little
understood, it is important that customer requirements are
gathered to help define the product requirements. Contextual
testing using prototypes forms an important part of this
process. However, information appliance design presents
problems for generating interactive product simulations that
are representative of the final device at the early stages of
development. An interdependence of bespoke hardware and
software is restrictive of iterative development as it is
difficult to bring both aspects together until late in the design
process. This can restrict product testing to late on in the
design process where large investments of time, personal
and financial capital have already been made.

This paper presents a literature review of the challenges and
available solutions to generating and testing interactive
product simulations of new generation products in the early
stages of the design process. It also proposes avenues for
further research in this area of design.

INTRODUCTION

New generation interactive products present particular
challenges for simulating interactivity as part of the
requirements capture process of new product development.
The exploratory nature of the concept generation phase of
the design process demands flexibility, particularly for new
products where the domain is not fully understood. Some of
the characteristics of a new generation product identified by
Smith (1998) present an insight into why this activity is so
challenging:

o ‘No clear understanding of user requirements

e nvolves new or not-yet-existing hardware and
software technology

o Constantly evolving product features
No comparable existing product to benchmark
against’.

Interactive product simulations (The term “interactive
product simulation” will be used to denote a prototype that
combines a digital interface with a physical model) for use in
user tests forms an important part of the process of
ascertaining what an information appliance should be and is
crucial to solving the problems highlighted by Smith.
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Schrage (2000) quotes David Kelly of IDEO as saying
innovation cultures need to ‘move from spec-driven
prototypes to prototype-driven specs’, adding weight to the
argument that testing of rapid prototypes in context should
form a part of the early, exploratory requirement capture
phase of product development.

Driving development by testing prototypes is a central theme
of human centred product development, i.c. studying users to
generate product requirements and gathering feedback from
them throughout the design process. Holtzblatt (2005)
describes the customer-centred approach as contextual
design. This approach to designing puts the user at the heart
of the process and encourages constantly gathering user data
to both inform the initial design requirements and to iterate
towards a solution.

The problem for achieving this as part of information
appliance design is that information appliance design is at
the crossroads of a series of design disciplines. Designers
‘are no longer bound by the generic technology offerings of
a PC’ (Mohageg and Wagner, 2000) and there is immense
freedom available to the designer in the way product
interfaces are controlled and displayed. Input is needed from
Industrial Designers, GUI Designers, Software Engineers,
Mechanical Engineers and Electronic Engineers — making
information appliance design a multidisciplinary process.
Norman (1998) highlights that it ‘often takes three people to
cover the capabilities required’ to rapidly prototype an
information appliance. There are a number of prototyping
solutions available to solve this problem by enabling a more
rapid generation of interactive simulations. These will be
reviewed later in the paper in relation to contextual data
gathering.

THE IMPORTANCE OF CONTEXTUAL DATA
GATHERING

Traditional market research data has focused on identifying
demographics and providing a statistical evaluation of the
marketplace. Although this data is useful, product design has
seen a rise in other techniques that provide a richer picture of
the consumer to provide a more in depth view to support
statistical market research data. This is particularly true for
the consumer goods sector where product differentiation in
the marketplace is important. Product Design has recently
seen a rise in the use of ethnographies to generate a picture
of the consumer (Norman 1998). This is often turned into a
literal picture forming a persona (Don and Petrick, 2003) to
create a personality with a set of values that typifies the
target consumer. Sacher and Loudon (2002) emphasise the
use of ethnographic methods as part of culture-based design
where development starts by uncovering shared values and
beliefs of a culture group to provide guidelines for design.



Rob van Veggel’s (2005) description of the history of the
shift in design towards ethnography provides some
interesting insights into the implications for moving
prototype testing away from the usability laboratory and into
the real context of use:

‘Initially, (designers) turned to psychology, which has
limited application. First of all, psychologists develop their
understanding by  performing tests in  controlled
environments such as labs. The resulting knowledge often is
too general, too abstract, and too much divorced from real
life situations, and therefore difficult to apply in actual
situations  targeting  specific  customers. Second,
psychologists primarily approach humans as individuals.’

The drivers behind the move to ethnography in design are
important to consider in respect to the user testing of
information  appliance  prototypes.  Laboratory-based
usability testing of information appliances, many of which
are inherently mobile, provides data that is ‘divorced from
real life situations’ and similarly treats users and indeed the
information appliances ‘as individuals’. Talking of
information appliances as individuals may seem like an
overextension of the metaphor, but the Media Equation
proposed by Reeves and Nass (1998) suggests that this is not
the case. Reeves and Byron present the case in compelling
depth that ‘Media = Real Life’, that we treat computers as
real people, and that the same social rules apply. Therefore
isolating an information appliance prototype in a controlled
environment and attempting to use it to generate product
specifications is liable to produce generalised, unspecific
data and not the rich insights needed for David Kelly’s
proposed prototype driven innovation. This is reinforced by
Buchenau and Suri’s (2000) view that ‘the experience of
even simple artefacts does not exist in a vacuum but, rather,
in dynamic relationship with other people, places and
objects’.

USER TESTING WITH INFORMATION APPLIANCE
SIMULATIONS

Laboratory based interactive product simulation testing

There are various quantitative methods appropriate for the
statistical analysis of interface simulations. Techniques such
as studying optimal paths, error analysis, and verbal protocol
analysis (Nemeth, 2004) provide excellent data for
identifying bugs or errors in interface architecture and
ensuring that the design team’s mental models match those
of the users. Quantitative methods tend to be suited to
laboratory based testing where variables can be controlled;
whether in a fully blown usability laboratory as described in
Rubin (1994) or simply in a room appropriated for a day’s
testing. Although laboratory testing is often ‘caricatured’ in
literature depicting ‘user testing as videotaped laboratory
tests with set tasks and no context’ (Hertzum, 1999) it is fair
to say that the general ethos of controlling variables to
provide robust data for statistical analysis is a general
principle of laboratory based usability testing. This can
present problems for information appliance testing,
particularly as many of the devices are inherently mobile, as
they are intended to be used in an uncontrolled and changing
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environment. This elimination of environmental and
emotional factors can affect how results correlate to the
reality of operating the product. Norman (2004) describes
how users who are stressed are less likely to solve problems
creatively and are likely to approach them in a linear
fashion. Ware (2004) discusses how under stress the user’s
useful field of vision becomes restricted, limiting the
awareness of other events. Factors such as this have
important implications for interface design, particularly in
the case of devices where correct performance is critical and
or the environment is extreme.

Many laboratory tests are also scripted with the user
undertaking a prescribed set of activities. This allows the
generation of larger volumes of statistically valid data and
also allows the prototype to have only certain sections of the
interface functioning. The problem with tight scripting is
that it prevents the exploration of whether the scripted task is
even the correct task to be undertaking.

Integrating interactive simulations in contextual testing

It is possible to integrate interactive product simulations into
some of the more ethnographic approaches to user testing.
Interviews (Holtzblatt, 2005), storyboarding techniques and
Scenarios (Carroll, 2000) can all be adapted to include an
interactive prototype. Again, it is likely that there will need
to be an element of scripting of tasks with this kind of study
in a similar way to laboratory testing due to limits on the
functionality of an early stage prototype. However,
conducting the studies in the correct context allows
discussion around tasks; helping to discover if in the device
is handeling the correct tasks in the correct way, rather than
limiting activities to discovering if a user took the optimal
path through an interface.

Diary studies (Rieman, 1993) (Palen and Salzman, 2002)
have also been used with interactive product simulations to
explore how a concept performs in its correct context. This
method allows a longer term exploration of a concept than
laboratory testing or interviews which may last only an hour
or so. The study of an interactive photo frame conducted by
van Vugt and Markopoulos (2003) demonstrates how this
method can be applied to reasonably low fidelity product
simulations to gain an understanding of how a product is
used in its correct context.

At the earlier stages of design, the exploratory nature of the
qualitative methodologies lends them to gaining rich insights
into the customer and how a product will fit into their lives.
This approach is more appropriate than the tighter scripting
of the qualitative methods for gathering user requirements.

A REVIEW OF EXISTING APPROACHES TO
GENERATING INTERACTIVE PRODUCT
SIMULATIONS

There are a range of solutions available for generating a
product simulation combining a physical prototype with a
digital interface prototype. Different prototyping tools lend
themselves to certain testing methods. For example;
prototyping tools intended for laboratory based error
analysis testing may well not allow the study of subtle



contextual issues such as those investigated in Murtagh’s
(2002) study of body language and eye contact during
mobile phone use in train carriages.

As has been discussed, the multidisciplinary nature of
information appliance design makes it difficult to explore
product solutions with fully interactive prototypes at the
early stages of product development. So why simulate the
product in its entirety at all? Although Sharp (1998) showed
that virtual simulation on a touch screen was highly effective
in predicting interaction performance for his studies of
microwave ovens; the PAIPR group (Evans and Gill, 2006)
has recently collected data that suggests that the same is not
true for hand-held products. By combining both the digital
and physical interface of the prototype a more realistic
representation is created.

Editable prototypes

It is important at the early stages of design that prototypes
and simulations are low investment, both in terms of time,
personal and financial capital to ensure that iteration and
exploration of ideas is encouraged. Schrage (2000) suggests
that even adding colour to a design is too much quoting
Michael Barry of Point Forward as saying ‘the minute you
lay in colour ... you finalise it ... You send a cue that it’s
finished’. There are a range of low fidelity, editable
prototyping techniques that are appropriate for generating
interactive product simulations.

In terms of digital prototyping, state transition diagrams,
paper prototyping and high level coding programs such as
DENIM (Lin et al. 2000), HyperCard, Macromedia Director
and Flash are often used to generate initial interface
prototypes before development moves onto higher quality
code in programs such as C++. It is important to ensure that
tools used to prototype the interface are as flexible as those
used to prototype the physical aspects of the product or rapid
development of simulations will be impeded.

Arguably, paper prototyping is the earliest stage technique
that combines the digital interface of a product with the
physical inputs. It is a very quick and basic technique that is
very easily editable. The interactivity is achieved by an
interviewer switching paper screenshots over on a physical
model when a user has made an input. However, these
prototypes require a high level of input from the interviewer
who must take the role of the computer and is responsible
for emulating functionality. This technique is well suited to
understanding very high level interface requirements.
However, Liu and Khooshabeh (2003) found that even
though paper prototyping is very flexible at the early stages,
the level of support needed to use them made them
‘insufficient for formal user studies’ when compared to an
automated digital interface.

Beyond paper prototyping, there are editable solutions that
combine both the digital and physical elements of an
interface. Pin and Play (Villar et al. 2005) and Switcheroos
(Avrahami and Hudson, 2002) allow physical inputs to be
arranged simply by pushing buttons into a model or in the
case of Pin and Play, a flat substrate. This physical interface
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can then be connected to a PC running the digital interface
on either a screen or, for Pin and Play, projected onto the
substrate.

Editable prototyping provides a flexible design tool, and
these methods are well suited to some forms of user study.
Although editability is desirable in a design tool, it can lead
to problems in some forms of user studies. This is
particularly true if a product is to be tested in its real
environment, where having switches simply attached by pins
may well result in prototypes that are not robust enough to
survive the testing.

A more permanent test object

Figure 1: Example of an Interactive Product Simulation
made using the IE System under test in Laboratory
Conditions

The IE unit (Gill, 2003) and Buck device (Pering, 2002)
offer more permanent solutions with switches embedded in a
higher quality physical model and then connecting via a
cable to a PC. The Buck is restricted to retrofitting old
hardware, whereas the IE unit provides an alternative
solution enabling switches to be embedded in high or low
fidelity models (Woolley and Gill, 2006). One of the
potential difficulties with the IE and Buck systems is the
lack of an integrated screen (Figure 1). PAIPR has recently
gathered data that a model running an interface on a laptop
screen provides similar usability data (Evans and Gill,
20006), using the approach recommended by Molich (2002),
to a real product. However, when studying some of the more
contextual product issues such as how the device is used as
part of interaction with other people, this may become
problematic. Nam and Lee (2003) has developed a system
along similar lines to the IE unit that includes support for
projecting the display onto models. Although this is a very
flexible way of solving the problem in terms of supporting
many different screen sizes, there are limitations in taking
the system outside of a usability laboratory; having to
remain within a certain proximity to a projector, for
example.

The generation of a more robust simulation, particularly of
the physical properties of a product allows for wider testing
of other aspects of the product. It allows issues such as
storage of portable appliances, how products are taken in
and out of pockets and bags and how that impacts on the



overall experience of the product can all be explored. For
new generation products this is an attractive quality as so
little is known about users and their requirements.

SIMULATING FUNCTIONALITY

Ultimately, all information appliances have a function.
Whether that is to solve a task, communicate or simply
entertain. The level of functionality incorporated into a
simulation has implications on which methodologies can be
used to study the prototype. Incorporating maximum
functionality may well allow for broad exploratory data
gathering; however this is likely to dramatically increase
development times and costs. There are a number of
prototyping solutions that allow the integration of increased
functionality in terms of sensors and controls available, and
also techniques for simulating functionality that can extend
level of functionality and therefore the scope of the user
testing.

Smarter prototypes

Tangible user interface solutions such as Phygets (2001),
MetaCrickets (2000) and the Calder toolkit (2004) allow
experimentation with a large range of different inputs and
sensors. MetaCrickets in particular allows for a large range
of digital and analogue inputs and also some more advanced
input sensors. This provides the designer with more choice
and the opportunity to generate ‘smarter’ prototypes. The
trade-off for this added complexity is that the designer needs
to have more programming knowledge to implement the
system and components tend to be physically larger due to
more computational power being integrated into the input
devices. This added load of size and coding may well prove
to be necessary for generating simulations of very complex
products that can be tested in the context of use. However, as
information appliance design is multidisciplinary in nature, it
is important that prototyping tools are accessible to a broad
skill set: including those members of the team who are not
software engineers. Raskin (2000) states that:

‘Programming language environments contain some of the
worst human interfaces in the industry...the initial hurdle in
terms of system and development environment has become
so large that the beginning programmer is not encouraged
to learn by doing.’

This is what makes the IE and Buck systems potentially
attractive in terms of making tools for multidisciplinary
teams, in that the level of coding knowledge needed in order
to integrate them with software is extremely low. Both
systems work by simulating key press inputs and this
enables them to interface with a large range of software,
such as Macromedia Flash and PowerPoint with only very
simple coding. This shortens the learning curve for designers
to begin engaging with interaction issues. This
comparatively simple implementation can produce some
surprisingly complex and powerful prototypes. However,
there is a cost to using key presses as inputs: analogue
components such as dials and sliders are difficult to integrate
and need to be simulated. In some cases this restricts the
performance of these systems.
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Wizard of Oz prototyping

The reality of simulating new generation information
appliances as Smith discussed is that the concept may
involve ‘new or not-yet-existing hardware and software
technology’. This is particularly true if the information
appliance is an interface for a sensor, for example a thermal
array in an imaging device, which may need substantial
development, and investment, before a sensor can be made
for the real product, let alone interface with a smart
prototyping kit such as the Calder Toolkit. Wizard of Oz
prototyping (Dow et al., 2005) allows functionality to be
simulated by the user interacting with what seems to be a
fully functional device, but is actually a human being
triggering functions from a remote computer. The additional
human interaction with the user is less than with paper
prototyping and is largely hidden, therefore less likely to
influence data. There are also different levels of Wizard of
Oz prototyping, for instance most functionality can be
performed by the interface but a single aspect of the device
such as messaging on a phone can be simulated using
Wizard of Oz. For simpler systems such as the IE
prototyping method, this presents a viable alternative to
integrating high levels of functionality without large
investment or complexity at the early stages of the design
process.

CONCLUSIONS

The context that an information appliance is used in has
important implications for the design of the product, both in
terms of performance on tasks when under stress or
distracted, and to help define what tasks the product should
perform and how. It is important to test in the correct context
to help to capture this data, but this testing must be done at
an early enough stage to influence the design of the device.
This is particularly true for new generation products where
so many aspects of the product and the market are not
known or not fully understood.

There are a number of existing approaches to generating
interactive product simulations and also for testing them in
their correct context. However the particular challenges
presented by mobile information appliances have not been
fully explored or answered and development is needed on
both counts of testing and generation of interactive product
simulations if a human centred process, where product
specifications are driven by prototype testing, is to be fully
realised.

FUTURE WORK

This paper has raised several questions for testing
information appliances in the context of use. Particularly
what tools and methodologies should be used and how much
functionality should there be? To start answering some of
these questions, a case study is currently being undertaken of
a large multinational mobile phone manufacturer to better
understand how testing fits into the design process in
industry. An additional case study of a design consultancy
will also be conducted to compare the process across two
different organisational structures. An Action Research
approach will then be taken to develop and evaluate a
methodology for testing prototypes in the context of use.
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ABSTRACT

Simulation Modelling has a key role to play in enabling
decision making in dynamic manufacturing organisations.
However in general the complexity levels involved
necessitate multiple simulation models to be systematically
developed and deployed. This paper describes a new
systematic approach to creating coherent sets of simulation
models that can interoperate to replicate and predict
changing organisational behaviours.

INTRODUCTION

Manufacturing organisations are very complex yet need to
function as dynamic systems, such that they remain
competitive during their lifetime. One aspect of their
complexity arises as understandings, knowledge and data
(UKDs) about the organisation (and its business,
managerial, technical and social structures and behaviours)
is normally distributed amongst many knowledge holders.
Hence to realise organisational change on any significant
scale, consultative decision making is needed to

=  conceive and agree upon improved ways of working
= resource and implement agreed changes.

It follows that constraints on consultative decision making
will limit the quality and frequency of change decisions and
impact negatively on the organisation’s competitiveness.

Common change decision making in industry is centred on
ad hoc meetings (involving persons with necessary
influence, responsibilities and expertise) interspersed with
periods during which responsible individuals consult with
colleagues. Therefore current change decision making is
often based upon accessing and processing distributed
UKDs, but the processes used are typically very time
consuming and ill structured. In some cases the time delays
involved lead to ‘solutions’ to ‘outdated problems’, while in
other cases pragmatic (non consultative) decisions are
deemed necessary to facilitate responsiveness. The quality
(fitness for purpose) of individual and group decisions
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made will first and foremost depend upon the quality of the
personnel involved. However decision making qualities will
also critically depend upon people availabilities and the
time they can expend, the quality of UKDs they can access
and the ease of that access.

With the foregoing observations in mind the present authors
have (a) conceived and instrumented a new approach to
structuring and enabling consultative decision making and
(b) applied this approach within a number of small and
large manufacturing organisations. Underlying research
assumptions made (and being tested) are that suitable
combinations of state of the art modelling frameworks,
concepts and tools (including Enterprise Modelling,
Dynamic Systems Modelling and Simulation Modelling)
can be used to improve the quality and timeliness of
organisation design and change decision making.

This paper considers in overview the role of Simulation
Modelling (SM) in support of consultative decision making
and reflects upon case study results.

USE OF MODELLING IN SUPPORT OF STRATEGY
REALISATION

Weston et al (2006) explain that an overview of
consultative  decision making in  manufacturing
organisations can be gained through referencing Strategy
Realisation (SR) activities. According to Mintzberg et al
(1998), SR encompasses strategic thinking, strategy
programming and strategy deployment. Weston et al (2006)
also catalogue some popular business concepts with respect
to different life phases of SR and explain how different
classes of modelling technique can support decision making
and action taking. Table 1 classifies types of organisation
decision making that state of the art modelling techniques
can naturally support. However, used on their own specific
modelling technologies (including SM) can only provide
limited support.

A ‘COMPONENT-BASED’, ‘MIXED REALITY’
APPROACH TO MODELLING ORGANISATIONS

The present authors have conceived and case tested the use
of the Unified Organisation Modelling approach illustrated
by Figure 1.



Table 1: Candidate Modelling Technologies — that support key aspects of strategy realisation
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Underlying assumptions being tested are that: (1) ‘reusable
components’ (both modelled and real) of organisations can
be ‘configured’ into ‘interoperating systems of mixed
reality components’, such that these systems can realise
changing organisational requirements (including ongoing
change in customer demand for new and existing products
and services); (2) models of real systems components can
be deployed (with sufficient quality and utility) by
combining the use of state of the art modelling techniques
to capture and exercise UKDs in support of timely and
effective consultative decision making; (3) potential
organisational benefits arising from using mixed reality
component based modelling environments can significantly
outweigh the cost of their continued deployment.

INTEGRATING CONCEPTS

The authors and their colleagues have adopted the use of
existing modelling concepts and technologies and as
required have conceived and deployed new integrating
modelling concepts.

Public domain Enterprise Modelling (EM) techniques were
observed to usefully provide means of handling
organisational complexity, by offering modelling concepts
to decompose (general and specific) process networks into
their component process segments. Also existing EM
techniques were observed to provide means of documenting
and visualising associated flows of activities, material,
information, controls and so forth. Thereby UKDs
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distributed  amongst  personnel  concerned  with
‘operational’, ‘tactical’, ‘strategic’ and ‘infrastructural’
processes of any organisation can be modelled in a visual,
reusable fashion; so as to formally specify what needs to be
done by the organisation over given timeframes and how
various decisions and actions carried out can causally
impact on other process segments of the organisation. Also
observed were various complementary process, product and
resource modelling techniques which can be used to attach
specific structural and parametric data to Enterprise Models
(EMs) so as to provide a ‘big picture’ of the current
organisations ‘configuration’. Such a ‘big picture’ provides
a framework for positioning various kinds of UKD and
proved useful to decision makers in the case organisations
modelled. However such a developed EM naturally only
encodes relatively enduring properties of organisational
entities and relationships between those entities.

To enhance the utility of EMs and their connectivity with
dynamic (time dependent) models of selected enterprise
components the present authors conceived and developed
the use of ‘role’ and ‘dynamic producer unit’ (DPU)
modelling concepts.

In general ‘process and organisation designers’ need some
means of determining sets of ‘roles’ that must be resourced
(by suitable systems comprising human and/or technical
resource elements) to realise the various ordered sets of
activities that comprise a specific process network. To
satisfy this need the present authors deploy decomposition



principles of EM techniques, so as to identify ‘organised
sets of process segments’ (i.e. ‘component building blocks’
of process networks) which can be treated as being
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Figure 1 Overview of systematic modelling approach- leading to the development & deployment of coherent simulation models

equivalent to ‘organised sets of roles’. Of course in real
organisations various feasible decompositions may be
determined and this leads to the identification of alternative
role sets, for which alternate resource systems may be
assigned a responsibility. A key advantage of using an
enterprise model to determine viable role sets is that
naturally previous activity, material, information and
control flows related to each process segment will already
have been explicitly specified. This phenomenon is used by
the authors to explicitly model ‘role requirements’ for
specific process network cases. Further, by understanding
the nature of the activities, and activity relationships
associated with each role, it is natural to explicitly attach to
each ‘role requirement’ model, explicit descriptions of
‘competency requirements’ needed to realise each role. To
operationalise the use of explicit ‘role requirements’
definitions during consultative decision making, the present
authors have also developed the use of complementary
models of ‘potential roles’ that candidate resource systems
could play within a specific process network. By using
common modelling concepts to explicitly describe
‘required’ and ‘potential’ roles, suitable candidate human
and technical resource systems can be systematically
identified and short-listed as viable role holders.

The DPU concept was conceived as a means of achieving
coherent abstract descriptions of common reusable
components (or building blocks) of manufacturing
organisations. Here it was assumed that (1) DPUs will
function individually, as a holder of one or more assigned
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composed of lower level roles). In real manufacturing
organisations, actual building blocks comprise various
systems of people, production machines and computers.
These common building blocks (or systems of resources)
are typically configured into various systematically
operating groups (via the imposition of organising
structures and parametric data) so that they function and
behave as required in a specific workplace and under
specified sets of workload conditions. It follows that
configured resource systems need to possess specified
competencies, behaviours and levels of performance to
realise all needed instances of process segments to which
they are assigned. Example stereotypical resource systems
(or DPUs) include workgroups, teams of people, production
cells, production lines, workshops, departments, business
units, companies and partnership enterprises. Hence a
research assumption being tested is that all such types of
organisational unit can be usefully modelled using role and
DPU modelling ideas as a means of treating them as
configurable, reusable and interoperable components of
complex organisations. As illustrated by Figure 2 therefore
it has been assumed that physical and logical configurations
of DPUs (whether they actually comprise people, machines
and/or computers) can all be usefully characterised in terms
of their:

® Relatively enduring DPU functionality — expressed in
terms of ‘functional competencies’, including for
example competencies to assemble product X, process
orders of type Y and design products of type Z. (Here



the term ‘competencies’ is considered to encompass
human systems oriented competencies and technical
(machine and computer) system capabilities, bearing in
mind that many enterprise activities can be realised by
either people, machines, computers or organised
combinations of these active resource types.)

® Relatively enduring DPU structures — expressed in
terms of activity, information, control and material
flows that are linked to role assignments and
descriptions of needed interactions between roles

o DPU dynamic characters — expressed in terms of
performance levels (e.g. lead-times, rate of value
addition and costs consumed), behaviours (e.g.
availability, reliability, change capability and
operational flexibility) and relevant cultural concerns
(e.g. level of workforce motivation and influential
cultural values).

In case organisations considered thus far, by modelling
stereotypical DPUs as potential holders of roles, significant
benefit has been observed; this has enabled the design and
explicit specification of systematic methods for modelling
organisations, their change requirements and impacts of
change types on organisations, and has provided a formal
basis for instrumenting new ways of externalising and
reusing UKDs.

comparing their performance and behaviours under varying
workload conditions.

During stage (I), DPU characterisations of candidate
configurations of resource elements are compared in terms
of the relatively enduring functionality (i.e. competencies)
they can bring to bear on specific workplace roles; thereby
providing a first stage systematic basis for selecting
between candidates and drawing up a short list of viable
resource systems. To explicitly systemise resource system
selection during stage (I), a previously captured Enterprise
Model describing the case organisation (and its current
process network) is analysed, assuming that it comprises
‘process segments’ (i.e. organised groupings of enterprise
activities) that collectively specify a natural decomposition
of a specific case of ‘required roles’ and ‘dependencies
between required roles’. The approach of considering
‘process segments’ as being ‘possible roles’ which can be
played by ‘alternative candidate resources’ has provided
significant flexibility with respect to organisation design
and change, yet can formally specify key aspects of roles
and role assignments. The approach has also provided
useful explicit descriptions of dependencies between roles
which can later be referenced during resource system
implementation as explicit structural descriptions of control
information, material and data flows associated with
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Figure 2 The Dynamic Producer Unit (DPU) Concept

COHERENT MODELLING OF HUMAN AND
TECHNICAL RESOURCE SYSTEMS

Role modelling, work pattern modelling and DPU concept
development has centred on enabling a two stage process of
(D short-listing viable candidate resource systems and (II)
selecting from amongst viable candidates by predicting and
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different configurations of DPUs and their varying
assignment to roles and specific instances of roles.

During stage (II), dynamic systems analysis (based on the
combined use of causal loop modelling and simulation
modelling) is carried out to select between short-listed
candidate resource systems on grounds of their ability to (1)
perform given work patterns and (2) behave appropriately,



so as to befit their specific work environment short,
medium and long term.

Causal loop modelling is used to understand in qualitative
terms how causal and temporal impacts propagate through
complex organisations as dynamic patterns of work (e.g.
works orders, projects, etc) are assigned to ‘process
segments’, ‘roles’ and ‘role holders’. This has proven
effective as a basis for specifying the purpose, scope and
focus of multiple simulation models that individually can
support resource system design and change decision
making and collectively can replicate and predict
performances and behaviours in the wider case
organisation. This naturally leads on to (a) the design of
simulation models and simulation modelling experiments
and (b) the ability to realise interoperation between
simulation models.

ILLUSTRATIVE CASE

Because of space constraints, this paper will only illustrate
in outline how the concepts reported in this paper have been
beneficially applied; so as to deploy simulation modelling
in support of complex decision-making in a case study
manufacturing organisation. In this case study the method
of externalising distributed UKDs illustrated by Figure 2
was deployed to provide a coherent set of enterprise, causal
loop and simulation models. Following model validation
involving extensive discussion with knowledge holders, the
developed set of models explicitly documented key
characteristics of the current configuration and current
reachable states of the case organisation. Figure 3 illustrates
examples of some of the current state models created;

where these models took various forms including: graphical
models of relatively enduring entities and entity
relationships; tabulated models related to (process, resource
and product) structures, parameters and data; graphical
models of causal and temporal impacts linking
organisational variables; and various computer executable
models that are exercised by simulation and workflow
management tools.

The case company employs circa 50 people to make high
quality pine furniture in response to orders received mainly
from furniture stockists. Circa 350 product variants are
made, each of which can have a number of colour finishes.
Many of the case company problems revolved around their
product dynamics; because the mix and volume of products
ordered during any given planning window has (and likely
will continue to) varied very significantly. Therefore key
issues were to maintain competitive product quality, lead-
times and cost despite the product dynamics and constraints
arising from a need to maintain a sufficiently competent
and change capable set of human and technical resources.
The company had also experimented by implementing
various organisational changes, alternative business and
manufacturing policies and rules, new business systems and
had sought to minimise waste and cost, whilst coping with
human resource change and maintaining flexibility where
and when required. However inevitably it faced significant
complexity issues and previously had no analytical basis for
change decision making.

In collaboration with case company personnel, the
university team (mainly comprising the present authors) has
successfully used the current configuration and state models
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(illustrated by Figure 3) along with various future
configuration and state models to provide analytical
decision making support. On an ongoing basis this is
improving the competitiveness of the case organisation by
minimising time loss and the loss of significant investments
in change (that previously had resulted in poor performance
because of making ill advised change decisions). In a
number of related modelling studies the authors have
recommended (1) localised improvements to specific
process segments of prime concern to the case organisation
and (2) recommended improved business and
manufacturing policies that span multiple process segments.

REFLECTION AND CONCLUSIONS

This study has observed key roles for simulation modelling
in support of complex organisation design and change.
However it has also observed practical constraints on the
use of single simulation models, in that they can only either
model (1) the whole organisation in a simplistic manner or
(2) segments of the organisation in detail, based on the
assumption that segmented models can usefully be
modelled in isolation.

The purposes of the modelling concepts and approaches
reported in this paper are to:

(a) capture and operationalise UKDs distributed mainly
amongst human knowledge holders in complex
organisations.

enable unified use of enterprise models, causal loops
and simulation and workflow modelling to understand
and analyse specific organisational dynamics.

provide an explicitly defined foundation for model
unification and simulation model interoperation.

(b)

(©
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Early findings when modelling a number of small and large
manufacturing organisations have been very encouraging.
Although more extensive testing is required in respect of
(c), the use of process network, role, DPU and resource
systems (competency and performance level) modelling
concepts (informed by causal loop modelling) has provided
an enhanced basis for creating coherent simulation models.
As illustrated by Figure 4, the developed modelling
methodology results in experimental simulation models that
share common semantics about a specific and complex
organisation. Further key separations related to structural
aspects of these simulation models facilitate both
decoupling and flexible integration of ‘process’, ‘resource’
and ‘work pattern’ aspects. Therefore in theory the
modelling structures, concepts and techniques researched
can usefully input to ontological developments related to
complex organisation design and change.
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ABSTRACT

Business process modeling and piece linear aggregate (PLA)
formalism are used for creation simulation model for
decision making in oil terminal. It is presented background
of pieced linear aggregates and its relation with business
process models notations. Library object oriented simulation
system for creation PLA models are used.

INTRODUCTION

A decision marker in an enterprise is expected to make a
decision that has a positive effect on its future. Enterprise
information systems (EIS) should support that activity. An
information system is one that supports decision-making by
providing past and future data to a client program. The client
program aids the decision maker by incorporating analysis
and planning algorithms that assess the value of alternate
decisions to be made now or at points in the near future
(Figure 1).

Data about the past are received from a database while a
forecast about the future is performed using simulation
(Wiederhold 2000). While using a simulation model to
forecast the future it is important to evaluate a current
system state. Information stored in the database cannot fully
evaluate the current state. Attributes that define the current
state are corrected at different time moments. In order to
obtain attribute values of the system state at the current time
moment, the simulation model is used to extrapolate data.

Decision making using simulation is a dynamic goal-
oriented decision making and is used in systems that
constantly in time make decisions in order to optimize
system key performance characteristics (Dalal et al. 2003).
Decision making systems, which use simulation, are
characterized with the following parameters:

e Strategy. Which strategy to use for decision
making during simulation of the future?
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e Duration. How long to run simulation of the
future?

e Number of iterations. How many to repeat
simulation of the future to evaluate each decision
making alternative?

e Heuristics. Which heuristics to use to evaluate
system key performance characteristics that are
obtained during simulation of the future?

The simulation model is used to ecvaluate system
characteristics for each possible decision alternative. This
permits to choose the best decision alternative.

Simulation models can provide the most accurate and
insightful means to analyze and predict the performance
measures of business processes. Simulation is a powerful
tool for allowing designers imagines new systems and
enabling them to both quantify and observe behavior. In the
past few years, several new software tools have been
developed specifically for modeling business processes
(Kirikova 2005; Pranevicius 2003). Most of these tools
define business processes using graphical symbols or
objects, with individual process activities depicted as a
series of boxes and arrows. Special characteristics of each
process or activity may then be attached as attributes of the
process. Business process simulation software tools can be
placed into three major categories:

¢ Flow diagramming-based simulation tools,
e System dynamics-based simulation tools,
e Discrete event-based simulation tools.
The most capable and powerful tools for business process

Past : Current Future
//////// time
.
/ //////////
Dataaboutthe Possible future trajectories of a
paststoredin  paracterizing  business process generated by
DB el simulation model

Figure 1: Illustration of a decision making process.



simulation are the discrete event-driven simulation products.
These tools provide modeling of entity flows with animation
capabilities that allow the user to see how flow objects are
routed through the system. Some of these tools even provide
object-oriented and hierarchical modeling, which simplifies
development of large business process models. Business
simulation can aid in decision-making that project complex
what-if scenarios, offering a reliable way to evaluate the
likely effects of different decisions and variables.

In this paper we present a piece-linear aggregate (PLA)
(Pranevicius et al. 1994) formalism for creation of
dynamical models of business processes. Motivations to use
the formal technique are:

e It permits to prepare a formal description of
analyzed system having one meaning;

e Properties of model may be analyzed using
mathematical proof techniques;

e Formal description approach acts as a is a
theoretical background while developing software
tools for computerized analysis (validation,
verification, simulation) of formal specifications.

BUSINESS PROCESS MODELING

According to the Business Process Reengineering literature
a business process can be viewed as a set of partially
ordered activities intended to reach a goal. The above
definition, besides the notion of business process, introduces
the following notions:

e Goal, or objective of the process,

e Activity, often called task, and,

e Time - an axis, which the partial order refers to.
The time can be regarded as being absolute or relative,
discrete or continues, internal or external.

The notion of objective (goal) presumes that at any moment
of the interval of time when the process exits we can tell
whether the process objective is achieved or not. If it is not,
we would like to be able to tell how far it is to the process
goal. This leads us to the notion of the process state. The
state can be final, if the objective has been reached, or
intermediate, otherwise.

The notion of state helps to define the notion to activity. An
activity is viewed as an action aimed at changing the process
state in a special way. The definition of activity above is
based on the notion of change in the process state. The
notion of event in the process lifetime means a moment of
time when process state changes. Each completed activity
results in an event.

The notion of business process, which was discussed above,
refers to the specific process that evolves in time. Processes
that have similar goals and similar patterns of behavior (the
same kind of activities) can be united by the notion of
process type. The above notions allow considering a
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business process as a dynamic system, which moves in the
space of all possible process states until it reaches the final
state (the objective).

In this paper Business Process Modelling Notation (BPMN)
(Kirikova 2005) will be used. The goal of BPMN is to
provide a business process modeling notation that is readily
usable by business analysts, technical developers and
business people that manage and monitor these processes.
BPMN allows to create a Business Process Diagram which
represent the activities of the business process and the flow
controls that define the order in which they are performed.
Business process is modeled by four irreducible concepts:
Actors, Activities, Events and States. BPMN specifies four
categories of objects:

o Flow objects are made up of events, activities and
gateways;

o Connecting objects are: a sequence flow (simple
transition), a message flow (a transition guarded
by a message event) or an association (that is used
to associate data, text, to flow objects);

e Swimlanes represent participants;

e Artifacts are mainly data objects. Data objects are
typed and represent the input and output of
activities.

PIECE-LINEAR AGGREGATES

Most of the existing semantic models, language and logics
for describing and reasoning about timing-based systems
implicitly view an execution as an alternating sequence of
instantaneous “discrete” actions and “continuous” phases
during which time advances. To each system described in
any of these formalisms one can associate a transition
system or automaton consisting of a set of subsets: a subset
of initial states, a subset of discrete actions, a subset of

discrete steps s'—"—>s asserting that “from state s’ the
system can instantancously move to state s via the
occurrence of the discrete action a', and, finally, a subset of

time-passage steps s'—L s asserting that “from state s’
the system can move to state s during a positive amount of
time d in which no discrete action occurs”. These transition
systems provide a very abstract view of the behavior of the
original system in which many aspects, such as the number
of parallel components, the communication between these
components, the way in which a system evolves during the
continuous phases, etc., are no longer represented.

PLA is a special case of automaton models. In the
application of the PLA approach for system specification,
the system is represented as a set of interacting piece-linear
aggregates. The PLA is taken as an object defined by a set
of states Z, input signals X, and output signals Y. A behavior
of an aggregate is considered in a set of time moments ¢ € T.
State z € Z, input signals x €X, and output signals y € Y are



considered to be time functions. Transition and output
operators, H and G correspondingly, must be known as well.

The state z € Z of the piece-linear aggregate is the same as
a state of a piece-linear Markov process, i.e.:

z(t): (U(t), zu(f )), where U(t) is a discrete state component
taking values on a countable set of values; and z, (t) is a
continuous component of

Zy (t), Zy) (t), e Zy (t) coordinates.

comprising

When there are no inputs, an aggregate the state changes as
follows:

U(t) =const, -a,,

dz,(t) _
dr

where «, = (aul, auz,...,auk) is a constant vector.

The state of aggregate can change in two cases only: when
an input signal arrives to the aggregate or when a continuous
component acquires a definite value. The theoretical basis of
piece-linear aggregates is their representation as a piece-
linear Markov processes.

Continuous coordinates, which are used in PLA, define time
moments when internal events occur. The aggregate state
z(t,) can be changed only at discrete time moments

t,.m=123_., remaining fixed in every interval
(s tmsrl,m=012,..., where f, — the initial moment of
system behavior. When the system state system is known
z(t,),m=0,12,---, the moment ¢,,,, of the following event

is determined by a moment of input signal arrival to the
aggregate or by the equation:

1, =min{w(el,z, )}, 1<i< f .

A class of the next event e, is specified by input signal,
if it arrives at the time moment ¢,,; or is determined by

control coordinate having the minimum value at the
moment?,,, i.e. when the coordinate w(e}',tm) becomes

minimal, e, ,; € E”.
The new aggregate state is stated by H operator.

Z(tm+l) :H[Z(tm)aei]a ej EE,UE” N

where E' and E”" mean subsets of external and internal
events correspondingly.
Output  signals  y; of

signals Y = {yl, Vaseeo ym} , can be generated by an aggregate

from the set output

only at moments of events from the subsets £’ and E”. The
operator G determines the content of the output signals:

y=Glz(t,).e], e, € E'UE", yeY .
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RELATION BETWEEN CONCEPTS OF BUSINESS
PROCESS MODELING AND PLA

Let us denote a set of concepts of a business process Tzp =
{Goal; Activity: Time; Change; Event; Chronicle} and a set
of concepts of PLA model Tp;, = {final state: z(t,);

Operation: O;; time=t,,; Transition operator: H(e); Sets
of events: E', E" ; Trajectory: z(t)),e],2(t,),€3,...,2(¢,,)} -
Assertion: Relation between concepts of business process

and concepts of PLA approach can be described by a partial
injective function R over Tzp X Tp; 4, 1.€.,

. P -1 -1
Yty i Tgpity i Tpp g - (R AR ) =1, = 1)

Graphically function R is presented in Figure 2

Figure 2: Relation between of notations of business process
and PLA models

LIBRARY OF OBJECT-ORIENTED SIMULATION
SYSTEM

Object-oriented library for development of simulation
models of systems described by PLA specifications is
created (Pranevicius and Pilkauskas 2002). The library is
made of packages of internal and external events. Four
simulation model algorithms of an aggregate system are
implemented in the package of external events:

e Creation of aggregate modules and their
connection into the closed aggregate sys-tem;
e  Setup of the initial state of the aggregate system;
e Generation an external event and its putting to a
queue of external events of the aggregate system;
e Selection of an external event and its passing for
processing in a corresponding aggregate.
Two algorithms of simulation models of the aggregate
system are implemented in the package of internal events:

e  Generation an internal event and its putting to an
ordered queue of internal events of the aggregate
system with respect to time moments of event
occurrences;

e Selection of an external event and its passing for
processing in a corresponding aggregate.



This library is implemented using JAVA and C#
programming languages.

A SYSTEM FOR CREATION A SCHEDULE OF
TANKER LOADING AT OIL TERMINAL

In this section a description of the system for creation a
schedule of tanker loading at oil terminal is presented. As
depicted in Figure 3 the system is made of:

e DMWebApp - web application for control of
simulation model and presenting results of
simulation experiments
PortalEnginer- integrating layer;

SimWebService - web service of terminal
simulation model;

e  TerminalSimModel- terminal simulation model;

e EIS DB - terminal information system database.
Terminal model simulates oil deliver to the terminal by a
train. Duration of loading from train tanks to reservoir
depends on oil temperature and this dependency is known.
Three platforms are used for loading of oil in the terminal.
Arrived trains are placed to a queue when all platforms are

WebContent
O)

NS
DmWebApp
Asp.NetWebApplication

I DM_WS

PortalEnginer

Asp.NetWebApplication

" O)

g EIS_DB g SimWeb
EIS_DB SimWebService
ExternalDatabase Asp.NetWebApplication

)

£ Terminal
TerminalSimModel
GenericApplication

Figure 3: Diagram of the system for creation a schedule
of tanker loading at oil terminal.

occupied. Trains are served according FIFO servicing
strategy. The terminal has two embankments for loading of

tankers. Business model of train unloading in oil terminal is
presented in Figure 4.
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Figure 4: Business model of train loading in oil terminal.
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Simulation results are presented in a graphical view, as
depicted in Figure 5, after an execution of simulation
experiment with one of a schedule variant of tanker
loading.

The digits in Figure 5 mean:

1 - Accumulated oil amount at oil terminal before a
simulation start moment;

2 - Amount of oil products to be loaded to oil reservoirs till
a tanker loading start moment;

3 - Amount of oil products to be loaded to tanker reservoirs
directly from wagons;

Also conflict situations (which are depicted by letters in
Figure 5) are estimated:

A. Tankers will lack a time to maneuver at embankments;
B. It will be impossible to load two tankers from wagons;
C. It will be a lack of oil products to load tankers;

D. Wagons with oil products will arrive too late;

It is necessary to correct a schedule of tankers loading to
remove observed conflict situations. Then, the simulation
experiment can be performed again with a new loading
schedule.
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Figure 5 Example of simulation model result

CONCLUSIONS AND FUTURE WORK

Most of simulation model development tools are not directly
use models of business processes. Further, we plan to
develop a technique for creation simulation models of
business processes that would include: Business Process
Modeling Notation and formalization of business processes
using PLA. Model Driven Engineering (MDE) principles
are planned to use for automated generation of simulation
model program code from BPMN. Meta-models of source
and target models will be defined. This will permit to create
model transformation from a business process model to PLA
model.
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ABSTRACT

The optimal load of the power system (PS) sources
depends on the structure of committing sources, that might
affect the generation costs in the given power network. The
expected costs of energy for the given wholesale providers
and power plants are calculated using some simulation pro-
cedures, assuming the varied structure of sources — types of
power plants. In the short time period the results support the
real time operation of PS. Over a longer time they enable
the definition of the optimal policy of changing or modem-
izing the power structure. Operation of an example set of
the discussed power plants, including all types of primary
energy sources and converters, including also the pumped
storage hydroelectric plant (PSHP) and wind power plants
(WPP), is described in accordance with the balance of the
load in the PS. Upon the base of the developed simulator,
the mode of operation the sources load is based on the
minimization of the cost of generated energy. The structure
of the simulator (Sroczan 2005) consists of some proce-
dures which simulate the generation policy and procedures
checking the economic quality of balancing the generation
and demand of electric power and energy in the discussed
PS.

INTRODUCTION

The rules of the wholesale energy market, which de-
scribe realization of the competition among producers as
well as distributor companies, should assure the interests of
energy consumers. A Local Energy Market (LEM) alows
the producers and providers to sell both the electric energy
and heat to the consumers near the sources. The essential
problem of LEM is to balance the energy production with
consumers’ demands, with regard to the technical and eco-
nomic boundaries and the power flow balanced in the local
power system, expecting a varied set of energy sources.

The directives of the European Parliament and of the
Council of European Union assume that in the near future
the generation of energy based on renewable sources in EC
will consist of approximately 7,5-20 %.
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The main aim of this paper is to simulate the effect of
the structure of the electric power sources set in order to
minimize the costs of energy. The additional constraints are
in the form of varied weather and different customer behav-
iors. The proposed attempt is based on the algorithm devel-
oped and applied to calculate the real costs of energy under
the given circumstances of demand and possibility of load-
ing the renewable energy sources, a type of hydro, pumped
storage and wind power plants — HPP, PSHP and WPP. The
cost should be calculated for different types and sets of
power plants and networks and finally should define the op-
timal policy for developing the generation structure for the
given LEM.

CALCULATING THE POWER LOAD
OF THE RENEWABLE SOURCES OF ENERGY

Electric power demanded by final energy consumers
reflects the changes in the level of generation, transmission
and distribution cost (Sroczan 1996 and 1999, Baltierra
1998). The cost of transmission and distribution is negligi-
ble in the discussed PS, with constant configuration of net-
work.

The PS operator, realizing the EU directives, defines
the assumed value of the load covered by ecological sour-
ces. In the presented attempt it is the RER — renewable en-
ergy ratio, defined as contribution of HPP and WPP to the
PS generation process (Sroczan 2005).

The RER value is calculated as:
ARE
Ap + Ay

RER= Q)

where: Ar — volume of energy generated by thermal
units, Agg — volume of energy generated by HPP and WPP.

The RER value is varied due to changes of 7y and x,
coefficients converting the real value of energy generated
by hydro and wind plants respectively. Therefore the devel-
oped simulator can support the decisions of PS manager in
the area of power units loading priority.

The set of committing power units, operated in real
time mode, affects the real costs of generation in accor-
dance with power plants frame work stated by transaction



made on the energy stock. In the case of loading renewable
sources of energy — wind and hydro power plants (WPP and
HPP), the operator should know the disposal power, result-
ing from the current and predicted (short term basis) state
of weather— wind speed and stored water resources.

The Structure of Simulator

To minimize costs of generated energy simulation
routines are developed to support the decision of choosing
the optimal structure of the sources in the given PS and
time range. The developed simulator should support the de-
cision of choosing the proper policy of extending (or modi-
fying) the different structures of power plants in the given
PS. If the procedures of local optimization of committing
plants are omitted, the costs of delivered energy will n-
crease more than it is necessary from a theoretical point of
view (Sroczan 2005).

Calculating problems are occurring in PS including
the power plants with limited energy production — WPP,
PSHP and HPP. The limitation constraints of energy gen-
eration refers especially to ecological energy, which addi-
tionally, except the PS and consumer effects, depends on
wind and hydro resources. The costs of energy generation
are calculated with regard to energetic characteristics of
committing power units (Sroczan, Urbaniak 2001).

Calculating of energy cost

Wind farms consist of autonomous power plants gen-
erating electric energy in accordance with wind speed and
rotor diameter:

nD;
4

where: Dg- diameter of rotor of wind turbine [m], v, —
instantaneous wind speed [m/s], p, — air mass [kg/m3], Cp—
wind turbine efficiency ratio ], n, — resultant coefficient
depending on efficiency ratio of mechanical gear, generator
and transmission network.
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Fig. 1. The cost of wind-generated electricity depending on
average wind speed and discounted cost of power plant.

Assuming the possible values of wind speed (annual
average speed) in the given wind farms and rated power of
units, it is possible to estimate the values of energy prices.
For the wind generators the price of energy, which satisfied
the producers, depends on T, — annual time of load with the
rated power Pyp, and economic constraints: discount rate,
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payback time, capital cost of investment and cost of main-
tenance and operation.

The calculated values are obtained using the methods
of discounted cash flows in order to provide the answer to
whether the investment is profitable or not. In particular the
methods, total cost of ownership (TCO) or net present value
(NPV) and internal rate of return (IRR), are applied. Usu-
ally the NPV is calculated as:

Lo-C,

NPV =Cp, + ),

= —E 3
=1 (1+l")t ()

where: Cg, — capital investments cost, Cg; — cash flow in the
t‘h—year, o- risk factor, r — discount rate, n — lifetime of
power plant, t— year of exploitation.

For the purposes of simulation the values of renew-
able energy prices are calculated for typical PS with regard
to wind speed. Because of the value of WPP power, defined
in equation (1), it is highly sensitive to wind speed then to
the others coefficients.

Example results are shown in Fig. 1. They illustrate
the prices at the final consumption level, without the trans-
mission and distribution cost. The values are obtained for
the given lifetime of discussed wind farm and discount rate.
The economy load of WPP is calculated using the method-
ology described in the paper (Sroczan 2005).

Power Balance

Power balance considers the relationships between:
power plant, energy stock, provider, distributor, and con-
sumer, in t-th hour of T — considered time period of calcula-
tion:

ZP:‘:=PPS1+APFLiti_zk:Pbk1+Pn (4)

where: Ppg — demanded power of PS; APg. — power losses
in given network branch; APy, — stated range of balancing
power, operated by the PS auto-frequency control system or
PS operator, P, — power system reserve, i — power plant
number.

The volume of calculated wind-generated energy depends
on Tgp — annual time of load the given WPP with its rated
power Pypr:

N

Zm 'P(Vavk)’Atk

_ k=l
Tpp =

®)
PWPR

where: P(V,,x) — average wind speed in l-th time period,

Aty —time period defined for the given k—th range of wind

speed.

Energy Generation Structure

The structure of the typical PS consists of some types
of unit. Sources of energy defined as ecological (or renew-
able energy) are classified as wind and hydro power plants
depending on weather constraints.

The final price of the electric energy for the delivery



company is calculated as an average value, defined in the
contract between power plant and wholesale energy pro-
vider for the given generated power and time range.

The results of the calculation of the energy cost in ac-
cordance with average wind speed (Fig. 2) and annual time
of full load (with rated power) of the WPP are shown in
Fig. 1.
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Fig. 2. Annual average and extreme values of wind speed
occurrence measured for the given allocation.

The price of power and energy with regard to eco-
logical sources depends on the PS manager’s decision and
LEM operator, if the decision is optimal the costs will ful-
fill, in each time ¢, the following relationship:

c, %min{ici(Pg,»)} (6)

i=1
where: Pg; — the level of generated power in ith
committing power plant.

RESULTS OF SIMULATION

The developed simulator runs in the interactive mode.
The initial value of coefficients y and k is obtained upon the
base of rated (or measured) energetic characteristic of
thermal units. The value of RER is fixed as a result of PS
managing policy and power units structure of PS.

The relationship between the increasing cost of generation
by thermal plants and y and x coefficients (Sroczan 2005)
affects the structure and the value of the load of the subset
of HPP and WPP. The optimal case for renewable sources
o KB_C — mm{a_c} and both types
oW oP oP
of renewable sources of energy — sets of HPP and WPP are
loaded with rated power in the base of PS load. The stated
volume of “green energy” is defined by PS operator, using
the RER coefficient.

is obtained wheny W _

An increase in RER ratio affects the average cost of
generated and consumed energy. In the example loaded set
of units, when RER is increased in the range 50 % the de-
creasing of cost of generated energy approximate 12 %.

CONCLUSIONS

The effect of PS sources structure on generation costs
is solved using some procedures of simulation. They enable
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calculation of the expected costs of energy for the given
wholesale providers and power plants, assuming the varied
structure of sources — types of power plant.

On a short time basis the results support the real time
operation. Over a longer time period, they allow the defini-
tion of the optimal policy of extension or modernization of
the power structure.

The structure of PS is important in case of failure or
inconvenient weather conditions, for example too small or
too great a wind velocity for WPP or weak rain and flows
in the hydro plant. Optimal relationships among the stated
power of all sources depend on both the power source set
and consumers’ behavior.

The developed simulator generates the range of ac-
ceptable values of A,y and « coefficients balancing the load
of committing units with regard to ecological sources of en-
ergy.

The defined RER — renewable energy ratio - allows
the simple realization of generation policy in accordance
with given contribution of renewable energy sources in the
power plant set.
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Abstract

The authors have analyzed a wood resource
flow. From the obtained data they have developed the
model of resource flow. The main goal of the model of
wood resource flow is to indicate the problems existing
in the flow and to analyze future scenarios. The paper
comprises description scenarios of the development of
the wood resource model, results and simulation
methods to check the function of the model.
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Introduction

Latvia is rich in forests, because forests cover
about 45% of its territory. In Europe forests cover on
average 33% of the land.

In 2004 there were 10.75 million m® of wood
harvested. Forestry is onc of the most important sectors
of the national economy of Latvia; its contribution for
the GDP is 7.5%.

The transport sector is closely related with
forestry, particularly - small ports and cargo transport,
thus making it very sensitive to any changes in this
sector.

The increasing use of wood resources raises the
question - how appropriate it is used. Still the question
exists, how appropriate is the processing of wood
resources and how the waste wood is utilized.

By analyzing the flow of wood resources it is
possible to obtain data about the types of end-products
and wastec wood. To obtain data concerning the present
situation in the flow of wood resources, we must realize
the process of flow from the place of the resource
acquisition — the forest, to the processing (timber
production, veneer industry, etc.).

In the flow of wood resources three sectors are
involved: the sellers of wood resources; the transporters
of wood resources and the customers of wood resources
(pre-processing enterprises, ports). Each of the three
sectors provides information. In analyzing this
information we can determine the flow of resources and
potential scenarios.
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To perform the analysis of the wood resource
flow it is necessary to develop a model, which describes
the flow. There all sectors should be included into the
model, which are connected with the resource flow. The
common model of wood resources characterizes the
market on the whole. In order to understand some of the
processes deeper, there scenarios should be developed,
which can be tested by means of simulation methods.

Materials and methods

The main aim is to develop the model of
resource flow, which can characterize and analyze the
future flow.

There are three sectors singled out of the model
of wood resource flow, which can characterize the
entire flow. These sectors arc interdependent and when
including them into the model, we should be aware
exactly of the extent of their influence and the factors
that could affect the flow.

the model of wood resource flow

\ Vilood export

Finished
produket

Fig. 1. The model of wood resource flow

In the beginning there is a part separated from
the entire flow of resources, which characterizes the
flow from the forest to the pre-processing object. The
exactness of the model results, depends on the input
data and the factors that regulate the flow.
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The geographical location of wood resources
and pre-processing enterprise is very important for the
functioning of the model, because one of the flow
indicators is the distance between the location of wood
resources and the pre-processing.

There the types of wood resource
transportation should be included into the model. In
Latvia the services of road and railway transport are
used for transportation. The railway services are the
most connected, with the import of wood resources, but
for the inland services the railway, in fact, is not used.

Here is the scenario is developed, which shows
the flow of wood resources from the geographical
location of wood resources to the nearest pre-processing
enterprise. When analyzing the data of this scenario, we
can obtain information about the assortment demand.
Using this scenario we can analyze the situation, when
there is a pre-processing enterprise cstablished near the
wood resources, to answer the question: How long will
the amount of wood resources be sufficient, if felling
remains the same?
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Fig. 3. The basic model of resources flow

The second scenario characterizes the demand
of the wood resources. By indicating the pre-processing
enterprises that process the same assortment we
determine the factor, which influences the flow of each
enterprise. Using this scenario, we have the possibility
to evaluate, whether the enterprise would have sufficient
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amount of wood resources and how much other
enterprises can affect the flow.
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Fig. 4. Scenario of demand

Results

The developed system of wood resource flow
comprises a set of programs, which realize the data
processing and their testing, using the system
simulation.

There has been a system developed, which
includes the geographical information system "ArcGIS"
with  "Network  Analyst" extension and the
modeling/simulation software "EXTEND" Industry.

Fig. 5. The network of roads in Latvia.

The task of "ArcGIS" is to process and pass
along the data of the distances, road surfacing and the
speed of driving between the geographical location of
wood resources and pre-processing enterprise.

There has been a network of the roads in Latvia
developed, whereupon the layer of the location of
enterprises and wood resources are included (see Fig.
5). Using the functions of "Network Analyst" the
advantageous roads and distances for driving are
analyzed. Most of the wood-roads are influenced
seasonally. This influence indicates, whether in a
particular scason the road can be used and what
restrictions should be observed concerning the speed
and the size of consignment. Here are the data is passed
along to the data processing, which determines the
performance of model scenarios.

The main process, where the data are analyzed
and the simulation of flow is carried out, is developed
using "EXTEND" Industry. There are standard
components used, as well as special ones developed, in
order to work out the model. The positive feature of
"EXTEND" is that it is possible to form ones own
components. ModL programming language is used



within "EXTEND" system; the syntax of this language
is similar to that of C++ language.

"Discrete Event" model is developed on the
basis of Extend methodology. In "Discrete Event"
model it is possible to add additional items to each
value. The flow is formed using the data of items.

Modeling of "Discrete Event" is chosen on the
basis that the addition of data and their size are not
cyclic. This positive quality enables to input the values
of any size into the model at any time.

The following division of a value and positions
is developed in the model of wood resource flow:

e Value — the quantity, which should be
included into the model. Each unit is
equal to 1 m’.

e Owner, wood species, assortment,
wood age - items, which are added to
the value as additional information.

Fig. 6. The input into the model and the defining of
items.

During the functioning of the model additional items are
added to the unit, which are used for the analysis of data
and the control of flow. At any stages of the model
functioning there is a possibility to obtain the
information on the unit that flows through the blocks.

The main parameter of the model functioning
is the wood resources. At the initial stage of the model
the amount of resources is provided in cubic meters, and
to this quantity there are items added that identify the
data (owner, wood species, assortment) — see Fig. 6.

An original model is developed according to
the principle — the resources that will be received by the
customer, whose ratio of distance and purchasing price
is the most advantageous. When finding such a
customer, the testing is carried out concerning the
correspondence of the ordered assortment to the supply.
If this criterion does not correspond, the next most
advantageous supply is accepted.

The data flow through the blocks as a separate
unit is equal to 1m’®. This feature enables to control each
of unit separately and to direct the flow more exactly.
Of course, there is the possibility to combine each unit
in a larger package. It is used during the transportation
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of resources — the size of a package is determined
according to the transport to be used. The size of the
package can differ not only by the type of transport, but
also in compliance with the law, which provides the
load of cargo in a particular season.

The last part of the wood resource flow is a
pre-processing enterprise. In order to let the enterprise
be involved in the model, it should have certain factors
that characterize it. The model provides that the
enterprise is characterized by the following parameters:
the geographical location of enterprise, assortment and
its amount, which enterprise would like to purchase, and
the processing capacity of the enterprise.

At present the situation of the parameters,
characterizing the flow, are kept in the db table. As it
was mentioned above, there should be access to the
parameters for each object, involved in the model. The
functioning of the model depends on these parameters.

Conclusions

1. The developed model of wood resource flow can be
used to analyze the situation in the market, the
competition, and the factors that influence resource
flow.

2. By combining the model of wood resource flow and
the information database on the wood resources it is
possible to perform the analysis of a real market
situation, as well as the future development alternatives.
3. In order for the model to function perfectly, it is
necessary to develop a system by means of which the
data are imported into the flow model automatically.

4. To develop the functioning of the model, it is
necessary to work out a system that would ensure the
data exchange with the SQL database.
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ABSTRACT

Customized production and development, growing cost
pressure during the production and shortened product life
cycles direct to coalescence of a virtual factory with all
partners involved within the manufacturing process of a
product. Replaning and rescheduling of a partner inside the
supply chain can, because of dynamic effects, direct to other
effects, which up to now could not be foreseen and not
assured or only with difficulties within the planning. The
complexity of the supply chain prevents until now the
simulation and visualization of these effects because it could
no longer been scheduled in real-time. This article shows a
possible mapping of a production network within the
material flow simulator d&*FACT insight, which allows such
a simulation regarding the method of dynamic detailing for
the calculation of simulation models during their execution.
Every participant of the supply chain was able to identify
possible sources of defect within an integrated simulation
model before real implementation and to adjust and organize
the implementation. Therefore whole activity of the supply
chain could be designed more successfully.

MOTIVATION

As a consequence of the shortened product development
time and product life cycles, an increasing number of
variants and the from there raising requirements concerning
a higher flexibility of production- and purchasing processes,
the collaboration of producing organizations and their
suppliers within supply chain networks is growing. Already
today, rough demand numbers of the OEMs in carly phases
are transmitted to the victuals and be verbalized precisely
over more iteration steps. The whole supply chain up to the
delivery of the finished product through the OEM to the
customer sees itself as a single, virtual company. Very often
in the practice there is a phenomenon to find, as the
replaning and rescheduling within a process step by a
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respective participant is taking place without a feedback
between the previous and subsequent process steps. The
influences of the dynamic effects inside of the supply chain
are neglected and became visible not until the realization.

The adoption of the material flow simulation offers itself as
an instrument of identification and visualization of these
effects. Assumption is a precise mapping of every process
step of the whole supply chain within an integrated
simulation model for the event simulation. This mapping of
all production steps inside one integrated simulation model,
normally guides to a very complex simulation model, so that
a simulation and concurrent real-time animation on one
normal computer is no longer realizable. The simulation and
visualization of the occurring dynamic effect was forbidden
by itself until now. By the use of the method for dynamic
detailing of simulation models during their execution, the
wanted simulation of the whole supply chain of a production
network becomes possible. Therefore the calculation of the
simulation model during its execution becomes reduced to a
maximum, still in real-time calculated admeasurements,
which could be animated by the visualization component.

Thereby the real simulation model adopts the level of detail
which should be simulated by using different criteria during
the runtime and simulates relevant process nodes by using a
high level of detail. Process steps which are not significant
for the accomplished changes are not simulated in detail,
wherewith additional computing time could be saved. The
event simulation of the whole supply chain could become
possible. If furthermore the necessary security aspects of
every partner within the supply chain by the use of a rights
management inside the simulation environment are
guaranteed, the realization of the simulation of a complete
supply chain becomes realistic.

STATE OF THE ART

For the virtual planning and safeguard of production
processes, the material flow simulation is an established
method since years (Law and Kelton 2000). Software tools
like UGS eM-Plant, Delmia’s Quest or Taylor ED by
Enterprise Dynamics (Mueck and Dittmann 2003) are used



for material flow simulation regularly (Bayer et al. 2003).
With these tools it’s possible to create, to validate, to verify
and to compute models of the focused production process.

In all these simulation environments the simulated model is
regarded as a static scene during the simulation experiment.
The modeled scenarios, even those, which are not adapted to
real world, stay constant over the simulated time. Especially
in the area of ramp-up-processes, where the layout and
processing order of the simulated production changes over
the time or new variants are integrated in the simulated
process, This behavior leads to significant problems in
modeling a simulation as well as the communication of the
simulation results.

Today’s simulation projects are moreover so substantial and
complex, that they are belabored in simulation teams. Beside
project members from different areas of application,
normally several simulation experts are working on one
simulation model. Nowadays they are nearly unsupported in
their collaborative work.

The user himself regarding a simulation run is traditionally
just a passive viewer of a computer-generated (mostly 2-
dimensional) scene, without having the possibility to interact
in any way with the actual calculated simulation experiment.
The theoretical existing potentials of a three-dimensional
visualization, as it is supported in some simulation tools, are
not made accessible. A more realistic user integration in the
calculated, virtual environment can improve his
understanding of the process by the higher immersion; it’s
possible to create a more meaningful planning environment.
A combination of layout and process planning in a three-
dimensional modeling environment enables the user to
recognize additional restrictions during the creation of the
simulation model from the beginning. The quality of the
result can be improved and additional planning time can be
saved.

d*FACT insight

As simulation environment for the implenetation of supply
chain models and methods for dynamic detailing, the
material flow simulator d*FACT insight (Dangelmaier et al.
2005), which was developed at the Heinz Nixdorf Institut, is
used. The tool is a event based modeling and simulation
environment comprises of different modules (Figure 2).

Beside the support of a concurrent team work of multiple
simulation experts on one simulation model, especially the
improvement of modeling and simulation by the execution in
a three-dimensional environment was one goal of the
development of d*FACT insight. The user itself is integrated
in the highest possible way in the simulation scene.
Moreover, new procedures within the project have lead to
advances in the daily modeling work. By a special method,
it’s possible to adjust the resolution of a material flow model
dynamically during its execution.

Starting with a graphical user interface, the simulation model
is created in d*FACT insight by the user. It’s defined in a
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flexible and extendable data format (XML) and saved in the
simulation database. During the saving process, the
simulation model is compared concerning its structure to the
existing description (DTD). If the simulation model is to be
executed in the kernel module of the tool, it’s translated
from the XML-format to a compiled Java™ program (the
existing file is transformed to Java™ code by the use of XSL
and compiled by a preprocessor). The resulting archive (jar-
file) can be shown and executed in the different visualization
modules. Figure 1 draws a picture of the transformation
process.

Figure 1: Process of model transformation

Before the intrinsic start of the calculation of the simulation
experiment, the initialization is executed, where the
simulation is filled with the input data from the simulation
database and starts the calculation. An experiment manager
is to manage several simulation experiments, so that some
simulation experiments can be computed sequential or
parallel on different computers. Subscribed variables are
recorded in the building blocks of the simulation model or
are stamped on the tokens, which run through the system.
This collected data is saved in the database and is analyzed
sub sequentially. Because of the possibility of interaction for
the user, during the execution of the simulation model, the
parameterizations made by the user are recorded as well.
During the experiment, the variables marked as vr visible,
can be viewed and in some cases changed. The analysis of
the simulation experiment can be adjusted individually.
Some standard analysis and statistics are presented by
standard building blocks, available in a modeling library.

The object-orientated programming language Java™ is a
basis for the development of the simulation tool. Java™ is
widely used in most IT-areas in industry, commerce and
administration and is available for most operation systems
and platforms, from mobile phones up to real-time
mainframes. There are lots of libraries available, which can
be used in any way in the simulation tool. Its attributes as an
object-oriented language allows the use of inheritance,
hierarchies and data casing as it’s required in simulation
models and their building blocks. JAVA is easy to learn for
the system user, because there are lots of tutorials, books and
materials available. An integration of the tool into the
running processes of a company is thereby lightened
enormously.



The separation in modules follows functional aspects, and
was made as described by Figure 2.
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Figure 2: Modules of d*FACT insight

The 2D, 2.5D or 3D-dimensional modeling component
allows the fast creation of complex and hierarchical
simulation models. Building blocks can be arranged in
libraries and for every building block; it’s possible to
connect a three-dimensional representative from the
simulation database, so that the generated scene can be
displayed in the 3D-frontend (Mahajan et al. 2005). From
the 2D-adjustment of the building blocks, the 3D as well as a
2D or 2.5D-visualization can be derived. The 3D
visualization front-end is developed with new rendering
methods, so that even large and complex scenes can be
displayed during a real-time simulation run (Fischer et al.
2001) (Klein et al. 2002).

The selected simulation model, started from one of the
visualization environments, is to be computed in the
simulation kernel, which works like a discrete, event-driven
manner. Besides the internal simulation time, the simulation
kernel synchronizes the real-time of the different clients.

An efficient analysis of the modeled material-flow, for
example at the beginning of a simulation experiment, can be
solved by the use of this visualization module. For the
developer of a simulation models, it’s possible in a very
carly state of the simulation project to detect bottlenecks and
a general view on the system’s behavior in a simple way.
This environment can also be used for simulation projects,
which focus more likely on numerical analysis than a
realistic 3D-view on the modeled scene. Thus it’s also
possible in the two-dimensional visualization to interact with
the simulation model during the execution of a simulation
experiment, in order to make the effects taken on the model
visible.

i
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Figure 3: Visualization of a scene in 2D/3D
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The following section describes the implementation of a
method, which allows an online-adoption of simulation
models in d*FACT insight.

METHOD FOR DYNAMIC DETAILING

The implemented solution uses the method of the
inhomogeneous dynamic level of detail (Dangelmaier and
Mueck 2004), whereby the simulation models are available
in different levels of detail. By the use of a dynamic
adjustment of the simulation model during the runtime,
dependent of the users’ position or the behavior inside the
virtual scene and significant process points, it is possible to
ensure the highest possible detailed simulation in the
required accurateness.

The following graduations are intended in this method:

e High level of detail in all areas, the user is putting
his attention on

e High level of detail at process point, where
significant processes happen

e  Middle level of detail in all areas, where the user
could put his attention in the near future

e Low level of detail in all the other areas

A simulation models level of detail becomes dynamically
calculated by the users’ position and his line of sight in the
virtual scene. The users’ behavior is evaluated by different
indicators and depending on the result, an adaptation of the
scenario was accomplished. These adaptations are roled back
into the simulator where they are used for the calculation of
the simulation models level of detail. The level of detail is
independent form the visualization techniques used for the
real-time rendering of the 3D scene, it exclusively relates to
the level of detail of the actually simulation model. These
methods allow a dynamic calculation of the areas which are
under users’ attention, by the interaction of the user and the
virtual environment. By the use of this information the level
of detail for the corresponding areas is derived. Additionally
to the calculation of the indicators, the switching processes
have to be started and calculated. They are switching the
elements of the simulation to the calculated level of detail.

User stimulated switch criteria

For the beginning there are three methods for calculating the
switching point realized which can be used individually or as
combination. Besides the users position within the model his
line of sight is a criteria for the calculation. The third criteria
based is based on the linking of the modeled building blocks
inside the simulation model. Another criteria relates to the
objects inside the virtual scene, which are masked by other
objects and therefore are not visible for the user. These
criteria could only be calculated by the visualization module
and therefore it is inapplicable for a calculation by the
simulation kernel.

Users’ position
A human recognizes the more far objects smaller and in a

lower quality as objects which are near to his position. This
is applicable for three dimensional, virtual environments too.



The more far away objects are getting a smaller watching
focus. Therefore they can be visualized in the lowest level of
detail.

Figure 4: Indication by distance

The distance between the user and a simulation object was
calculated by his position and the position of the nearest
point of the objects surface.

The number of the different levels of detail is variable; any
number distances could be set as boundary values for the
level of detail. Simplifying they become displayed as circles,
within its center the user has his position (compare Figure
4).If there is an object within the inner circle or is cutting the
circle, by the use of this indication method, it should be
simulated in the highest level of detail. Due to the the
probability that a users put his focus on objects close to him,
the quality of this method could be appraised as high.
Furthermore indication by the distance could be calculated
very fast.

MODELLING AND
CHAIN NETWORKS

SIMULATION OF SUPPLY

The execution of the simulation of a complete supply chain
needs the single process steps (distributor and OEM) as a
multilevel simulation model with different levels of detail. A
single distributor has to be described by different detailed
models. Figure 5 shows a cutout of a possible production
network. Distributor A is described by 2 simulation models
with different levels of detail (black-box and level 1). The
number of levels of detail in principle is unlimited.

building block distributor A

S/

machinery 1

machinery 2

Figure 5: Simulation model of the supply chain with
different levels of detail (cutout)
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During the execution of the simulation run, at first all the
model parts of the executing process step (for example of a
distributor within the production network) are simulated at a
high level of detail. The assumption is, that the own
simulation models are relevant. The other process points,
other partners within the integrated supply chain are
simulated on a lower level of detail. If a change which was
made leads to a significant effect in the other process point,
they become simulated by the use of the stimulation of the
marginal values. Therewith the changes made by the user
became presented in best possible way. The working load of
the executing computer describes the upper bound, that is
the fact if the computer has to be working to full capacity
there are no further switching in higher levels of detail
possible, to ensure that the execution in real-time could be
still done.

The multi-user functionality and its assigned rights
management can control the access to potential secret
functions within the simulation model that is in face of a
collective execution of the whole model, a manipulation and
adaptation of the model can be bounded.

CONCLUSION

By use of the implementations presented in this paper,
different opportunities of simulating dynamic switching
operations in detail variant material flow simulation models
are analyzed and realized. For this reason it is possible to
calculate the watching focus of all relevant simulation
objects automatically by the user interactions within the
virtual scene and to put the objects into the appropriate level
of detail.

Through this method it became possible, to simulate and
visualize supply chain networks of producing companies in
real time and to ensure the specific security requirements of
the companies. Therewith the consequences of replaning at
single process steps can be made visible and became
recognized before the real implementation. Through the
intensive adjustment of all the involved partners on the base
of the integrated simulation model, all changes within the
supply chain can be coordinated from the first and thus
absorb the modification effects.

By the use of detail variant simulation an additional expense
during the modeling phase is necessary, because the
different model hierarchies of a system has to be
represented. The research focus in this area currently lies on
automatization approaches, which should be able to generate
less detailed models by the use of the high detailed model in
an (semi)automatic way. Thus the simulation model builder
could be discharged in his work of building simulation
models.
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ABSTRACT

The laundry delivers clean linen and washes dirty linen of the care units. For well managing this service, the hospital Hotel
Dieu of Clermont-Ferrand sets up its central laundry at the new hospital Estaing. Various parameters influence the behaviour of
this service such as the dimension and allocation of the critical resources. We propose an adaptation of the modelling
methodology ASDI (Analysis, Specification, Design and Implementation) and simulation models to test functioning policies.

INTRODUCTION

Many researchers were interested at the design of
information system for modelling hospital systems. Among
them: (Benanteur et al. 2000) studied hospital logistics;
(Combes 1994) worked on the load of the operating theatre
suites and on the personnel planning. Recently new works
were carried out on the new hospital Estaing (NHE), the
main objective was to model and to simulate the hospital
pool. (Andre 2005) studied modelling and simulation of the
NHE logistics flows; (Gourgand et al. 2005) carried out
simulation models of the brancardage concerning the
transportation of patients; (Chauvet et al. 2005) studied the
management of the NHE and designed, with ARIS, a
knowledge model of the paediatric pool; (Mebrek et al.
2006) have modelled and simulated the imagery pool of the
NHE. This paper introduces the laundry and the transit zone
of the new hospital Estaing and then describes the
modelling methodology adapted to its structure (knowledge
model). Finally action models are presented and compared:
a queueing network model is given as a basis for simulation
models using SIMULA and WITNESS.

MANAGEMENT OF THE LAUNDRY

The laundry is an important logistic service of the hospital.
It insures the distribution of the clean linen and the
collection of the dirty linen in the care units of the hospital
(figure 1). Currently, the nurses of the hospital occupy
themselves of the management of the linen room. This
situation generates an important wasted time within their
care tasks. In the new organization, logistic agents replace
the nurse for the linen task as well as the collecting of dirty
linen, and the distribution of clean linen in the care units of
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the NHE. The transit zone is a small logistic platform which
has three functions: transport, distribution and storage with
inter-modal properties. It is also concerned by the
transportation of meal, drugs and other products.

Clean linen —>
Dirty linen — —>

Laundry
Site

Information #

5n

NHE Transit
Zone

<
<4—

—
|
|
I
|

|
|
I
t

Care Unit 1 Care Unit 2

Care Unit n

Figure 1: Linen flows
MODELLING METHODOLOGY ASDI

In this section, we introduce two concepts: the modelling
process and modelling environment.

Modelling Process

The iterative modelling process (Figure 2) was first
introduced in (Gourgand and Kellert 1991). It is composed
of four steps:

- construction of a knowledge model based on the analysis
and the specification of the system,



- development of an action model, using the knowledge
model,

- exploitation of an action model,

- modifications or actions on the system.

The construction of the knowledge model must be carried
out in collaboration with the experts of the system domain.
This model must remain coherent in time, whatever its level
of smoothness and the evolutions brought to the system at
the time of its use. The objectives must be clearly identified
in order to know the problems to solve. The construction of
the knowledge model consists in collecting and formalizing
the knowledge on the studied system. A functional and
structural analysis formalizes the system in a written form.
The specification must enable the modelling experts and the
system experts to agree about the operations of the system.

Knowledge

System Model

Analysis and specification

Action Translation
Exploitation
Performances Action
Model

Figure 2: Modelling Process

The modelling methodology is mainly based on the
definition of the knowledge model specification composed
of the description of three subsystems and there
interactions:

- the physical subsystem (PSS) consists in the physical
entities providing a service or participating in an operation,
the PSS topology defines the position of physical devices
and their connections,

- the logical subsystem (LSS) contains the transactions
treated by the system and the definition of services and
elementary operations in regard to the treatment of
transaction flows and depending on the entities in the
system,

- the decisional subsystem (DSS) contains the management
policies, resource allocation and system functioning rules.

Modelling environment

The main aim of the modelling methodology consists in
building a knowledge model as generic as possible that
enables the implementation of action models for specific
systems of the domain. The knowledge model remains an
open model that is enhanced by each study of hospital
systems. The knowledge management and the
implementation of action models implies the computer aid
provided by a modelling environment that could be open in
order to include new and accurate methods or tools.
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The modelling environment (Figure 3) helps the user to
exchange information with different partners of the project
and facilitates the design and the implementation of action
models during the phase of information extraction from the
knowledge model. It is an attempt to the automation of the
modelling process using knowledge formalization, data
analysis, characteristic computation, operational research,
evaluation, graphic and animation tools.

The first knowledge model of the hospital logistic system
operations and structure is formalized by means of the
software tool ARIS (Architecture of Integrated Information
Systems), suggested by Scheer (Scheer 2002). This tool is
suitable to describe organizations, processes and activities
(Green et al. 2000), as well as entity relationship models
(Chen 1976). Some parts of the hospital system are
specified with the UML language. An extra simulation
module is available for ARIS, but for graphical needs,
financial, accuracy and policy reasons WITNESS
simulation tool was preferred so as to design and to
implement action models. Let us notice that the information
extraction from ARIS files is not so easy that we may
expect, and let us remark that WITNESS was specifically
designed for industrial systems.

Modelling Process
Management

Modelling Methodology

Figure 3: Modelling Environment
KNOWLEDGE MODEL

We built the knowledge model of the laundry service of the
new hospital Estaing of Clermont-Ferrand using ARIS tool
(Architecture of the integrated Information Systems)
(Scheer 2002) in order to model it in the objective is to
simulate it by using the software of simulation SIMULA
and WITNESS in order to build a graphic model. ARIS is a
modelling tool which is based on the processes.

The laundry process composed of two processes: the clean
linen and the dirty linen. Both processes are described by
event-driven process chains presented in figures 4 and 5.
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Figure 4: ECP of clean linen

Figure 4 shows the diagram of event-driven process chain
(ECP) of the clean linen and (figure 5) dirty linen. The CPE
enables us to give the detailed operation of a process of its
beginning until the end of process as shows it above the
diagrams.
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Figure 5: ECP of dirty linen
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ACTION MODELS

The realized action models are simulation models based on
the following queueing network model.

Queueing Network Model

Figure 6 describes a simplified queueing model. The total
mission duration includes the following times:

- Loading of linen bags into carriage,

- Full displacement (clean linen),

- Unloading of carriage of linen bags,

- Loading of dirty linen bags,

- Empty displacement (dirty linen),

- Unloading of dirty linen bags.

This model is very simple but enable to estimate the
resource utilization rates.

Arrival
linen,
box,
carriage,
meal,
CAL,
CAMS,
pallets

Release Release
linen personnel

Storage Seize Seize Treatment

personnel linen

Release
personnel

Release
carriage

Seize Treatment

carriage

Storage Seize
personnel

Release
personnel

Release
box

Storage Seize Seize Treatment

personnel box

Release Release
CAL personnel

Seize Treatment

CAL

Storage Seize
personnel

Release Release
CAMS  personnel

Seize Treatment

CAMS

Storage Seize
personnel

Release Release
pallets  personnel

Seize Treatment

pallets

Storage Seize
personnel

Figure 6: Queueing network model
The duration of treatments is given by formula 1.
Treatment = Loading + Full displacement (clean linen) +
Unloading + Loading (dirty linen) + Empty displacement
(dirty linen) + Unloading €))

The initial model uses uniform distributions to obtain an
evaluation of various policies (table 1).

Table 1: Distribution of treatment durations

Treatment Duration
Loading Uniform(5; 10)
Full displacement Uniform(10; 20)
Unloading Uniform(5; 10)
Loading dirty linen Uniform(1; 5)
Empty displacement Uniform(3; 8)
Unloading dirty linen Uniform(5; 10)




Table 2 contains the linen quantities for each care unit (CU)
of the NHE.

Table 2: Distribution of quantities (bags)

Care unit Quantity
CU1 3
Ccu2 20
CU3 5
CuU4 18
CUS5 9
CU6 12
CuU7 21
CU8 7
CU9 4

CuU10 15
CU11 13
CU12 19
CU13 20

The main objective of this study is to reasonably increase
the utilization rate of the resources and to decrease the
latencies in the service of the laundry. A lot of data are
collected but many important ones lack, and we need
validated estimations for the NHE. The probability
distributions are not exactly known. The arrival processes
are not Poisson’s processes. We first use uniform
distributions because their parameters are easy to obtain,
they never give unwanted negative durations (a Gaussian
distribution may provide such ones).

SIMULA model

The SIMULA language proved its capacity to facilitate the
design and the implementation of simulation models. It
includes coroutines and processes of the discrete event
simulation. Many existing classes extend the possibilities of
the language. The Gpsss class provides the basic queueing
network objects such as the facility (one server station),
storage (resource, semaphore and stock), transaction
(customer), region of statistics and automatic simulation
report. It can be employed as in GPSS programming but
with all the abilities of an object oriented simulation
language.

Table 3: Partial report of the SIMULA model

The above table gives some results of the SIMULA
programme. It contains the utilization rate of the personnel
and of the linen carriages, the number of transactions
carried out in the laundry and some average values and
durations. Triangular and truncated Gaussian distributions
have been tested, and they provide thinner confidence
intervals. This model gives the highest priority to truck
unloading by the logistic agents and it is more detailed than
the following one.

WITNESS model

For the WITNESS action models, we tried to apply this
industry tool to the hospital domain in defining a relation
between knowledge model entities and WITNESS elements.
The main flow elements are the missions, they may be
represented by articles and they are characterized by two
attributes: a mission kind and a transport mean. We use the
following principle: the linen and carriages of linen are
represented by articles entering in a stock then we represent
the destination care units by machines, their processing
times are defined by probability distributions according to
table 1.

cut

Figure 7: WITNESS model

When the truck arrives early in the morning, it deposits the
linen bags represented by articles in the transit zone
represented by a machine then the agents represented by
resources (OP1) come to take the bags of clean linen in the
transit zone then distributed to the different care units
represented by machines with appropriate quantity (table 2),
then the agents collect the dirty linen bags and return to the
transit zone.

Table 4 contains the results of the WITNESS model. They
concern the articles: a number of entries (Entries) an
average response time (AVRT), and the resources:
utilization rate (%Util) and the average utilization time
(AVUT).

Table 4: Partial results of the WITNESS model

* storages *
Kk ok ok ok ok ok ok ok ok ok ok
avg. avg.time contents
entries contents transit now max capa util.
carriagelL 13 1.00 36.78 0 2 2 49.81%
personnel 26 1.87 34.58 0 4 4 46.82%
* regions *
Kok ok ok ok ok ok ok ok ok ok
avg. avg. time contents non-zero
entries contents transit now max transit
LoadL 13 0.21 7.80 0 2 7.80
MoveCL 13 0.41 15.15 0 2 15.15
UnloadL 13 0.21 7.79 0 2 7.79
MoveDL 13 0.16 6.05 0 2 6.05

ARTICLE: CarriageL

RESOURCE: OPERATOR OP1

Entries
AVRT

13
21.83

%Util
AvUT

47.76
21.33




Comparison of models

The results of the action models of the laundry concern
specifically the personnel resource OP1. The table 5
presents: a minimal value (Min), a maximal value (Max), a
mean value (Mean-value) and a confidence interval [Inf,
Sup] at a 5% risk. Each simulation model provides 100
replications. Finally we can say that the WITNESS model
provides a utilization rate ranging between the minimal
value and the maximum of the SIMULA model. Of course,
a lower risk gives larger intervals.

Table 5: Comparison of both models

OP1 SIMULA WITNESS

Min 42.11 43.79

Max 50.04 52.8

Mean-value 45.64 46.41

[Inf, Sup] 45.24, 46.04 47.32,48.49
CONCLUSION

We have introduced a methodology for hospital logistic
modelling and simulation of the NHE laundry service.
SIMULA is initially used for validation purpose of other
simulation models but it is more efficient and accurate to
model resources, stocks, delays and to more easily provide
suitable statistics than WITNESS. The decision-making aid
tool, realized with the Gpsss class, automatically determines
confidence intervals for the utilization rate of resources and
mainly for the agents of the NHE transit zone depending on
various parameters. The WITNESS model provides a
graphic interface with animation of the missions in each
care unit. Finally this paper gives a first model version of
the operation service laundry, with a perspective to study
several management policies as well as using more realistic
estimated data.
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ABSTRACT

In many complex processing systems with limited re-
sources, fast response times are demanded, but are sel-
dom delivered. This is an especially serious problem in
healthcare systems providing critical patient care. In
this paper, we develop a multiclass Markovian queue-
ing network model of patient flow in the Accident and
Emergency (A&E) department of a major London hos-
pital. Using real patient timing data to help parame-
terise the model, we solve for moments and probability
density functions of patient response time using discrete
event simulation. We experiment with different patient
handling priority schemes and compare the resulting re-
sponse time moments and densities with real data.

INTRODUCTION

It is a goal universally acknowledged that a healthcare
system should treat its patients — and especially those
in need of critical care — in a timely manner. How-
ever, this is often not achieved in practice, particularly
in state-run public healthcare systems that suffer from
high patient demand and limited resources.

In the United Kingdom, there has been much public
concern regarding patient waiting times in the National
Health Service (NHS). For example, in a recent King’s
Fund report, improved waiting times for patients in Ac-
cident and Emergency departments and for cancer and
cardiac patients are identified as two of the public’s top
four priorities for public healthcare in the UK [9].

In response, the UK government has introduced perfor-
mance targets for the NHS, many of which are driven
by response times — in 2004/2005 NHS performance rat-
ings were based on eight key targets, six of which in-
volved patient waiting and treatment times. Currently
NHS Trusts are assessed against a broader set of core
standards, but these still incorporate existing response
time targets. For example, 98% of patients should spend
4 hours or less in an Accident and Emergency (A&E)
department from arrival to admission, transfer or dis-
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charge. Although the vast majority of Acute trusts have
managed to achieve a 95% threshold (assisted by inno-
vations identified by the Emergency Services Collabora-
tive such as “see and treat” schemes for minor injuries
and near-patient testing [6]), 44% of Acute trusts are
still failing to meet the 98% target [4]. This reflects
the difficulty that many departments are experiencing
in making further efficiency improvements [3]. This may
be due, in part at least, to a lack of appropriate per-
formance models and other systematic procedures for
locating non-obvious capacity bottlenecks [6].

In this paper, we formulate a (simplified) hierarchical
Markovian queueing network model of patient flow in
the A&E department of a major London hospital. Us-
ing real patient timing data to help parameterise our
model, we compute moments and densities of patient
treatment time using a discrete event simulation. We
investigate the impact of giving priority treatment to
different classes of patients, and compare the resulting
response-time densities and moments with real data. We
believe this work represents an important initial step
towards the creation of a formal modelling environment
for patient flow in hospitals that will allow hospital man-
agers to assess the response-time impact of different re-
source allocations, patient treatment schemes and work-
load scenarios, and thereby to implement optimised pa-
tient flow pathways.

The idea of modelling health service departments is, of
course, by no means new. Several studies have been
made of patient flow in hospitals in general [7, 8, 15] and
Emergency departments in particular [1, 2, 11, 12, 13,
5, 14]. However, these studies have had limited success
and subsequent impact for two main reasons. Firstly,
there has been a lack of sophistication in the models
used (mostly simple discrete event simulations and very
high-level queueing models), and in the analysis tech-
niques applied (mostly aimed at computing simple re-
source based measures such as utilisations and mean
response times). Secondly, existing models frequently
remain unvalidated using real waiting time data, since
collecting this data was until recently a time-consuming,
expensive, manual operation. We now have a prime
opportunity to take advantage of the detailed patient
waiting time data automatically collected by all A&E
departments in England to monitor compliance with



government targets (describing time of arrival, various
treatment times and time of discharge for every patient).
The remainder of this paper is organised as follows. The
next section describes our multiclass Markovian queue-
ing network model of patient flow. The numerical results
section compares actual patient response times with our
simulation results. The final section concludes and con-
siders opportunities for future work.

QUEUEING NETWORK MODEL
Description

Figs. 1 and 2 show the simplified multiclass queueing
network model of patient flow we have developed in
conjunction with an A&E consultant at our case study
hospital. The model takes the form of a hierarchical
network of M/M/m queues. Fig. 1 shows top-level
patient routing with various aggregated servers; their
corresponding lower-level expansions are presented in
Fig. 2. Our queueing model has four customer classes:
patients with minor illnesses or trauma (minors), pa-
tients with major illnesses or trauma (majors), patients
requiring resuscitation (resusc) and patients that have
yet to be classified (assessment). Customers can change
class as they proceed through the system. In the top-
level model there are two forms of patient arrivals: walk-
in patients who come into A&E via their own transport
and patients that arrive by ambulance.

Walk-in Patients

These patients enter via the A&E waiting room where
they are registered at reception. The receptionists route
each patient into one of three queues: patients with a
clear case of minor trauma are placed in the minors
queue; patients with a clear case of a serious illness or
serious trauma are sent to the majors queue; all others
(including all suspected cases of minor illness), are sent
for nurse assessment.

Minors Queue Patients in the minors queue must
first wait for a minors cubicle to become free; the pa-
tient then waits there for a minors practitioner (either a
minors doctor or a nurse practitioner) to see them. The
minors practitioner can decide to:

e Perform investigative tests and/or scans such as
blood tests and x-rays, or

e Ask for a specialist opinion, or

e Treat (if necessary) and discharge the patient (to
home, their General Practitioner (GP) or to the
pharmacy to pick up medication), or

e Send the patient to be admitted to a (surgical)
ward, or the Medical Assessment Unit (MAU)
which assesses the need for medical admissions.
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Majors Queue Patients in the majors queue wait for
a bed in a majors bay to become free; once there, a nurse
may perform tests (e.g. vitals, blood tests, x-ray) so that
essential information is ready for a doctor. When the
doctor has assessed the patient, (s)he may require a spe-
cialist opinion, request more tests, or send the patient
out of A&E (possibly after treatment) via the routes
mentioned above for the minors queue. Occasionally a
patient may suffer a sudden and rapid deterioration, in
which case the patient is transferred to a resuscitation
bay and is attended to by the resuscitation team. Tests
for both majors and the minors are processed in the
same laboratory and radiology facilities.

Nurse Assessment Patients in the nurse assessment
queue wait for an assessment room to become available;
they then wait there for a nurse who assesses the sever-
ity of their illness or injury. The nurse can send the
patient either to the minors queue, the majors queue or
discharge them out of A&E to a specialist clinic, ward,
GP etc.

Specialists Specialists may be called in by a minors
practitioner or majors doctor. Minors patients are only
referred to “other” specialists which encompass ENT,
Gynaecology and Orthopaedics. Majors patients may be
seen by medical, surgical and “other” specialists. After
assessment, patients are discharged from A&E, either
being sent to a clinic for a more thorough investigation,
being admitted to a ward or being sent to the MAU.

Ambulance Arrivals

These patients are handed over to a nurse from the am-
bulance. The nurse assesses the patient, decides which
queue to assign them to, and sends them either to re-
ception to be registered or straight to a majors bay (as
appropriate).

Blue Call Blue Call arrivals are very seriously ill or
injured patients that require urgent medical attention.
They almost always arrive by ambulance. Such patients
are assigned a resuscitation bay and are attended to
by a resuscitation team. Once stable the patient leaves
A&E, being sent either to an operating theatre, to the
Intensive Treatment Unit (ITU), or to a ward. Patients
who cannot be resuscitated are sent to the mortuary.

Passive resources

Note that, in many cases a patient needs to obtain a
(passive) resource before they can progress along a treat-
ment path. An example is the nurse assessment rooms
(of which there are 5 in our A&E department). A pa-
tient must wait for one to become free before entering
the room for assessment by a nurse. Once the assess-
ment has been completed, the patient leaves the room,
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Figure 1: Top-level of queueing network model of patient flow
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freeing it up for the next patient. Other passive re-
sources include minors cubicles (of which there are 9),
majors bays (of which there are 25) and resuscitation
beds (of which there are 4).

Complexities not modelled

In a real-life A&E unit there are many additional com-
plexities that we have not incorporated into our model.
For example, patients who should be discharged from
A&F to another hospital ward are sometimes held there
even though their treatment in A&E is complete be-
cause there is no bed available for them in the desti-
nation ward. Similarly, patients may be held in A&E
after completion of treatment awaiting an ambulance to
take them home. We have not modelled these blocking
phenomena caused by factors outside the A&E unit.
Patients who cannot walk must be transported around
the A&FE unit and taken to other areas of the hospital
by porters; these are not represented in our model.

We have also had to simplify the nature of the tasks un-
dertaken by various staff. For example, we have assigned
nurses to perform specific tasks e.g. some nurses only
assess patients. In a real A&E unit all the nurses are
trained to perform assessments and treatments and so
provide a more flexible staffing pool. As another exam-
ple, there are many more types of specialist available in
a real hospital than we have modelled. Also staffing lev-
els and patient arrival rates vary throughout the day; we
have used average values in order to simplify our model.
Finally, we have incorporated treatment time into the
time it takes for a patient to be seen by either the doctor
or minors practitioner. Depending on the nature of the
patient’s illness or injury, this may or may not be the
case in an actual A&E unit.

Parameterising the model

We have obtained ethical approval to access detailed
patient timing data collected by our case study A&E
department in a North London hospital. Where possi-
ble, we have used this data to parameterise our model.
In particular, data for the year April 2004 to April 2005
was used to work out mean arrival rates: in that year
there were 70909 walk in arrivals and 26 285 ambulance
arrivals; from experience there are 4 blue call arrivals a
day — giving us mean arrivals rates of 8.1 walk in arrivals
per hour, 3.0 ambulance (but not blue call) arrivals per
hour and 0.167 blue call arrivals per hour. Where possi-
ble, we used the data to derive patient routing probabil-
ities and mean service times; where this was not practi-
cal, we have used estimates provided by an A&E consul-
tant, who has also checked the patient flows. Staff and
resource numbers were provided by the hospital. Since
there are different staffing levels throughout the day, we
have taken average values (see Figs. 1 and 2 for staff
numbers and service rates).
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NUMERICAL RESULTS

We now compare numerical results from our discrete
event simulation (written in Java) and real data.

Mean and variance of patient response time

Table 1 compares the first two (central) moments of pa-
tient response time for various types of patient arrival
(Walk-in, Ambulance and Blue call arrivals) as calcu-
lated using our discrete-event simulation. The simula-
tion results presented are the average of ten runs. Each
run includes a transient period during which 2000 000
patients move through the system (and during which
passage time statistics are not collected), followed by a
measurement period which lasts long enough to observe
10000 passages of Blue Call arrivals through the sys-
tem; in this period around 485000 passages of Walk-in
arrivals and 180 000 passages of Ambulance arrivals are
also observed.

Three different patient priority schemes are analysed:

e No Priority in which First In First Out (FIFO)
queues are implemented,

e Majors Priority in which majors patients are given
priority at the shared resources (lab tests, radiology
and “other” specialist), and

e Minors Priority in which minors patients are given
priority at the shared resources.

From Table 1 it can be seen how giving priority to the
majors class seriously degrades the waiting time of the
walk-in patients (in terms of mean and variance), which
are predominantly minors. By contrast it might appear
that seriously injured or ill patients arriving by ambu-
lance actually benefit from giving minors priority. In
fact both ambulance and walk in arrivals under minors
priority are seemingly treated quicker than even a no
priority system. However, this interpretation may be
misleading: a significant proportion of ambulance ar-
rivals end up as minors (about 35%) and their benefit
outweighs the penalty suffered by the majors that arrive
by any means. Conversely, the walk-in major patients
are highly penalised because relatively few walk-in mi-
nors patients switch to majors (about 16%). A sepa-
rate comparison of ambulance arrivals that are treated
as majors throughout their stay against walk-ins that
are treated as minors throughout, i.e. neglecting any
patients that change class, will reveal the true effects of
changing between majors and minors priority. However,
it must be remembered that the most important statis-
tics to the individual patient concern their own time
spent in hospital, regardless of the class to which they
may be assigned.

Table 2 shows the first two moments of patient response
time for various types of patient arrival (Walk-in, Am-
bulance and Blue call arrivals) as actually observed in



Walk-In arrivals | Ambulance arrivals | Blue Call arrivals
E[T] | Var[T] E[T] | Var[T] E[T] | Var[T]

No Priority 2.86 | 8.57 2.77 | 5.28 2.08 | 4.19

Majors Priority | 5.15 | 37.22 3.48 | 17.19 2.06 | 4.12

Minors Priority | 2.05 | 4.05 2.63 | 4.82 2.07 | 4.15

Table 1: Mean and variance of response times (in hours) for walk in, ambulance and blue call patients under major,

minor and no priority schemes.

Walk-In arrivals | Ambulance arrivals | Blue Call arrivals

E[T] | Var[T] E[T] | Var[T] E[T] | Var[T]
2002/2003 | 3.22 | 13.03 5.69 | 23.40 4.18 | 26.95
2003/2004 | 2.46 | 4.98 4.22 | 9.73 2.43 | 4.81
2004/2005 | 2.04 | 2.54 3.14 | 4.49 2.09 | 3.37

Table 2:

the A&E we have modelled. Figures are reported over
three annual reporting periods (2002/2003, 2003,/2004
and 2004,/2005), where each reporting period begins on
1 April and ends on 31 March the following year (co-
inciding with the hospital’s financial year). One can
readily observe the effect of the introduction and subse-
quent tightening of patient response time targets. The
practical effect of this has been to move from a system in
which majors are given priority treatment to a system in
which minors are (to a large degree - since the majority
of patients in A&E departments are minors patients)
given priority treatment. Indeed, the trends observed
(with associated reductions in the mean and variance of
patient waiting time) are consistent with those we ob-
serve when moving from a majors priority to a minors
priority schemes (cf. Table 1).

When comparing mean patient response times from
our minors priority simulation model with the observed
2004/2005 figures, we observe differences of 0.5%, 16.2%
and 1% for Walk-in, Ambulance and Blue call patients
respectively. The relatively large disagreement between
ambulance arrival actual treatment time and our simu-
lation may be due to the lack of blocking phenomena in
our model, which will mostly delay ambulance arrivals.
However, the close agreement for Walk-in and Blue call
arrivals is promising, considering the many simplifying
assumptions we have made.

Densities of patient response time

Figs. 3, 4 and 5 show the simulated vs. actual patient re-
sponse time densities for Walk-in, Ambulance and Blue
call arrivals respectively; note that the curves corre-
sponding to the no priority system lies in between the
curves for the majors and minors priority systems, also
note the peaks in the 2004/2005 actual patient response
time densities corresponding to the four hour target.
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Observed mean and variance of response times (in hours) for different classes of arriving patient.

CONCLUSION AND FUTURE WORK

In this paper, we have used a simulation model to pro-
vide some insights into the effects of prioritising differ-
ent classes of patients in a real A&E unit. We have
found that the (seemingly socially unacceptable) priori-
tisation of treatment for minors (i.e. patients with minor
illness or trauma) over majors (i.e. patients with severe
illness or trauma) can lead to the counter-intuitive out-
come that mean response times for ambulance arrivals
are not adversely affected (in fact they are slightly im-
proved), while mean response times (and corresponding
variances) for walk-in arrivals are dramatically lower.
This is a particularly interesting result in light of UK
government waiting time targets, which encourage the
prioritisation of minors.

In the future, we intend to incorporate more realistic
assumptions into our models. For example, the arrivals
process at a real hospital is non-stationary and is more
bursty than a Poisson arrivals stream. Also, our model
does not yet represent the “rising panic” phenomenon
that occurs in real A&E units whereby patients are sub-
ject to higher and higher priority treatment as they ap-
proach the four hour waiting time target. Some progress
towards modelling queues where the priority of a cus-
tomer increases with the time spent in-queue was made
by one of the present authors in [10]. There a queue
was represented by an ordered set of current customer
sojourn times. This has led to a uniform way of deriv-
ing response time distributions under various queueing
disciplines and a rather complex, untested approximate
route to deadline queues. We will tailor this approxima-
tion to our problems.
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ABSTRACT

A capacity planning simulation program was developed to
assist in the management of the diagnostic nuclear medicine
service in a large teaching hospital in the north of England.
The application is configurable and could be applied to the
modelling and simulation of other services. The aim was to
provide a tool for managers to make informed decisions
about resource utilisation with the objective of reducing
waiting times for patients requiring the service. It has also
been used to estimate the changes in work patterns
necessary if the service is expanded. The paper describes
the architecture of the application, its modes of operation
and presents a preliminary study. An outline of future
development is given.

INTRODUCTION

The nuclear medicine facility at Bradford Teaching
Hospitals NHS Trust (BTHNHST) has two Gamma
cameras located in the Department of Medical Physics, one
with Positron Emission Tomography (PET) capability. In
the 12 months to April 2003, 3835 patients were scanned.
Forty-five different scanning procedures were used, some
of which required follow-up scans either the next day or at
longer intervals. Some scans require multiple follow-ups.
The department serves a large area of West and North
Yorkshire with a population of over 600 000. Four
technical staff routinely work in the nuclear medicine
section, augmented from time to time by locum staff.

Scheduling patients from the waiting list into weekly
timetables is a demanding task because of the complex
timing involved in the procedures and difficulty of
assessing priority order in the waiting list. This task is
currently carried out manually by one of the senior
technical staff.

A recently completed development of the BTHNHST
included three new surgical wards and a possible future
expansion of the geographical referral area and this
emphasised the need for powerful management planning
tools (Austin and Boxerman, 2003). The development of a
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capacity planning model was commissioned, with the brief
of being able to simulate the current service with reasonable
fidelity, to assist with managing resource utilisation to
reduce waiting times and to provide estimates of the service
changes needed to accommodate forthcoming increases in
demand.

Some beneficial side-effects of the model-building
procedure were anticipated: further systematic development
of the process (e.g. rationalising codes which refer to
procedures) and a software tool for time-tabling patients.

THE PROCESS TO BE MODELLED

The first step was to produce narrative and process flow
models of the operation of the nuclear medicine section.
This was considerably facilitated by a concurrent initiative
to achieve ISO 9000:2000 certification.

Both out-patients and in-patients are referred to the
service by a consultant, a primary care trust or another
hospital. Patient studies are scheduled on a weekly basis
about three weeks in advance. In this period, patients are
notified and invited to attend at an appointed time. At their
appointment, a patient will typically be given an injection
of pharmaceutical material and asked to wait for a specified
period of time (the ‘latency’). There will then be time spent
while the gamma camera completes a scan. After the scan,
the images are viewed by a radiologist and a report
generated within 48 hours.

There are many constraints on the process, of which a
sample are:

& Only appropriately qualified staff can administer
injections;

& Patients must be accompanied by a member of staff
while they are being scanned in the camera (for
paediatric scans, two members of staff must be
present during the injection phase);

& Some procedures must be carried out using a
specified camera.

& Some scans often need to be repeated;

& Some procedures are required at short notice and so
are not pre-booked. A certain number of sessions are
allocated each week for a ‘drop-in’ service.

& Some scans must be completed within a short period
of the request being made.



& Some tests are in two parts, e.g. an exercise stage and
a resting stage. These are usually scheduled for the
same week, but on different days.

All patients must be seen within 6 months of referral.

THE CAPACITY PLANNING MODEL
Choice of simulation environment

The process is essentially a multiple queuing process (one
queue for each procedure) with finite, cost-limited
resources for processing the queues. Following current
scheduling practice, it was decided to work on a discrete-
time interval of one week. Several commercial simulation
tools are available for discrete-time simulation, and some
examples of their use in clinical management have been
published (see for example: Lowery (1996), Price and
Harrell (1999), Standridge 1999). While these systems
undoubtedly work well in some settings, the nuclear
medicine process involves such complex constraints on the
scheduling process that it was decided to write a dedicated
simulation tool. This would also give the flexibility to
include at a later date, such additional tools as fuzzy
reasoning and, possibly, integration with the patient
management system in use in the department.

Program architecture

The program architecture is shown in Fig. 1.

Top-level

interface

Resource / demand
interface

Waiting list
interface

Simulation
interface

Data abstraction layer

Data-base

Figure 1: Architecture of the application

The program is written in Borland Delphi and uses the
Firebird database (Borrie, 2004). In its current form it is
intended to be a desktop application, but could easily be
converted to networked client/server operation. Although
the application was designed for the nuclear medicine
process, it is highly configurable and could be applied to
other resource management problems which have a similar
underlying structure.

Top-level interface

The top-level interface manages user authorisation and
logon, basic initialisation and access to the other modules
via menu options.

Resource / demand interface

It is assumed that three types of resources are required:
personnel (‘staff’), room space and equipment. Each
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resource has two configuration tables. The first is used to
define the range of resource types which are utilised, the
second defines the actual instances of those types. For
example there are two staff types, namely those who are,
and those who are not, qualified to administer injections.
Once these two types are defined, the actual staff list can be
prepared, showing how many of each type are available.
Similarly, there are four Room types, an injection room, an
exercise room, a camera room and a camera room with
PET. In the preliminary studies reported here, no
equipment (e.g. accessories for the cameras) was defined
because it is not capacity limiting, but in future studies it
will be included. For each instance of a resource, the actual
hours which are dedicated to the process being studied can
be set. So, for example, the senior staff responsible for
managing the service do not devote as many hours to
scanning patients as do other colleagues.

The demand is set by detailing each procedure to be
carried out. The many parameters include: times taken for
injection, scanning, minimum and maximum latency and
whether there is a follow-up procedure; the frequency of
occurrence, a weighting factor which is used to assign the
urgency of the procedure and the maximum permissible
time a patient can be allowed to wait on the list.

Waiting list interface

This module allows the user to initialise, view and edit
two lists — live and simulated. The live list allows reference
to the actual patients waiting for appointments. This could
be integrated into the patient management process.

Simulation interface

The simulation interface controls the configuration and
progress of the simulations. Default simulation
configurations are retrieved — or built — from information
saved in the database in the resources/demand module. The
number and availability of resources, and the level of
demand can all be modified before a simulation run and
each such ‘scenario’ stored in the database for future use.

The outputs of the simulation include graphs of the
available resources (discounted to allow for staff breaks,
camera downtime, etc) and of the percentage utilisation of
the resources. The numbers of patients seen, the number on
the waiting list at the end of each week and the approximate
waiting time are also shown. Tabular results include the
numbers of each of the procedures completed week by
week, and the totals.

All the usual graphical features are available: rescaling,
zooming, scrolling, etc.

Two modes of simulation are provided: ‘simplified
dynamics’ and ‘detailed scheduling’. In the former, certain
assumptions are made which allow a faster, but slightly less
accurate, simulation of the process, with no information
about exactly when during a week a particular procedure
has been scheduled. The key assumptions relate to those
resources which are /imiting (e.g. it is assumed that there is
never a shortage of staff qualified to administer injections)
and to the availability of rooms for follow-up procedures.



For example it is assumed that a procedure that needs a
follow-up can always be booked; in real-life this is not
always the case: sometimes such procedures must be
postponed for a week. Only overall resource drain is
summed; no account is taken of whether the patterns of
each scan can in fact be ‘tessellated’. However, the opinion
of the technical staff who manage the service is that these
are indeed reasonable assumptions and exceptions will in
any case be infrequent. The advantage of this approach is
that the time taken for a simulation run is short: a few
seconds for a simulation of a few years. Thus the turn-
round time testing proposed management strategies is short
and several can be thoroughly explored in an hour or two.

In ‘detailed scheduling” most of the timetabling
constraints will be incorporated and a detailed schedule
produced for each week. This approach has a considerably
higher computational burden and simulation runs will take
correspondingly longer. This development is on-going and
in due course, this is expected to be a useful practical tool
for drawing patients from the waiting list and planning the
sequences of scans to be undertaken.

WAITING LIST MANAGEMENT

Building a virtual waiting list, and the process of drawing
subjects from it are critical parts of the simulation. The
likelihood of each procedure occurring per week was
calculated from historical records and is used — in
conjunction with a random number generator — to build the
waiting list. If for example, a procedure was found to be
required 4.3 times per week (on average) then, when
building the list for a week: 4 patients are added; a random
number, R (0 < R < 1), is generated; if R < 0.3, a fifth
patient is added. When this is repeated for all procedures
over the length of a simulation run (typically 2 — 5 years)
the results average out to match closely the historically
observed figures.

Patients are drawn from the top of the waiting list after it
has been prioritised. A priority value is assigned to each
patient on the list, and the list is sorted in decreasing order
of priority. The priority value, P, is calculated as follows:

P = (number of days the patient has already been on the
list) x (urgency weighting factor)

If a patient has been on the list for more than a specified
fraction (default: 80%) of the maximum permitted waiting
time, then 10000 is added to P; (this effectively pushes the
patient to the top of the list, although if there is more than
one such patient, there will still be an ordering proportional
to their actual wait time and the urgency of the procedure.
To resolve any priority values which may be equal at this
stage, a small ( < 1) random number is added to P. This
procedure mimics — more or less — that used in practice.

VALIDATION

The simulation model was validated in two ways. First,
the member of staff most familiar with the routine
management of the nuclear medicine section executed it
under many different conditions and compared it against his
own intuition and experience. This approach could be
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expanded and made more rigorous in future work (see
“Future developments” below).

Secondly, the numerical results generated by the
simulation have been compared with historical records,
using similar initial conditions. The results were
satisfactory, but more work needs to be done, both to make
the comparisons more rigorous and to use more challenging
test data. Ideally, the program would be configured to
match a similar service elsewhere and the outcomes
assessed.

However, the model does not aim to mimic precisely the
historical records, only to demonstrate average capacity and
resource utilisation for specified resources and demand
levels. The main purpose (as noted above) was to provide
insight into the capacity limiting resources and explore
viable strategies for expansion.

Several stochastic factors make precise validation
difficult. Two of the most important are staff absences
(annual leave, sickness, etc) and patients who do not attend
(DNA). It is not our intention at this stage to incorporate
detailed data about staff absence, only to estimate a
discount percentage factor to reflect it. For example, over
the course of a year annual leave and bank holidays account
for approximately 10% of the working life of a member of
staff. The model makes assumptions (clearly not realistic)
that this absence is uniformly distributed throughout the
year and (more realistically) that there aren’t any periods of
time when staff absences make staff availability the limiting
resource. The assumptions are supported by the fact that
current practice is to cover staff absence using staff
overtime, or Jocums if the absence is lengthy. The number
of missed appointments is around 10% but the impact on
the service varies more than this implies. Some of the
missed appointments need to be rebooked, so the patient is
put back on the waiting list; sometimes the request is
withdrawn. If a complicated procedure is missed (say with
several follow-up appointments) the schedule is disrupted
more than if the missed procedure is a simple one.

Other resource outages imply more significant disruption
of the service. For example cameras are occasionally
unavailable due to regular maintenance or breakdown.
Regular servicing is predictable and (in real life) procedures
are scheduled taking these events into account. On the
other hand, unexpected breakdowns imply cancellation and
rescheduling of scans at short notice with consequences for
service provision that are difficult to predict.

Some exceptional events such as camera breakdown can
provide an opportunity to challenge the model providing
that detailed concurrent data is available.

EXAMPLE

As an example of the use of the program, a simulation
was configured which approximately matches the service at
BTHNHST. That is to say, 2 cameras, 4 members of staff
and an average patient throughput of some 80 patients per
week. The simulation models a hypothetical period of three
years.



Figures 2 - 9 show respectively the available staff
resource (person-hours per week) and the percentage
utilisation of the staff; the camera resource and its
utilisation; the variation in demand; the number of patients
seen each week, the number of patients on the waiting list at
the end of each week and the approximate waiting time at
the end of each week.

Initially there were 400 people on the waiting list. In
weeks 1 — 25 approximately 86 patients per week were
added to the list and the same number were seen in the
section, so the number of patients on the list, and the
approximate waiting time were in equilibrium.

In weeks 25-27, a camera failure halved the available
camera resource (Fig. 4), causing the waiting list to grow
and dramatically increasing the estimated wait time (Fig. 9).
In week 46 there was a 10% increase in demand (Fig. 6),
which caused further increase in the waiting list. At week
60, the number of hours in the working week was increased
(Fig. 4), to maximise the potential staff resource utilisation;
this slowly reduced the queue. At week 100 additional staff
resource was made available, but since the camera
utilisation was at 100% throughout, this made no significant
impact on either the waiting list or waiting time. At week

120, the working week was again increased, increasing
capacity and markedly reducing the waiting list.
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It is noticeable that throughout this simulation 100% of
the camera capacity was utilised (apart from the period
when the waiting time fell to zero), suggesting that camera
availability is the limiting resource in this example. In
general, the limiting resource will be affected by the
frequency distribution of the procedures requested by
referrers. For example, increases in child referrals would
put extra load on the staff resource while increases of
referrals for procedures that require pre-scan exercise
would increase demand for space (room) resources.



FUTURE DEVELOPMENTS

For the simulation, patients are currently drawn strictly in
priority order from the waiting list. In practice, the
selection is more complicated and takes into account a
number of other factors. In fact, probably the most
challenging aspect of the scheduling problem is the very
long list of constraints which are applied to the timing of
procedures and the number of factors which are taken into
account in assigning a patient to a position in the waiting
list. In the current version of the application, many of these
factors and constraints are ignored. No attempt is made, for
example, to schedule patients so as to minimise the
pharmaceutical cost; this is taken into account by the
member of staff who currently does this job manually. In
future versions, it is hoped to incorporate more of these
factors, perhaps using fuzzy reasoning.

It became apparent during the process analysis that
several unexpected informal feedback mechanisms are at
work. For example, if the waiting list for a particular
procedure is getting ‘too long’ then the perceived urgency
of this procedure will be increased by staff who timetable
the work and more patients waiting for this procedure will
be scanned to maintain a ‘suitable balance’ of the list. This
appears to make sense in terms of resource utilisation,
because by block-booking a series of patients for the same
procedure, some savings can be made in the preparation of
pharmaceuticals and the absence of the need to reconfigure
the gamma cameras. Also, if the waiting list lengthens,
extra working hours are funded to reduce the list.

A second unexpected feedback phenomenon affects the
referral rate for each procedure. In the existing model these
rates are assumed to be independent variables. In fact some
referrers are aware of waiting times and alter their referring
strategy. For example if the waiting time for a particular
procedure increases, a referrer might make the judgement to
directly refer a patient to a more complex or more
expensive procedure without waiting for the preliminary
result. This judgement is difficult to predict, since it will
depend on the assessment of the patient’s immediate
condition, the costs of various procedures, the risks
associated with any delays and the potential benefits of
early diagnosis. Thus the demand is loosely coupled to the
waiting time for specific procedures.

In the future these kinds of phenomena could be
incorporated in the model, again probably using a fuzzy-
control approach.

Disruption to the service due to camera downtime can
have a significant effect on the number of patients on the
waiting list and the corresponding waiting times. In the
current model this is accounted for only in general terms by
applying an attrition factor to the availability. Thus a
certain percentage of camera time is assumed to be
unavailable due to maintenance. This is currently (and
falsely) assumed to be evenly distributed throughout the
working year. Historical data on breakdowns is available in
the section and more realistic patterns of breakdown could
be incorporated in the model.
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Finally, we would like to carry out more extensive model
validation exercises, including using a modified ‘Turing
test’ approach, where an expert would be presented with
historical records and simulation results and invited to
separate them into piles which s/he consider to be ‘real” and
‘simulated’ respectively (Schruben, 1980). The model has
higher credibility if its results are identified no more often
than chance would dictate.
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ABSTRACT:

Complex systems regroup a considerable number of entities.
The number and diversity of these is determinant for the
evolution of the system. This Evolution is, in particular, by
stochastic relations which link the actors of the system. This
evolution is not very predictable. Our work is centred on the
flow circulation modelling and comprehension that takes
place between the elements of the system. Taking account
of the various specifications of complex systems,
MultiAgent Systems (MAS) represent one of the most
adapted methods for their simulation. It is possible to
represent the emergence of environmental phenomena as the
consequence of the interactions of agents acting in parallel.
A particular flow management application on which we
work is to simulate the circulation of a parasite
(Cryptosporidium parvum) in an ecosystem. The objective
is to better understand the various infection episodes of host
populations (animal or human) under specific constraints.
Given that this parasite is particularly resistant to the
traditional disinfection methods, we want, in the long term,
to produce an autonomous decision-support system in
epidemiology which we have called Meta-MAS. The
objective is to evaluate the factors acting in the parasite
contamination and propagation.

STATE OF THE ART

An important property of complex systems is to regroup a
considerable number of co-acting and interacting entities.
This causes the internal organisation of the system to evolve
in ever more complex ways (Coquillard and Hill 1997).

In fact, the multitude of interactions taking place between a
great diversity of individuals makes the evolution of the
system particularly difficult to predict (Bonabeau and
Theraulaz 1994). To try to address this problem, the
traditional analytical methods are based on two

* The authors thank the NORBERT SEGARD Foundation
for its support.
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complementary points of view (Coquillard and Hill 1997).
Although certain complex problems do not have an
analytical solution (Le Moigne 1990), these two ways of
proceeding have shown their reliability in many
applications. However, they consider the systems in a
partial and incomplete way by taking either a global or local
approach (Coquillard and Hill 1997). The holistic point of
view retains only the dynamic and thus ignores the
subjacent system phenomena which are the result of many
interactions. The reductionist point of view, for its part,
divides the complexity of the system into distinct
elementary components to represent the behaviour of only
one entity which is isolated from the system (Coquillard and
Hill 1997).

The Distributed Artificial Intelligence tools (DAI) propose
to proceed to the modelling of the behaviour of each
element which participates in the evolution of the system
being studied. Their interactions with the other elements
and their environment are also modelled. That allows a joint
observation of the individuals (which are often of several
different types) and population in evolution under specific
environmental conditions (Dupont et al. 2002).

Consequently, it is no longer necessary to have an
exhaustive knowledge of the system which means it does
not have to be entirely characterised. The principle is to
connect a significant number of autonomous entities having
simple characteristics which will enable them to interact
with each other in a specific environment (Dupont et al.
2002; Ferber 1995). At the time of these interactions,
different standard data are exchanged: information, food,
virus, etc... This data transfer can be considered as a flow.
It is the modelling and the comprehension of this flow
circulation in complex systems which is the subject of our
study.

Multiagent systems (MAS) make use of this principle and,
although suffering from a lack of tools for systematic
analysis, seem like the ideal tool for this type of modelling.
A MAS makes it possible to connect local causes (agent
behaviour) with total results (general observation of group
behaviour) and to reflect on how an individual behaviour
can modify the collective one (Ferber 1994; Ferber 1995).

In fact, the MAS enable us to approach the reality of
complex systems by recreating them and also allow us to act
on the characteristics of individuals and the environment.



Our vision of the collective actions emerges from the direct
or indirect interactions between the individuals and the
environment. It is the result of a self-organisation process
during which the environment and the community are
mutually structured (Ferber 1995; Hill 1993). Since we
model only the individual behaviour of agents and their
interactions (figure 1), it is necessary to use a simulation in
order to observe the system in its entirety.

Input (Perception)

Agents in
interaction iy

.y

o

QOutput (Action)
Figure 1: Working of a SMA

A methodical study using scenarios describing a precise
environmental context is achieved using multiple data. This
makes it possible to formulate various hypotheses or
possible decisions and to observe their consequences (Le
Moigne 1990; Hill 1993).

Simulation enables us to manage many parameters for each
entity. This management of the individuals and of their
physiological variations, allow the user to refine the model
with the desirable degree of precision to be as close to
reality as possible (Bonabeau and Theraulaz 1994; Ferber
1995) Modelling then arises from the observation of the
results of the simulation (Hill 1993).

The study presented is within the framework of the
modelling and the comprehension of flow circulation in
complex systems. The exchanges which take place at the
time of the interactions are comparable to a sequence of
data which is transmitted from one point to another in a
communication network i.e. to a flow.

This principle was applied to the parasites flow circulation
between individuals in a natural ecosystem in order to
evaluate the possible dissemination causes.

APPLICATION IN EPIDEMIOLOGY
Problem Specificities

As regards public health and the environment, the problems
involved in water quality are at the forefront of concerns.
Among the pathogenic agents circulating in water and
posing considerable medical problems is an emergent kind:
Cryptosporidium. This parasite can cause serious intestinal
diseases in humans or domestic mammals (Derouin et al.
2002a; Derouin et al. 2002b).
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The contamination is made in a feco-oral way, either in
contact with infected individuals, or via contaminated food
or water. The risk of infection is important for
immunodeficient individuals (Derouin et al. 2002a; Derouin
et al. 2002b).

In farm animals and cattle, the cryptosporidiosis is an
important parasitosis. Indeed, Cryptosporidium is regarded
as the major infectious agent in bovine, ovine and caprine
neonatal diarthoea syndrome, inducing considerable
economic losses on livestock farms (Derouin et al. 2002a;
Derouin et al. 2002b).

Today, molecular biology makes it possible to advance in
the detection and identification of the various species of
Cryptosporidium. However, it is also necessary to progress
in the understanding of parasite circulation in ecosystems.
For that, computer science plays a complementary role for
the tracing of this pathogen in the environment. The
modelling of the circulation of this parasite allows us to
simulate cases of infection in populations present in a given
ecosystem.

The interest of such modelling is to evaluate the influence
of parameters on the general behaviour of a population of
parasites at the ecosystem level. The objective is to design a
computer tool starting from experimental biological data
then making it possible to simulate the circulation of the
parasite in a given environment and to study the ways in
which it could infect a host population (animal or human).
The primary finality of the project is the application of this
modelling in epidemiology. This scientific approach can
also be extended to the study of biotopes. Then, we take
into account the variation of environmental factors
influencing the parasite circulation and the possible
establishment of the parasitosis.

All the necessary data is provided by the team of biologists
working with us on this study and by a bibliographical study
(Derouin et al. 2002a; Derouin et al. 2002b). A data-
processing tool for the simulation of the circulation of the
parasite has been created. Initially, the ecosystem was
restricted to a cattle shed (Bovines in boxes, human
intervention, etc...).

Simulation Archetype

The computer tool, based on the principle of multiagent
systems (MAS), makes it possible to define all the agents of
the ecosystem and their individual characteristics. All the
contacts between agents are also identified and modelled, in
particular the number of exchanged parasites and their
influence on the behaviour of concerned entities. The
influence of the temperature and the humidity as well as the
behavioural variations between the day and the night are
also taken into account. Indeed, the evolution of the agents
is strongly conditioned by these two parameters (fly
reproduction, contacts between the agents...). In fact, the
proliferation of the parasite is favoured during the wet
seasons (Follet 2005), hence the need to consider these
parameters.



All these processes are not fully deterministic, which is
why, to simulate distribution laws, stochastic methods are
called upon.

The difficulty of the model’s conception lies in each entity’s
definition, interactions and in the way in which this affects
each individual’s behaviour (Ferber 1994; Ferber 1995). In
order to establish the computer model, we had to define the
various elements of this circulation. We established a
diagram allowing the schematization of the circulation of
Cryptosporidium in a cattle shed (Figure 2: Modelled SMA
Representation)

Interactions Agents taken into
between agents Account in the SMA
Contact “«—> Well / Tank ]
Production ™ | Transformation Q
agent

The dung/fly contact is symbolized differently because of reproduction of

the flies in the dung.

Figure 2: Modelled SMA Representation

Thus, “agents” and interactions in the form of “contacts” are
defined. An “agent” represents a direct participant in this
circulation and a “contact” represents the circulation route
of the parasite between the actors. Two agent types are
defined: the wells or tanks represent areas where the
parasites are simply carried and the transformation agent
symbolise areas where the parasites actively reproduce.

The bovines are characterised by their capacity to resist
infection caused by the parasite. The ImmunoCompetence
Status (ICS) represents this state by a value ranging
between 0 and 1 (0, slightly immunocompetent, 1, strongly
immunocompetent). With regards to the behaviour of the
bovines with the aggressions of the parasite, we introduced
an evolution law of the number of parasites according to the
ICS and to the ingested quantity of Cryptosporidium. We
will see hereafter that this law differs according to maturity
from the immune system of the host. The other type of
agents (tanks: dung, water, fly) are specified by the number
of parasites that they convey. Certain authors think that the
fly and the watering place are transformation agents. But, in
the biological community, it is usually agreed that they must
be regarded as “tanks” (Follet 2005; Graczyk 2000). Human
action on the environment is also modelled in the simulation
although this does not appear in the preceding diagram
(cleaning of the cattle shed for example).
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Agents and Evolution

The assumptions selected are founded on the literature and
primarily on the data provided by the AFSSA document:
“Quantitative Evaluation of the Medical Risk Related to the
Presence of Cryptosporidium sp. in the water of
distribution” (2002) (Derouin et al. 2002b). Because of a
lack of quantified information relating to the bovines, all the
data concerning the infecting amounts are established
starting from studies on humans, the values being then
transposed to the bovines. We will see hereafter the effects
of this transposition.

The study considers two populations: an immunocompetent
population and an immunodepressive one. Concerning the
immunocompetent population, the data are obtained starting
from the work of DuPont et al. 1995 and Okhuysen et al.
1999. As for the immunodepressive population, a
transposition is made starting from the work completed in
mice by Yang et al. 2000. Figure 3 represents the behaviour
of the bovines (Derouin et al. 2002b) and is used as a
working hypothesis for the realisation of the agents.
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Figure 3: Behaviour of the Bovines




Seasonal Variation and Influence on the Agents

In order to represent the diversity of the climate, we studied
the variation in temperature and humidity according to time
in five French towns as well as possible representations of
the five climate types present in moderate zones. In order to
constitute a model which is as close to reality as possible,
we based our study on the daily data of MéteoFrance for
several years in each of these cities.

We obtained a monthly model of temperature evolution
starting from these data with the interpolation by splines
method which is based on the Lagrange method' but avoids
the oscillations caused by this with certain orders.

We have also to represent the variations between the day
and the night since the data obtained were the minimal,
maximal and average temperature of each day. For each
day, we associate the temperature obtained with Gaussian in
order to reach a random value.

To define each law in one precise moment of a day and to
obtain a constant evolution of the temperature, some precise
details must be brought to our model. Indeed, for the
daytime we consider that the minimal temperature is with
the rising and the setting of the sun with a maximal peak
between 12 o’clock and one o’clock. For the night-time, it
is the reverse; i.e. we consider the maximal temperature
with the setting and the rising of the sun with a minimal
peak between 2 o’clock and 3 o’clock in the morning. Then,
we linearly distribute the temperatures during the day
between the established values by preserving the stochastic
aspect by the Gaussian associated ones. The linear
temperature will be thus near the temperature defined by the
linear curve of figure 4:
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Figure 4: Evolution of the Temperature during the Day

With an aim of modelling the time of the rising and setting
of the sun, we obtained from MéteoFrance these times for
the 21st of each month for many years (because the solstices
appear on the 21* of June and December). We realise these

! Lagrange Interpolation: Distinct points x0, x1,...., xn of a limited closed

interval [a, b]G]R, and a function f defined on [a, b] in values in E , there
is a single polynomial P such as P(xi) = F(xi) fori =0, 1,...., n. This

polynomial is given by:
N
X-x,

P(x)=% | f)]] P
=0 j=0 *: T Ay
T )
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values to be able to carry out an interpolation by intervals to
obtain two curves giving the times of the rising and the
setting of the sun according to the date and to each climate

type.

We used the same method with regard to humidity for each
listed climate type.

These parameters influence the behaviour of the agents. The
fly will move more or less according to the day/night
variations, the watering frequency of bovines is modified
according to the temperature as well as the contact
frequency between the cow and the calf, deaths and births
of the flies are entirely conditioned by these two variables.
The evolution of the group strongly depends on this
temperature and thus of the time of the year when we will
choose to undertake an experiment.

Transformation Agent: the Bovines

These agents are defined by three points: their
immunocompetence status (ICS), the number of oocysts
(parasite infecting stage) carried and number of viable
infectious oocysts carried. Several stages, intervening in the
agent’s behaviour (Figure 3: Behaviour of the bovines),
make it possible to define and make these values evolve.

First of all, the bovines regularly consume a quantity of
water governed by a binomial distribution and the evolution
of the temperature. The parasite being conveyed by water,
the user fixes an oocysts rate per litre of water. Thus, we
determine a number of consumed oocysts (Oc) according to
this contamination. The exposure evaluation of the bovines
results from a combination of the quantity of the consumed
and viable oocysts rising to 40% according to our data
(Derouin et al. 2002b). Then, we estimate a number of
viable oocysts (Ov) by comparing the proportion of 40% to
a probability. Then, Ov follows a binomial distribution law
of Oc parameters and 0.4:

O,, ~ Binomial(O,,0.4) (1)

The probability of an individual being infected is related to
the number of ingested micro-organisms. Each oocyst in
this amount (total number of ingested oocysts) has the same
probability, noted r, to cause an infection. r is different from
1 because the parasite must survive the local defences of the
organism and arrive on the infection site. Thus we define a
law allowing a correlation between infection and the
amount:

Pr(Infection /| Amount) =1— e—rXAmount

2
In order to define the probability r, we introduce the
concept of “Infectious Amount 50” (IA50). It represents the
quantity of parasites causing the infection of half of a herd
of contaminated bovines. The IA50 corresponds to the
amount such as:

e—erASO

Pr(Infection | Amount) =0.5 =1- 3)
We deduce:
_ -In(0.5)
~ IA50 @



The IAS50 is equal to 165 oocysts for an individual resulting
from an immunocompetent population and is established
with 1,96 oocysts for an individual resulting from an
immunidepressed population (Derouin et al. 2002b; DuPont
et al. 1994; Okhuysen and Al 1999). Thus, we have:
r = 0.00419 for an immunocompetent population (ICS = 1)
r = 0.35365 for an immunodepressed population (ICS = 0)
A linear extrapolation enables us to connect the probability
r to the ICS. As follows:

r =-0.34946 x ICS + 0.35365 5)
In reference to figure 3, we notice that it is not because an
individual ingests an infectious amount that it develops the
cryptosporidiosis. The probability of developing the disease
while being a carrier is independent of the ingested amount.
It amounts to 39% for an immunocompetent population and
100% for an immunodepressed population (Derouin et al.
2002b). Variable ICS selected lying between O and 1, by
linear extrapolation, the established relation is:

Pr(Disease | Infection) = p = -0.61xICS +1 (6)
Once ingested, we are interested in the evolution of the
parasite within a cow (calculations are the same for a calf).
It is considered that the cow can carry a maximum of 10°®
oocysts (107 oocysts for a calf). We calculate randomly a
maximum threshold which is specific to each individual
(MaxCowCrypto). This threshold, of which we saw the
interest in figure 3, depends on the bovine health (ICS).

8
MaxCowCrypio = Max(10-. Binomial(10°, 1~ 1CS) (7)

We secure a minimum threshold of portable parasites of 10°
and to obtain a random value around ICS * 10°. We should
then determine the number of infectious oocysts (Oi).
However, according to the equation (2), we have:

Amount = _ln(l_Pr(lnfeCZIOH/Amount))

(2bis)

We can thus calculate an amount according to the
probability p that this amount has to cause an infection. We
take again this law in order to withdraw an amount of non-
infectious oocysts from the quantity of viable oocysts (Ov)
calculated by:

0, = Max(;55, Binomial(qc,0.4)) (1bis)

As in (1), there is a random quantity of oocysts in the
neighbourhood of 40% of the ingested quantity and we limit
calculation to 1% of this quantity. We calculate then the
quantity of infectious oocysts (Oi) in the following way:

®

0. =0, — ~In(p) =0, + 1n(rp) pe[0,1] random

1 1% r

As 1 is connected to the ICS (cf (5)), the larger the ICS is
the more likely we will be to withdraw a significant number
of oocysts from the initial amount. For a given ICS, the
larger the probability p, the smaller the withdrawn number
of parasites and thus the larger the Oi is.
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Due to the quantity of ingested oocysts, the individual can
develop the Cryptosporidiosis. If it develops it the Oi
amount can be lethal. Various rules were defined. The first
determines if the cow develops the Cryptosporidiosis. That
is to say p, a random value, if p is lower than the probability
of developing the disease for a given ICS (cf (6)) and that
the individual has never been sick, then the disease breaks
out. The ingested amount is defined as lethal according to
the ICS: the weaker the ICS is, the greater the probability
that the amount is lethal.

Once the amount was ingested, the quantity of oocysts
follows an evolution law (of exponential type) dependant on
the ICS and on the development of the Cryptosporidiosis. A
sick cow can recover if it is supposed that the introduced
amount is not lethal. In this case, if it reaches the maximum
number of oocysts, we consider that it enters in remission.
On the other hand, a cow dies if the introduced amount is
lethal and it reaches the maximum number of oocysts.

The « Tank » Agents

The “flies” are regarded as “tank™ agents because they are
passive conveyors (Follet 2005; Graczyk 2000). This agent
is defined by the maximum number of oocysts which it can
carry and by the number of viable infectious oocysts
carried. The maximum number of oocysts which a fly can
carry is different for each individual and is defined by:

3
MaxCowCrypto = Max({\srs Binomial(10°,0.8))  (9)

The flies collect parasites in the environment according to
the various interactions in which they take part. Just as
previously, we determine randomly the number of infectious
oocysts (Oi) among the total quantity of collected parasites
(qc). Of course, we respect the proportions given by the
biologists ie. 10% at least and 80% on average of
infectious oocysts per insect after contact with a parasitized
substratum:

0; = Max(% , Binomial(gc,0.8)) (10)

The “dung” is defined by the number of accessible oocysts
on its surface (Oa) and by the number of viable infectious
oocysts carried (Ov). When dung is produced, at least 20%
and on average 90% of the oocysts contained in the dung
(qc) are infectious. The oocysts contained in dung are not
all accessible, only those on surfaces are. It is considered
that at least 1% and on average 10% is accessible:

0, = Max(% , Binomial(gc,0.9)) an
o, .. .
0,= Max(ﬁ,Bmomzal(Ov,O. 1) (12)

The “watering place” is defined by the number of viable
infectious oocysts per litre (Ov). It is considered that on
average 40% of the oocysts found in water are viable with a
minimum of 5% (Derouin et al. 2002b). Moreover, the



viable oocysts are all regarded as potentially infecting
(weak® and safety” hypothesis).

0, = Max(g—(c) , Binomial(gc,0.4)) (13)

Modelling of Interactions

Each interaction proceeds between two agents of the
environment. These interactions are comparable with
contacts at the time during which a flow of parasites is
exchanged between the concerned agents. We determine for
each contact a transmitter and a receiver of oocysts. Several
scenarios are possible depending on the actors of the
contact: the bovines drink (contacts Water — Bovine), flies
land on the muzzle of the bovines, flies land on dung (the
fly contaminates the dung or conversely), bovines defecate
(contacts Bovine — Dung) and the calves suck or the cows
lick them (contacts Bovine— Bovine)

Emission of the Watering Place

The information, received from the biologists, enabled us to
know the various data which we needed on the watering of
the bovines. They are resumed in the table below:

Table 1: Data on Bovine Watering

O _transmit = Max(?—(‘;, Binomial(Ov,O.S)) (15)

We then subtract the number of transmitted oocysts from
the number of oocysts present on the fly.

Emission of the Bovines

The bovines emit parasites into the environment through
their dejections because Cryptosporidium reproduces in the
digestive system. Then the quantity of oocysts depends on
the weight of defecated dung which we will note hereafter
as “dung_weight” calculated in grams of faecal matter
(FM).

Table 3: Data on Faecal Matter of the Bovines.

Average Minimal Average
Minimal Maximal Qt & of quantity of | quantity of
Agents | Qty of FM | Qty of FM ¥ oocysts oocysts
FM  by| . .
by dung by dung ejected by | ejected by
dung
dung dung
Cow | 200g 700g 350g 5% 30%
Calf 100g 300g 175g 5% 30%

From these data we define the following table:

Table 4: Calculation of the Quantity of Transmitted Oocysts
When the Bovines Defecate.

Minimal Maximal | Average Minimal Average
quantity of | quantity of | quantity of | quantity of | quantity of
Agents | absorbed absorbed | absorbed oocysts oocysts Contact | dung weight Q_transmissible | Q_transmit
water by | water by | water by | ingested ingested Cow Max(200, O* Max(O_transmissible
catch catch catch by catch by catch — binomial(700, dung_weight /20,binomial(O_trans
Cow 2 litres 20 litres 10 litres 20% 80% Dung 0.5)) /1000 missible, 0.3))
Calf 1 litre 10 litres 5 litres 25% 90% Calf Max(100, Oy* Max(O_transmissible
— binomial(350, dung_weight /20,binomial(O_trans
Dung 0.5)) /500 missible, 0.3))

For each interaction, the emission procedure determines
successively the water quantity which is absorbed by the
bovines (Q_drink), the number of transmissible oocyst in
this water quantity (Q_transmissible) and the number of
oocysts really transmitted by water, i.e. ingested by the
recipient agent (Q_transmit). We represent by Ov the water
contamination in number of parasites per litre. According to
data stated above, we have:

Table 2: Calculation of the Quantity of Transmitted Oocysts
at a Watering Time.

Contact Q_drink Q_transmissible Q_transmit

Water Max(2, Q_drink*Ov Max(Q_transmissible/
— binomial(20, 5,binomial

Cow 0.5)) (Q_transmissible,0.8))
Water Max(1, Q_drink*Ov Max(Q_transmissible/
— binomial(10, 4,binomial

Calf 0.5)) (Q_transmissible,0.9))
Emission of the fly

The fly has three possibilities to transmit the parasites
which it conveys (Ov). It lands on the muzzles of cows or
calves or on dung and contaminates them. For each one of
these interactions, we suppose that at least 10% of the
oocysts are transmitted and on average 50%:

ZA hypothesis is known as safety if its adoption tends to over-estimate the
risk.

3 A hypothesis is known as strong if the authors consider that this
assumption is not realistic; it is known as weak if not.
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As for the fly, we subtract the transmitted quantity from the
number of occysts present in the transmitter.

Dung Emission

The dung can transmit oocysts to the fly which lands there.
It is thus necessary to calculate the number of attainable
parasites on the surface (Oat) for each dung. It is estimated
that at least 1% and on average 20% of these transmitted
oocysts by the bovine (Ot) are attainable on the surface:

Binomial(O,,0.2)) (16)

_ %

Oal = Ma.x(m N
The dung can transmit part of these attainable parasites to
the fly (qc). It is estimated that the fly at least collects 5%
and on average 50% of the attainable oocysts on the dung.

Then the following calculation is obtained:

qgc = Max(% . Binomial(0,,,,0.5)) a7

SIMULATIONS RESULTS
Scenarios Establishment

We placed in the cattle shed 5 cows, 5 calves and 5 flies;
cows and calves having each one an ICS growing (of 10
into 10: from 60 to 100 for cows and from 20 to 60 for
calves). Cattle shed cleaning once per day is symbolised by




the elimination of the oocysts in the environment. Lastly, we
carry out simulations over approximately ten day periods.

We set up six types of scenarios in order to give a first
series of brief replies to the biologists and also with the aim
of testing the precision of the software. Each scenario is
carried out 20 times.

Scenario A, relates to the arrival of oocysts only via water
by the distribution network at a rate of 5 oocysts per litre in
continuous flow. In scenario B, the arrival of oocysts is
done by the flies. We enter 10 oocysts per fly so there are a
total of 50 oocysts in the cattle shed at the start of the
simulation. Scenario C relates to the arrival of oocysts by
the cows: each cow carries 10 oocysts which makes a total
of 50 oocysts. The three following scenarios correspond to
the arrival of oocysts by calves. With scenario D, it is a 6th
calf from outside the cattle shed which brings 50 oocysts;
we vary the ICS of this 6th calf from 0,2 to 0,6. Scenario E
takes into account the arrival of oocysts by a calf from the
cattle shed having an ICS of 0,2. As for scenario F, it
consists in varying the quantity of oocysts carried by a calf
having an ICS of 0,2. We test 25, 50, 75, 100, 500 and 1000
00Cysts.

Results and Contributions of the Scenarios

The six scenarios previously quoted provide different
information in relation to the role of the
immunocompetence status (ICS) of the vector and of the
host and in relation to the number of oocysts entering the
system.

The results obtained show that the livestock can be infected
by Cryptosporidium, that the oocysts are conveyed by water
or by flies (scenario A, B). Indeed, as we can see in Figure
5, the whole population was infected. Moreover, the calves
1 and 2, which have respectively an ICS of 0,2 and 0,3, died
most of the time (as the red cross indicates on the graphs).
The number of oocysts decreases progressively with the ICS
level for the calves. For the cow, we can see that the number
of oocysts is low and about the same for the whole
population.

Scenario A Scenario B

Oocysts Number
Oocysts Number

N SR S
o Qé‘w@*‘ St S S S

()7>\h (ﬁ{’@

AT \"/ \'5 \5\ \"J
St P PP PP

N
& ot o s NNy

Figure 5: Logarithmic Graphs of Scenario A and B Average
Results

So the adult cows, whatever their ICS is, always present a
restricted quantity of parasites, without reaching a sufficient
quantity to result in death. On the other hand, in the calves
whose ICS is lower than 0,4, the parasites develop until
reaching a mortal amount. The host ICS as well as the
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immune system maturation seems to play a role in disease
development.

When the parasite vector is represented by an adult cow
with an ICS higher than 0,6 (scenario C), the restricted
quantity of parasites observed in the adult bovines is non-
existent. This would suggest an elimination of the oocysts
or a parasitic viability loss due to the immune system of the
cow which carries them. In the same way, the number of
oocysts found in calves is very low even null. The
dissemination by the flies here is largely reduced since
accessibility with the oocysts in the faecal matter is low
even null.

From the preceding scenarios, it is highlighted that the ICS
of the vector plays a considerable role. In order to confirm
this observation, scenario D was elaborated by using a 6th
carrier calf. If the initial calf, carrier of the parasite, presents
an ICS higher than 0,4, then the parasitic development in
the ecosystem no longer presents sufficient numbers of
parasites to result in death, even for the herd calves having a
weak ICS (Figure 6). Thus, this would confirm that the
animal ICS in which the parasite develops is an important
factor in the dissemination of the parasite.

Oocysts.

Scenario D, ICS=20%
Number

Scenario D, ICS=30%

IR
R NI AR
g S A *f F P Ff F

IR
s &
P & O

e S

Oocysts.

Scenario D, ICS=40%
Number

Scenario D, ICS=50%

N

R AR Rt

NP P P\
(SRS

Scenario D, ICS=60%

R IR
f S PP PP P

[SEERCS S <

Figure 6: Logarithmic Graphs of Scenario D Average
Results

Scenario E shows that in spite of the bovines’ capacity to
allow the multiplication of the parasite, the amplification of
the number of oocysts does not influence the final destiny of
the herd. Indeed, if the vector is a calf having an ICS of 0,2,
the result is then the same as with an introduction of oocysts
by water or flies (scenario A and B).

The last evaluated scenario (scenario F) aims at determining
the importance of the number of parasites present in the
initial carrier calf (with an ICS of 0,2) on the risk of
cryptosporidiosis in the herd. The results obtained confirm
the assumption suggested in scenario D. Thus it would not
be the number of parasites which arrives in the system
which is important, but the host ICS at which it develops.



CONCLUSION AND PERPECTIVES

For a few years, the evaluation of the risk related to the
presence of Cryptosporidium in the environment has
represented an increasing pole of interest. Authors like
Warbler et al. (Warbler et al. 2004) developed a method for
the evaluation of risks concerning the French human
population. The computer modelling which was
accomplished in this study relates more to an epidemic
problem in a breeding circle, but it could be adapted to
problems concerning human health.

In order to build our model, many working hypotheses had
to be posed and remain debatable. An evaluation of the
risks was taken into account. All the hypotheses were
postulated starting from the literature and expert knowledge
(Derouin et al. 2002a; Derouin et al. 2002b).

With the results obtained and their analysis by the biologists
as well as the comparison with the bibliographical data, the
model seems to faithfully reproduce the circulation of
Cryptosporidium in the restricted environment of the cattle
shed. The qualitative results concerning the role of
immunocompetence status (ICS) compared to the parasitic
development corroborate the bibliographical data (Subdued
et al. 1984; Holten-Andersen et al. 1984). In this study, the
role of dipterous in the dissemination of the parasite is also
highlighted. These observations reinforce the assumption of
passive transport of the oocysts already under consideration
by Graczyk et al. (Graczyk et al. 2001). In addition, the
scenarios enabled us to test the robustness and sensitivity of
the software. Indeed, we showed the emergence of recurring
group phenomena like the ICQ threshold appearing in
several scenarios. The appearance of isolated events due to
the wvariation of the initial parameters also could be
observed. However, according to biologists, these events
correspond in their frequency and their form to the random
element which we find in nature.

The evolution which we propose comes as an addition to
this first basic model like a system of a higher nature able to
supervise it. This meta-system, called Meta-MAS, retroacts
on the initial data by proposing new scenarios. The finality
is to extract the causes from emergent events while
retroacting on the characteristics of the individuals and the
environment. So, the Meta-MAS modifies the evolution of
the system and is able to observe and quantify these
modifications.

It makes hypotheses on the origin of particular flow
propagation. Its hypotheses were checked and the model
reaction is again tested in order to evaluate the repercussion
of a change of parameters. This will make it possible to
increase the knowledge we have on the parameters and the
role of their interactions. This knowledge enables us to
determine on which elements it is necessary to act in order
to limit (case of pandemias) or to increase flow.

In many complex systems (logistics, car traffic,
economy...), it is possible to identify particular elements
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which increase or decrease the flow propagation. The
combination of these elements can sometimes have
unexpected effects like increasing or decreasing flow where
separately they have the opposite effect. The Meta-MAS
identifies these elements to index them and then test their
influence on the evolution of the system. Thus, the Meta-
MAS is able to find the best configuration of joint elements
which optimises the system.
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