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Preface

Welcome back, my friends, to the show that never ends. We are glad, you could
attend the 24™ annual European Simulation and Modelling Conference, ESM’
2010, organized by EUROSIS. This year, this international European conference
presents the recent advances in the fields of simulation and modeling at Hasselt
University, Belgium.

Modelling and simulation are of major interest to the academic community, but
intended for understanding, managing and controlling organizations in the real
world, be it non-profit organisations, service companies, industry or government.
On an open forum like the ESM conference, the interested community can learn
about new techniques, tools and methodologies how to change their daily
behavior to reach the strengthening objectives in a world where the loudspeakers
sing ‘improve, improve, improve’.

Welcome, maybe for the first time, to the city of Hasselt, to the city of ‘good
taste’. From its location in the East of Belgium, Hasselt sends a warm invitation to
its close neighbours in the Netherlands, in Germany and in Wallonia for all
people of good taste. The inner road ring of this small city may be crossed in ten
minutes but only by those who have no appetite in charming streets with beautiful
fashion shops and with lots of restaurants and cafés spoiling the inner parts of us
all. A reasonable amount of ‘jenever’, the spirit locally brewed but widely known
will print Hasselt for a long time in your memory.

Welcome also to the campus of Hasselt University, located in Diepenbeek, within
the open nature. The light of the open space will walk with you into the entrance
hall where you are warmly invited for this conference.

Unlike the green on and around the campus, an international conference does
not grow by itself. The importance of the work of the International Programme
Committee should be highlighted. By attracting papers, by refereeing papers or
by supervising the review process, the members contribute to the technical
excellence of the conference, which is the aim of the EUROSIS conferences.
Thanks also to the university management for the use of its facilities and to the
dean of the Faculty of Business Economics for his introductory words. A great
thanks to all of you who want to share their findings to the world: the keynote
speaker, the presenters and the co-authors. Special thanks to my co-editors of
the conference proceedings for everything: three names on a cover. Finally, the
management and careful planning rests in the hands, mind and heart of Mr.
Philippe Geril. A warm word of thanks to him is written in golden characters.



Preface

Welcome again, next time in Hasselt or on our campus, as | am well convinced
you will find our place a fruitful and enjoyable place to stay and to visit more than
once.

Gerrit K. Janssens
Conference Chairman
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EFFICIENT STATE SPACE-BASED SIMULATION:
AVOIDING REDUNDANCIES IN THE PROXEL METHOD

Robert Buchholz
Claudia Krull
Graham Horton

Otto-von-Guericke University
P.O. Box 4120
39016 Magdeburg, Germany
email: {robert|claudialgraham}@isg.cs.uni-magdeburg.de

KEYWORDS
Model analysis, Model evaluation, Approximation tech-
niques, Markov chain, Discrete stochastic model

Abstract

The simulation of discrete stochastic systems is an im-
portant tool to make predictions on possible system
behavior in science and industry. The most widely
used simulation technique, the discrete event simulation,
computes possible simulation results by using random
numbers. Consequently, the simulation results are also
only random numbers. Alternative state space-based
simulation techniques can directly compute the actual
system behavior. They are, however, computationally
infeasible for most bigger models.

In this paper, we present a modification to one
promising state-space simulation technique, the Proxel
method. Our modification, called MultiProxel, uses a
clustering approach on the set of possible discrete sys-
tem states (markings) to avoid redundancies inherent to
the Proxel method.

Experiments were conducted showing that the Multi-
Proxel approach lets the simulation be performed be-
tween two and five times faster for realistic models, with-
out any loss in accuracy. If no redundancies in the model
can be exploited, the method has been demonstrated to
incur only a small computational overhead.

The MultiProxel approach thus has the potential of
making deterministic state-space analysis of existing
models more efficient, and to enable the analysis of big-
ger models that more accurately reflect real systems.

INTRODUCTION

Modeling and simulation of discrete stochastic systems
(DSMs) is an important tool in Engineering, Logistics
and other areas. It is used to analyze possible future
behavior of existing systems, evaluate consequences of
possible changes to real systems, or even analyze sys-
tems that do not yet exist.

The simulation technique of choice is usually the discrete
event simulation (DES) which uses random numbers to
generate a possible system development, and then per-
forms numerous simulation runs with different random
numbers in order to compute an accurate mean system
behavior. The reliance on and influence of random num-
bers make DES often undesirable to use. For models
containing rare events, DES is often unfeasibly slow.
An alternative to DES are state space-based simulation
methods. Those can directly compute the mean sys-
tem behavior without having to resort to replications
or random numbers. These techniques, however, have
their own disadvantages: they are either limited in their
expressiveness (e.g. can only simulate Markovian sys-
tems) and thus are not applicable to the majority of
discrete systems, or are computationally too expensive
to be useful in practice.

One promising state space simulation method is the
Proxel method in (Horton 2002, Lazarova-Molnar 2005).
Its expressiveness is not limited to specific probability
distributions and its superior efficiency on some models
has been demonstrated in (Lazarova-Molnar and Hor-
ton 2004). However, the method is still unfeasibly slow
for most models.

The goal of this paper is therefore to increase the effi-
ciency of said method. This is done by developing an
extension to that method which avoids a certain type of
computational redundancy. This will make state space-
based simulation feasible for more models. It will also
allow for the analysis of bigger, more realistic Hidden
non-Markovian Models (c.f. (Krull and Horton 2009a)),
which use the Proxel method as their primary solution
method.

RELATED WORK

Since the influence of randomness on simulation results
is sometimes undesirable, state space-based simulation
techniques were developed that can compute the desired
simulation result directly, without any influence of ran-
domness.



Continuous-Time Markov Chains (CTMCs) are one ma-
jor state-space modeling and solution approach (Bolch
et al. 1998). Their results are not influenced by ran-
domness and result computation is efficient. However,
CTMCs limit all state transitions to be memoryless, i.e.
to have an underlying exponential probability distribu-
tion. This limitation prevents CTMCs from accurately
modeling most real systems and thus causes CTMCs to
not be applicable to the majority of discrete stochastic
systems.

One way to extend the applicability of CTMCs is to
convert all general probability distributions of a model
to a well-adjusted chain of exponential distributions, a
so-called phase-type distribution. This way, many dis-
crete models can be represented as CTMCs and can be
solved using CTMC solution algorithms. The down-
sides of phase-type distributions are that they increase
the model’s state space, and that the computation of
the chain parameters is time-consuming itself (Bobbio
et al. 2002, Isensee and Horton 2005).

The Proxel method was developed in order to over-
come the limitations CTMCs have. Simply extending
CTMCs using the method of supplementary variables
from (German 1995) in order to model age-dependent
state change probabilities poses algorithmic difficulties
and would generate stochastic matrices that are too big
to be handled. Therefore, the Proxel method creates
only the necessary parts of these matrices on the fly.
This allows for the efficient simulation of some discrete
stochastic systems, but is often unfeasibly slow.

One big disadvantage of the Proxel method compared
to CTMCs is that due to the dynamic generation of
relevant parts of the matrix, certain intermediate results
need to be computed over and over again. In this paper,
we are consequently developing a modification to the
Proxel method that removes some of these redundancies.
As a first step to this extension, we will briefly review
the Proxel method. Since discrete stochastic models can
often intuitively be represented as Generalized Stochas-
tic Petri Nets (GSPNs) with arbitrary firing times, the
Proxel definition borrows some terms from the defini-
tion of GSPNs. So, in the description of the Proxel
method, the different discrete states are called “mark-
ings” and the state transitions between them are simply
called “transitions”

REVIEW OF THE PROXEL METHOD

The Proxel method facilitates state space-based simula-
tion of DSMs with arbitrary probability distributions
(Lazarova-Molnar 2005). The basic approach of the
Proxel method is to divide simulation time into time
steps of equal size and then to trace possible system
developments for each time step in parallel.

The possible system developments are stored in tuples
(m, 7,1I) called “Proxels”. Here, m represents the mark-
ing, i.e. the discrete system state. The entry 7 is the age

vector containing the most recent duration of inactivity
for all active or otherwise relevant state transitions, i.e.
the time during which a given state change could have
happened, but did not. Finally, the entry II is the prob-
ability of the combination of marking and age vector.
Simulation starts by determining a suitable simulation
time step and providing a Proxel for the start state,
usually with an age vector 7 containing only zeros, and
with a probability of one.

The simulation is then iteratively performed for each
time step: For each Proxel of a time step, the probabil-
ities of all possible single! state changes during a time
step (and the probability of no state change occurring
at all) are computed using numerical integration of or-
dinary differential equations (Buchholz 2008). The out-
comes of these state changes are then stored as Proxels
for the next time step.

The pseudo-code for a single Proxel simulation step is
shown in Algorithm 1. For a complete simulation, this
algorithm simply needs to be executed iteratively for
each time step till the desired end of the simulation,
with the output currentStep of one time step being the
input input Proxels of the next one.

Algorithm 1: Simulating a single time step using the
standard Proxel algorithm

Data: inputProxels, At
foreach Prozel p € inputProzels do
IItyans = getTransitionProbabilities( p.transitions,
p.ageVector);
stayProb = 1 - sum(Il;qns);
if (stayProb > 0) then
currentStep.addOrMerge
L (createInactivityProxel( p, At));

foreach Transition trans € p.transitions do
currentStep.addOrMerge(
createTransitionProxel(p, trans, Iy.qns[trans]));

return currentStep;

One issue with a naive implementation of the Proxel al-
gorithm is that each Proxel of a given time step causes
multiple Proxels for the next time step to be created
(one for each possible state change and one for inac-
tivity), resulting in an exponential growth of the num-
ber of Proxels per time step. To curb this exponen-
tial growth, Proxel merging is used: all Proxels of a
given time step that represent the same age vector and
marking are merged into a single Proxel by accumulating
their probability. Algorithmically, efficient merging re-
quires an efficient way of finding these duplicate Proxels.
In the current implementation, this is done by storing
all Proxels of a give time step in a binary search tree in-
stead of a generic container. This slightly increases the

1The Proxel method does not compute the probability of mul-
tiple state changes occurring during a single time step. This is a
known source of inaccuracy, especially for big time steps.



time complexity of adding a single Proxel from O(1) to
O(log(n)), but reduces the time complexity for finding
duplicates from O(n) to O(log(n)).

Reflections on the Performance of the Proxel
Method

The Proxel method can efficiently simulate some models,
but for most bigger models, the approach is too slow to
be feasible.

To determine the major performance bottlenecks, our
Proxel simulation software was profiled using the tool
Valgrind (Nethercote and Seward 2007). Profiling
showed that about 80% of the computation time of a
Proxel simulation run is spent on computing the state
transition probabilities and on inserting Proxels into the
search tree. Thus, a reduction of the number of Proxels
and the number of state transitions probabilities to be
computed could significantly speed up Proxel computa-
tions.

THE MULTIPROXEL APPROACH
Observations Leading to this Project

The extensions to the Proxel method developed here to
speed up Proxel computations are based on two obser-
vations on the behavior of a Proxel simulation:

First, it was found that while the state transition prob-
abilities to be computed depend on all active state tran-
sitions (which are determined by the marking) and po-
tentially all elements of the age vector, they do not ac-
tually depend on the marking itself. In the example of
customers waiting in line to be served at a bank counter
in Figure 1, different numbers of waiting customers need
to be represented by different markings, but these num-
bers do not influence the probability of the current ser-
vice ending or a new customer arriving in the next time
step.

Thus, one may cluster these markings of a simulation
model that agree in the types and parameters of all of
their active state transitions. This allows for the tran-
sition probabilities to be computed only once for each
cluster of markings (instead of for each marking individ-
ually, as is done so far). These transition probabilities
are then applied to all markings of a cluster, preventing
redundant probability computations.

Second, when dealing with these clusters, the target
markings for a given state transition for markings of
one cluster tend to fall into a single other cluster. Put
another way, if the target marking of a marking m,
through state transition ¢ is mj, then the target mark-
ings of other markings in the same cluster as marking
my through state transition ¢ are likely to fall into the
same cluster as m/. In the bank example in Figure 1, all
markings but the one for “0 Customers Waiting” form a
cluster, and the state transitions for almost all of them
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Figure 1: Schematic representation of the state space for
the “Bank” example. Ovals represent markings, rectan-
gles group them into clusters. Dashed lines represent the
state transitions for “Customer Arriving”, solid lines the
ones for “Customer Served”.

lead to markings inside a single cluster. This behavior
can be exploited by modifying the Proxel data struc-
ture to contain information on all markings of a cluster
instead of just a single marking. Then, many computa-
tions can be performed efficiently on clusters of Proxels.
Both ideas together, the clustering of markings to pre-
vent redundant computations, and the joint treatment
of markings belonging to the same cluster, are the basis
of our new MultiProxel approach.

Defining the MultiProxel Approach

Identifying Marking Clusters One necessary pre-
processing step for MultiProxel simulations is to find
sets of markings with identical state transition behav-
ior, i.e. markings that agree in the types and parameters
of the probability distributions of all of their transitions.
Our approach is to serially number all state transitions
and then to assign a cluster ID number to each marking
based on the state transitions active for that marking.
Specifically, the cluster ID for a marking is the binary
string B = bgb1bs...b, where each b; is 1 if state transi-
tion 7 is active for that marking, and is 0 otherwise. All
markings with identical ID then form a cluster.

MultiProxel Definition Next, the MultiProxel data
structure needs to be defined. While a Proxel was
defined as the tuple (m,7,II) containing the marking,
age vector and the probability of the combination, a
MultiProxel should hold data on all markings of a clus-
ter. Therefore, we define a MultiProxel as the tuple
(cluster, T, S) were cluster identifies the cluster that all
markings of a MultiProxel belong to, and S is a set of



(m, IT) pairs, storing the probability IT for each marking
m of cluster.

At any given point in simulation time, the set of all
MultiProxels contains exactly the same information as
would the set of all Proxels of a normal Proxel simula-
tion. Each representation can easily be converted to the
other one. Consequently, the simulation results will also
be identical.

The Algorithm

The usual Proxel simulation algorithm from (Lazarova-
Molnar 2005) as shown in Algorithm 1 needs to be mod-
ified only slightly to make use of MultiProxels: transi-
tion probabilities are computed only once for each Multi-
Proxel, and then are used for each marking that is part
of the MultiProxel. And since the target states that can
be reached through a single transition from all markings
of a MultiProxel are likely to be concentrated in very
few MultiProxels, only these few MultiProxels need to
be located in the search tree.

The pseudocode for a single MultiProxel simulation step
is given in Algorithm 2. As for the Proxel pseudocode
in Algorithm 1, for a complete simulation this algorithm
simply needs to be executed iteratively for each time
step, with the output currentStep of one time step being
the input input MultiProzels of the next one.

Algorithm 2: Simulating a single time step using the
MultiProxel algorithm
Data: inputMultiProxels, At
foreach MultiProxel mp € inputMultiProxels do
I4qns = getTransitionProbabilities(
mp.cluster.transitions, mp.ageVector);
stayProb = 1 - sum(IT;rqns);
if (stayProb > 0) then

currentStep.addOrMerge
L (createlnactivityProxel( mp, At));

foreach Transition trans € mp.cluster.transitions

do

MPprev = NULL7

foreach Marking m € mp.cluster.markings do

M¢grger = m.getTarget(trans);

if (mpprey.cluster = Mygrger-cluster) then
MPpyrey-addProbability (myayget,

| mp.probability(m) * IL;qns[trans|);

else
Mpyrey = currentStep.addOrMerge(
createTransitionProxel(mp, myqrget,

| trans, II;pqns[trans]))

r(;turn currentStep;

Here, mpy,e, is used to cache the previous target Multi-
Proxel to prevent multiple successive lookups of the
same target MultiProxel and thus allowing to often find

target MultiProxels in constant time.

In an efficient implementation, all markings of a cluster
would be numbered serially so that the set of all (m,II)
pairs of a MultiProxel can be implemented efficiently as
a simple array that stores the probability of marking ¢
at index 4, and can be accessed in O(1).

Impact Conducting state space-based simulation us-
ing MultiProxels instead of Proxels allows for much more
efficient simulations: with MultiProxels, each state tran-
sition probability needs only be computed once for each
MultiProxel, no matter how many markings are part
of the associated cluster. Thus, the overall number of
transition probabilities to be computed is reduced sub-
stantially.

Also, as was stated before, with respect to a single state
transition, the target markings of most markings of a
cluster fall into a single other cluster. Consequently, for
a given state transition, the target for most markings
of a MultiProxel are also only a few or even a single
MultiProxel. Thus, only those different MultiProxels
needs to be found explicitly in the search tree with a
time complexity of O(log(m)) in the number of Multi-
Proxels. The probability for each marking can then be
added to the MultiProxels in O(1).

Finally, the MultiProxel approach will cause two dif-
ferent types of small computational overhead compared
to the normal Proxel approach: First, a constant ad-
ditional amount of time needs to be spend to create
the clusters. Second, overhead by a constant factor is
caused by MultiProxels, because they are more costly
to compare to each other (since they contain more el-
ements) and have to maintain (m,II) pairs with zero
probability. The Proxel approach would simply not have
created Proxels with a probability of zero, but Multi-
Proxels need to be created as soon as there is some prob-
ability left in at least one of the markings it represents.
This overhead, however, is not substantial compared to
the potential benefits, as shown in the next section.

EXPERIMENTS

Experiments were conducted to assess benefits and ap-
plicability of the MultiProxel algorithm. For that pur-
pose, the following questions were investigated:

e How high is the overhead of the MultiProxel
method?

e How high is the performance gain for typical mod-
els?

e How high is the performance gain for models par-
ticularly suited for the approach?

For each question, a suitable simulation model was
chosen, and was simulated with both the Proxel and
MultiProxel algorithms. For all experiments conducted,



the actual computed simulation results for the Proxel
and MultiProxel simulations were identical, giving addi-
tional confidence that the MultiProxel approach indeed
solves the problem at hand correctly.

Experiment Setup

Multiple models were simulated to asses the efficiency
of the MultiProxel approach. Each model was simu-
lated multiple times, varying the simulation step size
and thereby the result accuracy. The particular step
sizes for the experiments were chosen in order to yield
computation times that are high enough to eliminate
the random influence of concurrently running programs
on the computation time.

For the same reason, all computation times measures are
not the overall simulation duration (wall clock time),
but the CPU usage times of the respective simula-
tion processes. All experiments were conducted on a
Core2Duo 3 GHz CPU. However, both simulation pro-
grams are single-threaded, using only one of the CPU
cores. The CPU was manually set to always run at
full speed in order to eliminate the influence of dynamic
CPU throttling on the computation times.

The implementations of the Proxel and MultiProxel al-
gorithms share most of their source code. They use iden-
tical code for Proxel storage, numerical integration, and
probability distributions. Different code is used only
when the differences in the algorithms make it neces-
sary. This way, the differences in computation time
can indeed be attributed to the different theoretical ap-
proaches with great confidence.

Computational Overhead

The question of computational overhead is important in
order to determine which fraction of markings needs to
be clusterable for the model to be simulated more effi-
ciently using the MultiProxel approach. The overhead
itself is best determined using simulation models where
no markings can be clustered and thus the MultiProxel
approach does not provide any benefits, but still imposes
the overhead. This way, the difference in computation
time between the Proxel and MultiProxel approaches for
such a model yields the computational overhead.

One example of such a model is the three marking fully-
connected model (cf. Figure 2). As the state transition
probability distribution are all different, the model can-
not be clustered. Therefore, of the three markings that
are reachable in this model, each is the only marking in
its respective cluster in a MultiProxel simulation.

The model was simulated with each algorithm and two
different simulation step sizes. Each combination was
simulated three times and the computation times of the
three runs were then averaged to yield the results shown
in Table 1.

For both simulation step sizes, the difference in com-

Figure 2: Stochastic Petri Net of the “Fully Connected”
model.

Step Size Computation Time | Overhead(+)
Proxel | MultiProxel Gain(-)

2 3.7s 4.2s +13.9%

1 29.4s 33.1s +12.6%

Table 1: Computation Times for the “Fully Connected”
Model.

putation time amounts to about 13%. Since clustering
is not applicable to this model, these 13% of loss in
efficiency represent the computational overhead of the
MultiProxel method. And since the relative overhead of
about 13% is the same factor for both step sizes, it can
be assumed that no overhead by a constant value (as
opposed to overhead by a constant factor) of the Multi-
Proxel approach was observed. Thus, the constant over-
head of clustering the markings on the computation time
is negligible compared to the overall simulation time.

Memory Consumption Overhead

The differences in memory consumption between the
two algorithms are highly implementation-dependent
and therefore are not analyzed here in detail. In a
naive implementation, a simulation program would only
allocate as much memory as is required to store all
(Multi)Proxels, and a MultiProxel would only be as big
as necessary to store its probability vector. Under these
circumstances, a MultiProxel simulation with its more
compact representation will always require equal or less
memory than a Proxel simulation.

Our implementation, however, is optimized to reduce
memory allocation time overhead and not size. To that
end, it always allocates 2™ (Multi-)Proxels at a time,
and all MultiProxels of a simulation have identical size,
with a probability vector size corresponding to the max-
imum number of markings in a cluster. Thus, memory
consumption overhead or reduction of the MultiProxel
approach depends strongly on the number of clusters
and the distribution of markings between them. Gener-
ally, in our implementation, memory consumption of the
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Figure 3: Stochastic Petri Net of the “Warranty” model.

Step Size Computation Time | Overhead(+)
Proxel | MultiProxel Gain(-)

5) 12.5s 5.5s —55.9%

2 79.7s 37.3s —53.1%

Table 2: Computation Times for the “Warranty” Model.

MultiProxel method tends to be of the same magnitude
as for the Proxel method.

Performance on Typical Models

To analyze performance of the approach on typical mod-
els, we chose the “Warranty” model previously analyzed
using the Proxel method in (Lazarova-Molnar and Hor-
ton 2004). It is a real-world simulation model measuring
the costs incurred due to defects of a machine part under
warranty. The model is actually used in industry and
was not developed with MultiProxels in mind, making
it a good candidate to assess MultiProxel performance
under general conditions. Figure 3 shows a Petri Net of
the model.

The model’s state space consists of five markings (first,
second, third, fourth year of warranty, and “out of war-
ranty”), which can be folded into two clusters. Thus, a
theoretical computation time reduction of up to ?/5 can
be assumed.

The actual computation times for different simulation
step sizes are shown in Table 2. The simulation using
the MultiProxel took about 55% less time in both cases,
almost reaching the theoretical maximum of 60% for this
model. Again, computation times between Proxel and
MultiProxel differ by a constant factor, indicating that
this is due to the constant-factor overhead of compar-
ing and managing MultiProxel. Therefore, the additive
step size-independent clustering overhead appears to be
negligible compared to the overall simulation time even
for models where clustering does succeed.
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Figure 4: Stochastic Petri Net of the “Buffer” model.

Performance on Suitable Models

Finally, the approach’s performance on particularly
suited models was assessed. Here, we chose a typical
buffer dimensioning problem (cf. Figure 4): one ma-
chine in a factory produces items that another machine
consumes, with both processes being influenced by ran-
domness. The first machine may fail occasionally, or
may sometimes produce items too slowly, so that the
second machine would have to wait for input at certain
times. In order to compensate this variability, a buffer
is installed between both machines, allowing temporary
storage of a certain number of items produced by the
first machine. This model can be used to analyze the
influence of different buffer sizes on the throughput of
the whole system.

The model is particularly suited for MultiProxel simu-
lations, because increasing the buffer size will only in-
crease the number of markings, but not the number of
clusters. Specifically, for buffers with a capacity of n > 2
items, the model consists of 2n + 2 markings that can
always be folded into only five clusters. Thus, the perfor-
mance gain should increase when increasing the buffer
size.

In our experiments, the “Buffer” model was simulated
using only a single simulation step size, since previous
experiments established that the step size does not im-
pact the relative gain in efficiency. The size of the buffer,
however, was varied between experiments to determine
the influence of the state space size on the efficiency
gain.

The results are shown in Figure 5. For very small buffer
sizes, computation times of both approaches are almost
identical. With increasing buffer size, however, the com-
putation time for the Proxel algorithm increased much
faster than that for the MultiProxel one. For a buffer
size of 19 items, the computation time of the Multi-
Proxel approach is about 80% less than that of the nor-
mal Proxel approach. For higher buffer sizes, the effi-
ciency actually decreases slightly.

For this model, an 80% reduction in computation time
seems to be the upper limit. The most likely reason
for this limit is that when the buffer size is increased
beyond a certain point, most markings of many Multi-
Proxels become impossible to reach. Thus, many Mul-
tiProxels will be sparsely populated and represent the
same information as would only a few Proxels, reduc-
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Figure 5: Computation Times for Different Buffer Sizes
in the “Buffer” Model. Simulation Step Size is the Same
in all Cases.

ing the MultiProxel performance gain over the Proxel
approach.

CONCLUSION AND OUTLOOK

In this work, we developed and implemented a variation
of the Proxel method for the state space-based simula-
tion of discrete stochastic models. The new MultiProxel
approach promises to be more efficient than the stan-
dard Proxel approach, since it avoids certain redundant
computations of the Proxel method.

The experiments have shown a relatively small computa-
tional overhead of the MultiProxel method compared to
the Proxel method, if the model contains no redundan-
cies that the MultiProxel approach may exploit. Fur-
ther experiments have shown a reduction in computa-
tion time of about 50% for typical models, and of up
to 80% for - still realistic - models with an advanta-
geous state space structure. Memory consumption was
explained to be highly implementation dependent, but
to be similar for both approaches in comparable imple-
mentations.

The new approach is based on a fully automated clus-
tering algorithm, requiring no tuning or additional user
input beyond that of Proxel simulations. Consequently,
simulation software can transparently replace their core
Proxel algorithm by a MultiProxel one. Since the
new approach imposes only a slight overhead and only
in some cases, and demonstrated a remarkable per-
formance increase otherwise, we recommend the new
MultiProxel algorithm to be used as the default algo-
rithm for a general-purpose Proxel simulator.

Model Classes Benefiting from MultiProxel Ap-
proach

The MultiProxel approach is applicable to all discrete
stochastic models, and for most models, the gains in
efficiency will outweigh the slight computational over-

11

head. Furthermore, there are some classes of systems
that will particularly benefit from MultiProxel due to
the structure of their state space:

Generalized Stochastic Petri Nets Most DSMs
that are represented as a generalized stochastic Petri
Net with arbitrary firing distributions have a particu-
lar model structure. Most transitions in GSPNs exhibit
only three different types of behavior:

e They are active

e They are inactive, because there are not enough
tokens in a place to satisfy firing conditions

e They are inactive since an inhibitor arc blocked
them due to too many tokens being in a place

Thus, independent of how many tokens may populate
a place, such a part of a model can be represented by
three state clusters, while a standard Proxel simulation
requires as many markings as there can by tokens in a
place.

Queuing Systems Queuing systems (Law and Kel-
ton 2000) are discrete stochastic systems that model
queues (waiting lines) or networks thereof. Here, a
queue consists of a buffer to store items, and one or
multiple servers that process these items individually
and afterwards either remove them from the system or
forward them to another queue. Queuing systems have
manifold applications, among others in the simulation
of computer networks and logistics.

Similar to stochastic Petri Nets, the types of possible
state transitions for queuing systems follow a simple
structure. A queue may be:

e empty and thus cannot produce output.

e partially used and thus may receive input and pro-
duce output.

e full and thus cannot receive input.

A standard Proxel simulation would need to represent
each possible number of items in a queue as an individ-
ual marking. The MultiProxel approach on the other
hand requires only three clusters for the three cases men-
tioned above, independent of the queue’s capacity.

Hidden non-Markovian Models Hidden non-
Markovian Models (HnMM) are a new paradigm to
model and analyze systems whose runtime behavior can-
not be observed directly, but for which some system be-
havior produces observable output (Krull and Horton
2009a). Unlike older approaches, HnMMs allow for the
hidden model to be any discrete stochastic system with
arbitrary firing times. HnMMs enable the analysis of
certain characteristics of the system behavior that pro-
duced a given sequence of observed output.



Currently, the majority of HnMMs is analyzed using
a slightly modified Proxel method (Krull and Horton
2009b). Here, in many cases, the result of interest is
some aggregate of the possible system behavior over a
given simulation time, subject to the observed output.

For example, in (Buchholz et al. 2010), the simulation
tried to find the probable number of defective items
produced by a certain machine. The current number
of defects at a given situation (Proxel) and simulation
time was encoded into the discrete state of each Proxel.
This, however, means that the number of discrete sys-
tems states is increased by a factor corresponding to
the quantity measured (in the example the maximum
number of defective items produced by one machine).

This quantity, however is only stored for statistical anal-
ysis of the simulation results. It has no influence on
further system behavior. Consequently, using the Multi-
Proxel approach to solve HnMMs, all system states that
encode the same marking with different histories could
be represented by a single state cluster. Thus, with the
MultiProxel method, the computational overhead of Hn-
MMs on the Proxel method can almost be eliminated.

Benefits

The increased efficiency of computations due to the
MultiProxel approach result in shorter computation
times to obtain the same accuracy as before, so that
results are now available and may be used sooner. By
reducing the simulation step size, results may also be
obtained at higher accuracy in same time and thus al-
low for more accurate predictions within the same time
frame. Finally, using the gain in efficiency, bigger, more
realistic models may be simulated using state space-
based techniques for the first time.

Future Work

The MultiProxel approach captures and prevents redun-
dancies in situations where the transition probabilities
for different markings for a given age vector are iden-
tical. It does not yet prevent redundancies for cases
where age vectors between Proxels may differ, but tran-
sition probabilities are nevertheless identical, either by
coincidence, or because the age vector contains ages of
state transitions that are not currently active. Further
research may also show ways to reduce redundancies in
computations performed for different time steps, or even
between slightly different models. It might also be ad-
vantageous to identify simulation intermediate results
that are not necessarily identical, but very similar, and
to exploit these similarities.
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ABSTRACT

Within the usual product design process uncertainties are
quite common and can be handled by well standardized
procedures like Six Sigma or Robust Design methods.
During the last years, numerical optimization is increasingly
applied for the improvement of product qualities. However,
there exist some kinds of real and also alleged uncertainties
in this context that stem from different sources and may harm
the successful utilization of the latter. It is necessary to
understand theses coherencies in order to work properly
within the optimization design process. This survey points
out possible causes of uncertainties within the optimization
process, their sources and impacts with respect to simulation,
as well as alleged uncertainties, which are often dealt with in
an inappropriate way. The focus lies on the design process
itself, represented by the simulation and optimization
workflow, as well as human factors, represented by uncertain
goals respectively knowledge deficiency. The impact of these
factors will be shown and possible solutions presented.

INTRODUCTION

In the past, many studies have been conducted concerning
the design under consideration of uncertainties. They were
motivated in early times by manufacturing problems, where
variability within the manufacturing process itself and
material properties mainly affect the final product quality.
The tools used are based upon statistical methods in order to
cope with stochastic fluctuations. This approach has
subsequently been adopted for the treatment of the design
process, above all for the design optimization, in order to
cope with more or less alleged uncertainties. However, while
in real life variability and therefore uncertainties are
identified rather easily, they stem from different and
sometimes hard to identify sources within the design process.
The main sources of uncertainty in this context are the
following.

1. Inaccurate or only partially modelled impacts of
manufacturing aspects

2. Unknown inaccuracies of the simulation, e.g.
through grid deterioration and subsequently
convergence degradation during the
optimization process, caused by unpredictable,
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although sometimes reproducible changes of the
design variables
3. Inappropriate design procedures caused by
knowledge deficiency of the designer, e.g.
disregard of physical and/or operational aspects
4. Imponderability of design goals

Whereas the first point is the most obvious case of
uncertainties and procedures to cope with them are well
established, much effort is currently put into the remaining
three topics. In the following, these are discussed in detail in
relation to current scientific work. Section 2 deals with
uncertainties of simulations within the optimization process,
section 3 shows some misunderstandings of the design
process, and section 4 clarifies the role of design objectives,
which are due to human decisions.

EFFECT OF INACCURACIES FROM SIMULATION
CODES

As an example the design of an airfoil for an aircraft may
serve to describe the possibilities and impacts of
uncertainties based upon a priori unknown simulation
inaccuracies. The simulation of the flow around an airfoil is
based upon the CFD (Computational Fluid Dynamics)
simulation, where the physical conservation equations for
mass, momentum and energy are solved within a domain,
which is discretized by a computational grid, Fig. 1. The
equations resp. the derivatives are approximated by finite
differences and the accuracy strongly depends on the grid
quality. The question, when a simulation is finished, is
generally answered by the so called residual, which is an
indicator for the difference of the actual solution compared to
the exact one, called the convergence criterion. If the
qualities of an airfoil, i.e. the forces described by the lift and
drag coefficient cl and cd, are calculated, one notices that
these values in general are varying during the simulation
depending on the current convergence. The development of
the drag and lift coefficient in dependence on the residual for
an airfoil is shown in Fig. 2 and 3. It can be seen that a more
or less converged result with respect to the forces
approximately occurs only after the residual has reached a
value of at least /0”. This makes clear that the mere
concentration on the residual may be no guaranty for a
reliable solution. It is more convenient to concentrate on
ongoing changes in the force coefficients. If they don’t
change significantly any more, the solution has reached
equilibrium. The question left is, whether less converged
solutions may at least serve as a trend indicator, saving time
for the computations and leading to comparable results when
calculating the optimized design to full convergence.



Figure 1: Example of a Surface and Volume Grid for the
Rotor of a Wind Energy Turbine
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Figure 2: Lift Coefficient in Dependence on the Residual
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Figure 3: Drag Coefficient in Dependence on the Residual

In the context of numerical optimization computational grids
are created automatically for various geometries over and
over again, Fig. 4, leading to the fact that the convergence
properties, which strongly depend upon the grid quality
which in turn depends on the design variables, are unknown.
At least in the case where stochastic optimization algorithms
like evolution strategies or simulated annealing are applied,
this produces some kind of uncertainty, because the created
geometries may be out of the expected area and therefore the
grids may be inadequate, leading to convergence problems or
inexact results. The question is how this affects the design
resp. optimization process. In order to answer this question,
exactly the same optimization loop has been used for various
convergence criteria, applying the deterministic Downhill-
Simplex optimization strategy after Nelder-Mead, ensuring
reproducible and comparable results.

The goal was to minimize the aerodynamic drag of an airfoil
for a given lift coefficient of ¢/ = 0.5. In order to attain the
desired lift coefficient, which depends on the angle of
incidence a, Fig. 5, the derivative dcl/Oa has been computed
from two angles of incidence and then the required angle for
the desired lift was calculated, resulting in three CFD
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simulations for each geometry. This additional effort yields
an achieved lift coefficient within +1.3% and is necessary in
order to be able to compare the drag values in contrast to
other studies (Shimoyama 2006, Duvigneau 2007) where only
the angle of incidence was prescribed. This is an
inappropriate condition, which will be described in the next
section.

Figure 4: Optimization Work Flow for an airfoil Design

C.

del /da

Desired lift

Required.angle of incidence

Figure 5: Lift Coefficient in Dependence on the Angle of
Attack

The residuals have been limited for each run from 70° down
to 107 respectively. Fig. 6 shows the development of the
objective function (drag) and Fig. 7 the best airfoil
geometries with the corresponding pressure distributions,
while Tab.1 provides the respective values for lift and drag.



It is obvious that for residuals of /0” and 107 the
convergence in optimization is not reached. Even very small
changes in geometry cause severe differences in drag and lift
due to not converged solutions, leading to the erratic trend
shown in Fig. 6. Above all, the desired lift has not been
reached in these cases, even in the case of partial
convergence, showing the uselessness of less converged
solutions.

Drag development

Case

1.0¢7

1.0e®

1.0¢”7

1.0¢®

1.0¢”

Figure 6: Objective Function for Different Residuals

The best airfoils of every optimization have been
recalculated to a residual of about /0" in order to get the
correct lift and drag for them. The values in Tab. 1 indicate
an interesting trend. With increased convergence the
resulting solution, i.e. drag minimization, is also improved.
The airfoils with the best performance were found in the case
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that the residual was very small. Even in the case of /07,
where the forces are quite stable as seen in Fig. 2 and 3, the
resulting drag is larger than in the case of 70 or 107,
indicating the influence of accuracy during the optimization
process. Because of the varying und unpredictable grid
quality due to the automatic grid generation process, and
therefore the changes of the convergence properties, which
cannot be guaranteed throughout an optimization process
(particularly when applying stochastic) means some kind of
real uncertainty within the design process, which is very
difficult to get under control. The only advice that can be
drawn from this numerical experiment is, to converge the
solution as much as possible respectively until the force
values do not change significantly any more, and to inspect
all solutions of the optimization process to see, whether they
are converged. Another possibility may be to introduce the
convergence rate into the objective function, allowing the
optimization strategy to avoid problematic geometries.

Case Airfoil geometry  Pressure distribution

1.0e?

1.0¢®

Lo’ T

1.0¢®

1.0

Figure 7: Development of the Geometry and Pressure
Distribution for Different Residuals



Table 1: Computed Drag and Lift in Dependence on the

Residual
Case ! Best dataset ed el Convergeded  Converged ¢l
1083 218 A4 750B+03 4 110E403 2421802 4 509801
1084 383 LAME02 SO9E-01 LBOZED2 4 D66E-01
1 0E-3 282 LI79E02 S001ED] 1830E-02 4 876E-01
LOE-6 159 L79oE-02 4 U39E0 L793E-02 4 950801
1OB-7 268 L766E-02 4.940E-01 L766E-02 4941801
1OE-R 340 LOOUE-12 49353601 Les9E-2 4933501
1.0E-9 340 LOBYE-D2 48935801 LO6DE-02 4. 935E-01

EFFECT OF INAPPROPRIATE DESIGN
PROCEDURES

Recently, there appeared several articles dealing with
uncertainties in the context of the design optimization
procedure itself. As an example the airfoil design for an
aircraft wing, considering the flight speed or Mach number
as an uncertainty may serve. In these cases, optimizations
were carried out assuming a stochastic fluctuation of the
Mach number M with the goal to reduce the drag coefficient
(Duvigneau 2007), or to maximize the lift-to-drag ratio
(Shimoyama 20006), for a fixed angle of incidence. The lift
was only considered as a constraint, which makes it
impossible to compare optimization results. The drag of an
airfoil strongly depends on the generated lift, Fig. 8. If during
the optimization process an airfoil will be generated, that
accidentally has a larger lift at the prescribed angle of
incidence due to its camber, it will certainly produce a larger
drag than with the correct angle. Because of this it will be
sorted out and thus reducing the chance to find the best
solution. This one may have been the best one at the correct
conditions. That is the first mistake here.

These researches also claim to address problems related to
practice. However, during the about 30 year lifecycle,
aircrafts are operating on diverse flight planes respectively
altitudes, which are allotted by the air traffic control and are
defined with a distance of 500 ft, allowing for a maximum
variability in altitude of £250 ft. That means the aircraft
needs to operate in a fixed altitude during one mission.
Keeping in mind, that the air density is dependent on the
altitude, leads to the fact that this requires diverse Mach
numbers and lift coefficients. Furthermore, the pay load
varies a lot from mission to mission. The lift coefficient c; ,
necessary to compensate the weight W of the aircraft, is
calculated by

c=W/pVs/2) (1)

where p denotes the air density, V the Velocity (V = M - g,
with a being the speed of sound) and S the wing area.
Equation (1) can be transposed to the following form:

p=W/(@, V'S/2) (2)

Even considering a constant lift coefficient (and not only a
constraint on minimum lift) makes evident, that the flight
altitude needs to vary due to changes in the Mach number,
which is only possible in a small range, or the lift coefficient
needs to be adjusted, which in turn changes the minimum lift
constrained, which was not considered.
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Figure 8: Dependence of Drag on Lift

Based upon the ICAO standard atmosphere the allowable
Mach changes for an Airbus A340 can be calculated. The
possible range of the Mach number for a prescribed flight
plane is from 0.824 up to 0.834 and by far less than that
assumed in the mentioned studies, Fig. 9. Furthermore, a
varying Mach number requires the lift coefficient to be
adjusted in order to keep the altitude, which is not considered
there. This is far away from real life. In practice, this
problem is addressed by aircraft manufacturers by a so-called
multipoint design, where multiple operating conditions are
considered. This leads to a compromise for all design points
and therefore automatically covers possible fluctuations of
the Mach number, but in a much wider and more appropriate
way.
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Figure 9: Correlation of Altitude and Mach number

The result for the proposed optimizations with a fluctuating
Mach number was, that the best airfoils perform slightly
worse in design condition, but much better in off-design
conditions. This is not surprising, because off-design points
are considered by fluctuating the Mach number, but in an
arbitrary and inappropriate way. In contrast, considering
operational aspects by doing a multipoint design should yield
a comparable result, but with a more reasonable approach.

In order to assess the impact of a multipoint design in
contrast to a single point design, several flight conditions
have been considered. As an example, the maximum take-off



weight of an A340 is 3687, while the maximum landing
weight is 259¢. This yields an average weight during flight of
about 370t, which is the basis for the single point design for a
standard flight height of 30,000 ft. On the other hand,
different weights and altitudes were considered within an
optimization for an airfoil, resulting in varying lift
coefficients, Equation (1). Details are shown in Fig. 10 and
Tab. 2.

Table 2: Design Points for an Airbus A340

Design point [ Aircraft weight {t} Altitude [Tt} Mach number [ 1t cosfficient [
1 330 30.000 0.830 0.480
2 360 30.000 0.830 0.560
3 259 30.000 $.830 £.400
4 310 35.000 4830 0.605
5 310 30.000 0.800 £.520
& 310 30.000 0.860 0.447
NEM
¢y oses
08 4
055 2
5 Main design point
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Figure 10: Design Points for an Airbus A340 shown as Lift
and Mach Number Dependence

Optimizations were carried out for the single-point (design
point 1) and the multi-point case, using the deterministic
Downhill-Simplex method after Nelder-Mead in order to
ensure comparability. The lift coefficients were attained with
an accuracy of at least 2% in contrast to just considering lift
as a constraint. From the results, it is obvious that the
multipoint airfoil performs only 1% less with respect to drag
in the lower off-design Mach range than the single point
airfoil. Moreover, it performs up to 8% better in the higher
Mach range, Fig. 11. This makes very clear that a multi point
design already covers possible fluctuations in the Mach
number and considering them as an uncertainty does not
make sense. Furthermore, by just considering random or at
least arbitrary fluctuations, prevents an optimal design which
is exactly adjusted to the products mission.

It is obvious that considering speed fluctuations as
uncertainties is not only far from practice, it is also a waste of
time. Furthermore, comparing airfoils with respect to drag
having different lift coefficients, like in the studies
mentioned, is useless, because drag depends on lift. That may
yield a bad assessment of a potentially good airfoil just only
because it has been calculated with an inappropriate angle of
attack. This is a clear example of an alleged uncertainty,
stemming from a lack of knowledge and experience.
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Figure 11: Relative Drag of the Multi-point Airfoil
Compared the Single-point Airfoil

IMPONDERABILITY OF DESIGN GOALS

Design objectives are generally defined by human beings
through an objective function, depending on several
variables respectively criteria. These functions create a
hyper-dimensional surface, where a minimum or maximum is
predefined, although unknown a priori. Due to the fact that
the setup of these functions is more or less arbitrary, and
human beings are different and have different experiences,
there exists some kind of uncertainty here. The impact of the
objective function onto the optimization result has been
discussed in several articles (Frommann 1998, Frommann
2000). As an example the simple design of a beam may
serve, which is shown in Fig. 12.

Y L l P

rﬁ/ Height h z
i

/

" Width w

Design parameter

Figure 12: Beam Optimization Example

This beam is loaded by the force P, leading to some stress at
the mounting location. The goal is to maximize the profit
(length L) and concurrently to minimize the costs (volume
V). These qualities are simply calculated, i.e. the volume by

V=h-w-L (3)

and the length in dependence on the allowable stress at the
mounting location and the moment of inertia by

L = Gaiowea W - hz/(ép) (4)

A usual form of the objective function is a weighted sum
with the weights w; and w;:

minf=w; V—-wy,L (5)



An unanswered question is how to choose the weighting
factors. Tab. 3 lists three slightly different weighting
combinations and Fig. 13 shows the resulting solution space
topographies.

Table 3: Weighting Combinations for the Beam Objective
Function

| Casel Case2 Case3
40%
60%

V| 50%
L | 50%

60%
40%

Figure 13: Solution Space Topographies for the Weighting
Combinations

Different objective functions with varying weighting factors
(more or less arbitrarily chosen) obviously lead to different

results. With respect to some researches (Duvigneau 2007),
where weighting factors are introduced within the objective
function for the mean value and the variance, it is not
astonishing that the results differ significantly in dependence
on these factors. Changing the objective function means
changing the shape of the solution space, with the result of
different optima. In contrast to reducing uncertainty, this
procedure introduces additional, human related uncertainty.
Calling this a robust design is at least questionable.
Uncertainty here again comes from a knowledge deficiency.

A solution to this problem may be the application of Fuzzy
Logic, introduced by Zadeh (Zadeh 1965) for the definition
of the optimization goal (Frommann 1998, Frommann 2000).
This approach exploits the capabilities of human beings, i.e.
working on two-dimensional dependencies and assessing
dependencies in a natural way. Starting from a current
solution one is able to define, in which direction each
criterion improves. These trends can be represented by so-
called membership functions, which describe the grade of
membership, i.e. how much does a criterion belong to the
desirable, tolerable or unacceptable solutions. Based upon
this the user can define logic rules like: If criterionl is
desirable and criterion?2 is unacceptable than the solution is
unacceptable. This way, feelings can be converted into an
exact mathematical function, describing the wishes for the

18

design. Modern optimization software (CAOtec 2010) like
CAOne® offers the possibility to define these in a simple
manner, Fig. 14.

Figure 14: Definition of Membership Functions and Logic
Rules for the Length and Volume within C4One ®

Applying this methodology to the above mentioned problem
of the beam yields the result depicted in Fig. 15. Now it
becomes clear that, in this case, the goal was to optimize
both, profit and costs to the same extend. This clearly shows
that, by definition of the objective function in a more or less
arbitrary way by applying weighting factors, some kind of
uncertainty is introduced into the optimization process. It can
be avoided by utilization of sophisticated approaches like
Fuzzy Logic based objective functions, which yield a
superior solution, even compared to Pareto-fronts. The latter
can only be an aid in case one does not know where to go to,
and, furthermore, this is limited to two or three criteria due to
the limit of human spatial sense. Therefore, design objectives
may be a source of uncertainty, which is worth to be
considered.

Figure 15: Solution Space Topography for the Fuzzy
Logic Objective Function



CONCLUSIONS

Uncertainties are possible due to diverse reasons, which have
been discussed in this article. Some of them are just alleged
ones and only consume time and effort, if considered. Others,
like convergence or manufacturing uncertainties, need to be
handled. It has been shown that different convergence
criteria lead to different, even worse results. While these
problems can be overcome in a rather simple way, just by
increase of computational effort, manufacturing uncertainties
should be included into optimization process. A straight
forward approach may be the random distortion of the
geometry during the design process, representing stochastic
fluctuations of material properties and manufacturing
variability. This is currently part of researches by the author.
Uncertainties with respect to the design goal are rather
difficult to assess, because they stem from the feelings of
human beings, and therefore elude themselves to some
extend from being describable. The proposed Fuzzy Logic
approach is a promising way out of this dilemma.

REFERENCES

CAOtec Software GmbH. 2010. “CAONE Users guide and
tutorial”. www.caotec.com.

Duvigneau, R. 2007. “Robust Design of a Transonic Wing with
Uncertain Mach Number”. Evolutionary Methods for Design,
Optimization and Control, CIMNE, Barcelona, Spain.

Frommann, O. 1998. “Conflicting Criteria Handling in
Multiobjective Optimization Using the Principles of Fuzzy
Logic”. Applied Aerodynamics Conference, Albuquerque, NM,
AIAA Paper 98--2730.

Frommann, O. 2000. “Bewertung multipler und gegensitzlicher
Qualitétskriterien in Multidisziplindrer Optimierung”. Proc.
Deutscher Luft- und Raumfahrtkongress, Leibzig.

Shimoyama, K. 2006. “Robust Aerodynamic Airfoil Design
Optimization Against Wind Variations for Mars Exploratory
Airplane”. , [AC-06-43.P3.07, 5 7" International Astronautical
Congress, Valencia.

Zadeh, L.A. 1965. “Fuzzy Sets”. Information and Control, 8,
338-352.

AUTHOR BIOGRAPHY

OLAF FROMMANN studied Aerospace Technology at the
Technical University Braunschweig, Germany, with the focus
on aerodynamics and aircraft design. Afterwards, from 1991
to 1996 he was employed as a member of the research staff at
the Technical University Hamburg-Harburg. There, he
researched high speed pipe flows with wave propagations,
causing safety valve installations to flutter with the result of
destruction. After receiving his Phd in 1996 he went to
Airbus in Bremen, where he developed the core of a
numerical optimization system for the design of wings for
transonic aircrafts based upon solvers of the Reynolds
averaged Navier-Stokes equations (DLR FLOWer code).
During this time the Fuzzy Logic approach for objective
functions was discovered and successfully applied to several
problems. In 1998 he founded his own company, the Synaps
Ingenieur-Gesellschaft mbH in Bremen. The core business of
this company was the development of a general purpose
optimization framework, called SynapsPointer Pro. Besides,

19

many engineering services have been conducted, e.g. for
Airbus and McLaren Formula 1. The software has been sold
to CAOtec Software GmbH in 2005 and is now distributed
and further developed under the brand CAOne®. In 2003 he
became Professor for Aerospace Technology at the
University of Applied Sciences Bremen. The main area of his
current work is aerodynamics, aircraft design, Computational
Fluid Dynamics (CFD) and Computer Aided Optimization
(CAO). He was the first to establish a lecture on CAO within
the study course Computer Based Mechanical Engineering
(CBME).

During the last 12 years many R&D projects have been
successfully finished, e.g. MEGADESIGN, AEROSHAPE.
Currently, he works on a research project funded by the
German Federal Ministry of Education and Research,
focusing on the optimization of very thick airfoils (greater
35% relative thickness) for rotors of horizontal axis wind
energy turbines. Other areas of research address the
consideration of manufacturing uncertainties within
optimization processes, improvement of grid and geometry
generation.



20



COMPARATIVE
SIMULATION
METHODOLOGY




22



COMPARISON OF FORMAL MODELS FOR PROCESSES WITH SCATTERED
INTER-DEPENDENCIES

Sérka Kvétonova and Dusan KolaF
Department of Information Systems,
Faculty of Information Technology, Technical University of Brno
Bozetéchova 2, Brno 612 66, Czech Republic
E-mail: {kvetona, kolar}@fit.vutbr.cz

KEYWORDS
Process Management, Scattered Context Grammars,
Petri Nets, Context Dependencies, Parsing, Compari-
sion of Models

ABSTRACT

The paper deals with comparison of two models used
for modeling of processes. We used scattered context
grammars Greibach and Hopcroft (1969) to model sit-
uation, when there are several sub-processes consisting
of several actions. Now, we investigate Petri net Girault
(2003), Rozenberg (1991) model’s features and compare
them with grammar ones. We focus on five main prop-
erties of the models that we compare.

INTRODUCTION

Business processes are composed from various activities
that are strongly connected with particular tasks, task
resolution, respectively. Process flow may be either fixed
for all similar occurrences (e.g. tire pressure adjusting)
or it is possible to have various possibilities of process
flow even if service delivered is the same.

This paper presents Petri nets approach for such a for-
mal description. On the other hand, the description
via scattered context grammars (SCG) is easy to de-
fine (Koldf and Kvétonovd (2010)). Such a grammar
description can be used efficiently in several ways. One
way is for generation of all correct possibilities (see Kol&r
(2009), Koldr and Kvétonova (2009)). The other pos-
sibility is to use the description to analyze and, par-
tially, predict the process flow when the activities are
planned according to actual availability of resources and
not prior to service delivery. Similar features can be ob-
served in Petri net description as well.

Any formal description and processing of the commit-
ment of a certain process/subprocess/activity increases
safety and reliability not just of the process but of in-
volved actors as well. The particular algorithm used
for construction of an SCG used for modeling of all
possible correct process flows is described in Kolaf and
Kvétonova (2010).

To model the situation, we stick to car repair station
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without any loss of generality, just to express the sit-
uation. In case of Petri net model, we use the P/T
Petri net model (black and white) where places will
model state of process execution and transitions syn-
chronize and order particular subprocesses. Petri nets
offer more compact and much readable description than
finite automata that could be used for the same purpose
by straightforward “enumeration” of all possible execu-
tion plans. This fact will be very easy to observe and
provided with no proof. This is similar observation as re-
lation between scattered context grammars and regular
grammars Kol4f (2009), Koldi and Kvétonova (2009).

CONTRIBUTION

In this section, we describe construction of a Petri net
for particular case (detailed grammar construction can
be found in Koldf and Kvétonova (2010)). Next, we
compare both models from several viewpoints.

CAR REPAIR STATION

Business process modeling and basic motivation on
transformation to formal models can be found in Kolaf
and Kveétonovd (2010) and in references cited therein.
Our use case is based on a simple car repair process
in simplified car repair station. A car repair process is
performed on the basis of customer’s requirement that
is recorded. After that, a car is taken into the car repair
service and it is prepared for a repair process initializa-
tion. The own reparation is executed by a mechanic
or engineer from the relevant department. Each de-
partment has just one mechanic in charge and he/she
is fully responsible for it (reparation execution and its
final quality). If a car reparation requires some external
inputs (materials, specific services or car spare parts),
a mechanic must ensure their commitment (e.g. tire
service, technical inspection, upholstery works etc.).
During a reparation, a stockman draws up material req-
uisitions which are approved by a supervisor (manager
of a car repair service). He/she checks meeting the
conditions, too. In particular, time keeping and cost.
In case of any variances or difficulties, a supervisor in-
forms a customer and he/she requires an agreement from



him/her.

We take into account a car repair station with four basic
services. Every service can provide its own particular
services, for example, the following way:

e A: tire services

— <al ><a2>< a3 >: tire change — con-
sists from three tightly connected activities,
removal of tire from wheel, put on a new tire,
balance and pressure the wheel

— <ad> <ab> <ab>: tire repair

— <a7> <a8>: wheel change
e B: engine services

— <bl> <b2>: ignition cable change
— <b3> <b4>: ignition spark change
— <b5> <b6> <b7> <b8>: oil change

e (: chassis services

— <cl> <e2> <c3>: geometry setup
— <cd> <cb> <cb> <cT>: absorber change
— <c8> <c9>: suspension change

e D: hand car wash service

— <d1> <d2> <d3> <d4>: body wash
— <db> <db6> <d7>: interior wash

Besides tight coupling of some activities, there are nat-
ural long-distant context limits. For instance (a) wash
services are always the last ones, and (b) suspension
change must be followed by a geometry setup.

MODELING VIA PETRI NETS

Broader analysis can be found in Kolaf and Kvétoniova
(2010), we start directly with description of building a
Petr net model.

Number of all possible (even erroneous) orders of activ-
ities is finite. Thus, we can describe the situation by
finite automaton (every finite language is regular one
and every regular language can be recognized by a finite
automaton). Even if this is possible, it is not a feasible
way as the number of all possibilities is quite large even
just for correct combinations. We use Petri nets instead.
They provide better synchronization features, mutual
exclusion, alternative ways of processing, etc.

PETRI NET CONSTRUCTION

The Petri net is constructed from the situation descrip-
tion step by step.

A set of places P is initialized to all activities presented
above

P ={<al>,<a2>, ... , <d6>,<d7>}
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Next, synchronization places for all particular services
are added to the set of places. These newly added places
enable just single execution of the service within partic-
ular order. Set P:

P =PU{Ua1,Ua2,Ua3,Up1,Up2,Ups,Uc1,Uc2,Up1,
Up2,Uc13,Ucp}

where place Ugis is introduced instead of simple Ugs as
there is sequentiality necessary between these two ser-
vices. Similarly, place Ucp enables finishing of services
only when geometry setup is placed after required car
suspension change.

Finally, we add three places representing core services
preparation S, washing activity preparation D, and fi-
nalization of the process, FIN. Set P:

P =PU{S,D,FIN}

Thus, set of places, P, contains 32 + 12 + 3 places that
is 47 elements.

Transitions must be defined next. First of all, transi-
tions following every service activity are introduced and
set of transitions, T, is initialized:

L) Td7}

Next, transitions blocking services just for single execu-
tion are added. Set T':

T = {Ta17Ta27 ..

T=TU{Tva1,Tvaz,Tvas,Tus1, Tus2, Tuns, Tucs,
Tup1, Tup2, Tes, Toa, Tow, Tucpas Tucpe

where places with a and b indicants in their name rep-
resent variants in the service execution — T, stays
for car geometry when no suspension was change, Tc1p
stays for car geometry after suspension change, Tycpa
stays for finalization of services without application of
geometry service, and Tycpp stays for finalization with
application of geometry service.

Finally, transition that closes service delivery must be
added. Set T

T =TU{Tr}

Thus, we have 47 elements in the set T (the same value
as for set P).
Flow relation is the following way, initialize F' with:

F ={(<al>,T.), (<a2>,Ts2), ... ,(<d7>,Tu7)}

(simple flow in sub-services).
Next, completion of simple flows is added. Thus, set F":

F=FU
{(Tah <a2>), (TaQ, <a3>), (Ta4, <a5>), (Ta5, <(J,6>),
(Ta7, <a8>), ey (Td5, <d6>), (Td67 <d7>)}

Next, return from services to preparation places is
added. Set F:

F=FU {(Tag, S), (Taﬁ, S), (Tag, S),
(Taa; D), (Taz, D)}

L) (T687 5)7



Next, links from preparation places to transitions start-
ing services are added. Set F' to be:

F=FU
{(SaTUAl)a(SaTUAZ)a 7(SaTUBS)7(S7TU01a)7
(S,Tcw), (S, Tucz), (S, Tes), (D, Tup1), (D, Tupz2) }

and links from transitions starting services to places rep-
resenting the first sub-service of particular service are
added. Thus set F"

F =FU{(Tva1,<al>),(Tyaz2, <ad>), (Tu as, <aT>),
(TUBl, <b1>), (TUBQ, <b3>), (TUBg, <b5>),
(Tcla, <Cl>), (TCH;, <Cl>), (TUCQ, <C4>),
(T037 <C8>), (TUD17 <d1>), (TUD27 <d5>)}

Next, we add links from single execution synchroniza-
tion places to appropriate transitions. Set F:

F=FU{(Ua1,Tva),
(Uaz, Traz), ,(Us,Tuss), (Uc1,Tcw),
(Uc2,Tyc2), (Ucis, Tota), (Ucis, Tes),
(Up1,Tup1), Up2,Tup2)}

Next, links assuring proper ordering of services, in
particular suspension change and geometry setup, are
added. Thus, set F:

F=FU{(Te,Uc1),(Te3,Ucp)}

Finally, links for transition to washing services and to
finalize the car repair service are added. Set F:

F=FU
{(S,Tuepa); (S, Tucos), Uep, Tvcpa), (Ucis, Tucpy)s
(Tvepa, D), (Tvepy, D), (D, Tr), (Tr, FIN)}

We have 108 edges at all for the use case.

To finish definition of the Petri net, we have to specify
capacity of places weight of edges and initial marking.
Capacity of every place is 1 and weight of every edge is
1 as well. Initial marking is set the following way:

e place S contains one token—initial marking is 1—
this is the starting point of service delivery, prepa-
ration of services that can be delivered at first;

e places Ua1, Uaz, ..., Ups, Ucis, Uc2, Upi, and
Ups contain one token—these are places modeling
at most single service delivery, including places for
serialization of services;

e all other places contain no token during initializa-
tion.

SUMMARY ON PETRI NET CONSTRUCTION

Petri net construction is quite straightforward in many
aspects—places representing sub-services, direct chain-
ing of sub-services into a service, including transitions
and edges. It is quite easy to detach services delivered
independently before others. On the other hand, model-
ing requiring sequential dependency and, optional, syn-
chronization with group of other independent services
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is quite tricky and the more complex the scattered de-
pendency is, the more trickier the Petri net may be.
Even if we can easily discover certain patterns in mod-
eling of scattered dependencies, their introduction is not
straightforward.

COMPARISON OF THE MODELS: SCG AND
PETRI NETS

We want to study the two models from these five view-
points:

e number of states/symbols—number of core ele-
ments necessary to define a model informs about
overall size, nevertheless, small differences are not
very important in this comparison;

e number of relationship description elements—edges
in Petri nets and production rules in grammar de-
fine relations and, in a fact, they form functionality
of the model,;

e simpleness of creation from informal description—
is the way of model definition straightforward or do
we need some reasoning to define the model,

e modeling features—is it possible to verify that a
process went correct way, can we predict certain
behavior /runtime live overview;

e context bindings incorporation—we especially con-
centrate on scattered dependency and its easiness
of introduction.

Before we get to comparison, we present a complete scat-
tered context grammar model of the same use case, its
creation algorithm is in Kolaf and Kvétonova (2010).
G=(V,T,P,S)

T = {<al>,<a2>, ..., <d6>,<d7>}
V=TuU{S,Y,D,Z Al, A2, ,C3,

Uar Uaz ... Up2,Zci, Zes}
P={S - YDZUa1 Uss ... Upa,
UAI — &,
UD2 — &,
D — ¢

(D,Up1) — (<dl> <d2> <d3> <d4> D)
(D,Up2) — (<d5> <d6> <d7> D,e¢)

Al — <al> <a2> <a3>

A2 — <ad> <ab> <ab>

C3 — <c8> <c9>

Y — ¢

(Y,Ua1) — (A1Y,¢)
(Y,Ua2) — (A2Y,¢)

(Y, Ups)

— (B3Y,¢)
(Y. 2,Ucr) = (CLY,Zcr Z,¢)
(Y,Uz2) — (C2Y,¢)



Table 1: Comparison results summary

Formalism SCG Petri
Nets

Number of states/symbols 58 94

Number of relation descrip- 35 108

tors

Simpleness of creation very good good

Modeling features good very good

Context bindings incorpo- very good good

ration

(Y,ZaUC?)) - (03 Y7ZCB Z7€)
Z — €

Zo1 — €

(ch,Zcq) — (E,E)

We have 32 terminals, 26 non-terminals, and 35 propa-
gation rules.

Comparison results are summarized in Table 1.

SUMMARIZED ADVANTAGES AND DISADVAN-
TAGES OF THE MODELS

As the Table 1 shows, number of terminals plus number
of non-terminals is lower than number of places plus
number of transitions. Even if some transitions and
places are introduced really formally, the same holds
for terminals and it seems that total number of building
components is lower for SCGs.

Similar relation is for propagation rules and edges.
Again, even if some edges are really formal ones, number
of edges probably always exceeds number of propagation
rules a lot.

Simpleness of creation is almost the same for both mod-
els. Unfortunately, Petri net has more formal parts and,
thus, it is more resource consuming during creation.
Nevertheless, overall performance of both is nice.

Both formal models can decide that a process went OK
(grammar a bit easier), both models can provide all pos-
sible correct cases (again, grammar a bit easier), but in
run-time (live) checking is Petri net better.

Incorporation of context bindings is simpler in grammar.
We have to add two extra rules, extend two other, while
working with two extra non-terminals. Having three or
more sub-services in similar relation is not a problem,
just instead of 2 elements we will have 4. Moreover, de-
taching the washing services to the end of the process is
straightforward. The same task for Petri net is not im-
possible, nevertheless, it is not that straightforward and
it is more tricky. We also have to add helping structure,
but it does require copying on detaching part of wash-
ing services. Overall evaluation for this item is slightly
worse for Petri nets.
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CONCLUSION

Petri nets are a very powerful tool having many use-
ful properties (synchronization, parallel processing, re-
source modeling, timing etc.), but for our purpose,
they are too complex and sophisticated and we do not
use all aspects/means of them. Therefore, we chose
Scattered Context Grammars. SCG enable fully suf-
ficient and compact description of problems described
above with algorithmic derivation from a very com-
pact definition. Moreover, following the features re-
quired by parser of SCG, we can easily (= algorithmi-
cally) derive a parser that can validate a sequence of
activities/sub-processes (see, Kolaf (2008)). A simple
modification of the parser can help us in prediction of
what activities/sub-processes should be committed for
the particular process in the future, as they have not
been completed yet.
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Comparing two sampling methods in Monte Carlo simulation
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Abstract

This paper gives a generalization of the use of refined
descriptive sampling (RDS) method for K input vari-
ables. The estimate of RDS is shown to be unbiased
and a comparison of RDS and random sampling vari-
ances is also given.

Keywords: Sampling method; Variance; Monte
Carlo, Expectation.

1 Introduction

Suppose we have some device, the behavior of which
depends on a random vector X = (X1, Xs,..., X)) of
fixed length K with known probability density func-
tion f (x) and known cumulative function F(z) for
zeRE. A mathematical model for the device is de-
veloped from which we can simulate the behavior of
the device on a computer. So experiments are carried
out on the model built and unknown parameter 6 of
the output random variable Y of interest denoted as
the unknown but observable univariate transforma-
tion of X given by the function ¥ = h(X) is esti-
mated. Thus, we have the problem of approximating
0.

Since h(X) may be difficult to compute for each
new value of X, it is important to pick a sampling
scheme that allows us to estimate h(X) well while
keeping N, the number of replication, to a minimum.
A lot of methods for choosing X, X, ..., Xy exist.
The simplest is simple random sampling which is used
to generate N iid random vectors with the distribu-
tion of X. Tari and Dahmani [7] suggested an alter-
native method of generating X, Xo, ..., Xy that they
call Refined Descriptive Sampling (RDS). Let Trgs de-
note the estimate of 6 using random sample of size N
and Trps denote the estimate of 6 using refined de-
scriptive sample of size N. In section 2, we describe
random sampling and give the considered class of es-
timators. In section 3, RDS procedure is described
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and its generalization for K input random variables
is proposed in section 4. In section 5, the estimator
Trps is shown to be unbiased and efficient by study-
ing its variance which is proved to be less than that
obtained with simple random sampling.

2 Estimators

In this paper, RDS is examined and compared to ran-
dom sampling with respect to the class of estimators
of the form

N
1
T=T(Y;, Y, . Yv) = > g(v),
j=1

where ¢ (.) is an arbitrary known function.

If g(Y) =Y then T represents the sample mean
which is used to estimate E(Y). If g(Y) =Y " we
obtain the r** sample moment. By letting

|1 for Y <y
g(Y) = { 0 otherwise

we obtain the usual empirical distribution function at
the point y. Our interest is focused around these par-
ticular statistics to compare random sampling (RS)
and refined descriptive sampling methods.

It is often impractical or impossible to use deter-
ministic methods when the number of variables K is
large. Hence Monte Carlo methods [1] are usually
used for high-dimensional problems. That is, N val-
ues of the input random vector, Xy, Xs, ..., Xy are
generated in some manner such that the parameter 6
can be estimated by

?

N
1
TRS = T(Yl’}/g, ,YN) - N Zg(YY)
Jj=1

when the arguments Y7, Ys, ..., Yy constitute a ran-
dom sample of Y.



The mean and variance of Trg are denoted by 6
2
and % where o2 is the variance of g(Y) obtained
using random sampling.

3 The proposed generalization
of RDS for K input variables

RDS is suggested in order to reduce the problem of
sampling bias which can be introduced by using de-
scriptive sampling (DS) [4] in Monte Carlo simulation
and by the way it eliminates the problem related to
the sample size of descriptive sampling. It is con-
cerned with a block that must be situated inside a
generator aiming to distribute regular subsets of ran-
domly chosen prime number sizes p;, in a random
order as required by the simulation. We stop the
process when the simulation terminates, say when m
prime numbers have been used which derives m sub-
runs. This approach removes the second problem of
DS which is the need to determine in advance the
sample size N.

Either a discrete or a continuous or even a mixed
distribution can be represented, provided that the re-
spective inverse of the distribution function is avail-
able. This inverse function is always defined, al-
though, in most cases, a numerical approximation
may be necessary, as in the case of a normal distrib-
ution [3].

3.1 Sample space

Let the sample space €2 of X be partitioned into m
disjoint K dimensional space A; of size PjK where
each A; is again partitioned into PjK disjoint K di-
mensional hypercubes labelled by S, L>intpx

i=1,2,. jK and j =1,2,..,
vention Z =0.

In the jth subrun, we have PjK possible outcomes
and in a simulation experiment defined by m sub-
runs, we have then, Z;n 1 PK possible outcomes of
K dimensional vectors r +Z it pi

Finally, the sample space Q. of X can be written by

m with the con-

Q=U A _U’"lu .S

Z+E] 1PK

3.2 Set values generation

In the center of each hypercube Si+2j—1 px We can
. . 9=1"4
find a K dimensional vector r, 4Sint px of regular

numbers where each component is defined by

Tiisiip, = P 1-05),1=1,2,.., P
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Let X j—1 be the I*" simulated value of the
432021 Pa
h th
sub-run and RI+Z§;} P, be the [*" vector of the
th

j*" sub-run, where each component is randomly se-
lected from the following K same subsets of regular
numbers
K
.

These subsets {rHZé;l Py Taysi=tpye T

"

of prime size p; are uniformly distributed between
[0,1] and Rl_,,_zj—l P, is situated in the center of the
q=1

hypercube.

In refined descriptive sampling, the subset values
are generated as required by the simulation and a re-
fined descriptive sample vectors of size N is defined
for the input random vector X using the inverse trans-
form method as successive samples vectors of size P,
7 =1,2,...,m such as

Xpostp = P (R p ) where L=1,2,..,F;

3.3 Bernouilli random variables

To have the appropriate form of the estimator Tgrpsg,
we introduce Z - pq Bernouilli random variables

z-l—Z] 1PK S’H—ZJ lPK — R
where i = 1,2,...,pj and j=1,2,....m
such as
1 if {XHZJ ' p,
Wyt pc = usedr_lrzj IPKGSZ+E] 1PK}

0 otherw1se

where each random variable having the following

properties which are immediate:
1
prt

:E( W,y IPK>:E< W 1PK>

2. Var(wHEj:PK) = (ﬁ) (1 — ﬁ) .

3. E(w W52t pic X Wy s 1PK): 1
ifi#£t

4. E(wH'Zf;i Pf X wH—Zé;} Pf) =0 ifi=t¢t

1. p(wi+2§;i PqK = 1) =

PRI (P —1)K-1

3.4 RDS estimate

Finally, Z;n:l pq values of the input refined descrip-
tive vectors,

X17 ) Xp17X1+p17 "7Xp2+p17 "7X

1+E;n 1 Pq’ TR L Pe



are generated such that the parameter 6 can be esti-
mated in each sub-run by the following m estimates

A
91 = (Ya.a}/Qa "'a Zwl X g y'L
A
02 = T(Y1+p1vy2+p1w“vypz+p1)
= sz—i-p{( X g yz—i—pl )
A
9, = T (YHZ?:?pq,YHZ?;pq,...,ng;lpq)

prn

= - Z Wipymotpr X 9(9i+2’;‘; pf)

and in the 81mulat1on experiment, by the following
Trps estimate defined by the average of those sub-
runs estimates

A A A
Trps = (01,02,..,9m)

= ijxe

Sipe i

m p]

- Z Z Wiyynizs

E;"lqu 1i=1

the

when arguments

(Vs g Yorsimtpuo o Vs ) 3 = Lo
constitute the m descriptive samples of size p;
of Y observed in each subrun and the arguments
Yi, Yo, Yigpis oo Ypouiprs - Yl-l,-Z;”:—ll Pg’ ngnzl g
constitute a refined descriptive sample of size N of
Y.

The convention 22:1 pq = 0 still hold and suppose
also that all regular numbers generated from the last
prime p,, are all used by the simulation. To compare
this sampling method with random sampling we as-
sume Z;nzl pg = N. The mean and variance of Trpg
are now estimated.

,m

Remark 1 Given that a software component
"getRDS" is designed to generate numbers using
refined descriptive sampling procedure and it is fully
tested for both criteria: independence and uniformity
between 0 and 1 [2] then a refined descriptive sample
can be considered as one in which observations are
independent random variables and each one following
the population distribution.

X : m—
1 pK 9(%4_2(1:11 pK

)
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4 Properties of RDS estimate

4.1 Tgrps is unbiased

It has been shown in Tari and Dahmani [7] that
Bias(Trps) is insignificant if the underlying fre-

quency f,of the output random variable Y is dif-
m

ferent from M Xx Hpq where M € N*. This con-
q=1
dition is usually verified because the simulation will
certainly terminate before the product of all prime
numbers used in a run or a multiple of it can be
equal to the underlying frequency as this product M
m

X H pq has a very high frequency. If the sample size
q=1

N = Z;nzl pg — +0oo then Hpq — +o0 faster and
q=1

m
M x H pq tends to infinity even faster and since f,
q=1

m
is a finite frequency, then f,, # M x H Dq- As a con-
q=1
sequence, limy_ 1o Bias(Trps) = 0 then, Trps is
asymptotically unbiased estimate. We can then sup-
pose that Trpg is an unbiased estimator since sample
sizes are always large in a simulation study, then the
mean of Trpg is 6.

4.2 The variance of Trpg

Theorem 2 If Y = h(Xy,...,Xk) s monotonic in
each of its arguments and if g(Y') is monotonic func-
tion of Y, we have then

Var(Trps) < Var(Trs)

Proof. Firstly, we notice that

1
P(X_l_,’_zg 1 p,used T pyis 1PK€Sz+EJ IPK):])_K
J

and the marginal density function of

XH_Zé;}pqgiven { izl used rz+zj 1PK}
is P/ x f(a),
Let p; 43ty tO be the means of g(Y; s~i-

)

q= 1 p q
in the K dlmensmnal hypercubes.

Let 0’? to be variances of g¢(Y;) in the subruns
defined by

g_z/

zlS

W3- pge) = O F @) (1)

1
’+Zf1=1 J{



where j =1,....m
Let o2 the variance of g(Y') to be defined in refined
descriptive sampling method by

m
02:UGT E

Apply the independence of the subruns, the vari-
ance of the general form of Trps is written

[ V)

(2)

b

Var (TRDS)

TR
- N? Z Z V“T(wi+zg;i PK * g(ywzé;i pK )

j=1 i=1

K pK
1mPJPJ

+—ZZZCOU Wiysi=t px % g(y Yipsi- 1PqK)7

j=11i=1t=1
it
3)
Weyssi=t pxc X 9y 521 prc))]

1) Let us calculate the first part of the the right hand
side of the last equality, according to the variance
properties, it follows that,

q

J
Z Var(wwrzg;} P X g(yiJng;} PK))

= ZE 0P s IV, oy )

i=1

+ Z E*(g(y

where E design the mathematical expectation.
By virtue of the 1%* and 2" probability properties

of Wiy snizt px, We have,

i+ PK ))Var(wi+zg;} PK )

pPF
Z Var(wi.;_zg;} PK X g(yH—EfI }PQK)) (4)
=1

k
J

1
:ZF

Var(g(y;ysoi-1 px)

i=1
Pk
1 1
+Z,u' Jj—1 K( )(1 )
i+ 1 P4 k—1 k—1
i=1 ' Z P P]

In accordance with the variance properties, we have

Var(g(y; i1 pr) = E(9(Y; 5291 prc) =

2
1+Z] 1 PK)

By adding and reducing 6 in the expectation, we ob-
tain

Varloyisyzt pp) = Blolirsyt pg) = 0
_(“z’+2g;} pr 6)>
= / (g(yl+zé;} P;{) — 0)2 P]kf(x)dx

i+xI] PK
~(Hi 51 pre = 0)? (5)

Substituting the expression 5 in the relation 4, we
write

pJ

ZVar ZJFZJ 1pK x g(y z+z”_i PqK))
i=1
ke

S / (0051 py) — )7 f(a)da

i=1
. Ji—1 oK
1+Zq:1 Py

k 1 Z “z+2J L pK - 0)?

p]

ZMH-Z’ L pK

Considering 1 and using

1 1
+ k—l(l pk—1
P! P!

PK
0= PK ZMHE
J =1

we have then,
| oo
7z 22 2 Var(wi st pe X (055 i)
j=11i=1
11,
= Ay b

2k 2 Z“HEJ 1PK

and finally taking into account the formula 2, we
get

k
m Pj

1
72 2 2 Var(w, sims pre X (U551 pr))
J=1i=1

2

o 1 & 2
N w» Z(—pﬂ 2k 2 Z“wrzj L PK (6)
j=1
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2) We calculate now the second part of the right
hand side of the equality 3 , according to the covari-
ance and w, D g first properties, it follows that,

py oy
Z Z[Cov(wprzé;} px X g(yiJrZi;} qu)a
i=1 t=1
i#£t
wt+zg; px X 9y yi-t px))]

.7 .7
= ZZM’LJFZQ 1P XMtJqu 1§

i=1 t=1
i#£t

XE( H_E] IPK th+2] IPK)

] ]

2K 222“%+Zq ol X Pzl pE

i=1 t=1
i#£t

By virtue of the 3" and 4" probability properties

of Wiy snizt px, We have,

Py

1 m PJ
_ZZZCOD z+2j 1 PE x g(y l-‘rEJ 1PK)
j=1 t=

(7)

£t
Wyysmiot pre X 9(Yy 51 prc))]

= (P —1) K x pitt

K
m Pj J

1
X_ZZZM2+ZQ 1P x'ut+zq 1Py

1i=1 t=1
Jj= =

—P>_2K+2

mpJ J

1
X_ZZZM2+ZQ 1P x'ut+zq 1Py

]121t1
#t

Substituting 6 and 7 in 3, we write,

V(I’/’(TRDS)
= Var(Trs)
1 o~ (P — 1)~ K+
+_ZJ——K+2
N2 j=1 J
pK pf
DI (Hiysoizt pre = 0) X (py 521 e = 0)
=1 t=1
i#t

Indeed,

ZZ Hipyitpr = 0) X (byy5it e —0) <0

i=1 t=1
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using Lehmann’s theorem and Hoeffding’s equation,
we then obtain the result. m

5 Conclusion

We developed the use of refined descriptive sampling
for more than one input random variable, we have dis-
cussed the bias of RDS estimate and concluded that
it is unbiased. We gave a mathematical argument to-
gether with a proof that the variance of RDS estimate
is less than that obtained with random sampling with
respect to a class of estimator.
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ABSTRACT

Competitive learning is a well-known method to process
data. Various goals may be achieved using competitive
learning such as classification or vector quantization. In
this paper, we present a different insight into the prin-
ciple of competitive learning. We want to highlight the
fact that some learning rules used within competitive
learning process is very similar to equations of motion.
If motion equations are solved by numerical integration
the similarity becomes very clear. In this article, we
present a physically based model of the competitive net-
work that emulates the standard competitive network
through the dynamic relaxation of particle system. The
model we built is equally powerful as the standard model
and there are some positive features resulting from phys-
ically based approach.

INTRODUCTION

Artificial neural networks are phenomena of modern
computer science. Many research groups are interested
in these systems and artificial neural networks are
strong computational devices by any means. Many
types of artificial neural networks has been invented (or
reinvented) so far, and most of them are inspired by
some biological template. The research is also focused
on various learning processes and similarities between
artificial learning techniques and biological behaviors.

Our recent research was focused on utilizing the
spring/particle system for visualization of some com-
petitive networks (Fedorcak 2007). In this article, we
will focus on altering the competitive network and turn-
ing it into the physically based particle system driven
by motion equations. We will describe pseudo-physical
model of simple competitive network where the learning
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rules are applied through the particles, forces etc. The
comparison between the physically based model and
standard approach is presented and some experimental
results are also reported.

COMPETITIVE LEARNING

Competitive learning, as one of the unsupervised learn-
ing representatives, is a process of learning the organiza-
tion of the input dataset through a competition between
neurons. Neurons are often defined as reference vectors
with the same dimensionality as the input data. The
competition is usually driven by some metric, for exam-
ple the Euclidean metric. The learning process consists
of a fixed number of repetitive steps. Every step con-
tains several substeps:

1. Determination of the winner according
to the metric

2. Adaptation of the winner using some
pseudo-hebbian adaptation rule

3. Optionally, if some sort of topology is defined, the
neighborhood of the winner may be adapted as well.

Most of the competitive learning methods use very a
similar learning step (Fritzke 1997). Sometimes, the
network is able to change its structure dynamically by
adding or removing neurons ( growing networks) (Fritzke
1995); some other attributes such as a local error may
be used for learning purposes. Our goal is to define a
pseudo-physical model with the similar behavior as the
competitive network has. The usage of the Euclidean
metric and hebbian adaptation my be found useful and
we will start with it. The determination of the winner
is usually defined as:

(1)

where A is the set of neurons within the network, W,
is the reference vector of the winning neuron and £ is
the input signal passed to the network. The Hebbian
adaptation is defined as:

Woyin = aIg min ||€ - W’L“
i€A

(2)

Awwin = 77(5 - Wwin)



where 7 is the learning factor which will affect the speed
of adaptation.

PHYSICAL REPRESENTATION OF
COMPETITIVE LEARNING

The standard learning process is based on adaptation
of neuron’s weight vector according to the input signal
passed to the network. An input signal is passed to
the network in every time step, the winner is found
and the adaptation (i.e. change of weight vector) is
evaluated. In physically based approach we want to
achieve the same effect through the forces affecting
the particle system. This approach is widely used in
many different applications and it is called dynamic
relaxzation (Brandes 2001)(Lewis 2003). The principle
of dynamic relaxation is also used in machine learning
theory, the famous Hopfied network is based on such
principle (Hopfield 1982).

Our model is simple particle/force system. We
assume that the neuron weight vector is represented by
the position of the shapeless particle. We also assume
that every input signal from the training set may be a
source of distance dependent force. The sum of forces
from every input signal to every particle (neuron)
may have similar effect as the standard adaptation
rule (2). The physically based learning process stands
for a simulation of particle system through the time.
In every time step the sum of all forces affecting the
particle is evaluated and the change of its position is
the adaptation of the neuron.

There is a significant difference between the standard
learning process and the physically based simulation
we describe above. The standard learning process is
incremental by the mean that there is only one input
signal processed in every time step. On the other side,
the physically based learning evaluates the influence of
all input signals within single time step. Nevertheless,
there is a similar approach used widely in neural
computing called batch-learning where the adaptation
is evaluated after all input signals are precessed. Our
physically based learning process is the imitation of
such batch-learning method.

Winning Neuron Problem

The common principle of competitive networks is the
competition of neurons. The competition is usually
based on some kind of metric, typically the Euclidean
metric.  Unfortunately, there is no simple physical
model which has exactly the same behavior as com-
petition of neurons and individual adaptation of the
winner. Nevertheless, there is a way how to imitate such
behavior by introducing additional forces to the system.
The first is an attractive force between the input signal
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and the particle (neuron). This attractive force has to
be distance dependent and it should affect the winning
neuron (the closest one) only, thus it needs to be inverse
to the distance between the neuron and the input signal.

The attractive force is not sufficient to imitate winning
neuron behavior of the standard model. The standard
model is so-called order dependent where the winning
neuron takes whole adaptation or the most of it, the
second neuron take lesser portion of adaptation etc.
The attractive force will affect close particles only but
two particles within the same distance will be attracted
with the same force. We need to penalize the second
nearest neuron somehow. The inter-particle repulsive
force is the influence we need. Such force will cancel
the attractive force (the adaptation) if there is an-
other particle (neuron) in a direction of the input signal.

There are some other differences between the standard
model and the physically based model (such as the
effect of particle velocity). The explanation of these
differences along with the more detailed view of the
physically based adaptation is given below.

Physical Representation of Simple Competitive
Network

The model we built is based on basic equations of mo-
tion. Every neuron within the network is shapeless par-
ticle affected by forces generated by input signals or
other particles. There is no shape associated with the
particle therefore the motion is linear only and no rota-
tional part of motion is needed.

dv dx
F=ma, —=a, —=v 3

dt dt ®)
Every particle in the system is affected by all input sig-
nals. Every input signal &; stands for a source of distance

dependent force.

— 9 3

di:é-i_xa Fa— kdi
7 il

(4)

The introduction of such force brings us a minor problem
of creating a singularity in every input signal position.
There is a simple solution of this problem; introduction
of additional short-range repulsive force between the in-
put signal and the particle.

g1 g2 A
F, = - ——1d;
2 [ndin’“ ||d1-,||’“21

i

(5)

Without such modification it is likely to happened that
the neuron approaching towards the input signal posi-
tion will be ejected out of the cluster with very high
velocity. The figure below (fig.1) shows the progression
of F, according to the particle/neuron distance where



F+

distance

F-

Figure 1: The progression of attractive force F, in de-
pendence on distance. Particles are attracted to the
input signal («) but within the short distance the repul-
sive force () will prevail. The inter-particle repulsive
force F, is also plotted (see below).

g1 > g2 and k1 < ko. As we mentioned before, the inter-
particle repulsive force has to be added to the system.
The definition of this force is similar to the attractive
force (4) but it is generated between particles. The inter-
particle repulsive force affecting particle j is described
as:

-

i#]

p,=X;—X th (6)

[Pl

Simulation and Learning Process

The physically based learning is a simulation of particle
system through the time. At the beginning, the initial
positions of all particles in the system is random within
the meaningful interval e.g. within the range of train-
ing set. The standard learning process advances in dis-
crete time steps of fixed length and the same approach
is used in the physically based approach. The simple
Euler method (Ascher 1998) was found satisfactory for
our purposes.

Av = a(t)At, Ax =v(t)At

xt+1)=x(t)+Ax, v(it+1)=v(Et)+Av (7)

As the simulation advances the particle system tends to
converge to the configuration with minimal kinetic en-
ergy e.g. to the configuration where the forces affecting
the particles are balanced. We believed that such con-
figuration will be also the configuration where the error
of the competitive network is minimal or small enough.

Effect of Velocity

The velocity of a particle may affect the adaptation
process significantly. The standard adaptation rule
changes the position of neuron directly. The physically
based learning does the same thing through force
that changes the velocity of the particle and through
the velocity the position is changed. Almost the same
approach is used widely in neural computing (backprop.
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etc.) and it is called the momentum (Hecht 1989). With
the omission of the mass the velocity practically become
momentum and the effect to learning is identical.

The comparison of the standard adaptation and
the physically based adaptation is given below. If
we have an example configuration of only one neuron
which is winning the competition every time and there
is only one input signal, the adaptation is defined by
recursive equation:

wt+1) = w(t)+n(€—w(t))
w(t) = =)'+ n1 —n)’
1=0
w(t) = (w(0) =& —n)'+¢ (8)

The last equation shows that if we have learning
coefficient 0 < 7 < 1 then in infinite time ¢ — oo the
neuron weight w becomes £.

If we analyze the same situation in physically based ap-
proach, we will get simple harmonic oscillator without
dumping:

x(t) = (x(0) (9)

Due to the conservation of energy, the particle will be
oscillating the input signal infinitely. For this reason
and also for numeric stability the damping force was
introduced to the system. The damping force is velocity
dependent and the whole force affecting the particle is
described as follows:

—&)cos(2mft) + &

F=F,+F,.+F;, Fg=—cv (10)
If we compare the damping force and the momentum
factor from the standard model, it is right to say that
without any dumping force (¢ = 0) the momentum fac-
tor is equal to 1 and whole weight change is transfered
to the next learning step. The introducing the dumping
force (¢ > 0) is equal to setting momentum factor lower

then 1.
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\ ___________________
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Figure 2: Distance progess through time with various
learning rules



EXPERIMENTAL RESULTS

The physically based system was implemented according
to the equations above and some experiments were done.
The example training set of five hundred 2-dimensional
patterns (Fritzke 1997) was used for learning. Simple
competitive network based on winner-take-all rule was
run on this dataset and the comparison between this
standard model and the physically based approach is
shown below.For presentation purposes, the trajectory
of every neuron (or particle) was recorded through the
learning process. These trajectories are displayed as red
lines and may help to understand the different behavior
of standard model (fig.3) and physically based approach

(fig.4).
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Figure 3: Experimental Results 1 — Standard simple
competitive network

The physically based model we implemented found
solution successfully and the final configuration is
similar to one produced by the standard model. The
trajectories shows some oscillations around ideal neuron
position caused by momentum/velocity usage. Also,
trajectories produced by physically based model are
longer i.e. the system need more time (more learning
steps) to converge to the solution. However, more
experiments show that the physically based model
produces better solution.

It is known that there is no guarantee of identical solu-
tion when the competitive network is run several times
on identical dataset due to the random initial positions
of neurons. Sometimes, never winning neurons (dead
units) are present or there is a neuron oscillating be-
tween two clusters of input signals infinitely. The physi-
cally based model is better avoiding such configurations.
For example, there are dead units on both of presented
solutions but the physical model used nine of ten neu-
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Figure 4: Experimental Results 2 — Physically based
model

rons (the standard model used only eight) and such so-
lution is very repetitive. Almost 95% of experiments
ended with the same solution (including the position of
the dead unit). Figures below show some bad solution
from standard competitive network (fig.5) and different
solution from physically based model (fig.6).
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Figure 5: Experimental Results 3 — Standard compet-
itive network; oscillating neuron («) and unbalanced
cluster () may be observed.

CONCLUSION

The pseudo-physical self-organized network presented
in this article is different approach to self-organization
than standard competitive networks. We presented that



Figure 6: Experimental Results 4 — Physically based
model; identical solution (fig. 4) was reached from dif-
ferent initial configuration.

it is possible to emulate the behavior of competitive net-
work through simulation of physically based particles
within heterogeneous force field generated by input sig-
nals and particles themselves. The model we presented
has some positive attributes and it is better in handling
some problematic situations that the standard compet-
itive model is not able to solve. Also, an important
attribute is the fact that in every learning step (simu-
lation step) all particles (neurons) are adapted and the
adaptation is not driven by input signals only but also
by positions of other neurons. Such approach leads to
more balanced and similar solutions and elimination of
dead units. We are aware that there are more sophis-
ticated competitive networks using various approaches
to avoid dead units and other unwanted situations. The
aim of this article is to highlight the fact that it is pos-
sible to understand the self-organization from different
angle and build a successful model on this idea.

Future Work

There is a possibility to transform various self-organized
network to physically based model. For example, the
physically based model of self-organized map (aka Ko-
honen map) is very promising and we are already exper-
imenting with this model. It is possible to model self-
organizing map as a grid of particles connected with
springs emulating the adaptation of neighbors. Also,
standard rules of self-organizing map may be enriched
by some interesting features such as maximum spring
force which will lead to tearing the map apart. In such
way, sparse datasets may be mapped effectively and with
better accuracy.
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ABSTRACT

We propose that workflow software can be coupled with ex-
isting simulation frameworks (particularly agent-based ones)
to provide three broad benefits: an improved modelling pro-
cess due to the separation of concerns and rich scheduling
syntax; interchangeable human and AI agents at minimal de-
velopment cost; a common conceptual and software base for
multi-model, comparative studies of the same system (in-
cluding shared, distributed data visualisation).

We explain these benefits, providing a proof-of-concept
framework implementation and examples from the domain
of electricity generation expansion planning.

MOTIVATION

The complexity of social systems (e.g., markets) has led to a
multitude of different paradigms and methodological schools
for simulating them (Gilbert and Troitzsch 2005). Various
software frameworks have sprung up to help structure this
process, often with attempts to provide a more visual pro-
gramming environment (e.g., the use of flowchart-driven be-
havioural processing in Repast Simphony (North et al. 2007),
alongside traditional Java code). However, these typically
assume a modelling paradigm (e.g., agent-based or system
dynamics), and focus on structuring the model, supporting
tools, performance and usability; the overall modelling pro-
cess is left separate. (There are exceptions, such as Mimosa
(Miiller 2007), which is a suite of tools for a coherent mod-
elling process formalism.)

This all means that studies of social systems are often multi-
disciplinary, multi-model approaches where differences in
concepts and modelling techniques mean it is very difficult
for individuals to understand, compare and coherently extend
existing models. (Axelrod (1997) provides a more focused
summary on the scope and maturity of social simulation as
a discipline.) As an example, consider the domain of gen-
eration expansion models. These attempt to model how in-
vestment decisions are made for electricity generation plant,
and how they may fare in the resultant market; the aim being
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to consider what future configurations of plant might arise
given certain exogeneous scenarios and endogeneous system
mechanisms. Modern generation expansion models can vary
from traditional least-cost optimisation (New Zealand Elec-
tricity Commission 2009), to aggregate systems-dynamics-
based studies (Ford 1999), to detailed agent-based models
with individualised decision-making (Botterud et al. 2007).
This domain is interesting because, despite these differences,
the particular nature of electricity as a product—and its as-
sociated technical infrastructure—means that participant be-
haviour actually has some well-defined constraints, in terms
of the electricity market protocols and generation connec-
tion processes enforced by the transmission network oper-
ator. (These constraints can be contrasted with the idiosyn-
cratic, per-organisation processes by which generating com-
panies make their strategic and operational decisions.) We
call these constraining global processes hereafter.

A WORKFLOW HYBRID FRAMEWORK

Workflow software is normally used to help define, automate
and re-engineer business processes. The workflows them-
selves are defined using some specification language, which
typically maps to some graph-based formalism. They run in
an engine and, where human input is required for tasks, users
interact with the workflow via some front-end (see figure 1).
Automated ‘users’ may also be responsible for some work-
flow tasks, or for custom code which might do things like
allocating a user to a task, or deriving and rendering specific
data.

We propose that workflow software can be used in a frame-
work for simulation models which primarily use another
paradigm (e.g., agent-based); effectively, the workflows de-
fine selected scheduling and related data definitions. We ar-
gue that such a hybrid can help address some of the issues in
the previous section, despite the fact that, on the surface, it
seems very much a ‘like-for-like’ replacement of the schedul-
ing mechanism already used. The benefits are particularly
apparent for multi-model studies of systems which have con-
straining global processes, since decisions on what processes
to enshrine in workflow form are much more apparent and
‘uncontroversial’.

The hybrid framework includes a workflow framework, and
a coupled main model framework. Such hybridisation fits
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Figure 1: Generic workflow software architecture (as a UML
class diagram, with actor icons used for classes representing
human participants)

best conceptually for agent-based main model frameworks,
since there is a natural fit between workflow users and agents
in the agent-based model (ABM), and typically a clear sepa-
ration of scheduling from agent behavioural logic (cf. system
dynamics as a set of coupled difference equations). Work-
flows also tie their actions to roles, which aligns nicely with
the use of object-oriented inheritance in agent development.
However, we believe it is still feasible for other paradigms
(see later). For reference, the basic ABM architecture is
shown in figure 2, with the assumption that no further back-
ground explanation is needed.
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Figure 2: Generic agent-based modelling (ABM) architec-
ture (same notation as figure 1)

We define three areas of potential benefit in the sections be-
low.
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Improved Modelling Process

Using workflows provides a natural, visual development
style which enforces early, up-front consideration of the
overall control flow (in terms of real-world processes), at-
tendant data structures, and the set of agent roles involved.
(Most workflow software uses a platform-neutral XML data
representation, which also helps move the modeller away
from programming language specific design.) This there-
fore enshrines some good model design practices, including
the separation of this ‘programming-in-the-large’ from the
‘programming-in-the-small’ of the agent behaviour; a soft-
ware improvement technique with a long history (DeRemer
and Kron 1975). Although similar separations and visual en-
vironments may exist in ABM frameworks, their use is much
more optional than in this approach. In addition, workflows
provide a rich set of control primitives which may be better
suited for clearer and more powerful scheduling.

In terms of model extension, reuse and collaboration, this
separation also helps allow different agent implementations
to be switched in and out, since there is no temptation to em-
bed control flow logic in the agents themselves, and the data
interfaces for each agent action are clearly and centrally de-
fined. We have also found in practice that having to focus
on shared data definitions for multiple models is very effec-
tive in clarifying the essential concepts and meanings that the
data embeds.

Finally, agents often tend to require information on the ac-
tions of other agents to update their own internal models. The
decoupling above can be enhanced by defining what we call
informational events in the workflow. That is, ‘real” work-
flow tasks (carried out by agents) can be followed by ‘infras-
tructural’ tasks which publish events providing data on the
action that just occurred and its outcomes. Agents can sub-
scribe to events of interest, thus decoupling such informa-
tional interactions from agent logic and further centralising
agent interaction capabilities. (A modeller can then choose
to implement their own information filtering logic to reflect
things like interaction topologies, without having this fixed
by interaction logic encoded elsewhere.) See the Info Events
Server component in figure 3.

Interchanging Human and AI Agents

It is very difficult to validate models of human decision-
making, primarily because the modeller cannot easily experi-
ment with the real-world system (Windrum et al. 2007). This
means that empirical simulation experiments can be very
useful, where real humans may take the place of, or compete
against, computational (AI) agents (Tesfatsion 2002; p.57).
Human agents can also be used for computational steer-
ing, directing the simulation towards interesting areas of be-
haviour. If a modeller wants to be able to mix or interchange
human and Al agents, most of the complication is in the data
definition, rendering, thread control and user interface for the
human agent. However, workflow software is designed pre-
cisely to handle these aspects, so we can get these benefits



at minimal development cost, without some custom-coded
client-server simulation—such as PSERC’s PowerWeb simu-
lation of power exchange auction markets (Zimmerman et al.
1999).

There are some inherent complexities in merging workflow-
based human actions (which normally run in real-time) with
a simulation-time-based ABM framework (see later).

A Common Conceptual and Software Base for Multi-
Model Research

If we want to use shared workflows to add some structure and
coherency to multi-model approaches, the question becomes
what should be ‘workflow-ised’ without overly restricting the
modelling freedom required. Do shared workflow definitions
even make sense where we may be modelling the same real-
world system at different aggregation levels, and potentially
focusing on different aspects?

We propose that it does make sense for for real-world sys-
tems which have constraining global processes, as discussed
earlier. The use of workflows brings the following concep-
tual and development benefits:

1. Tt explicitly models baselines for the identified con-
straining processes, where the level at which the pro-
cesses are defined establishes up-front what type of free-
dom the set of models is intended to have. It also spec-
ifies the aggregation level at which some form of com-
parison is likely to be required.

Models which use these workflows are ensured as con-
sistent at this conceptual level. Each may model fur-
ther, disaggregated detail outside of the workflow def-
initions. (For example, the workflow might represent
a daily market as a ‘black box’, with details of partic-
ipants passed in, and per-participant revenues output;
particular models would use their own sub-model to de-
termine what those output revenues were.)

In practice, we also found that the need to tie-in with the
workflows makes it much clearer to the modeller when
their particular model is moving away from the concep-
tual underpinnings, since they find themself having to
code around ‘restrictions’ in the design. This forces a
deeper consideration of where the conceptual disconti-
nuity lies, which is very useful in effectively comparing
and discussing models.

2. It provides a consistent terminology and set of causal
assumptions on the system (including assumptions such
as what order elements of these processes have to occur
in).

3. By introducing the possibility for human agents, it di-
rects the modeller to produce meta-data with maximal
cross-model, long-term benefit. To see why this is true,
consider that human agents typically prefer human-
oriented graphical or statistical aggregate representa-
tions of data. In addition, most decisions will often re-
fer back to a small number of ‘global’ data items which
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tend to reflect the shared environment within which the
agents operate (such as, for generation expansion mod-
els, underlying plant costs or power flows on the elec-
tricity transmission network under certain load or out-
age scenarios).

Therefore, part of our framework includes a standard
way to define these global fields, their statistics or visu-
alisations, and human/AI agent access to them. (Agents
can still filter this data to model aspects such as percep-
tual range outside of the workflows.) Workflow soft-
ware typically provides a generic user-interface (e.g., a
visual representation of an XML data hierarchy), with
software ‘hooks’ to allow for customised visualisation
as required. Such customisations can reuse the visual-
isation capabilities of the coupled main model frame-
work, though this requires some distribution of these
capabilities so that visualisations can be recreated for
human agents participating in the model via networked
clients (see figure 3).

Importantly, these data visualisations also tend to be
useful views on the dynamics of the model for the sim-
ulation researcher, so the modeller is not significantly
wasting coding effort if human agents do not end up be-
ing extensively used. Because this meta-data is based on
well-thought-out underlying data (that has been agreed
as a consistent base for a set of possibly very different
models), major future changes should not be needed,
and the code provides clean separation of shareable
meta-data from agent decision logic.

4. It ensures careful consideration of the effects of dif-
fering aggregation levels, which is often the main dis-
tinction between modelling paradigms (e.g., Bonabeau
(2002) compares agent-based and system dynamics rep-
resentations of the same system).

Workflows are typically defined at the lowest aggrega-
tion level (e.g., individual traders in a market), with the
coupled main model having to aggregate and disaggre-
gate as it requires. This makes it much easier to do com-
parative models that compare the effects of individual
variation at differing definitions of ‘individual’.

PROOF-OF-CONCEPT IMPLEMENTATION

HAWSER (Hybrid Agent-Workflow Simulation Engine for
Research) has been developed as a proof-of-concept im-
plementation of the framework. (Some specific aspects,
such as distributed visualisation, are not yet implemented.)
HAWSER couples two existing, open source frameworks:
MASON (Luke et al. 2005) for agent-based modelling, and
YAWL (van der Aalst et al. 2004) for workflows. All code,
including both open source frameworks, is written in Java.

The high-level architecture is shown in figure 3, which pre-
vious discussions refer to. Due to space restrictions, we do
not describe this further, restricting ourselves to an overview
of the key technical challenges. We intend to publish the
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framework, together with detailed documentation and demo
models, as an open source project in the near future.

Technical Challenges

1. The main ABM runs in a separate process (Java virtual
machine) to the YAWL system, and thus inter-process
communication is required. We use Java RMI for sim-
plicity. This also allows the workflow software to run
on a separate physical machine if required.

YAWL provides the ability to define a third-party (‘ob-
server’) gateway which receives notification of all new
workflow tasks and has direct access to the main
YAWL engine. We use this feature to implement a
HAWSER Gateway component, which communicates
with a Workflow Manager component within the main
model’s process. The latter provides the bridge for
workflow actions to be passed on to the relevant agents,
and is used to initiate workflows.

2. The MASON discrete-event schedule defines the global
simulation clock. Workflow tasks, which now represent
agent actions, should therefore take some elapsed simu-
lated time to complete; that is, the action should not be
completed until a simulation timestep which represents
the simulated completion time.

Agents declare the simulated time taken, and spe-
cial Deferred Action Handler objects are added to the
schedule to trigger task completion at the appropriate
timestep.

3. Workflows with parallel tasks result in multiple, parallel
threads which need to be controlled so that they are fed
sequentially, and in a repeatable order to agents. (It is
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a fundamental simulation requirement that models are
repeatable, in that the same model with the same input
data, including a random seed for stochastic elements,
results in exactly the same output.) This is handled via
meta-knowledge of what tasks are going to be, or have
been, triggered by workflow actions. All new threads
are held by the Gateway, and the meta-data used to re-
lease tasks in a deterministic order.

In addition, the main ABM model has to run with only a
single thread active at any one time. This requires some
elaborate control logic in the Gateway and Workflow
Manager to determine when main model threads should
wait or continue (especially since workflows may be run
from within workflows).

4. To avoid excessive data traffic to and from workflows, it
often makes sense to visualise global data externally to
the workflow software, but presented in a common uni-
fied interface to human agent participants. The frame-
work is designed to support this, which also allows Al
agents to be presented directly with the more powerful
object-based representations (cf. some ‘flattened” XML
equivalent in workflow data).

5. Agents may wish to delay their processing (within some
time window) to see what others agents do. (What they
are actually aware of is dependent on the specifics of
the model.) This complicates matters for human agents,
who need to be able to declare that they are waiting for
some simulated time. Enabling such time limits and hu-
man re-processing loops requires dynamic alteration of
special template workflow definitions. YAWL does not
currently support this, but work to add such a capability
is planned.

Generation expansion models have been realised using the
framework and the related multi-model methodology. The
global data consists of a representation of the transmission
network, together with visualisations useful to the researcher
and human agents.

REFLECTIONS & FUTURE WORK
We reflect on two general aspects of this work.
Theory & Novelty

We are promoting the benefits of a workflow formalism for
agent scheduling, and we believe that there are significant
methodological benefits for the right types of real-world sys-
tem. In the workflow literature, and the related field of
queueing models in operational research, workflow has been
coupled with simulation (and agents), but the interest has
been in the workflows themselves, and the business processes
they represent—such as in: the simulation of workflows to
test proposed business process changes (Rozinat et al. 2008);
ABM alternatives to queueing models to represent dynamic



business processes (Tan et al. 2007); and workflows rep-
resenting inter-agent interaction frameworks (Zhuge 2003).
This is rooted in the history of workflow software as a tool
for business process optimisation and re-engineering; we are
‘repurposing’ workflows for ‘normal’ simulation modelling.
From a theoretical point of view, we should bear in mind
that all simulations with discretised time can be represented
by some form of discrete-event based model (Zeigler et al.
2000), and that this DEVS formalism can be extended to ex-
plicitly represent agent-based models (Miiller 2009). The
HAWSER implementation aligns with the common ABM
practice of using randomised iteration to represent simulta-
neous events. Miiller (2009) points out that this is a poten-
tially undesirable formalism, and looks at various DEVS ex-
tensions to provide a better alternative. It may therefore be of
interest to further consider workflow-ABM coupling in this
more theoretical light, particularly as workflow formalisms
are specifically designed to model concurrent processes.

Extension to Non-ABM Models

We stated earlier that, in theory, the approach could be used
for other simulation paradigms, notably system dynamics
(the DEVS background discussed above supports this). How-
ever, the details need to be considered and proven: workflow
data has to link to and from the stocks and flows of the sys-
tem dynamics paradigm. Ninios et al. (1995) discuss some
of the ‘paradigm clash’ difficulties in making such a switch.
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ABSTRACT

Today there is a growing interest for large scale distributed
systems, both from academia and the industrial environment.
If until recently the research in this area mainly focused on
developing operational infrastructures, currently many
applications have some additional needs. Among these,
security represents a hot research topic. In this paper we
present a simulation model suitable for evaluating methods
and techniques designed to increase security in large
distributed systems. The model has the characteristics
needed to develop a wide range of security scenarios, being
able to assess from solutions to secure data transfers to
various mechanisms to assess the access management in a
distributed system. The model was implemented as an
extension of the MONARC simulator for distributed
systems. We present experimental results demonstrating its
capabilities to correctly model security solutions for large
scale distributed systems, and to pinpoint likely security
problems in the simulated environments.

1. INTRODUCTION

Modeling and simulation were seen for a long time as viable
solutions to develop new algorithms and technologies and to
enable the enhancement of large-scale distributed systems,
where analytical validations are prohibited by the scale of
the encountered problems. The use of discrete-event
simulators in the design and development of large scale
distributed systems is appealing due to their efficiency and
scalability.

Together with the extension of the application domains, new
requirements have emerged for large scale distributed
systems; among these requirements, security is needed by
more and more modern distributed applications, not only by
the critical ones. Most times the resources of such systems
are located in different geographically dispersed
administrative domains. The evaluation of such solutions is
usually done by implementing them in real-world
environments. Such an approach, however, implies costs.
Also, it is hard to make general remarks on the validity of a
particular solution based on the observations made in a
particular study case.
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In this paper we present a security model that allows the
analysis of security-dependent experiments, where possible
problems can occur in any simulated component. The use of
modeling and simulation is appealing because it allows a
greater flexibility in evaluating security solutions for
distributed systems.

The model was implemented as an extension of the
MONARC simulator. This extension allows the user to
correctly describe security solutions currently used in many
real-world distributed environments (such as GSI, PKI, SSL,
cryptographic  solutions, etc.). In addition, the
implementation includes already-available simulated security
attacks. It allows the addition of detection mechanisms for
such attacks, by providing simulation mechanisms for
message encryption or authentication and authorization. The
modularity and extensibility also allows the user to easily
add new capabilities or components for custom experiments.
The rest of the paper is structured as follows. Section 2 gives
a description of the work related to the work presented in
this paper. In Section 3 we present the security model.
Section 4 presents implementation details of the extension
added to the MONARC simulator. In Section 5 we present
experimental results that demonstrate the capabilities of the
security model. Finally, in Section 6 we give conclusions
and present future work.

2. RELATED WORK

Currently there are various simulators designed to evaluate
solutions for distributed systems (SimGrid, Grids, OptorSim,
etc.). In their vast majority, they were all implemented for
the modeling of particular problems (such as scheduling,
data management, etc.). Because of their narrow areas of
usage, many of them do not support the modeling of security
functionalities.

The only existing simulator that offers this capability is G3S
(Grid Security Services Simulator), a simulator that can be
integrated with GridSim to combine technical investigations
to find more efficient allocation of resources with the testing
of the security services (Naqvi and Riguidel, 2005). The
simulator is currently no longer available and/or supported.
G3S was developed to support various authentication
mechanisms, including X.509 certificates and Kerberos
tickets. For authorization G3S uses the Roles Based Access
Control (RBAC). It also supports the Bell-LaPadula model
for ensuring privacy, and the Watermarking technique for
ensuring the integrity of data transmitted between the grid's



resources (Naqvi and Riguidel, 2005). It also simulates the
privacy feature.

G3S offers various types of patterns of attack, enabling
designers to verify if their design may prevent security
threats and survive them. In addition, G3S includes a
mechanism for spreading security threats notifications. For
example, if a node tryies to exceed / violate the privileges
defined then an alert about the existence of a malicious node
is transmitted to all major nodes (Naqvi and Riguidel, 2005).
In this we also present a simulation model that includes such
capabilities for modeling security features, from patterns of
attack to intrusion detection, authentication or privacy
enforcement solutions. The proposed model also considers a
wide-range of security solutions in the general case of large
scale distributed systems. The simulation model provided by
MONARC is more generic that others, as demonstrated in
(Dobre and Cristea, 2007). It is able to describe various
actual distributed system technologies, and provides the
mechanisms to describe concurrent network traffic, to
evaluate different strategies in data replication, and to
analyze job scheduling procedures. MONARC offers ample
customization possibilities, thus enabling us to integrate our
model while preserving the interface. Also, because of this
feature, our model can incorporate custom security solutions
designed by the user for particular scenarios.

3. ASECURITY MODEL FOR LARGE SCALE
DISTRIBUTED SYSTEMS

The proposed model considers the general case of security,
as a mean to ensure that systems remain safe and reliable to
the errors, threats or malicious changes. The model considers
solutions for data privacy, data integrity and system
availability. To ensure such objectives, we consider
components designed to protect the services, data and
offered information from threats such as interruption,
interception, change or forgery.

The starting point in designing the security model consisted
in the specification of security requirements, namely security
policy. A security policy describes which actions are
allowed and which are prohibited. Entities to which these
actions apply include wusers, services, information,
machinery, etc.

Once the security policy is established, the necessary
security arrangements for its implementation may be
considered. The most important security mechanisms
considered are (Johnston, 2004) confidentiality (the model
includes mechanisms designed to ensure that an
authenticated entity can access only the information that has
been authorized to), authentication (the model includes
mechanisms to identify entities involved in a communication
or collaboration), authorization (the model guarantees that
once the entity has been authenticated, its options will be
restricted / limited to those operations that it is authorized to
perform), and audit (the models includes the mechanisms to
guarantee the non-repudiation of origin and content of a
message).

For the particular case of Grid systems, an additional
important concept, also considered by the security model, is
the one of Virtual Organization (VO). In a VO different
organizations  (commercial ~ companies,  universities,

governmental institutions or laboratories) collaborate to
share resources and work together to solve common
problems. Each company within a VO is managed
independently and has its own security solutions such as
Kerberos or PKI infrastructure (Public Key Infrastructure).
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Figures 1: The architecture of the MONARC simulator
(Dobre, et al, 2008)

The model extends the regional center model provided by
the MONARC simulator (Dobre and Stratan, 2004). The
simulator was chosen based on its capability to allow the
modeling of a wide range of distributed systems
architectures (Dobre and Cristea, 2007). MONARC provides
a realistic simulation environment for modeling large
distributed computing systems. The simulator contains the
necessary mechanisms for the modeling of competing traffic,
for the evaluation of various data replication strategies or the
scheduling of task execution.

REGIONAL
CENTER

Figures 2: The security model

One of the advantages of MONARC is the ease of expansion
and this approach is facilitated by a layered structure (Fig.
1). The first two layers contain the core of simulator (or



"simulation engine") and the basic components of any
distributed system (processing units, tasks, databases,
networks, the planning, etc.). On top of these are the
components designed specifically for certain models of
distributed systems. These individual components include
different tasks, schedulers with specific algorithms or
databases that support data replication. Such simulation
components can be easily extended by the user according to
requirements of various simulation experiments. Users can
also extend the architecture by introducing new components.
The MONARC’s model includes several components (Fig.
2). A first set of components is used for describing the
physical resources of the distributed system under
simulation. The largest one is the regional center, which
contains a farm of processing nodes (CPU units), database
servers and mass storage units, as well as one or more local
and wide area networks. Another set of components model
the behaviour of the applications and their interaction with
users. Such components are the “Users” or “Activity”
objects which are used to generate data processing jobs
based on different scenarios. The job is another basic
component, simulated with the aid of an active object, and
scheduled for execution on a CPU unit by a “Job Scheduler”
object.

The security model extends the regional center model. It
includes extensions to all existing components of a
distributed system (processing units, database server, jobs,
job schedulers). We added a new secured job that carry
authentication tokens or certificates, and is able to request
data based on specific rights. The user can specify the use of
X.509 certificate, together with a PKI infrastructure for
example, or can easily add new means of authentication.

The model also includes the possibility to define VOs, based
on specific security policies shared between regional centers.
The model includes the mechanisms to evaluate various
authentication solutions. Such authentication mechanisms
are applied to the scheduler, processing unit, and even when
jobs request data from the database servers.

For example, the job scheduler includes restrictions to where
to execute specific jobs, based on the VO to which they
belong. The processing units are capable to verify if a
particular job is allowed to be executed. The access control
verification can be implemented based on various schemas
(RBAC, MAC, DAC, etc).

Also, we added delegation, a concept important especially in
case of Grid experiments. Thus, a job is capable to delegate
his rights (in the form of a certificate for example) to all the
jobs that he further instantiates. The database server supports
various security policies and includes mechanisms to verify
authentication of incoming connections, and to support
secured transport protocols. It also includes various
mechanisms to certify the validity of data access requests.
Similar to the processing unit, the database server maintains
a list of VOs to which it belongs and the access policies for
the data shared by the server with the other resources within
the VO. For example, when a job accesses data on the server
the model specifies a series of mechanisms to verify the
identity of the requester (by default the model uses
validation based on a PKI infrastructure and X.509
certificates) and if the job presents sufficient access rights.
For compatibility with other experiments, a regional center
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can include both secured and non-secured database servers.
The same applies for the processing units.

Within the networking simulation model, the model adds the
possibility to include secured data transport protocols. For
example, we included the SSL protocol to offer the
possibility to encrypt the messages being exchanged
between entities in a simulation experiment. We added the
possibility to implement various handshake mechanisms (for
protocols supporting authentication capabilities). The user
can easily add and evaluate new protocols and mechanisms.
The model includes mechanisms for data encryption, keys
and certificate management, etc. In addition, it includes
mechanisms for traffic filtering by specifying exclusion rules
based on various metrics (ports, addresses, protocols, etc)
and corresponding actions (reject for example).

4. IMPLEMENTATION DETAILS

Figure 3 presents the main classes added to the MONARC
simulator. The implementation allows the possibility of
defining virtual organizations in which users can share
resources from various regional centers, such as computing
power or databases, in a manner as safe as possible. Also, it
allows defining security polices for each of the components
belonging to a virtual organization, policies through which
the proprietary organization is able to impose restrictions on
the access to its shared components. These restrictions may
include restrictions on the execution of jobs on workstations
or access restrictions to the data on certain database servers.
Based on the security module of Globus Toolkit (The
Globus security Team, 2005) and the GSI (The Globus
security Team, 2010), we added within the security model
the possibility to specify authentication mechanisms using
X509 certificates. The X.509 certificate is used for
authentication to various Grid entities. Users belonging to a
VO present such a certificate that ‘vows’ for their identity
when submitting a job for execution or when communicating
with other system entities.

Figures 3: The classes added in MONARC

The security policies in VO shape the access authorization
mechanism to the shared resources within them. For
instance, if a shared workstation belonging to a VO has an
associated security policy that imposes a limit on the amount
of memory that a job submitted can use then any job that



violates this restriction is ignored. Authentication and
authorization ensure the system from unauthorized access to
its resources.

The security implementation also enables the protection of
message content sent throughout the network against attacks
such as interception (eavesdropping), and thus keeping its
confidentiality, by encrypting its content. It also ensures
secure data transfers by proposing the use of various
protocols that allow the authentication of the parties
involved in the communication (such as the SSL protocol).
This ensures both the integrity of messages transmitted, and
their protection against attacks such as man in the middle.
The implementation also includes an exclusion rule based
traffic filtering of all components of a virtual organization.
This mechanism can be used to prevent attacks such as DoS.
In case of many connections coming from the same address,
for example, the filtering policy can specify that that
particular address is banned for a certain period of time (or
permanently).
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Figures 4: A Virtual Organization example

In the implementation we extended all basic components: the
processing unit, the job, the database and the job scheduler
by introducing an authentication mechanism, access control
mechanisms, or the possibility to schedule the jobs
according to the restrictions imposed by the virtual
organization in which they are executed. For the jobs being
executed the processing units include various mechanisms
for specifying their execution rights. Also, the data can
specify different protection rights and mechanisms.

A component that models the specific behavior of a SSL
protocol was added in an effort to simulate the
authentication of the components involved in the message
transfer and to ensure the confidentiality of the message
transmitted through the network by using cryptography.
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In addition we added a component to simulate traffic
filtering based not only on static rules defined by users in the
configuration file, but also dynamic ones, added during the
simulation.

The simulation model had the important goal to preserve the
original extensibility capacity offered by the simulator.
Thus, the user can use the proposed security technologies
simulation model for evaluating the characteristics of a new
cryptographic protocol for example, or for testing the
performance of a new tool for non-repudiation, or to ensure
the integrity of users accessing applications running in a
distributed environment. The user has the possibility to not
only extend the job scheduling classes, but also the
components that implement the security features (such as the
processing unit, protocols and entities involved in the
transfer of data or databases). He can even add additional
functionalities.

As previously stated, one objective was to enable the
definition of VOs that would allow resource sharing and
collaboration between various different organizations (in this
case between different regional centers). Thus a virtual
organization can gather many resources in the system (e.g.,
processing units, servers, databases, etc.). In turn shared
resources within a virtual organization may belong to
different regional centers (Fig. 4).

The security policy implementation is based on several
assumptions. For example, a VO defines at least one
associated certificate. A job must also present the certificate
that validates its identity and the name of the virtual
organization in which it has to be processed in order to be
executed. A user can delegate its certificate attesting its
identity to all of the tasks he submits in the system. Every
component of a VO can set restrictions on access to it. Any
operation of the system must comply with imposed
restrictions on access or use. The operations between two
entities in the system requires the authentication of at least
one of them, and by default any data transfer between
entities requires the authentication of the components
involved in the transfer. And finally, any component of the
system reserves the right to filter out messages from
unwanted sources.

The certificates associated with a virtual organization are
designed to model the certification authorities (CA). These
certificates must be X.509 certificates. Each system user or
submitted jobs are associated with certificates signed by a
trusted authority of the VO. In order to trust the certificate of
an entity a mechanism must be defined that validates the
trust in the CA that signed the certificate. In the
implementation of the security model a factory object was
defined to hold the multitude of certification authorities of
the virtual organizations. Thus to verify and validate a
certificate of another entity it is sufficient to interrogate the
existing certificates from the factory. This will also contain
all the trusted authorities of the defined VOs.

5. EXPERIMENTAL RESULTS

The evaluation of the proposed simulation model consisted
of a series of simulation experiments. They were designed to
test the capability of the model to correctly model security
threats, as well as security solutions designed as



countermeasures (such as security policies, or various
components for detecting security problems and react). The
experiments also evaluated if the model is easily extendable
and if it supports various scenarios. We were interested in
possible performance degradation caused by its use in
various scenarios.

One such simulation experiment (Fig. 5) evaluates the
possibility of simulating an access policy enforcement
mechanisms acting for all requests made to a database
server. We were particularly interested if the simulation
model allows the interpretation of security breaches in such
a scenario. In particular, the experiment consists of two
regional centers sharing several workstations and one
database server.

Caltech Regional /‘CM'\\‘\

Figures 5: Simulation scenario

For this experiment we defined two custom jobs working
with the shared database. One job creates and writes data to
the database. The other connects and requests the data
matching a specific pattern. We added a security policy on
the database server, similar to a UNIX file system. For
reading data the job (or the VO generating the job) must
have read rights, for writing data it must have a
corresponding right, and for removing data the job must
have both read and write rights.
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Figures 6: The percent of attacks recognized on the database
side from the total number of generated requests

By extending the security model, we were able to
concurrently simulate both ordinary jobs, as well as ones
that tried different operations on the database without having
sufficient rights. We logged and compared how many
attacks were randomly generated (reads without the read
right, etc.) versus how many attacks did the database server
successfully recognized (Fig. 6).

Another scenario consisted of three regional centers sharing
together, in the same VO, several workstations (Fig. 7). The
experiments evaluated the authentication mechanism used
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for when jobs are submitted. We defined two types of jobs,
with and without a valid certificate used for authentication.
Again, the addition of the authentication mechanism to the
simulation model was done easily because of its
extensibility. We evaluated and compared the number of
generated non-valid authentication attempts versus the
number of successfully recognized attempts to authenticate
with such certificates (Fig. 7).

CPU attacks rate for TO{CERN)

100,000 200.000 300.000

Time [s]

400.000 500.000 800.000

Figures 7: The attack rate

Next we evaluated the possibility to add a data filtering
mechanism to the experiment. We defined a filtering rule for
both a workstation within the virtual organization, as well as
for the database server. In the scenario the virtual
organization shares the resources belonging to three regional
centers. The filtering mechanism is responsible with
verifying all data received from one of these regional centers

(Fig. 8).

— . —_~

Figures 8: The configuration used for the filtering
experiment

For this experiment we added an extra database server
within the regional center T1-US2. In case of this database
server and the workstation shared by TO-CERN we defined
filtering rules for all messages received from the network
belonging to T1-US1. The experiment considered both data
traffic between workstations belonging to different regional
centers, as well as traffic generated towards the database
server (reading and writing data into the database).

In the experiment the jobs in TO-CERN are waiting data or
send requests to the database server. The jobs running in T1-
US2 send data to TO-CERN, and the ones running in T1-
US1 send messages to TO-CERN and requests to the
database server in T1-US2. The data messages and database
requests sent from T1-USI are filtered because they come
from addresses outside the filtering rule and are reported as



security problems. Figure 9 presents the attack rate on the
database server in T1-US2.

VO attacks rate for SharedAmericaTier2Server
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Figures 9: The attack rate over the database server at
VO level

In all these cases not only the security solutions designed
and included in the proposed security model correctly
handled possible attacks, but also the performance of the
distributed simulated environment (throughput in the
network or processing capability of the simulated processing
units) was not affected beyond rendering the environment to
be used anymore.

6. CONCLUSIONS

Large scale distributed systems are currently progressing
from operational infrastructures to environments providing
many “modern” capabilities. Security in large scale
distributed systems represents an important research subject
in this area. There are many solutions for enforcing security
policies, or establish well-defined administrative domains
between distributed organizations, secure communication
taking place between distributed resources, etc. Validation of
such security solutions is generally accomplished using real-
world implementations.

Simulation is an attractive alternative to evaluating such
solutions. Unfortunately, even though there are several
simulators designed for distributed systems, with few
exceptions they do not present solutions that can be used for
the evaluation of security methods and techniques.

In this paper we proposed a simulation model suitable for
evaluating methods and techniques designed to increase
security in large distributed systems. As presented, this
model has the characteristics needed to develop a wide range
of security scenarios, being able to assess from solutions to
secure data transfers to various mechanisms to assess the
access management in a distributed system.

We presented implementation details of an extension of the
MONARC simulator for distributed systems. The proposed
components and mechanisms allow the evaluation of a wide
range of security protocols and solutions, in the context of
various distributed architectures. The implementations allow
the evaluation of secure communication protocols, of
mechanisms for authentication, of VOs, etc.

We also presented experimental results demonstrating the
capability to correctly model security solutions for large
scale distributed systems, and the capability of the model to
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pinpoint likely simulated
environments.

In the future we plan to extend the simulation model with the
support for other authentication mechanisms (such as
Kerberos tickets for example), include additional patterns of
attack, and experiment with more security scenarios to

further evaluate the generality of the model.

security problems in the
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ABSTRACT

One of the main obstacles hindering the use of large-scale
agent-based simulation in practice is its scalability. The
ability to run realistic and complex agent-based models is
desirable to provide empirically and practically useful
results. One of the suggested solutions is to run the agent-
based models on top of a scalable parallel discrete-event
simulation engine. This proposal raises a question whether
an equivalent discrete-event model can be built for any
agent-based model. This paper proves that an equivalent
discrete-event model can be found for any agent-based
model that conforms to a given specification. I show that a
translator can be built to convert the agent-based model into
an equivalent discrete-event model automatically and
transparently. The advantage of this approach is that
modellers do not need to change their modelling paradigm
and at the same time a highly scalable parallel discrete-event
simulator can be used to run the model.

INTRODUCTION

An agent-based model (ABM) is a model that is formed by a
set of autonomous agents that interact with their
environment (including other agents) through a set of
internal rules to achieve their objectives. The ABM, just like
other types of model, is used to represent a real world system
to help us understand the system and make decisions. An
ABM is commonly implemented as a piece of computer
code and run wusing a simulator. The computer
implementation of an ABM is referred to as the agent-based
simulation (ABS). ABS has been applied in the physical
sciences as well as the social sciences (Macal and North,
2007). There is a common issue which confronts many
researchers in this field, namely, the scalability of ABS
(Hybinette et al. 2006; Tesfatsion 2006). It is known that the
scalability of ABS depends on many factors, notably the
execution platform and the complexity of its ABM. The
overall complexity of an ABM depends on the problem size
(number of agents), the behaviour complexity of each agent,
and the communication complexity between agents. Popov
et al. (2003) have shown that the simulation of an ABM with
a large number of agents on a cluster of PCs is possible.
Recently, Perumalla and Aaby (2007) ran ABS with a large
number of agents on GPUs. However, problem size is only
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one aspect of the ABM complexity. It is also important to
see whether more realistic agent-based models with complex
behaviour and complex communication network can be
scaled-up to provide empirically and practically useful
results.

One of the proposed solutions is the use of the infrequent
time advancement mechanism. In ABS, agents need to be
synchronized (updated) regularly. The main objective of the
infrequent time advancement approach is to minimize the
number of updates and the number of updated agents during
the simulation run. Lee et al. (2001) discussed a number of
time advancement mechanisms that could be used in ABS.
They are: fixed time advancement, variable time
advancement, optimistic time advancement, complete
resynchronization and partial resynchronization. Zaft and
Zeigler (2002) provided an empirical analysis of the benefit
of the variable time advancement in their artificial society
simulation called XeriScape. This approach requires
modellers to change their modelling paradigm from an
agent-based modelling paradigm to a more event-based
modelling paradigm. In simulation modelling, we select a
certain portion of the real world system to be simulated for
specific objectives. The process of capturing the essential
elements of the system is referred to as conceptual modelling
and the resulting model is referred to as a conceptual model
(Pidd 2004, Chapter 3). Robinson (2008) supports a
principle that a conceptual model should be independent of
its computer implementation. Therefore it is possible that in
the conceptual modelling we use an agent-based model and
in the implementation we use a discrete-event simulator.
This paper addresses the idea of running agent-based models
on a discrete-event simulation (DES) engine. The idea of
running an agent-based model on top of a discrete-event
simulator has been proposed by a number of writers
(Hybinette et al. 2006; Macal and North 2007). Many
implementation requires modellers to change their modelling
paradigm from agent-based to discrete-event. This paper
proves that it is possible to transform an ABM that conforms
to a given specification into a DES model which can be run
on a DES engine. The translation process is transparent to
the modellers. The main advantage of this approach is that
modellers do not need to change their modelling paradigm
(that is, ABM), and at the same time, a scalable parallel DES
engine can be used to improve the overall simulation
performance.

The remainder of this paper is organized as follows. Section
2 provides an overview of conceptual modelling in
simulation. Section 3 discusses the proposed approach on



how to run an ABM on top of a DES engine without
changing the modelling paradigm. Section 4 addresses the
performance issues related to the proposed approach.
Finally, I present the conclusion and highlight some avenues
for future work in section 5.

PROPOSED APPROACH

Figure 1 shows how an ABM can be run on top of a DES
engine. The agent-based modelling paradigm is used at the
conceptual model level. At the implementation level, the
translator will translate the ABM into a discrete-event model
that is ready for execution using a DES engine. In an ideal
case, the translation process should be transparent to the
modellers. Hence, modellers should not change the way they
model real world systems. This proposal raises a question
whether an equivalent discrete-event model can be built for
any agent-based model. Among the multi-agent systems
(MAS) community, researchers have been proposing the use
of DES in the design and validation of a multi-agent system.
Uhrmacher and Schattenberg (1998) developed JAMES, a
discrete-event simulator for agent modelling. Riley and
Riley (2003) developed a similar system called SPADES.
These works show that it is possible to simulate a MAS
model using a discrete-event simulator. Since the basic
structure of an agent in MAS and ABS are not significantly
different, it should be possible to develop an equivalent
discrete-event model at least for a subset of agent-based
models. This paper differentiates between the use of
simulation in MAS and ABS. In MAS, simulation is used
mainly in the design of artificial agents. In ABS, agents are
the main components of the simulation model. In addition,
ABS focuses more on the representation of human
behaviour, social interaction and the emergent behaviour.
Macal and North (2007) provides a good tutorial on the ABS
and how it is different from MAS.

Agent-based model

DES Model

DES Engine

Figures 1: ABM on a DES Engine

Formal Proof

I use the formal specification of a discrete-event model and
an agent-based model to show that an equivalent discrete-
event model can be built for any agent-based model that
conforms to the specification given later in this section. I use
Zeigler’s formal specification of a discrete-event model
because it is applicable to wide range of discrete-event
models (Zeigler 1976). For the agent-based model, I use the
formal specification described in Wooldridge (2002) and
expand it whenever necessary. This specification is chosen
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because it is very generic and should cover wide-range of
agent-based models.

DEFINITION 1. A discrete-event model is defined as a tuple

of seven components <X, X, Y, dint, dext, A, ta> where:

e Xis the set of events in the system.

e X is the state of the system.

e Yis the set of output variables.

e Jint: ¥ — X is the internal function that changes the
current system state (o € X) at time ¢ to a new state o' €
¥ at time t+ta( o) provided there is no event x € X which
occurs between time ¢ and t+z7a( o)

o Oext: 2 x T x X > X is the external function that
changes the current system state (o € X) at time 7 to a
new state o’ € £ because of the occurrence of an event
x € X at time +Af (where 0 < At < ta(0))

e ta:Y — R, isthe time when the current system state
(o € X) is scheduled to change (see dint).

e Finally, 4: £ — Y is the output function that gives a set
of output values (Y) given the current system state (X).

A discrete-event model that conforms to definition 1 must
specify a set of events and the system state. Given an initial
state oy € X, the simulation starts by advancing its current
time 7 to either r+ta(op) or an earlier time depending on
whether or not an event x € X occurs at time earlier than
t+ta(op). In the later case, the current time ¢ is advanced to
the time when the event occurs. Next, the state of the system
may change based on either dint (the first case) or dext (the
later case). The change in the system state may change the
simulation output. This process is repeated until a stopping
condition is met.

DEFINITION 2. An agent-based model is defined as a tuple
<4, E> where 4 is a set of agents (4=[Jd* and
1<k<N,

agents») and E is the environment.

The agent-based model in definition 2 is very generic; an
agent-based model is formed by two components: a set of
agents (definition 3) and its environment (definition 4).
Before the two components are defined, let us define the

following terms:

k
° s;

where 1<k<N

is the j” set of state variables that is seen by agent k

agents

o Sk- Usj‘ , 1.e., all sets of state variables seen by agent k
where 0< j<NE .-

° S=USk, i.e., all sets of state variables seen by all

agents

(] ak

§ 1s the j™ action done by agent & in response to a set

of state variables sf»
o A= Uaf , 1.e., all actions done by agent k
e A= UA" , 1.e., all actions done by all agents
e The /" run of agent d* (i.e., %) is the i sequence of

interleaved st , af, s, af , ...



. Rk:Ur,-k, i.e., the set of runs of agent k, where

1<i<NE,.o

e RY is R* that ends with an sf

e Rf is R* thatends with an of

J
e Rg={JR§, Ry=UR}

DEFINITION 3. An agent k£ is defined as a function
a* :RE 5 AR,

DEFINITION 4. An environment £ is defined as a tuple <X, 7
> where X is the system state and 7: R, — X is a state
transformer function that changes the system state based on

rikeRA.

Definition 3 shows that an agent (a") performs an action
(af e AF) based on past states and its past actions ( ¥ e R ).

Definition 4 shows that the first component of an
environment is the system state (X). An action from an agent
will influence the state transformer function (7 ) in the
environment that is responsible for the change in the system
state. Note that in a non-deterministic agent-based system, a

given run 7} € R, may change the current system state into

more than one possible states, but only one state will be
chosen (randomly or based on a pre-determined rule). In
other words, for the same action from an agent, the
environment may act differently.

LEMMA 1. In a discrete-event model, a set of agents 4 can be
implemented using X and dext.
Proof. Based on definition 3, each agent is specified as a

function (d") that selects one action (« j‘ e A¥) based on past

states and actions (~} e Ry ). The action will influence the

state transformer function 7 that will decide new values for
the state variables. This can be implemented by defining an
event x € X for each action that can be performed by an
agent and an external function dext that implements the
effect of each action (i.e., the change in the state variables).
Therefore a set of agents 4 can be implemented using a set
of events X and an external function dext. O

LEMMA 2. In a discrete-event model, the environment £ =
<Z, 7> can be implemented using <Z, dext, dint, ta>.

Proof. Let us expand the system state in the discrete-event
model to include past states and actions (Rs and R,) in
addition to a set of state variables (S). In other words, X =
{S, Rs, R4}. Ry and R, will enable dext and dint to
implement z Based on how the system state changes, the
environment £ in an agent-based system can be categorized
as ecither static or dynamic. A static environment is an
environment in which its state will only change due to
actions performed by agents. To implement this, we can use
a time advancement function fa(s) = oo for any s € S. In this
case, the changes in the system state will be triggered by an
external function dext. In contrast, the system state in a
dynamic environment is constantly changing, even if there is
no action performed by any agent. This can be implemented
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using a time advancement function with 0 < za(s) < co. In this
case, the change from state s at time 7 to a new state at time
t+ta(s) is controlled by an internal function dint (if there is
no event occurs between ¢ and #+za(s)) or dext (if otherwise).
In other words, 7: Ry — ¥ can be implemented using dext,
dint, and ta (note that the expanded X includes Ry and R,).
Therefore, the environment £ can be implemented using <X,
dext, dint, ta>. [

THEOREM 1. An agent based model <4, E> can be
implemented using a discrete-event model <X, Z, Y, dint,
oext, A, ta>.

Proof. It can be derived from lemma 1 and 2. Intuitively, an
agent-based simulation will not be useful if it does not
produce any output. Hence, if Y is the set of output variables,
then we need an output function A : ¥ — Y that maps the
current system state onto a set of output variables. [

Lemma 1 and lemma 2 show how the two components of an
agent-based model, ic., a set of agents 4 and their
environment E, can be built from five of the seven
components of a discrete-event model. Theorem 1 shows
that it is possible to find an equivalent discrete-event model
for any agent-based model that conforms to the
specifications given in definition 2.

Translation Process

The use of formal specification in the proof implies that the
process of generating a discrete-event model from a given
agent-based model can be done automatically. Figure 2
shows an ABM and its equivalent discrete-event model.
Based on definition 2, an ABM needs to specify its initial
state, the stopping condition, the output function, the state
transformer function, and a set of agents. The bold lines in
the discrete-event model are taken directly from the agent-
based model. The remaining lines are the same for any given
ABM. Therefore, the translation process can be done
automatically and it is transparent to the modellers.

The detailed explanation of the pseudo code for the discrete-
event model in figure 2 is as follows. Line 1 initializes the
simulation clock. In line 2, the set of state variables is set to
so. This initial set of state variables’ values is then used as
the first element in the sequence Rg. Finally, R, is set to an
empty list. Note that ¢ is an instance of X. All actions are
scheduled in line 3. If the ABS uses a fixed-increment time-
advance mechanism then At is constant for every event
xeX. Lines 4 to 9 show the typical main iteration in discrete-
event simulation. The simulation output is produced in line
8. Procedure Execute in line 11 accepts an event and the
system state as its parameters. Based on the event and Ry, an
action is chosen and is executed (lines 12 and 13). Note that
definition 3 implies that an agent can only perform an action
at any given time. The system state is updated in lines 14 to
16. First, the action is added to the end of R 4. Next, the state
transformer function is executed to update the current set of
state variables. Finally, Ry is updated by adding the new set
of state variables’ values to the end of the sequence. In line
17, we schedule the same event xeX to occur at time #+At,.



Agent-based model
Initial state: s¢

System state: ¥ = {S, Rg, Ry}
General methods:

] Stopping condition: IsComplete ()
. Output: y « A(X)
L] State transformer: S <« T(Ry)

Agents: A set of a <« a"(Ry)

Discrete-event model
1. t « 0

2. 0.8 ¢« sg; 0.Rg « <s¢>; 0.Ry « <>
3. Vx € X o Schedule(x, t+Aty)

4. while (~IsComplete()) {

5. X < GetNextEvent ()

6 t <« GetEventTime (x)

7

8

Execute (x, ©)

. y « A(o)

9. 1}
10.
11. Execute (xeX, oce€X) {
12. a <« GetAgent (x)
13. o < a(o.Rg)
14. 6.Ry ¢« 6.Rg U <o>
15. .S « 1(0.Ry)
16. 6.Rg ¢« 6.Ry U <0.5>
17. Schedule (x, t+Aty)
18. }

Figures 2: An ABM and its equivalent discrete-event model

In practice, how the elements of an ABM (such as, a set of
actions and the state transformer function) are specified
depends on the chosen agent-based simulation library. For
example, figure 3 shows how an ABM called SugarScape is
specified using Repast/J agent modelling toolkit (North et al.
2006). SugarScape is an artificial society model that
simulates the behaviour of agents (people) located on a
landscape of sugar (to represent a generalized resource).
Agents move around to find a location with the most sugar
and eat the sugar. Epstein and Axtell (1996) provides a more
detailed explanation on the SugarScape model. Figure 3
shows that the model (SugarModel) is formed by a list of
agents (line 3) and an environment (space in line 5). The
initial state is defined in line 8. The agents (SugarAgent) are
created in lines 10 to 14. An action called step is defined for
each agent. At every simulation timestep all agents will
perform their actions by executing their step methods (line
25). After the actions are completed, the system state will be
updated by executing the state transformer function
updateSugar (line 27). This iteration is repeated from time 0
until a stopping condition is satisfied (line 31).

1. public class SugarModel extends

2. SimModelImpl {

3. private Arraylist agentList =

4. new ArrayList();

5. private SugarSpace space;

6. .

7. private void buildModel () {

8. space = new

9. SugarSpace ("sugarspace.pgmn") ;
10. for (int i = 0; 1 < numAgents; i++) {
11. SugarAgent agent = new
12. SugarAgent (space, this);
13. agentList.add (agent) ;
14. }
15.
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16. }

17. private void buildSchedule () {

18. .

19. class SugarRunner extends BasicAction{
20. public void execute () {

21. .

22. for (int i = 0;

23. i < agentlist.size(); i++) {

24 .

25. agent.step();

26. }

27. space.updateSugar () ;

28. .

29. }

30. }

31. schedule.scheduleActionBeginning (0,
32. new SugarRunner());

33. }

34.

35. }

Figures 3: SugarScape in Repast/J
PERFORMANCE ISSUES

The first issue relates to the fact that many ABMs inherently
adopt the fixed-increment time-advance mechanism. In this
situation, all being equal, the performance achieved from
running the ABM on top of a DES engine may not be
different from running it using a time stepped based ABS
engine. However, in some cases, we can find agent-based
models where some of the agents perform an action for

certain % eRg only. Let p be the probability that this

condition is spotted in the system. This means that every Az
some agents will decide whether or not they will execute an
action. In other words, every Ar all agents perform a
Bernoulli trial where the probability of success is the
probability that an action is executed, i.e., p. It is known that
the number of Bernoulli trials until the first success follows
the geometric probability distribution with an expected value
of 1/p. Let Nggenss be the number of agents, 7 be the number
of timesteps in a simulation run, B be the computation time
for generating the Bernoulli distribution and G be the
computation time for generating the geometric distribution
(B < G). Let us assume that all actions require the same
amount of time to execute, i.e., 4. On one processor, the
execution time of the fixed timestep time advancement that
is commonly used in ABS is W = Nygeps T B + p Nygews T A.
The first term is the time to execute all Bernoulli trials and
the second term is the time to execute all actions (note that
only pxNyeens number of agents perform an action in every
timestep). Similarly, the execution time of running an ABM
on top of a DES engine is W’=p Nygens T G + p Nogewss T A.
The theoretical performance improvement (I7) is:

H = K Nagei’lfSTB + pNagentsTA — B + pA
W Nagents(Tp)G + pNagentsTA pG + pA

This analysis shows that the performance can be improved

as long as p < g . The improvement may not be significant if

the behaviour complexity of most agents is high. Hence the
total time to execute the actions (pxA4) is high. The
translation process can make use of this by automatically
converting any Bernoulli distribution used in the agent-based



model into a geometric distribution in the discrete-event
model. I have not implemented this. However, the empirical
result should be similar to what has been reported in Zaft
and Zeigler (2002). Although performance improvement is
possible even on a single processor, it should be noted that
the main objective of converting a Bernoulli distribution into
a geometric distribution is to allow the parallel DES engine
to exploit more parallelism from the model.

There are two other related performance issues that need to
be addressed. The first issue is related to the environment,
i.e., how information (state variables) in the environment is
distributed. To avoid the potential bottleneck, the state
variables may need to be distributed across processors.
Ideally, the translator should handle this transparently. The
second performance issue is related to the movement of
agents. It is possible for agents to move from one spatial
location in the environment to another. A number of
solutions to these two problems have been proposed (Lees et
al. 2004a, 2004b; Popov et al 2003). However, the
scalability of these solutions on a large number of processors
remains a challenge.

CONCLUSIONS AND FUTURE WORK

This paper shows how the idea of running an agent-based
model on top of a discrete-event simulation engine can be
realized. The main contribution of this paper is the analytical
proof that an equivalent discrete-event model can be found
for any agent-based model that conforms to the specification
given in this paper. It implies that a translator can be built to
convert an agent-based model into an equivalent discrete-
event model automatically and transparently. The advantage
of this approach is that modellers do not need to change their
modelling paradigm. In cases where agents do not perform
actions in every timestep, the simulation performance can be
improved even on a single processor. Most importantly, it
improves the inherent parallelism in the model which
enables a highly scalable parallel discrete-event simulation
(PDES) to exploit the parallelism. There have been a number
of highly scalable PDES engines reported in the literature, in
particular, the library used in this paper, psik has been
proven to be scalable on up to 10* processors on an IBM
Blue Gene supercomputer (Perumalla 2007). Therefore, this
approach has the potential to tackle the scalability issue in
agent-based simulation. The issues on how to implement the
environment and the migration of agents will affect the
scalability and have to be addressed in our future work.
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ABSTRACT

This article describes an automatic approach for a specific
modelling support within material flow simulation studies.
Based on the adoption of classical algorithms from the
artificial intelligence, especially ant colony algorithms,
parameters at forks as well as joins within material flow
models are adjusted automatically to their optimal values.
The designed method is implemented within the material
flow simulation tool d*FACT insight, developed at the
Heinz Nixdorf Institute of the University of Paderborn,
Germany. First attempts show good results during
application, since even initial worst-case parameter settings
are automatically arranged to a nearly ,,optimal” solution.

MOTIVATION

The current situation in many areas of the industrial
manufacturing is characterized by abbreviated product
lifecycle, customer-oriented production and an increased
diversity of variants. In order to manufacture cost- and also
time-efficiently, new products are almost completely
designed, shaped and optimized with the support of
computer techniques. The advantages of this methodology
accrue inter alia in diminished development expenses and
production periods. The progressive digitalization goes
beyond plain product modelling and refers to the planning,
implementing and the control of all relevant processes of
manufacturing and logistics (VDI 2008). An established
way of planning, stabilization and improvement of
manufacturing processes is the material flow simulation.
Typical problems being examined in this domain are for
example planning hedges, lot size planning and especially
the development and adaption of control rules in an existing
system (Law and Kelton 2000). Within this development
especially with complex simulation models, the simulation
expert faces the question, which parameter he should use for
the particular control rules on a certain material flow
branching or on merging, in order to improve for instance
the throughput of the overall system. This is where this
work is present; the user is supported in the modelling
phase by using an automated procedure to find the best
possible setting of model parameters. It is based on a meta-
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heuristic in the field of artificial intelligence (Dorigo et al.
1991).

MATERIAL FLOW SIMULATION WITH D’FACT
INSIGHT

At the Heinz Nixdorf Institute (University of Paderborn),
there is a material flow simulator being developed for years,
which should create new areas of application of process
simulation and support the wuser better by the
implementation of simulation studies (Laroque 2007;
Dangelmaier and Laroque 2008). The performance of a
modelled system, achieved by modelling and subsequent
simulation, often decides about the variety of a particular
design variant and therefore about the results on the reality.
Particularly with regard to the modelling of each system it
raises the question of how even experienced simulation
experts can systematically improve the resulting solutions
manually. Especially, if stochastic influences in the model
arise, in the real application the problem of the number of
required simulation runs is complicating this task. With the
evaluation and refinement of each configuration is a more or
less large computational and also time-consuming effort
combined, due to the stochastic effects there are several
simulation runs required for each scenario (Law and Kelton
2000). An optimization of the model parameters of a given
configuration is taken place in an operational application
mainly by iterative model modification. With regard to the
objective target of this work raises the central question: Is it
possible to use methods of artificial intelligence from the
field of operations research (OR) to reach an automated
optimization of a concrete material flow model with respect
to a maximization objective?

NATURE AS PARAGON

Many of the methods used today in the area of operations
research, such as heuristic solution procedures, have been
inspired by the nature. As one example, it can be observed,
that: Ants searching for food create paths between their nest
and the appropriate food source. Astonishing is the
observation, that these self-organized ant paths always seem
to find the direct link. Biologists were able to confirm in a
so-called Double-Bridge experiment that ants always find
the shortest way on their search for food (Goss et al. 1989).
Ants use two fundamental properties: Ants mark their way
with pheromones, which attract other ants. The decision for



the best route is made by probability sampling. The higher
the concentration of pheromones on the path, the more
likely the path is to be chosen. The Italian Marco Dorigo
was the first to use the food search of ants to solve an
optimization problem (Dorigo 1991).

IDEA: THE ANTI-ANT ALGORITHM

As part of this work, an ant algorithm is used to identify the
most efficient throughput within an existing material flow
model by adapting the different control parameters on
material flow branches and conflations in order to maximize
the total material flow. A simulative evaluation of the found
configuration(s) is supposed to validate respectively evaluate
the selection of the ant algorithm in a subsequent step. The
ant colony optimization algorithm in this application
answers the question, which path an ant has to follow in
order to use the fastest way to the target (simply by finding
the time-weightened, shortest path). As the standard ant
colony optimization algorithm does not take throughput
limitations of each path into account, it is not applicable in
its original form. In this paper the original algorithm was
modified, so it can now answer the question, how many ants
(resp. workpieces in our case) can get to the target in a
particular time interval (which corresponds to the maximum
throughput of the model). The developed anti-ant algorithm
enhances the pheromone concentration on the paths the ant
did not walk on. This is exactly the opposite of the original
ant colony optimization approach. To develop the anti-ant
algorithm, a

Figure 1: Simple test model for anti-ant algorithm
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simple model was chosen (see figure 2). The allocation
strategy, which is used by the fork to allocate workpieces
onto the saws, must be manipulated by the anti-ant
algorithm in a way to maximize the throughput of this
model. The anti-ant algorithm is called every time when a
saw has finished a workpiece. In the other runs, it is ensured
that a “weighted distribution, based on the performance of
the fork, can represent material flow and results from the
algorithm. For example, different machine capacities or
services can be considered, as the subsequent analysis
shows.

IMPLEMENTATION
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In the chosen example of the model, logical links lead from
the fork to each saw. The higher the pheromone
concentration on the edge of the material flow model is, the
more likely a workpiece will be moved along this path. To
each saw belongs an attribute “final processing”, which
corresponds to the last required time for machining a
workpiece. When a workpiece is finished by one of the saws,
the developed anti-ant algorithm will be invoked (see
pseudo code). Based on the processing period of a
workpiece, the pheromone concentrations are adapted on all
other routes, except the path which has been passed by the
workpiece. The pheromone concentration being added on a
path is calculated by the relation between the processing
period of the workpiece and the last processing period of the
saw to which the path leads. Programme expression 1 shows
the fundamental strategy of the anti-ant algorithm in pseudo
code. Attention should be paid to this simple
implementation of the anti-ant-algorithm, because it does
not involve features such as the evaporation of pheromones
over time. The point of time at which saw i gets a workpiece
from the fork is stored in the array pt. After saw i has
finished the workpiece, it invokes the anti-ant algorithm. As
can be seen in expression 1, the processing time (The time
duration for finishing the last workpiece) is stored in the
array pt. The array fork stores double values, which are used
to calculate the allocation of workpieces to the saws in the
model (e.g. fork(f) stores the strength of the pheromone trail
to saw f). The first time the anti-ant algorithm is called, no
processing times are stored for each saw that is why they are
estimated in line 4, by setting those to the processing time of
saw 1. The loop in line 2 calculates then for all other saws (f
# 1) new probabilities, by adding the ratio of processing
times of saw i and f to the double value of f. At last the fork
allocation is updated in line 7.

anti_ant (i) {

1. pt(i) = now()-pst(i)
2. for(f = 0; £ < fork.length; f++){

3 if (pt(£)==0){

4 pt (f)=pt (1)

5. }

6. if (f !'= 1){

7 fork (f)=fork (f)+ (pt(i)/pt(£f))
8 }

9. }

10. updateforkallocation (fork)

}

In the example model are 3 saws, therefore the arrays pt and
fork have the length n=3 each. One workpiece is forwarded
from the fork to saw i1 with the following probability:
fork(i)
Pl = W
z f:if ork(f) )

If the fork tries to transport one workpiece to a busy saw i,
the fork is blocked, although the fork could forward the
workpiece to another free saw.

TEST SCENARIO

In the first simulation model the processing times of each
model component can be seen in table. Fork and join don't
consume time. One workpiece can reach the sink after 13
time units. Because all saws work at the same speed, the



optimal distribution is P(i) = 1/n. So, in one third of all
cases, the fork transports a workpiece to saw i, if an optimal
allocation strategy has been set. The model has been
simulated three times with a simulation length of 10.000
time units. In the first run the fork transported only pieces
to saw 1, which is a conceivable bad allocation.

Table 1: Processing Times of Model Components

Component Processing time
Source 1
Belt conveyor 1, 2 1
Saw 1,2,3 10
25
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Figure 2: Evaluation of test scenario 1

The question arises of how it is possible to create an optimal
setting with the developed anti-ant algorithm, but also
whether it is possible to create an evolutionary development
towards an “optimal“ setting of the components based on
bad starting values. Based on the bad allocation of the first
simulation run, the allocation has been improved during the
second run with the help of the anti-ant algorithm. The
third run used the optimal allocation to show how efficient
the ant-ant algorithm approaches to the maximum
throughput of this model. The resulting chart (see figure 3)
shows the number of finished workpieces per 100 time units
for each run.
In the second simulation model the processing time of each
saw has been altered. As before, the model within the actual
simulation experiment has been simulated three times with
a simulation length of 10.000 time units. The first run used
a bad allocation as well by transporting all workpieces to
saw 1. Based on this bad allocation, the anti-ant algorithm
improved the allocation strategy of the fork in the second
run. The third run used the optimal allocation, which can
still be easily calculated for this model. Whereas the optimal
allocation for each saw i is calculated by the ratio of
‘workpieces per time unit of saw i (wze(i))* and ‘the sum of
workpieces per time unit of all saws (wze(f))*:
PE) = wze(l)
W T en I
2 lewz g Ef} (2)

The obtained results show that the anti-ant algorithm works
in its basic construction and that the classical restrictions in
material flow models are already included in this simple
implementation. Gradually approaches the algorithm
automatically to an optimal setting. By this way an
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arbitrarily distribution of a model can be optimized quickly
and also depending on other model parameters. The
implementation of the algorithm, or the required blocks in
the material flow model is deliberately kept flexible. Related
sections can be defined easily by the operator and be used
for the calculation of the final processing period. Therefore,
not just single machines, but also the use of many material
flow chains can be defined and optimized.
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Figure 3: Evaluation of test scenario 2

Additionally, it is possible to vary, due to the structure of the
used material flow simulator, the amount of saws or their
processing period in a model about runtime and to calculate
the algorithm automatically with the adaption to the new,
optimal turnout distribution.

CONCLUSION AND OUTLOOK

This article describes the design of a procedure based on the
group of ant algorithms in order to support simulation
experts in creating simulation models for material flow
simulations. Based on the assumption that the maximization
of the throughput is a desirable aim of planning, first
implementations of the approach and the evaluation
presented show a good performance. Thereby, the initial
setting of model parameters can be selected rather beneficial
or disadvantageous at the start of improvement. The
parameter between the selected material flow routes is
improved gradually by the application of the presented
algorithm. Further experiments have to show how the
process of identifying these “optimal” parameters by
extensions of the actual algorithm can be accelerated.
Beyond, the concept must be validated in further studies
with clearly more complex models.
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ABSTRACT

Due to the diversity of extended transaction models,
their relative complexity and for some of them their lack
of formalization, the characterization and the
comparison of these models become delicate. Moreover
these models capture only one subset of interaction
which can be found in the spectrum of the possible
interactions. In front of this established fact, the
framework ACTA was introduced. Our contribution in
this field is two fold: (i) we extend ACTA by adding
many dependencies for capturing a new interaction
between transactions in real time and mobile
environment and (ii) we derive a new transaction model
by combining the specifications of existing models.

INTRODUCTION

Although powerful, the transaction model adopted in
traditional data base systems is found lacking in
functionality and performance to satisfy the needs of
collaborative, long-lived, real-time activity and
distributed applications. Hence, many extensions to the
traditional model were developed based on relaxing
ACID properties referred to herein as extended
transaction model. The first extended model is the
nested transaction proposed by (Moss 1985). Mostly,
the others models are based on the idea of nesting
transactions. All extended transaction models described
in literature, split/join transactions, Saga, kangaroo
transactions, nested split transaction... satisfy a part of
users’ applications and satisfy a particulars needs. This
diversity of models, its complexity and its lacks of
formalism encouraged Chrysanthis et al. (Chrysanthis
and Ramamritham 1994) to define the framework
ACTA which made it possible not only to formalize the
various existing models of transactions but to define
new models of transactions. Since ACTA is just a base
many extension are proposed in literature. Schwarz et al
in (Schwarz et al. 1998a, Schwarz et al. 1998b, Schwarz
et al. 1998c), have proposed an extension of ACTA and
introduce the notion of transaction closure that is
defined as generalisation of nested transaction. They

classified the dependency between transactions in two
categories: Termination dependency and Execution
dependency. They also introduce the N-ary termination
dependency that permits to express dependency between
more than two transactions. As the same way in
(Abdouli 2006), the authors introduce some new
dependencies to express the dependency between
transactions in imprecise computations. We propose to
extend ACTA.

This paper is organized as follow: In section 2, we

present a framework ACTA and their different

extensions in litterature. Thereafter, in section 3, we

study the influence of pre-commit event. In section 4,

we introduce the concept of preferable dependency.

Finally, in section 5, we conclude the paper.

FOUNDATIONS

ACTA is not a new model of transactions, but rather a
formalism which allows the formal description of
properties of the wide transactions. Precisely, using
ACTA, one can specify and reason about the effect of
transaction on objects and the interactions between the
transactions in a particular model.

ACTA is composed of five blocks that we will re-
examine along this paper: history, dependencies
between transactions, the view of transaction, the
conflict set of transaction and delegation.

The effects on the objects deal with the concepts of
visibility of conflict and delegation of effects, while the
effects on the transactions deal with dependencies
between the transactions.

Preliminaries

A transaction must be in one of the following states:
active (t)): < by € Ho A ¢ & Ho A ay & Hy
committed (t): < ¢; € Hy
aborted (t)): < a; € Hg
Advanced transactions are structured, i.e., they

consist of sets of transactions which are interrelated.

The following predicates describe the relationship

between a transaction and its creator:

Root:={ t; has no parent}
Parent(t;, t;):= {t; is parent of t;}
Superior(t;,tj):={ Parent(t;, t;) v (3 tx: Superior(ti,tx) A

Superior(tk,t))}
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Child(t;,t;):= {t; is child of t;}

Descendent (ti, t) :={ Child(t, t) v (3 t
descendent(t;,tx) A descendent(t,t;))}
The concept of History is one of fundamental notion
which represents the concurrent execution of a set of
transactions T, contains all the events invoked by the
transaction in T and indicates the (partial) order in
which these events occur. The complete history H
contains only terminated transactions, the current
(incomplete) history is termed as H..

Effects Of The Transactions Ones On The Others

The dependencies provide a practical manner to
simplify and to reason on the behavior of the concurrent
transactions. In fact the dependencies describe the
effects of the transactions on other transaction and
represent constraints on possible stories. By examining
the possible effects of the transactions acting ones on
the ‘others; it is possible to determine the dependencies
which can be developed between them.

We review the fundamental dependencies described in
(Chrysanthis and Ramamritham 1994) and extended by
(Schwarz et al 1998a)(Schwarz et al 1998 b) (Schwarz
et al 1998 c)(Abdouli 2006). Let t; and t; be transactions
and H be a finite history:

The two first and important dependencies presented in
(Chrysanthis and Ramamritham 1994) are Commit
dependency and Abort dependency defined following:
Commit Dependency (t; CD t;). If t; and t; commit, then
the commit of tj must precede the commit of t;. ¢; €
H=( Cij € H(Ctj_' Cii)

Abort Dependency (t; AD t;). If t; aborts, t; has to abort,
too:aj e H=>a; e H

Schwarz et al (Schwarz et al. 1998a) distinguish
between different upwards and downwards abort
dependencies, in general structure, e.g. open nested
transaction when the child transaction can leave the
scope of parent transaction.

Influences Of Abortions On Superiors

Four upwards abort dependencies are defined: vital,
weak-vital, weak-non-vital, and non-vital.

Vital transaction: A transaction tj is vital for another
transaction t; iff t; is (transitively) abort as well as
commit dependent on t;
Contingency transaction: transaction t. is a
contingency transaction of transaction t; iff t. is
semantically equivalent to t, t. is force-begin-on-abort
depend on tj, the common parent t; of t; and tj is commit
dependent on t., and t; is abort dependent on t. or there
exists a contingency transaction t,, for t,

A transaction is termed as an alternative transaction to t;
iff t, is (transitively) a contingency of t;

Weak-vital transaction: a transaction t; is weak-vital
for another transaction t; iff t; is transitively) commit
dependent on t;, begin-before-commit depended on the
contingency transaction t. of tj in case t; aborts, an there
is an alternative t,, of t; which is vital to terminate the
execution of t;’s alternatives

Weak-non-Vital transaction: A transaction t; is weak-
non-vital for another transaction t; iff ti is (transitively)

commit-on-termination dependent on t;

Non-vital transaction: Transaction t; is non-vital for
another transaction t; iff the abortion of t; has no effects
on the termination of t;

Effects Of Abortions On Child Transaction

Three dependencies are defined to express the
influences of abort of transaction on their superior:
dependent, weak-dependent and independent.
Dependent transaction: A transaction tj is dependent
on another transaction t; iff t; is (transitively) abort
dependent on t;

Weak-Dependent transaction: Transaction t; is weak-
dependent on another transaction t; iff t; is (transitively)
weak-abort dependent on t;

Independent transaction: Transaction t; is independent
of another transaction t; iff the abortion of t; has no
effects on the termination of t;

Many others transaction described in literature are
described in following:

Begin Dependency (t;BDt;). Transaction t; can only be
initiated if't; is already initiated.

Weak-Abort Dependency (t; WD t;). If t; commits and
tj aborts, the commit of t; precedes the abortion of t;.
Serial Dependency (t; SD t). Transaction t; cannot
begin executing until t; either commits or aborts.
Parallel Strict Overlapping dependency: two
different transactions t; and t; are executed parallel strict
overlapping if and only if the begin of t; preceds the
begin of tj, the begin of t; precedeces the termination of
t;, and the termination of t; precedes the termination of t;
Parallel including dependency: two diffrent
transaction t; and t; are excuted parallel including if and
only if the begin of t; precedes the begin of t; but the
termination of t; precedes the termination of ti

Parallel dependency: Two transactions are executed
parrallel if and only if they are executed parrel strict
overlapping or parrallel including

The last four dependencies are named execution
dependency and can be combined with many others
dependencies.

Begin-on-Abort Dependency (t; BAD t;). Transaction t;
cannot begin its execution until t; aborts
Begin-on-Commit Dependency (t; BCD t;). Transaction
t; cannot beging executing until t; commits

Additionally to the dependencies stated above, the
following dependencies are introduced by (Schwarz et
al. 1998a, Abdouli 2006)

Force-Begin-on-Abort Dependency (t; FBDA t;). if t;
aborts, t; has to begin.

Commit-on-Termination Dependency (t; CTD )
Transaction t; cannot commit until t; either commits or
aborts

Begin-Before-Abort Dependency (i BBAD ).
Transaction t; cannot abort until transaction t; starts its
execution.

Begin-Before-Commit Dependency (t; BBCD ).
Transaction t; cannot commit until transaction t; starts its
execution

Exclusive dependency (t; ED t) if transaction ft;
commits then t; must aborts
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Exclusive Exc(t, t) Two transactions t; et t; are
excluded mutually iff each transaction develops a
relation of exclusive dependency on the other
Weak-Commit dependency (ti WCD t;) Transaction t;
cannot commit until transaction t; commits (t; is a vital
transaction)

Loan dependency (t; LD t;) Transaction t; cannot begins
execution until t; is in uncertainty phase

Access dependency (t; ACCD t;) Transaction t; cannot
lends its data until the transaction t; terminates (abort or
commit)

Authorization dependency (t; AU €) A transaction t;
develops a relation of Authorization-dependent on a set
of transaction ¢, hence transaction t; can lend its data
only to transaction of the type €

Until now we presented only the binary dependencies
but it is proven that these dependences are not enough to
express the various relations between the transactions;
thus Schwarz et al.(Schwarz et al. 1998 c¢) define the
various ternary dependency and "N-ary" dependencies.
In (Schwarz et al. 1998 b) the authors studied the impact
of transaction compensation on the dependences.

Effects Of Transaction On Objects

A transaction invokes an operation on an object and
modifies its state and its statute which characterize it.
The transaction’ effects on objects are characterized by
the set of effects which are visible for it, the whole of
the conflict operations which it carries out and the
whole of the effects that it delegates to other
transactions. ACTA allows the capture of these effects
by the introduction of two sets: ViewSet and AccessSet
and by the concept of delegation.

ViewSet And AccessSet

ACTA allows finer control over the visibility of objects
by associating two entities, namely ViewSet and
ConflictSet with every transaction. We mean by
Visibility the ability of one transaction to see the effects
of another transaction on objects while they are
executing.

Defintion: the view set contains all the objects
potentially accessible to the transaction.

Definition: the conflictSet of a transaction contains
those operation in the current history with respect to
which the effects of conflicts have to be determined
when t invokes an operation.

Definition: AccessSet contains all objetcs already
accessed by a transaction.

Delegation

Traditionnally, the committing or aborting of an
operation is part of responsability of the invoker.
However, in general, the invoker and the one
committing the operation may be different. We say that
a transaction delegate his responsability to another
transaction.

INFLUENCE OF EVENT PRE-COMMIT ON
TRANSACTION DEPENDENCY

Pre-commit is significant event beside begin, commit
and abort events. It permits to transaction to commit
temporarily. We try to explain its importance and its
impacts in many transaction models with the following
examples of applications.

Applications in mobile networks have particular
requirements; so many new transactions models, new
algorithms of scheduling and new commit protocol are
proposed. Indeed, the commit in these models passes in
the majority of these models by two steps: a local
commit (pre-commit) followed by global commit
(Madria 1998) (Pitoura and Bhargava 1995) (Madria et
al. 2002). In the first step, after transaction pre-commits,
all result produced by a transaction can be viewed by all
transactions executed in mobile unit and fixed host. In
the second step, after transaction commits, their results
are viewed by all transactions. Hence, we allow a more
availability of data and more concurrency between
transactions in such applications precisely when
disconnections are frequent.

Recent research in real-time transaction systems and
database has focused on the idea of utilizing partial
result so that transactions meet their deadlines. In others
words, transactions reports estimate or approximate
results when they cannot complete within their time
quotas. Transactions are composed by two types of sub-
transactions: optional and required. When required sub-
transaction(s) are executed, transactions pre-commit.
Optional sub-transactions and their sub-transactions can
be cancelled during execution if time does not permit.
Optional sub-transactions strive to improve the result
being provided to users. Consequently, pre-committed
transactions will not abort.

Due to induce of pre-commit event, transactions
relationship and behaviour between transactions are
modified. So, dependencies described in the preceding
section can’t express the new relationship between
transactions. To fill these deficiencies, we propose
many new dependencies for more expressiveness of
these relationships.

In former work if two transaction t; and t; must commit
we can define only one dependency “t; CD t;”. This
means that transaction t; can’t commit until t; commit.
So with such dependency, we can’t express the
relationships between pre-commit transactions. So we
define these three new dependencies for more precision
of execution of transaction:

Pre-Commit dependency (t; PCD t;). Transaction t;
can’t pre-commit until transaction t; pre-commit. pc;eH
= (pey — pey)

Strict-Pre-Commit  dependency (t; SPCD ).
Transaction t; can’t pre-commit until transaction tj
commit. pcieH = (¢ pcy)

Weak-Commit dependency (t; WCD t;). Transaction t;
can commit if t; has already pre-commit. pcieH =
(pey= cu)

For more precision we can combine the pre-commit
dependency or weak-commit dependency with commit
dependency.
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In same way we can introduce the pre-commit on the
exclusion dependency. In the literature exclusion
dependency (t; ED t;) express that t; must abort if t;
commit. In our case we can exclude the transaction t;
when t; pre-commit. So we not forced to wait the
commit of t;.

Pre-Exclusive dependency (ti PED t;) if transaction t;
pre-commit then t; must abort. pcje H= (b; € H= a;
e H)

Pre-Exclusive Pre-Exc(t;, tj) Two transactions t; et tj are
excluded mutually iff each transaction develops a
relation of pre-exclusive dependency on the other. Pre-
Exc(t;, '[j) 1< (4 PED '[j) A ('[j PED t;)

In the same manner we can define the following
dependency:

Weak Serial Dependency (ti WSD t;). Transaction t;
cannot begin executing until t; either pre-commits or
aborts: bj eH = ((pc; = by) v (a; = by))
Begin-on-Pre-Commit Dependency (i BPCD ).
Transaction t; cannot beging executing until tj pre-
commits: b; € H=> (pc; = by)
Weak-Commit-on-Termination  Dependency  (t
WCTD tj) Transaction t; cannot commit until t; either
pre-commits or aborts: ¢; € H=> (pc = cyi) Vv (aj = ¢y)
Pre-Commit-on-Termination Dependency (t; PCTD
t) Transaction t; cannot pre-commit until t; either
commits or aborts: pci € H=> (¢ = pcy) Vv (aj = pcy)
Weak Pre-Commit-on-Termination Dependency (t;
WPCTD t;) Transaction t; cannot pre-commit until t;
either pre-commits or aborts:
peq € H= (cy = pey) v (a; = pey)
Begin-Before-Pre-Commit Dependency (t; BBPCD ;).
Transaction t; cannot pre-commit until transaction f;
starts its execution: pc; € H=> (b; = pcy)

Weak Access dependency (t; ACCD t;) Transaction t;
cannot lend its data until the transaction t; pre-commits
or aborts.

PREFERABLE AND CONDITIONAL
DEPENDENCY

In recent application such as web service, the models
transactions used are dynamic i.e. transactions and sub-
transactions invoke dynamically different sub-
transactions. Subsequently the structure of transaction is
not known from the begging. In others words, different
executions of the same Web service (transactions) may
call different sub web services depended on conditions
and parameters (Le Gruenwald and Obermeier 2006).
For that, we define a new alternative-begin dependency
which makes it possible to choose which transaction
will start according to the condition C.
Alternative-begin dependency: Alter-begin( t;, t;, C) t;
and t; are said alternative, if C is satisfied then t; begin
else t; begin. bj eH = b, ¢ H.

Alter-begin dependency is different from the Alter
dependency, indeed in Alter-begin we choose from the
beginning the transaction that will begin, the second
transaction will never start even the first one abort. In
alter dependency, if the first transaction aborts than the
second transaction begins.

In dynamic systems, such web servers and sensor
networks with non uniform access patterns, the
workload of RTDBs cannot be precisely predicted and,
hence, the RTDBs can become overloaded. As a result,
uncontrolled deadline misses may occur during the
transient overloads.

To provide reliable service quality and guarantees a set
of requirements on the performance of the database
imprecise computation techniques have been introduced
to allow flexibility in operation and graceful
degradation during transient overloads. (Amirijoo et al.
2006, Haubert et al. 2004). (Dogdu 1997, Abdouli
2006) propose new models of transactions such as CAT
or adapt existing models of transactions to support
imprecise computation and define new protocols of
concurrency and scheduling of the transactions.

This will imply modifications on the behavior of the
transactions and their interrelationships. None of this
work was interested by the types of dependences
between these transactions in this new model. For all
this, we propose to introduce a concept of condition in
dependencies. To show its impact in dependencies, we
give some example and we add new dependencies.
Finally we derive a new transaction defining by
combining the specification of CAT and (m-k) firm
transaction.

Definition: a conditional dependency is noted as follow:
ti(dependency [C]) tj where the condition C is optional
part. When condition is mentioned and satisfied the
dependency must be respected.

If the condition is omitted then the dependency must be
respected all the time.

We review some of dependency described earlier:

Begin dependency: (t; BD t;). This dependence means
that the transaction t; can start only if the transaction f;
already started. This dependence can be relaxed to make
possible the starting t; before the starting of t; when the
condition C is not satisfied. (t; BD[/ C] t). If the
transaction is omitted ti cannot start only if the tj has
alredy strarted.

Commit Dependency: (i CD t) in real time
environment, if ¢ not be occure before the deadline of t;
then t; must abort, so tj must abort also. This will have
as a consequence a loss or wasting of the resources
especially when the system is overloaded. From where
in a case of overload it is preferable that this
dependence is ignored or forgotten if possible to respect
the temporal constraints which are more important. This
requirement cannot be expressed with a simple
dependency for this we define this preferable
dependency that permit to expresse such requirement. (t;
CD [/C] t).

Abort dependency (t; AD t;): this dependency means
that if the transaction t; abort then the transaction t; must
abort. The abort of the two transactions generated a
wasting of time and use of resource. In many case, we
can tolerate ti to validate in spite of the abort of t; since
one does not have enough time to start again they
transactions and the system is overloaded. So we define
a transaction that permit to relax the abort dependency
when is possible (t; AD[/C] ;).

In (Kuo 1997), authors define m-k firm transaction
model. A transaction is composed from k sub-
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transaction. The first “m” transactions are vital. The
number of vital sub-transactions is defined from the
beginning by the database manager according to some
conditions of environment. The rest (k-m) sub-
transactions are non vital, i.e., the abort of some of these
transactions will not abort the global transaction. On the
contrary others models, in m-k firm transaction model
the optional sub-transactions don’t begging when
system is overload. For express this relation we define a
new dependency named preferable dependency.
Preferable dependency: (t;, pref [/C] t;) transaction t; is
non vital transaction and t; begin only if C is true. When
the condition is not satisfied then the sub-transaction t;
can’t begin. When a C is not mentioned t; is considered
as a non vital transaction.

(ti, pref [/C] t;) < parent(t;, tj) A b; € H= C is true A by
€ H A non-vital(t;, t;)

In the same way we will be able to apply these
conditions to the following dependencies: Serial
dependency; Begin-on-abort dependency; Begin-on-
commit dependency; Begin-on-pre-commit dependency;
Force-begin-on-Abort dependency; Commit-on-
termination  dependency; Begin-before ~ Abort
dependency; Begin-before commit dependency.
Example:

IN Chain-structured Adaptive (CAT) model the
transaction is structured as transaction tree. Chain-
structured Adaptive transaction model contains two
types of sub-transactions: required sub-transactions and
optional sub-transactions. A CAT gives a partial result
after the execution of its required part but it cannot
commit it before the execution of its optional part. Sub-
transaction between two commits points constitutes a
subset. A CAT pre-commits after the execution of the
first subset and thus it can stop at this point if the expiry
is imminent. It is said that a CAT finished correctly so
at least it’s MES (required sub-transactions subset) is
executed and committed. The dependency between root
and MES is vital dependency. The sibling sub-
transactions develop a serial dependency between them.
The lack of CAT is that optional transactions are
aborted after its beginning execution. It is better to
define from the beginning sub-transactions that will not
admitted in system when it is sure that will no terminate
in some condition.

We can define a new transactions model by apply the
concept of m-k firm to CAT. Optional subsets develop a
preferable dependency with the root i.e. we associate a
condition with each optional subset and if condition is
not satisfied the subset of transaction will not authorize
to begin. E.g. the second subset is not authorised to
begin if the uses ratio is more than 55%, the third part is
not authorised to begin if the miss ration is 60% and
uses ration is more than 80%. Then we not begin this
optional subset if uses ratio more than 55%, in others
word the probability of success if very low (null), and
we will waste resources if this subset of transaction will
be executed and will not be committed.

Hence, the MES subset develops vital dependencies
with the root transaction. Others siblings’ sub-
transactions develop a preferable dependency with root
transaction.

CONCLUSION

In this paper, we have presented dependencies and its
uses for describing transaction models. In particular, we
are interested to presented an overview of framework
ACTA and its extension in literature. We have
described all its components and we have insisted on
study transactions dependency. We have proposed many
new dependencies by the introduction of the pre-commit
event on the dependencies. We have defined the concept
of conditional dependency and proposed some new
dependencies. In final, we have given an example of use
of such dependency to define a new model of
transaction.
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ABSTRACT

Recent studies state the importance of conceptual mod-
eling in simulation life cycles. Proper development of a
conceptual model is critical for expressing the context,
elements, relationships, limitations and purpose of the
simulation study. Surprisingly there are many simula-
tion projects that have no explicit conceptual model,
a poorly or only partially developed conceptual model,
or incomplete documentation of the simulation concep-
tual model. The reason for the deficiency in conceptual
modeling stage is that there does not exist a well de-
fined simulation conceptual modeling method. In this
paper, a brief overview of the conceptual modeling tech-
niques used in simulation field is provided and the need
for a unified simulation conceptual modeling method
is stated. Then, a conceptual modeling approach for
discrete event simulation is proposed and compared to
other modeling techniques.

INTRODUCTION

In general terms, each simulation study has a prob-
lem definition, conceptualization (conceptual modeling),
model building (simulation model construction), and ex-
perimentation stages. Conceptual modeling is probably
the most difficult aspect of a simulation study and recent
studies state the importance of conceptual modeling in
simulation life cycles (Pace 2000, Yilmaz and Oren 2006,
Robinson 2006; 2008). During the simulation conceptual
modeling stage, a modeler makes an abstraction of the
system and prepares the conceptual model for the simu-
lation study. A simulation conceptual model is a simpli-
fied representation of the real system without reference
to the implementation details. It generally describes the
elements, relationships, boundaries and objectives of a
simulation study.

Conceptual modeling not only requires that the mod-
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eler develop an appropriate model, but that all parties
involved in a simulation study understand and agree to
that model. As such, it is important that the concep-
tual model is represented and communicated in a man-
ner that is understandable to all. A range of modeling
methods have been used for representing simulation con-
ceptual models, such as event graphs, activity diagrams,
IDEF diagrams, process flow diagrams, Petri nets, etc.
(Robinson 2006). Many of the techniques present an
abstract way of thinking which is not natural and so it
is difficult to properly model the real system in the re-
quired level of detail. For example, a flow diagram pro-
vide an overview of the system and do not have much
detail. Petri nets are well defined and they represent a
directed graph of nodes and arcs. However, there is not
an elegant way of representing hierarchies graphically.
Moreover, conceptual models are often not reused ex-
plicitly in the further steps of the simulation process, as
formal model transformation methods are not available
to guarantee model continuity (Olive 2007). This means
that, based on exactly the same conceptual model, dif-
ferent simulation modelers will most likely create differ-
ent simulation models. This puts an excessively high
share of simulation project success responsibility in the
hands of the code writer. This situation would have
been mitigated if stakeholders were involved in the de-
sign of the conceptual models, and if the latter were
reused explicitly in the further stages of the process.
Therefore, we can conclude that there is a big semantic
gap between the conceptual modeling stage and the sim-
ulation model construction stage. Therefore, we would
like to pay attention to the deficiency in conceptual
modeling stage and the lack of a commonly accepted
standardized conceptual modeling method and language
in Modeling and Simulation (M&S). In short, the exist-
ing modeling methodologies require some development
in the state of the art of conceptual modeling and sim-
ulation model construction stages.

In this paper, firstly a brief overview of the conceptual
modeling techniques used in simulation field is provided.
Then, two useful modeling approaches, namely hierar-
chical modeling and component based modeling are dis-



cussed. After that, a conceptual modeling approach for
discrete event simulation is proposed. Finally, conclu-
sions are drawn and future work is outlined.

CONCEPTUAL
USED IN M&S

MODELING METHODS

Simulation conceptual modeling generally benefits from
general purpose diagramming techniques, which are not
adequate for meeting the needs of simulation projects.
Despite the fact that conceptual modeling is an impor-
tant step in a simulation study, there is not a com-
mon simulation conceptual modeling language. Thus,
in many cases conceptualization deeply depends on the
skill and experience of individual modelers. This sec-
tion provides a brief overview of the conceptual model-
ing methods used in M&S.

In order to provide a better understanding, after giving
a brief introduction we will give a sample model of a
single server queue for each method. Simulation of a
single server queuing system is a common example of
discrete event simulation such as an information desk
at an airport or a hotel, a pharmacy, a barber shop, or
a ticket office. This example was chosen because of its
simplicity enables an easier comparison of the methods.

For example, consider a service facility with a single
server for which we would like to estimate the average
delay in the queue for arriving customers. We define
the following state variables: status of the server (idle
or busy), number of customers waiting to be served (if
any), the arrival time of each customer waiting in the
queue. We define three types of events: arrival, service
and departure. Delay in the queue means the length of
time from the arrival of a customer at the information
desk queue until the instant he/she begins to be served.

Event Graphs

Event graphs provide a representation for discrete event
simulation (Schruben 1983). An event graph partitions
the model into events and relationships between events.
The events are represented by vertices (nodes) in the
graph and relationships between events are represented
as directed edges (arcs) between event vertices. Figure
1 shows an event graph for the sample problem.

knitializaﬁon @ @.

Figure 1: An event graph for a single server queue (Seila
et al. 2003)
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Activity Cycle Diagrams

Activity diagrams are graphical representations of work-
flows of stepwise activities and actions with support
for choice, iteration and concurrency. UML activity
diagrams can be used to describe step-by-step work-
flows of components in a system. An activity diagram
mostly consists of, activities (rounded rectangles), deci-
sions(diamonds) and flows(arrows). Bars represent the
start (split) or end (join) of concurrent activities. A
black circle represents the start (initial state) of the
workflow and an encircled black circle represents the end
(final state). Flows(arrows) run from the start towards
the end and represent the order in which activities hap-
pen. Activity diagrams can be regarded as a form of
flowchart. Figure 2 shows an activity cycle diagram for
the sample problem.

Arrivals

/ Customer @

4

Start of service

Server

Departures

Figure 2: An activity diagram for a single server queue
(Seila et al. 2003)

IDEF Diagrams

IDEF (Integration DEFinition) is a family of modeling
languages in the field of systems and software engineer-
ing. They cover a wide range of modeling methods,
yet the most-widely recognized and used one is IDEFO.
IDEFO0 (Integration Definition for Function Modeling)
is a function modeling methodology for describing orga-
nizations or systems. An IDEFO0 model consists of func-
tions, data and objects. Functions are represented by
boxes. Data or objects that interrelate those functions
are represented by arrows). Figure 3 shows a simple
IDEF0 diagram for the sample problem.

Petri Nets
Petri nets are bipartite graphs and provide a mathe-

matically rigorous modeling framework. They serve as
a ready simulation model, as well as a conceptual model.
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Figure 3: An IDEFO0 diagram for a single server queue

However, their analysis is intractable for large models.
Petri nets consist of places, transitions, and directed
arcs. Arcs run from a place to a transition or a transi-
tion to a place, never between places or between transi-
tions.The places from which an arc runs to a transition
are called the input places of the transition; the places
to which arcs run from a transition are called the output
places of the transition. Places may contain a number
of tokens. A transition of a Petri net model is fired
whenever there is a token at the start of all its input
arcs. Figure 4 shows a petri net model for the sample
problem.

Customer arrives Customer leaves

Arrivals Start of service Departures

Figure 4: A petri net model for a single server queue

There are various types of Petri nets, such as timed
Petri nets, stochastic Petri nets, and colored Petri nets.
The use of stochastic Petri nets has become particularly
important in the modeling of discrete event systems.
Timed Petri nets are the particular types of Petri nets
that associate the time and time delays.

HIERARCHICAL
MODELING

COMPONENT BASED

As modelers build more complex and complicated mod-
els for large systems, it becomes hard to design, de-
velop, manage and maintain the simulation models. The
monolithic approach for developing models becomes too
cumbersome in large simulation projects. Besides, when
each simulation model is designed from scratch, the lack
of reuse makes simulation a time consuming and expen-
sive task (Oses et al. 2004).

Applying different software engineering approaches into
the simulation field can help managing larger models,
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such as thinking at various levels of abstraction or com-
ponent based development. In this section two modeling
approaches, which have been applied in the simulation
field and provided valuable contributions, are discussed.
These are hierarchical modeling and component based
modeling.

Hierarchical modeling (also known as multi-level model-
ing) provides a way to represent a system in a hierarchi-
cal structure to deal with large scale or complex models
in a thorough manner (Simon 1962). Hierarchical mod-
eling allows modeling with more manageable sub-parts
at different levels of detail. The ability to move among
the different levels of a model hierarchy greatly increases
the manageability and understandability of large mod-
els (Daum and Sargent 1999). Hierarchical modeling
can provide for a more natural way of modeling and
help to focus on different degrees of detail when using a
model.

Hierarchical models are generally developed in two dif-
ferent ways, that are top-down and bottom-up strate-
gies. In both cases, hierarchical models mostly repre-
sent a tree-like structure. In the top-down approach, a
system is broken down into subsystems and this is called
as decomposition. During the top-down modeling pro-
cess, modelers specify the main parts and relationships
of the system without inner details first and then they
fill in the lower levels. In the bottom-up approach, sub-
systems are coupled together to form a larger system
and this is called as composition. During the bottom-
up modeling process, modelers first think of the lowest
level, i.e. smallest parts or building blocks of the system
and then they use these previously constructed building
blocks to compose larger models and systems. Simu-
lation models can be developed by employing either a
top-down decomposition approach or a bottom-up com-
position approach.

In the component based approach software systems are
built by assembling components already developed and
prepared for integration. Component based modeling
and simulation is an interesting research area that many
researchers studied in the last decade (Buss 2000, Him-
melspach and Uhrmacher 2004, Sarjoughian and Elam-
vazhuthi 2009, Verbraeck and Valentin 2008). Compo-
nent based simulation relies on having pre-built, vali-
dated simulation model components that can be cou-
pled to form a composed model that represents a sys-
tem. A simulation model component is expected to be
a self-contained, interoperable, reusable and replaceable
unit, providing useful services or functionality to its
environment through properly defined interfaces (Ver-
braeck and Dahanayake 2002). Component based ap-
proach promises to have many benefits over a monolithic
approach such as reuse of interoperable components and
rapid development (Verbraeck and Valentin 2008).

The development process for component based systems
consists of two major stages: component development
and component composition (Oses et al. 2004). These



stages are usually carried out by different parties, like
domain experts and software engineers. When a com-
ponent library is available, a developer can build a sys-
tem in a bottom-up fashion, by combining components
into larger components, where an assembly of the high-
est level components is considered to be the system. In
component based approaches, overall software quality
increases due to components are thoroughly tested first
and reviewed during reuse (Sommerville 2007).

The component based approach has originally a bottom-
up way of assembling components, which means that it
can be applied together with the hierarchical modeling
approach. Simulation model components can be assem-
bled in many ways into a hierarchy. New components
can be built from scratch in each layer or reused if they
already exist in pre-defined and verified component li-
braries, so it is not necessary to always create larger
components from smaller components.

Applying a unified hierarchical component based mod-
eling approach looks like an encouraging way in the sim-
ulation field. During the the conceptual modeling stage,
by applying a top-down hierarchical modeling approach,
a modeler can first partition the system into the relevant
subsystems and define the relationships between them,
without delving yet into their inner details. For exam-
ple, to represent an airport system, one would identify
such subsystems as gates, security check points, infor-
mation desk, check-in desks and so forth. At the simula-
tion model construction stage, by applying a bottom-up
component based approach, basic available primitives
and building blocks can be composed to provide the de-
sired functionality of the identified subsystems and the
simulation model.

However, there is a big semantic gap between the con-
ceptual modeling and the simulation model construc-
tion stages. For example, to be able to reuse the exist-
ing components, one should know that what is already
available. This means that, there must be a way to ex-
press how the components relate to the subtrees in the
conceptual model. Besides, good classification and doc-
umentation is essential for the successful reuse of sim-
ulation model components. We believe that in order
to bridge this gap, we need a common simulation con-
ceptual modeling language and a model transformation
method between the conceptual model and the simula-
tion model. A higher level representation on top of the
rigid simulation model implementation is expected to
make the simulation model development process faster.

A CONCEPTUAL MODELING APPROACH
FOR DISCRETE EVENT SIMULATION

In this section, a hierarchical component based concep-
tual modeling approach is suggested. The proposed con-
ceptual modeling method will basically define a system
with its components, relations, and objectives based on
the following definition of a system. A system is a set of
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interrelated components working together toward some
common objective or purpose (Kossiakoff and Sweet
2003, Blanchard and Fabrycky 2006).

We define two types of nodes, that are components and
entities. Each component can have four different types
of variables: input variables, output variables, local vari-
ables and parameters. Components can have various
properties such as descriptors and rules. Descriptors de-
fine the meta information such as name, version, author,
bugs, keywords, etc. They can be used in cataloging
and searching components. Rules are constraints that
can be defined about components. They can be used to
express the boundaries of the system. Besides, we define
a component type for each component which is used for
classification purposes. We only allow type inheritance
in our method and use component type information to
classify the components. Type inheritance only provides
a limited support for component structure.

Every component has an objective, which is defined by
its behavior. At the conceptual modeling level, we pro-
vide a way to define the pseudo algorithm for the behav-
ior of a component. This will be used to support model
transformation and not obligatory.

Entities are specialized components, having both vari-
ables and properties. The only difference between a
component and an entity is that entities do not have an
internally defined behavior. For example, entity com-
ponents can be used to represent system resources. A
graphical representation for components and entities is
shown in Figure 5.

<<component_type>> <<entitly type>>

Component Entity
+ variables + variables
+ properties + properties

+ objective

Figure 5: Visual representation for components and en-
tities

In order to define the state of the system, we use the
definition of Law and Kelton (1991): the state of a sys-
tem is the collection of variables necessary to describe
a system at a particular time. Hence, we use the local
variables to refer to the state and state change is pos-
sible when the local variables are updated. Output of
a component is available when the output variables are
updated.

Relations define how components and entities relate to
each other. Six basic relations are suggested in our
method and a textual representation for them is listed
in Table 1.

Due to hierarchical modeling is applied, composition
and decomposition capability is especially handled. Be-
sides, composition and aggregation are differentiated
clearly. The hierarchies are represented with "HAS A’



Relation
Fixed Composition

CompA HAS CompB

Temporary Composition

CompA GOES CompB

Logical link

CompA ISLINKED CompB

Physical link

CompA ISJOINED CompB

‘Send-To’ relation

CompA SENDS EntityC TO CompB

‘Send-To-Via’ relation

CompA SENDS EntityC TO CompB VIA
CompD

Table 1: Textual representation of basic relations

relation and called as fixed composition. Since a uni-
fied approach is performed, composition refers to both
composition and decomposition capability. Aggregation
refers to a temporary whole-part relationship during the
execution of the simulation model. This type of relation
is called as temporary composition and represented as
with ’'GOES TO’ relation.

Logical links and physical links are distinguished as well.
Association relations or any other logical relationships
can be expressed with logical links. 'Send-To’ and ’Send-
To-Via’ relations are provided for transferring data be-
tween components. When necessary and appropriate
cardinality information can be defined for the relations,
such as: 1..%, * or 0..*, n, 0..1, 1, ...etc. A graphical
representation for the suggested relations is illustrated
in Table 2.

In order to define the objective of the components we
suggest four main behavioral modeling primitives, which
are if condition, while loop, switch case and assignment.
Then we define an expression as a combination of these
primitives. A possible textual notation is given below:

e [F < condition>THEN < expression >
ELSE < expression >

o SWITCH{CASE < case >< expression >}
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Relation Representation
A
C B
Fixed Composition

<goes>

Temporary Composition

<islinked>

Logical link

joined>

Physical link

‘Send-To’ relation

‘Send-To-Via’ relation

Table 2: Basic relations of the proposed conceptual
modeling method

e WHILFE < condition > DO < expression >
o Assignment < variable >= value

o Expression :
{IF_Cond, W hile_Loop, Switch, Assignment }

A sample component diagram of a single server queue
is demonstrated in Figure 6. The model defines the
following steps:

o Customer arrives(GOES) to the Waiting Queue of
the Service Desk

o Waiting Queue ISJOINED to the Service Process

o Waiting Queue is a queue component, thus when
available Customer is sent to Service Process

e When Service Process is finished, Customer leaves

o Waiting Queue calculates the delay time for each
Customer



e Service Process calculates the service time for each
Customer

<<actor>>
Customer

Customer arrives

<<server>>
Service Desk

<<gueue>> <<Process>>
Wait Service
Customer
+delay_time +service_fime leaves

Figure 6: A sample conceptual model with the proposed
method

COMPARISON WITH THE EXISTING
TECHNIQUES

In order to compare the proposed method in its current
status with the other techniques, a number of require-
ments for an effective conceptual modeling language is
represented below:

1. Tt should represent the system structure (elements
and relations) clearly.

2. It should represent the purpose of the simulation
study (objectives and boundaries).

3. It should be abstract from technical or organiza-
tional details (Ribbert et al. 2004).

4. Tt should support classification and inheritance.

5. It should support hierarchical modeling to develop
manageable and understandable models.

6. It should be formal enough to avoid misinterpreta-
tions. Besides, it should be theoretically possible to
map the conceptual model to a formal specification
to support model transformations (Ribbert et al.
2004).

7. It should be easy to learn and use (Ribbert et al.
2004).

Most of the conceptual modeling languages and model-
ing techniques provide the first four requirements. How-
ever, the main problem in simulation conceptual mod-
eling is hierarchical modeling and model composabil-
ity (Kasputis and Ng 2000). Recent studies state that
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model composability is troublesome in simulation and
the existing methodologies require additional effort to
facilitate it (R6hl and Uhrmacher 2006, Yilmaz and
Oren 2006). Indeed, combining multi-level abstraction
and composition with inheritance and aggregation is not
easy, neither in theory nor in practice. Figure 7 shows
the three dimensions of hierarchical simulation concep-
tual modeling. Object oriented modeling methods pro-
vide few mechanisms to describe components. Simply
adopting the object oriented concepts is not adequate for
expressing the hierarchies in simulation models. Thus,
when a modeler wants to add different layers into his/her
models, object oriented conceptual modeling techniques
become insufficient.

composition {‘has a’ relation)
h

inheritance {‘is a’ relation)

aggregation (‘refers to’ relation)

Figure 7: Three dimensions in hierarchical simulation
conceptual modeling

Although many modeling techniques have well defined
syntax or semantics, a clear metamodel and a rigorous
formalism are lacking in many cases. Besides, they do
not provide formal model transformation methods to
guarantee model continuity. Only Petri net models serve
as a ready simulation model. However, they are far from
being practical and easy to use. In many cases, simula-
tion modelers need to be experienced and trained.

The proposed method represents the system structure
with components and relations. Components have ob-
jectives and rules that define the purpose of the simula-
tion study. Hence, it satisfies requirement 1 and 2. The
method satisfies requirement 3 partially, since it allows
defining pseudo algorithms for objectives. It satisfies re-
quirement 4 partially as well, due to it only allows type
inheritance. Hierarchical modeling is supported via the
component structure and we claim that the method is
easy to use. Requirement 6 is a future work at the mo-
ment, a metamodel and a model transformation method
will be defined for the proposed method. After that, a
more detailed comparison will be performed.

CONCLUSION AND FUTURE WORK

Although, an effective and consistent conceptual model
is critical for expressing the purpose of the simulation
study, many simulation projects have no deliberate con-
ceptual modeling stage. Moreover, formal model trans-
formation methods are not available to help the simu-



lation model developers while moving from the concep-
tual model to simulation model. As a result, simulation
models generally do not have a higher level representa-
tion on top of the rigid simulation model implementation
and so they are not understandable to others. We think
that the deficiency in simulation conceptual modeling is
caused by the lack of a well-defined conceptual model-
ing method and language in M&S. However, this subject
has not been adequately studied yet in simulation field.
This work aims at improving the conceptual modeling
stage and increasing the reuse of simulation model com-
ponents in modeling and simulation. We suggest a con-
ceptual modeling approach for discrete event simulation
and lead to new insights about conceptual modeling.
Reuse of simulation model components will help the
modelers to construct their simulation models faster,
better and more reliable. Additionally, a common con-
ceptual modeling method will provide a better under-
standing for conceptual models.

As a future work, we will define the suggested simula-
tion conceptual modeling method formally and propose
a metamodel for the simulation conceptual modeling
language. After that, a unified modeling and simula-
tion methodology that ensures model continuity will be
proposed by the use of the gained insights about con-
ceptual modeling.
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ABSTRACT

The distinctive characteristic of interactive simulations
is that external objects are allowed to change at event
instants the value of certain model quantities, named
interactive quantities. A formal description of these
events, named interactive events, is introduced. Cri-
teria to decide whether a set of parameters and time-
dependent variables of the physical model can be se-
lected as interactive quantities are proposed. Different
procedures to describe the interactive events in Mode-
lica are discussed. Finally, an extension to the Modelica
language, intended to facilitate the description of inter-
active events, is proposed.

INTRODUCTION

Modelica (Modelica Association 2010) is a freely
available, object-oriented modelling language that
supports the physical modelling paradigm (Astrém
et al. 1998). Models are mathematically described by
differential and algebraic equations (DAE), algorithms
and discrete equations. Modelica supports a declarative
(i.e., non-causal) description of the model. Therefore,
the use of Modelica reduces considerably the modelling
effort and permits better reuse of the models. A number
of free and commercial Modelica libraries in different
domains are available (Modelica Association 2010).

The distinctive characteristic of interactive simulations
is that external objects are allowed to change at
event instants the value of certain model quantities,
named interactive quantities. These events are named
interactive events. The time instants when these
changes are triggered are determined by the external
objects. An arbitrary finite number of interactive
events can be triggered during the simulation run.
Depending on the application, the external objects
can be people (e.g., in virtual-labs), hardware (e.g., in
hardware-in-the-loop simulations), another model si-
mulations (e.g., in distributed real-time simulation), etc.
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A bi-directional flow of information between the inter-
active model and the external objects is established
during the simulation. The model sends to the external
objects the actual value of selected model quantities.
The external objects send to the model the information
required to execute the interactive events.

Modelica has not been specifically designed to facilitate
interactive simulation. However, the language provides
features that allow to describe interactive models. Calls
to C and Fortran functions can be encapsulated within
Modelica functions, which facilitates the communica-
tion between the model and external objects, using
interface programs written in C and Fortran. Modelica
provides the when clause and the reinit function to
describe instantaneous changes in the value of the state
variables. The when clause and the pre function can
be used to describe discrete-time variables. Also, Mo-
delica allows the user to select the model state variables.

A systematic methodology for transforming any Mo-
delica model into a description suitable for interactive
simulation was proposed in (Martin-Villalba 2007),
and was successfully applied to the development
of virtual-labs for control education and industrial
applications (Martin-Villalba 2007, Martin-Villalba
et al. 2008; 2010). The original model of the system
is called the physical model and its reformulation for
interactive simulation is called the interactive model.
Essentially, the methodology consists of modifying the
physical model so that all the interactive quantities are
formulated as state variables in the interactive model.

This methodology is revisited in this paper. Firstly, a
formal description of the interactive events is introdu-
ced. Secondly, criteria to decide whether a set of pa-
rameters and time-dependent variables of the physical
model can be selected as interactive quantities are pro-
posed. Thirdly, a two-tank model is used to illustrate
the selection of the interactive quantities, the definition
of the interactive events and the description of the in-
teractive model. Next, different procedures to describe
the interactive events in Modelica are discussed. Fina-
lly, an extension to the Modelica language is proposed
and illustrated using the two-tank model. The discussed
models and methods have been developed using Dymola.



PHYSICAL MODEL QUANTITIES

The physical model quantities can be classified into
time-dependent variables and parameters.

— Time-dependent variables are continuous-time and
discrete-time quantities calculated from the model.

— Parameters are time-independent quantities. They
are assigned initial values and these values remain
constant during the simulation run.

The following notation is introduced. The physical
model parameters are represented by p and the time-
dependent variables by x. The complete set of physical
model quantities is v = {p, x}.

INTERACTIVE MODEL

Parameters of the physical model can be selected as
interactive quantities. These parameters are defined
in the interactive model as time-dependent variables,
whose values change at interactive event actions and
remain constant between consecutive changes. Interac-
tive parameters commonly represent system properties
and boundary conditions to the interactive model.

Time-dependent variables of the physical model can also
be selected as interactive quantities. In this case, the
interactive model needs to combine the dynamic beha-
viour described in the physical model and the interac-
tive events, in which the interactive quantity value can
change abruptly.

INTERACTIVE EVENTS

The definition of an interactive event, A, is composed of
condition and action, i.e. A ={c,v*}.

— The condition, ¢, is a Boolean variable. The inter-
active event is triggered when ¢ changes from false
to true.

— The action consists in changing the values of certain
model quantities to new ones, which are provided
by the external objects or have been pre-defined in
the interactive model. v* = {p*,x*} represents the
interactive quantities modified in the action, where
p* C p and x* C x. p* are named interactive
parameters and X* interactive variables.

An interactive model can define several interactive
events, each one with its own condition and action. The
set of interactive events of an interactive model can be
represented as A = {43, Az, ...}, where A; = {¢;, vi}.
The interactive model must guarantee that only one
interactive event is triggered at a time, i.e., that two
conditions do not become true at the same time.
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The selection of the interactive quantities modified in an
interactive event depends on the particular application.
However, some restrictions are discussed below.

Statement 1 The physical model can contain equa-
tions relating parameters, which are used to calculate
some parameters from others. In this case, only the va-
lue of certain parameters can be set independently. The
parameters p* C p can be selected as interactive quanti-
ties if and only if the value of each parameter in p* can
be set independently of the value of the other parameters
mn p*.

Statement 2 A time-dependent variable x C X can be
an interactive quantity if and only if there is at least one
selection of the state variables e that includes this varia-
ble (i.e, x C e). e C x represents a possible selection of
state variables of the physical model. If the variable x
can not be selected as state variable of the physical mo-
del, then this variable can not be an interactive quantity.

Statement 3 The time-dependent variables x* C x
can be interactive quantities modified in the same inter-
active action if and only if there is at least a selection of
the state variables, e, that includes to all the variables
mn X", i.e., x* Ce.

RELEVANCE OF THE STATE SELECTION

In general, different choices of the state variables are
possible in the physical model. As the state variable
values that are not explicitly modified in the interactive
event action remain unchanged at the event instant, the
result of the interactive actions depends on the state
variable selection.

The effect of changes in the value of the interactive quan-
tities depends on the state variable selection. Therefore,
the definition of an interactive event needs to include un-
der what state variable selection the interactive action
have to be performed. The set of interactive events of an
interactive model can be represented A = {A1, As, ...},
where A; = {c¢;, v}, e;} is an interactive event, ¢; is
the trigger condition, vi = {p{,x{} are the interactive
quantities modified in this interactive event and e; is the
state variable selection that have to be used for solving
the re-start problem of this interactive event. According
to Statement 3, it has to be satisfied: xj C e;.

TWO-TANK MODEL

The two-tank model described in this section is used to
illustrate the selection of the interactive quantities, the
definition of the interactive events and the description
of the interactive model.



Tank 2

Figure 1: Two-tank system.

Physical model

A schematic representation of the two-tank system is
shown in Figure 1. The physical model is Egs. (1)—(11).
The meaning of the model quantities is explained in Ta-
ble 1. A pump introduces liquid into tank 1. The input
flow is proportional to the sum of the voltage applied to
the pump and a function of time. Liquid exits tank 2
through a hole placed at the tank bottom. The pressure
at the bottom of tank 1 is equal to the pressure at the
bottom of tank 2. The model quantities are classified
into parameters and time-dependent variables: p = {a,
9, ky, ko, 71, T2, 51, S2, P, U} and x = {F7 Fouty Fin, m1,
ma, M, P1, P2, ha}. The numbers e and 7 are constants.

dm1
o (1)
dm2
— = F-F,, 2
L : (2)
m = mi+me (3)
Fin = ky(v+ eitime) (4)
Four = koa\/l_?2 (5)
. mag
= —5'1 (6)
mog
= — 7
b2 S5 ( )
b1 = D2 (8)
mao
hy = —
2 pSa ©)
S, = (10)
Sy = 73 (11)

Two variables appear derivated in the model: m; and
mz. However, Egs. (6)—(8) define the relationship bet-
ween these variables, so that one variable can be calcu-
lated from the other. As a result, the model has only
one state variable. Possible selections of the state va-
riable are the following: e;={m1}, ea={ma}, es={m},
es={p1}, es={p2}, ee={ha}, er={F} and esg={Fou:}.

Interactive events

The restrictions to select interactive parameters are
described in Statement 1. Egs. (10) and (11) relate the
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Table 1: Two-tank model quantities.

Symbol Quantity

a Outlet hole section

F, Fin, Four Mass flows

g Acceleration due to gravity
hi Liquid level in tank ¢

ko Pump parameter

ko Proportional factor

mi, m Liquid mass in tank i, total mass
i Pressure at bottom of tank %
T Radius of tank 7 cross section
Si Cross section of tank ¢

v Voltage applied to the pump
p Liquid density

parameters S7 and 71, and S5 and 73, respectively. The
value of S; can not be set independently of the value
of r;, and vice versa. As a result, S; and r; can not be
simultaneously interactive quantities of an interactive
event.

F;, can not be a state variable. Consequently, it can
not be an interactive quantity (cf. Statement 2).

Statement 3 allows to decide whether a particular set of
time-dependent quantities can be simultaneously chan-
ged in an interactive event. As the physical model has
one state variable, only one time-dependent quantity
can be changed in each interactive action. Also, Sta-
tement 3 relates the selections of interactive quantities
and state variables: x* C e. In this case, if one variable
in {Fout, m1, ma, m, p1, P2, ha} is selected as interac-
tive quantity, then it has to be selected as state variable.

The definition of the interactive events depends on the
particular application. For instance, the set of interac-
tive events of the two-tank interactive model could be
A= {Al, AQ, A3, A4}, where:

A {er,vi ={S1},e1 = {mi}} (12)
Ay = {ep,va={S1},e2={pi}} (13)
As = {cs,vz={p} es={ha}} (14)
Ay = {eq,vy ={v,m1,m},eq ={m}} (15)

The cross-section of tank 1 (S;) is changed in the in-
teractive events A; and A,. In the first case, m; re-
mains constant, and the liquid level and pressure change
abruptly. In the second case, the same interactive
change in S; produces an abrupt change in m;, remai-
ning the liquid level and pressure unchanged. The liquid
density is changed in Ag, being the liquid level unchan-
ged in the event. Finally, three quantities are changed
when the interactive event Ay is triggered: the pump
voltage (v), the tank 1 radius (1) and the total mass of
liquid (m).



SUPPORTING MULTIPLE SELECTIONS OF
THE STATE VARIABLES

Different interactive events may require of different se-
lections of the state variables. In this context, the state
variable selection associated to an interactive event
concerns only to the solution of the re-start problem for
that particular type of event. It does not condition the
state variable selection for solving the dynamic problem.

Modelica and Dymola support the user’s control on the
state variables selection, via the stateSelect attribute of
Real variables (Otter and Olsson 2002). The attribute
values include 'never’ (the variable will never be selected
as state variable) and ’always’ (the variable will always
be used as a state). If the number of variables selected
as state variables by setting the value of their state-
Select attribute to ’always’ is higher than the model
order, then an error message is generated by Dymola.
This feature allows the user to select the model state
variables without performing any manipulation on the
model equations. The required model manipulations
are automatically performed by Dymola. However,
Modelica does not allow the model designer to modify
the state variable selection during the simulation run.

A method to develop interactive models supporting
simultaneously different choices of the state variables
was proposed in (Martin-Villalba et al. 2008). The
interactive model is described as composed of several
instantiations of the physical model, each one with
a different choice of the state variables and adapted
to perform the interactive events that correspond to
this state selection. Modelica capability for state
selection control (i.e. stateSelect attribute) allows the
model developer to select the state variables without
performing any model manipulation. Therefore, the
interactive model is composed of as many instantiations
of the physical model as different state selections
are required. The adequate instantiation is used for
executing each interactive event, i.e., for changing the
interactive quantity values and for solving the re-start
problem. Next, these calculated values are used to
re-initialize the other physical model instantiations.
This action guarantees that all the instantiations of the
physical model describe the same trajectory.

This method, which is based on the actual capabilities of
the Modelica language, has proved to work. However, it
has two main disadvantages. It makes more complex the
development of the interactive model. Several models
need to be solved in parallel, which negatively affects
the simulation execution performance. The Modelica
language could be extended to facilitate the redefinition
of the state variables that have to be used for solving
the model at specific events. A proposal, together with
different implementation aspects, will be discussed in
the next sections.
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IMPLEMENTATION IN MODELICA

Different techniques to develop the interactive model
from the physical model are discussed.

Interactive parameters

A method to describe interactive events on interactive
parameters is to define these quantities as discrete-time
variables in the interactive model, whose values change
only at the interactive events. Modelica’s when clause
facilitates the description of these instantaneous chan-
ges. For instance, the cross section of tank 1 (S7) can
be transformed into an interactive parameter as shown
in Table 2 - Method a). new_S1 contains the new value
of the interactive parameter and the Boolean variable
c1 is the trigger condition.

However, this is not a valid approach. Dymola auto-
matically performs model manipulations that implies
symbolic differentiation of certain equations. The
purpose of these manipulations is twofold: formulating
the model according to the requested state selection and
reducing the model index. If these model manipulations
require differentiating interactive parameters, then the
attempt to differentiate a discrete-time variable pro-
duces an error. For instance, using this procedure
to describe the interactive events As and A; of the
two-tank model (cf. Egs. (14), (12)) produces an error.

The approach proposed in (Martin-Villalba 2007) was
to define the interactive parameters as continuous-time
state variables of the interactive model. The derivative
of these state variables is set to zero. As a result, the
value of these states remain constant between interac-
tive actions. The changes in the interactive parameters
and input variables due to the interactive actions are
described as state re-initialization events by using the
Modelica’s reinit(z,expr) function. It re-initializes a
state variable (z) with the value obtained of evaluating
an expression (expr), at the event instant. These
changes are triggered using when clauses. An example
is shown in Table 2 - Method b).

Table 2: Interactive changes in Sj.
Method

a) Real S1;
equation
when cl1 then
S1 = new_S1;
end when;

b) Real S1;
equation
der(S1) = 0;
when cl1 then
reinit(S1,new_S1);
end when;

Code in the interactive model




Interactive variables

Interactive events on continuous-time interactive varia-
bles can be described using the Modelica’s when clause
and the reinit function. The reinit function has only ef-
fect when applied to state variables. This is always the
case, according to Statement 3. Interactive events on
discrete-time interactive variables can be described mo-
difying the when clause where the variable is evaluated.

STATE REDEFINITION FOR SOLVING
THE RE-START PROBLEM

The capability of changing the state variable selection
for solving the event restart problems would facilitate
the description of interactive models. The state varia-
ble selection associated to a particular event would be
active only during the solution of the restart problem
of this event.

Modelica provides a mechanism to define the model
state variables. However, the model developer is not
allowed to describe dynamic changes in this selection.
The Modelica language could be extended with two ad-
ditional functions, stateSelect and stateUnselect, which
accept a continuous-time variable as argument, and se-
lect or unselect the variable as state variable. The ca-
lls to these functions could only be placed inside when
clauses. While the when clause is inactive, the function
calls inside the clause are ignored. A function call would
be executed only when the corresponding clause is trig-
gered. The model developer needs to guarantee that
the number of selected and unselected state variables is
equal for any event action. The interactive events of the
two-tank model are described below.

Real ml(start=2, fixed=true,
stateSelect=StateSelect.always) ;
Real Si(start=0.5, fixed=true,
stateSelect=StateSelect.always) ;
Real v(start=5, fixed=true,
stateSelect=StateSelect.always) ;
Real rho(start=1000, fixed=true,
stateSelect=StateSelect.always) ;
Real ri;
equation
der(S1) = 0; der(v) = 0; der(rho) = 0;
S1 = pi*xrl~2;
when {c1,c2} then
if c2 then
stateSelect(pl); stateUnselect(ml);
end if;
reinit(S1,new_S1);
end when;
when c¢3 then
stateSelect (h2); stateUnselect(ml);
reinit(rho, new_rho);
end when;
when c4 then
stateSelect(m); stateUnselect(ml);

79

stateSelect(rl); stateUnselect(S1);
reinit(v, new_v); reinit(m, new_m);
reinit(rl, new_rl);

end when;

The value of S; can not be set independently of the va-
lue of r1. For this reason, only one of these parameters
is defined as state variable. In this case, S;. This se-
lection is modified for solving the restart problem of the
interactive event Ay.

CONCLUSIONS

A formal description of interactive events has been in-
troduced. Criteria to decide whether a set of parameters
and time-dependent variables of the physical model can
be selected as interactive quantities have been proposed.
Different procedures to describe the interactive events in
Modelica have been discussed and an extension to the
Modelica language has been proposed, whose goal is to
facilitate performing changes in the state variable selec-
tion for solving the restart problem of interactive events.

ACKNOWLEDGEMENTS

This work has been supported by UNED, under the
grant “Proyectos de Investigacion propia de la UNED
20107.

REFERENCES

Astrom K.J.; Elmqvist H.; and Mattsson S.E., 1998.
Evolution of Continuous-Time Modeling and Simula-
tion. In Proceedings of the 12" European Simulation
Multiconference. Manchester, UK, 9-18.

Martin-Villalba C., 2007. Object-Oriented Modeling of
Virtual Laboratories for Control Education. PhD Dis-
sertation, Dept Informatica y Automadtica, UNED,
Madrid, Spain.

Martin-Villalba C.; Martinez F.; Urquia A.; and Dor-
mido S., 2010. Development of virtual-labs based on
complex Modelica models using VirtualLabBuilder. In-

ternational Journal of Modeling, Identification and
Control, 9, no. 1/2, 98-107.

Martin-Villalba C.; Urquia A.; and Dormido S., 2008.
An approach to virtual-lab implementation using Mo-
delica. Mathematical and Computer Modelling of Dy-
namical Systems, 14, no. 4, 341-360.

Modelica Association, 2010.
modelica.org.

Website: http://wuw.

Otter M. and Olsson H., 2002. New features in Modelica
2.0. In Proceedings of the 2™* International Modelica
Conference. Oberpfaffenhofen, Germany.



THE ARCHITECTURE AND COMPONENTS OF LIBROS:
STRENGTHS, LIMITATIONS, AND PLANS

Yilin Huang, Mamadou D. Seck and Alexander Verbraeck
Systems Engineering Group
Faculty of Technology, Policy and Management
Delft University of Technology
PO Box 5015, NL-2600GA Delft
The Netherlands
E-mail: {y.huang,m.d.seck,a.verbraeck}@tudelft.nl

KEYWORDS
Railway Simulation, Simulation Library

ABSTRACT

Railway systems have long life spans, during which
changes take place that lead to new issues to study.
These changes can ask for the construction or alter-
ation of simulation models for an analysis of the rail
system. LIBROS is an open source java package that
supports distributed microscopic multi-formalism sim-
ulation of heavy and light rail operations. Since its
development, the library has been applied for simula-
tions that successfully assisted decision making for the
rail infrastructures design in a couple of projects. Each
project focused on one specific part of a rail-based net-
work. During the past year, LIBROS has been updated
and extended as new simulation requirements emerged.
This paper addresses the strengths and limitations of LI-
BROS by discussing its structural design, model compo-
nents, functionality, and applications. Further research
of using the DEVS formalism in LIBROS is proposed to
transform the library for the future challenges of rail-
based network design and simulation.

INTRODUCTION

Rail transport, as one of the major forms of public trans-
port, plays a vital role that affects our daily life (Button
and Hensher, 2001). In order to increase public trans-
port’s share compared to private transport modes and
to maintain and improve its competitiveness, more re-
liable services should be offered (Tahmassseby, 2009).
Modeling and simulation of transport systems have had
important developments since the mid 1970s, and now
received better recognition by transport designers in de-
cision support (Ortzar and Willumsen, 2001). A micro-
scopic rail network model is deemed not only suitable,
but also mandatory, for exact running time calculation,
timetable construction, and conflict detection and reso-
lution (Hansen and Pachl, 2008). For large and com-
plex rail-based networks, the planning and design of
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the infrastructure and operation are cumbersome and
time-consuming; so is the modeling of the networks. In-
evitably, working with complex infrastructure networks
(total or partial) increasingly becomes a standard ap-
proach (Hansen and Pachl, 2008). A medium sized ur-
ban light rail operation, for example, may already con-
cern a dozen lines and hundreds of vehicles and stops.
A typical microscopic model contains all tracks of the
routes, which have to be modeled at a high resolution
at stations and junctions where two or more routes con-
verge, diverge or cross-over. Each rail-based network is
unique in terms of its technical specifications and avail-
able services (Ho et al., 2002). Different aspects of a
network, such as the infrastructure, signaling control,
and timetables at various locations and/or time periods,
are full of variety. This further increases the complex-
ity of rail-based network modeling. Moreover, because
of the inherent long life span of rail infrastructure and
services, new issues and questions often come up dur-
ing the lifetime of the infrastructure. Many of these
are about improving or at least maintaining the quality
of service after the changes, e.g. by the adaptation of
timetables, acquiring new equipment, and infrastructure
changes and alterations. As such, model construction
and reconstruction of rail-based networks particularly
require flexible model composition and configuration in
order to enhance reusability and reduce time and human
resource investment in this regard.

LIBROS (Library for Rail Operations Simulation) is an
open source java package that supports distributed mi-
croscopic multi-formalism simulation of heavy and light
rail operations. It is designed for development of rail
simulation models. The library development started at
the request of HTM (The Urban Public Transport, The
Hague, The Netherlands), as the rail simulation tools
in existence could not meet the specific needs of urban
tramway and light rail operation design. Since then LI-
BROS has been applied for simulations that success-
fully assist decision making for the design of rail-based
infrastructures in a number of projects (Kanacilo and
Verbraeck, 2006, 2007; Kanacilo and Oort, 2008; Huang
et al., 2010). Each project focused on one specific part



of an urban tramway and light rail network, e.g. the
modeling and analysis of a crossing where the infrastruc-
ture would be extended and design alternatives should
be evaluated and compared. The results show that LI-
BROS is suitable to help forecast the operations, and
it enables prediction of the quality of service of a cer-
tain urban rail infrastructure configuration (Kanacilo
and Oort, 2008). This paper addresses the strengths and
limitations of LIBROS. Its structure design, model com-
ponents, functionality, and applications are discussed in
relation with the strengths and limitations. LIBROS’
underlying simulation environment DSOL (Distributed
Simulation Object Library) (Jacobs, 2005) is briefly ex-
plained. Recent research (Seck and Verbraeck, 2009)
added the DEVS (Discrete Event System Specification)
formalism to DSOL which could facilitate the build-
ing and simulation of DEVS models for LIBROS. This
would especially benefit LIBROS in terms of modularity
and providing a hierarchical structure of model compo-
nents. Given the challenges and the complexity of net-
work simulation for rail infrastructure, an extension of
LIBROS with the DEVS formalism is one of the main
additions planned.

The remainder of this paper is organized as follows. In
the next section, the motivation of developing the LI-
BROS simulation tool is explained. It is followed by a
description of how rail simulations can be carried out
with LIBROS. Some encountered challenges are stated.
Section 4 describes DSOL and DEVS, and how DEVS-
DSOL would benefit LIBROS. In Section 5, the archi-
tecture and main components of LIBROS are discussed,
as well as some opportunities for enhancements of the
simulation library.

THE NEED FOR LIBROS

In the field of rail transport network planning and design
(or transport in general), a number of simulation tools
have been developed, e.g. simulation models of stations
or terminals (Carey and Lockwood, 1995; Carey and
Carville, 2002, 2003; Rizzoli et al., 2002), and train net-
work simulators, such as Simon/TTS (Wahlborg, 1996),
TOPSim (Sandblad et al., 2000), SIMONE (Middelkoop
and Bouwman, 2001), OpenTrack (Nash and Huerli-
mann, 2004), VirtuOS (Kavicka and Klima, 2000), Rail-
Sys (Bendfeldt et al., 2000), UX-SIMU (Kaas, 2000),
Multi-train simulator (Ho et al., 2002), SimMETRO
(Koutsopoulos and Wang, 2007).

The motivation of developing a new rail-based simula-
tion tool is multi-faceted. First, many railway models
and simulators are designed to assess a limited number
of aspects (e.g. timetabling, signaling control) of rail
operations or to study a particular part (e.g. a station,
a junction) of the rail network (Ho et al., 2002). It is im-
practical to carry out various studies with different simu-
lation tools. Some models have a high abstraction level
(Vromans et al., 2006), which may cause a significant
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difference between model outcomes and real operations
on a lower abstraction level (Ferreira, 1997). Although
rail operations can be decomposed into different aspects,
all should be taken into consideration in a self-contained
simulation package for analyzing the rail network on the
micro level (Krueger et al., 2000). Second, very few sim-
ulation tools support tramway or light rail operations.
To the authors’ knowledge, one of the few is RailSys
(Rudolph, 2000). In comparison with heavy rail opera-
tions, many differences occur when simulating light rail
operations. Heavy rail vehicles drive in signalled blocks,
while light rail vehicles also “drive on sight” (Overton,
1989). Given the large number of cities with metro and
tramway systems, there is a growing need for tools that
specifically aim at light rail simulation. Third, tools de-
signed for diverse transport agencies are very specific
to individual agencies’ needs, often making the tools
less suitable for other agencies or transport operators.
This asks for generic tools that can be applied for dif-
ferent situations and allow for analysis from different
viewpoints. Fourth, commercial rail simulators gener-
ally have good performance, but they raise proprietary
issues. Concerning inter-operability, they are difficult
to be modified or linked with other tools or informa-
tion systems such as databases or GIS (Kanacilo and
Verbraeck, 2006). Cost is obviously another concern.
The research team thus decided to develop an open
source rail simulation library. On the one hand, it is
tailored for light rail simulation, considering the com-
bined impact of different aspects of the infrastructure
design in one self-contained simulation package. On the
other hand efforts are taken to make the library also
suitable for heavy rail simulation. The fact that LI-
BROS is developed as an open-source project provides
a unique possibility to improve the package, and adds
flexibility for further research. The package is available
for any party to conduct research.

RAIL SIMULATION WITH LIBROS

The use of LIBROS is straightforward, as shown in Fig.
1. Users need to specify the simulation model and its
parameters in XML format. They can define the rail in-
frastructure, control measures, timetables, and change
options such as if animation and data visualization are
needed. The model generator of LIBROS verifies the
XML input, then creates and initializes the simula-
tion model using the available model components in the
package. If needed, other data sources such as timeta-
bles or GIS maps can be added. Experiments are gener-
ated according to the user configuration. In the model,
the vehicle movement is simulated continuously and the
other components such as the traffic lights and switches
are simulated using event scheduling. The results can be
animated, plotted, and (t-v, t-x, x-v) graphs are gener-
ated. Data files recording the vehicle movements, wait-
ing times, etc., are generated and categorized.
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Figure 1: Rail Simulation with LIBROS

As stated earlier, LIBROS has been used in a number
of projects that showed good results. Some challenges
we encountered include the following. For example, the
infrastructure configuration is XML-based, making the
task difficult for non-experts. Here a GUI could help by
providing drag-and-drop model components which has
become quite common in commercial simulation tools.
Modeling by means of drag-and-drop requires the re-
lation between model components to be cut-and-dried.
The DEVS formalism (Zeigler et al., 2000) provides a
modeling theory of such modularity and hierarchical
structure which the LIBROS model lacks. Some trans-
formation of the library is therefore desired. The DEVS
formalism could also benefit the library design in terms
of information exchange between the components and
model state saving. These issues are discusse<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>