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Preface

It is my privilege and pleasure to welcome you to the 31st European Simulation and
Modelling Conference - ESM'2017 held in association with IST (Instituto Superior
Técnico de Lisboa) and IDMEC. As in previous editions, this conference promotes
the knowledge exchange in the varied fields of Simulation and Modelling, allowing
participants to share their experiences in an open forum providing an enriching
environment and stimulating debates.

We have some eighty participants from 28 countries with presentations grouped in 20
main themes such as Simulation Methodology and Tools; Data Simulation; Financial
Simulation; Decision Management, Production Scheduling, Supply Chain and
Inventory Management, Logistics and Traffic Simulation, Sensor and Electronics
Simulation; Biological Simulation Models; to mention a few. In this conference, we
will have the opportunity to listen to Nicolae Vasiliu and Daniela Vasiliu who will talk
about Sizing and Tuning the Damper of an Aerospace Electrohydraulic
Servomechanism by Amesim, Joél Colloc giving a talk on A Fuzzy Vectorial Space
that avoids to Defuzzify the Membership Functions and last but not least Helena
Barbas talking about VR, AR, MR Simulations and Inspirations from “Iron Man 3”.

I would like to welcome all participants and to thank all authors for sharing their
knowledge and experience. My thanks also goes to all members of the Program
Committee for the reviewing work that was key to maintaining the high scientific
quality of ESM'2017. | am also grateful to the Keynote Speakers who are willing to
share their extensive knowlegde and experience in the field of simulation and
modelling with us.

Furthremore, a special thanks to Philippe Geril from EUROSIS, whose continued
dedication and hard work, as the conference organizer, has enabled the organization
to maintain the standard expected for ESM'2017. Finally, |1 would like to express my
gratitude to IST for its support and to the hosting venue for a job well done.

Last but not least, | would like to wish you all a fruitful and productive experience at
the conference and an enjoyable and enriching stay in Lisbon.

Paulo J.S. Gongalves

Instituto Politécnico de Castelo Branco, Portugal
and

IDMEC/LAETA, Instituto Superior Técnico
Universidade de Lisboa, Portugal

ESM’2017 General Chairman
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SIZING AND TUNING THE DAMPER OF AN AEROSPACE
ELECTROHYDRAULIC SERVOMECHANISM BY AMESIM

Nicolae Vasiliu, Daniela Vasiliu, Constantin Calinoiu, Radu Puhalschi
University POLITEHNICA of Bucharest

313, Splaiul Independentei, Sector 6
RO 060042 Bucharest, Romania
E-mail : nicolae.vasiliu@upb.ro

KEYWORDS
Numerical simulation, fine tuning, electrohydraulic
servosystems, flight control systems

ABSTRACT

The modern technical systems are including a great
number of fluid power systems. The proper
implementation of such a control system in order to
achieve high static and dynamic performance, and a good
overall efficiency too, needs the use of all the tools
developed by the modern systems theory: modeling,
simulation, experimental identification, and practical
validation.

Each of all the above activities means a deep knowledge of
all components from different fields: hydromechanics,
power electronics, computer science etc. In order to
facilitate the matching of all these needs, the authors of the
paper studied as a typical example the modeling and
simulation of an important aerospace fluid power
component — the rudder electrohydraulic driving system
composed by a standard electrohydraulic servomechanism,
and a custom designed double effect hydraulic damper.
The simulations were performed by a complete and
friendly simulation environment: LMS Imagine. Lab
Amesim, (shortly — Amesim) developed by SIEMENS
PLM SOFTWARE - LMS. The simulation networks were
built by components from the basic libraries available in
Amesim.

Typical transients generated by the set points changes and
the disturbances induced by the interactions with external
systems were carefully investigated. A detailed analysis of
the pressure evolution in the power hydraulic lines of the
fluid power system showed a strong tendency toward the
cavitation phenomena which can be avoided by different
specific means studied by T.J. Viersma and other
acrospace researchers.

Extensive experiments performed in author’s fluid power
laboratories, and other well-known laboratories, were
found in good agreement with the simulated results. The
paper promotes the concepts of numerical simulation by
Amesim as a basic tool for engineering innovation in
mechatronic systems.

PROBLEM FORMULATION

The modern flight control and guidance systems developed
for giant civil or fight aerospace vehicles stated many

Petru-Cristinel Irimia
SIEMENS INDUSTRIAL SOFTWARE
13 A, Bulevardul Garii
RO 500203 Bras ov, Romania
E-mail : cristi.irimia@siemens.com

complex problems for engineers, designers, and
manufacturers. First of all, the ratio between the actuation
force or torque and the mass of the control device has to be
as high as possible. The limited space and weight, the
large range of temperature, pressure and the absolute
security requirements are severe conditions for any kind of
aerospace vehicle, from civil airplanes and helicopters, to
missiles or other defense vehicles. On the other hand, the
tightening of the environment protection conditions leaded
the civil airplanes manufacturers to increase continuously
the size and the capacity of these important transport
means. Today, the market leader from this point of view is
A380 which needs only 3 liters of kerosene for each
passenger which is transported over 100 km.

The main control systems accomplishing the above
conditions are the electrohydraulic ones. Most of the
moving components of a flight control systems are
hydraulically driven because the highest ratio force/mass
can be reached. For example, the rudder of A340 needs
225 kN, and is actuated by an electrohydraulic
servomechanism weighting 100 kg.

Hydraulic actuators are now electronically controlled by
digital optical fiber systems, giving them a good immunity
regarding the electromagnetic disturbances. Figure 1
shows the main components of A380 controlled by electro
hydraulic actuators. Much more, the landing gear, the
brakes, the engines thrust reverser and the wheel brakes
are also hydraulically actuated.
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Figure 1: A380 flight control system [1].

One of the most important problems which faces the
aerospace engineers who design electrohydraulic
servomechanisms is the control stability. The interaction
between the aerodynamic forces, the low structural
stiffness and the hydraulic fluid compressibility generate
oscillations which have to be limited in order to allow a



proper control of any mechanical system of the plane [2].
There are many technical solutions for solving these
problems, but they are useful for moderate aerodynamic
loads and mass [3], [4]. Most of them need a lot of tuning
generated by the uncertain structural stiffness and natural
frequencies of the driven components, connected with the
hydraulic fluid compressibility. The resonant frequencies
have to be as high as possible, and the amplitude of the
oscillations has to be limited from fatigue considerations.
The previous long experience in the domain generated
different technical solution for solving this problem: use of
servovalves with shaped windows in the sleeve, well
controlled fluid leakages between the hydraulic cylinder
chambers, hydro mechanical transient filters, hydraulic
dampers in parallel with the hydraulic cylinder etc. The
last solution, presented in Figure 2 was adopted by Airbus
[2] for the rudders.

AERODYNAMIC FORCE

RUDDER

Figure 2: The electrohydraulic control system of the
rudder with hydraulic damper [2].

The main advantage offered by a damper working in
parallel with the hydraulic cylinder is the possibility of
eliminating the steady state error in any position of the
rudder. The calibrated orifice of the damper can be easy
tuned by numerical simulation, and validated on the
“IRON BIRD” test bench, without many corrections after
the flight test. The damper design can be a classical one,
using the same technology as for the hydraulic actuator. A
sharp edge orifice placed in a mobile sleeve can be
changed without dismantling other components of the
assembly.

MODELING THE CONTROL SYSTEM BY
AMESIM

In order to identify the simplest way for simulating the
physical combination between the servo system and the
damper, a careful comparative analysis of similar
simulation software environments, including MATLAB -
Simulink from Math Works, AUTOMATION STUDIO
from Famic Technologies, FluidSIM from FESTO and
LabVIEW from National Instruments, was performed.
Finally, AMESIM environment, produced by Siemens
PLM Software - LMS Company, a member of SIEMENS
Group, was selected as optimal simulation tool. This
complex software offers numerous advantages: rich library
of hydraulic symbols and components, which allow the

authors to use existing, proven models for well-known
components (valves, cylinders); ability to simulate
different part of the system at different levels of
complexity, which allows the authors to model different
parts of the system at different levels of detail, as required.
AMESIM models are fully compatible with LabVIEW for
real time and Hardware-in-the-Loop simulations, can be
imported in LabVIEW and connected to a real-time or HIL
simulation system.

The positioning system, the damper, the pressure source
etc. have been modeled at a concise level, using
predesigned blocks from the AMESIM Hydraulic and
Mechanical libraries. Ultimately, the load of the system
was considered a simple spring, without taking into
account the different types of damping forces.

The simplest AMESIM model developed by the authors
for the studied servo system can be seen in Figure 3.

Figure 3: AMESim simulation network for a sine input
signal.

The main components of the servomechanism have the
followings features: hydraulic cylinder bore: 100 mm; rod
diameter: 50 mm; maximum stroke: =100 mm; nominal
system pressure: 350 bar; damper cylinder bore: 40 mm;
damper rod diameter: 20 mm; servovalve nominal flow: 60
/min; damper nominal orifice diameter: 1 mm; equivalent
rudder mass: 500 kg; aerodynamic force gradient, relative
to the servomotor rod: 1000 N/mm.

The hydraulic fluid used in preliminary numerical
simulations is a synthetic non-inflammable one, with a
high bulk modulus (17,000 bar), a common density (850
kg/m’), and a usual absolute viscosity of 51 cP at 40 °C.

A usual ratio air/gas content of about 0.1% was considered
in the dynamic computation.

SINE INPUT RESPONSE OF THE SYSTEM

Three types of input signals were used in order to obtain a
complete image of the dynamic behavior of the
servomechanism: a constant amplitude, constant frequency
sine input; an input small step; a constant amplitude,
increasing frequency sine input.



The first category of simulation, performed for a sine
waves of 0.5 Hz and 50% amplitude from the nominal one
is presented in Figures 4 to 15.

The piston motion amplitude reaches 92% from the
theoretical one (Figure 4).
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Figure 4: Displacement of the actuator piston.

The maximum piston velocity is about 0.14 m/s (Figure 5).
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Figure 5 : Piston velocity evolution.

The pressures in the actuator chambers have periodical
variations in opposition, between 135 and 215 bar (Figure
6), the average value (175 bar = 350 /2 bar) respecting the
fundamental law of the critical center constant pressure
supplied servovalves [3].

— actuator002_1 - pressure at port 1 [bar]

[bar] ---- actuator002_1 - pressure at port 2 [bar]
250 —
P DN T N S
04— —————
0 2 3 4 3
¥} Time [s]

Figure 6: Pressure evolution at the actuator ports.

The force developed by the actuation rod reaches 46,500 N
(Figure 7).

3 |acU.Jab3r002_1 - force exerted by actuator rod [M] |
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Figure 7 : Force exerted by the actuator rod.

The servovalve delivers to the actuator maximum 51,0
I/min -about 85% from the nominal flow (Figure 8). The
servovalve spool displacement reaches 92% from the
maximal stroke (Figure 9).
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Figure 8: Servovalve flow rate at port A.
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Figure 9: Fractional servovalve spool position.

The maximum flow rate generated by the damper piston
reaches only 16% of the actuator one (Figure 10). The
maximum force developed by the damper (about 23500 N)
reaches 51 % of the force developed by the actuator one
(Figure 11).
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) Figure 14: Pressure at port 2 of the damper.
Figure 10: Damper flow rate. g P p

The servomechanism closely follows a low frequency sine
input (Figure 15).
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Figure 15: Sine input response of the servomechanism
for £=0.5 Hz.

Figure 11: Damping force variation.
The overall force applied on the rudder by the combination
between the actuator and the damper follows close enough
the input position signal (Figure 12).

STEP INPUT RESPONSE OF THE SYSTEM

Another useful way to obtain practical information about

- the servomechanism behavior is to feed it with a small step
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Figure 12: Variation of the force given by the 00 0.2 0.4 0.6 0.8 10
combination between the actuator and the damper. X: Time [s]

Figure 16: Output from summing junction.
The pressures in the chambers of the damper are pulsating

from zero to 250 bar (Figures13 and 14). The response is a first order one (Figure 17).
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Figure 17: Input and output signal of the system.
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Figure 13: Pressure at port 1 of the damper.



The constant time of the actuator is small enough (0.12 s)
for the size of the airplane rudder (Figure 18).
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Figure 18: Piston displacement for a step input.

The pressure variations in the actuator’s ports are typical
for a third order system (Figure 19).
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Figure 19: Pressures in the actuator’s ports.
The high speed servovalve flow rate has a normal variation
for a well damped control system (Figure 20).
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Figure 20: Flow rate at the port A of the servovalve.

According to the small step input, the fractional spool
position of the servovalve is about 50% from the nominal
one (Figure 21).
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Figure 21: Fractional servovalve spool position.

The flow rate at the output port of the damper shows high
frequency small amplitude variations (Figure 22). The

force exerted by the actuator rod has a strong variation
around the final value (Figure 23).
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Figure 22: Flow rate at the output port of the damper.
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Figure 23: Force exerted by the actuator rod.
The same phenomenon occurs with the force developed by
the damper rod (Figure 24).
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Figure 24: Force exerted by the damper rod.

However, the force at the output of the servomechanism

rises continuously to the final value of about 10,000 N

(Figure 25).
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Figure 25: Force developed by the whole

system at the output rod.



SYSTEM FREQUENCY RESPONSE

The integration of the servomechanism in the airplane
flight control system needs the study of its frequency
response. This can be easily obtained by the transferometer
block from the control library of AMESim (Figure 26).
The small value (1.2 Hz) of the cut frequency (Figure 27)
proves that the servomechanism behaves as low pass filter
for all type of input signals and for any external
disturbance. This response quality is suitable for large
airplanes [4].

Figure 26: Simulation network of the frequency
response.
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Figure 27: System frequency response.
The diameter of the damper orifice plays an important role
in the dynamics of the studied system. Three common
values of the orifice diameter d,, were studied: 0.5, 0.75
and 1.25 mm. The influence of the orifice size is important
for diameters smaller than 0.75 mm (Figure 28).
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Figure 28: The influence of the damping orifice
diameter on a small step input servomechanism response
: the lower line corresponds to d,=0.5mm.
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CONCLUSIONS

1. The use of a hydraulic damper in paralel with the
hydraulic cylinder improves the dynamics of the
servosystem without introducing a steady-state error. The
damping effect can be controlled from outside the damper
by the opening of the by-pass orifice [3], [4].

This “paralel damper” solution is used now in different
similar applications due to the good dynamics, and the
small increase of the total price of the servomechanism.
Different kind of control alghoritms are now developped
in order to improve the dynamics [5].

2. All the design, test, and identification author’s activity
in the field of the fluid control systems pointed out that
AMESim provided a strong solver and numerical core for
transient simulation. As modeling a complex multi-physics
system is not the main objective of engineers, it is
important to have tools and interfaces which accelerate
and optimize the design. From this point of view,
AMESim is a complete software perfectly adapted for
model creation and deployment. The wide field of
application, including electric powertrain and mobile
hydraulics is continuously extended by a big number of
many category of users [7].
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Abstract

In this paper, we show that the logic theory and the
object oriented approach are equivalent to describe
world objects. We propose a new aggregation opera-
tor to combine fuzzy membership functions without
fuzzy rules and without defuzzification. This operator
preserves the improvements and the features of the
initial fuzzy set theory. Instead of fuzzy rules, the
fuzzy membership functions can be combined in a
chosen order or in any order with the aggregation
operator that provides a new resultant membership
fuzzy function affected by all the component functions.
This approach allows to globally compare the properties
of complex objects by comparing their components.
In our approach the fuzzy membership functions are
represented as forces and thus by vectors in a vector
space. We illustrate the use of our model in building
a fuzzy emotional vector space based on the Ortony
Clore Collins model. Thus, we compare the advantages
and drawbacks of our approach with existing works
and we conclude by presenting the perspectives of this
research.

Warning:This material is protected by the Agence des dépots numériques all

rights reserved.

Introduction

Since the fuzzy set theory was introduced by Lofti
Zadeh, a lot of models was proposed to offer many use-
ful applications. Most of the time, the models relies
on a logic approach based on a generalised modus po-
nens using fuzzy rules Montiel et al. (2009), Lorestani
et al. (2006), El-Nasr et al. (2000). These fuzzy rules
combine membership functions and linguistics variables
to describe subsets of characteristics values used to ex-
press knowledge chunks stored in knowledge bases. The
fuzzy set theory constituted a great enhancement and
offered a better flexibility to take into account the un-
certainty and the approximation of necessary variable
features when one wants to build knowledge bases. The
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main drawback of fuzzy rules comes from the boolean
operating nature of inference engines that combine rules
by firing them or not. To enhance this process, a lot
of accurate defuzzification methods was proposed to al-
low fuzzy rules to be triggered by inference engines, for
example Opricovic and Tzeng (2003), Martin and Klir
(2007), Tancu (2012). This effort is vain. Indeed, all
the fuzzy logic improvement on providing fuzzy mem-
bership functions is almost annihilated by the fact that
rules are firing or not, through a boolean process by the
inference engine. Besides the adequate implementation
of fuzzy membership functions requires to multiply the
number of rules. Moreover, another conceptual draw-
back is that inference rules implement a succession of
deductions corresponding to a list of object characteris-
tics rather than comparing then globally. According to
cognitive psychology, the most used way of reasoning is
the analogy rather than the deduction. In this paper,
we propose a new aggregation operator to combine fuzzy
membership functions without fuzzy rules and without
defuzzification in an object oriented model. This opera-
tor preserves the improvements and the features of the
initial fuzzy set theory. Instead of fuzzy rules, the fuzzy
membership functions can be combined in a chosen or-
der or in any order with the aggregation operator that
provides a new resultant membership fuzzy function af-
fected by all the component functions. This approach
allows to globally compare the properties of complex ob-
jects by comparing their components. In our approach
the fuzzy membership functions are represented as forces
and thus by vectors in a vector space. We illustrate the
use of our model in building a fuzzy emotional vector
space through an example of knowledge modelling of a
disease evolution in medicine. Thus, we compare the ad-
vantages and drawbacks of our approach with existing
works and we conclude by presenting the perspectives
of this research.

The fuzzy set theory and fuzzy membership
functions

The fuzzy set theory

The knowledge and data which we own either concern-
ing a problem or a situation in the real world is almost
always imperfect: they are uncertain when we doubt



their validity; they are indistinct when it is difficult to
obtain a measure or a clear explanation, they are in-
complete because most of the time all the data are not
(yet, or never) available. Moreover, the world is evolv-
ing and what is true at one moment could become false
at the next moment. Unfortunately the indistinctness,
the uncertainty, the incompleteness are inherent to our
environment; we can only notice and try to supply as
better models as possible. During the examination of
a characteristic or a property of an object, the uncer-
tainty is conversely proportional in the indistinctness.
Indeed, more we wish to measure or to establish a prop-
erty with a high degree of precision more the uncer-
tainty: the probability to make an error of measure (to
be outside the interval of tolerance) become close to 1.
In order to facilitate the modeling of uncertain and in-
distinct knowledge, Lofti A. Zadeh of the University of
Berkeley proposed, in 1965, the theory of the fuzzy sub-
sets Zadeh (1965). The fuzzy logic can be considered
as an extension of the boolean logic. This theory is
defined as a generalization of the set theory. It allows
to quantify the degree of membership of an object of
the real world in a set named ”fuzzy set” Kaufmann
(1973), Kaufmann and Pichat (1977). The necessity of
reasoning using indistinct and uncertain facts and to
combine together such knowledge led Lofti A. Zadeh
to propose his theory of the possibilities in 1978. The
traditional fields of application of the fuzzy logic are
all the human sciences, the medicine, the management,
the economy... The proposed types of application are
the decision-making support, the pattern recognition,
the automatic classification of objects, knowledge bases
and expert systems... In the medical domain, the fuzzy
logic is especially used to aid the diagnosis of diseases.
The diagnosis relies on the disease classifications and
algorithms that computes values of fuzzy membership
functions Bartolin et al. (1982). Unfortunately, the im-
plementation of fuzzy membership functions to provide
efficient decision support systems is not easy. In the
following subsection, we briefly recall the general prin-
ciples of the classic logic of Lewis Caroll as a basis of
the fuzzy set theory. The study of this seminal work al-
lows to build a strong link between semantic and object
oriented models and the symbolic logic.

Lewis Carroll’s Symbolic Logic

According to the theory of Charles Ludwitge Dodg-
son, Lewis Carroll, in ”Symbolic Logic, part I” Carroll
(1896): ”The Universe contains 'Things.’, [For example,
”[,7 ”London,” “roses,” “redness,” ”old English books,”
“the letter which I received yesterday.”]. Things have
"Attributes.” [For example, "large,” "red,” ”old,” "which
I received yesterday.”]. One Thing may have many At-
tributes; and one Attribute may belong to many Things.
In chapter IV Lewis Carroll highlighted the importance
to represent things by names: The word ”Thing”, which
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conveys the idea of a Thing, without any idea of an
Adjunct, represents any single Thing. Any other word
(or phrase), which conveys the idea of a Thing, with
the idea of an Adjunct represents any Thing which pos-
sesses that Adjunct; i.e., it represents any Member of the
Class to which that Adjunct is peculiar. Such a word (or
phrase) is called a 'Name’; and, if there be an existing
Thing which it represents, it is said to be a Name of that
Thing.”

It is astonishing to see that the Lewis Carroll’s sym-
bolic logic is based on similar concepts that those that
are used to define all semantic models Quillian (1968),
entity-relationship models) Chen and Pin-Shan (1976)
and furthermore current object oriented paradigm with
the actual concept of class as in UML Booch et al.
(1998).

Traditional sets and boolean membership func-
tions

For any set A in a universe X, A C X correspond-
ing to objects z € X who belong or not to the set
A because of owning a specific characteristic: the Ad-
junct peculiar of that so-formed class A according to
Lewis Carroll logic theory. A membership function
is defined : fppootA(x) where ppooiA(z) = 1 if = €
A and ppooiA(x) = 0 otherwise. Let us take a sim-
ple famous example: x represents the size in centimeter
of men at the age of 18 years old and A to be the set of
"tall men” in the set M of Men of 18 years old and A C
M C X. The boolean membership function pupeerA(x)
is defined using a threshold for example = > 180cm as
Lboot () = 1 if(x > 180) and ppoor(x) = 0 if(x < 180).
The main inconvenient is that men whose size is 179cm
are considered to be not tall and those whose size is
180cm are considered to be tall. Obviously, this is an
unsatisfactory way to express the reality. This dissatis-
faction led L.A. Zadeh to propose his fuzzy set theory
Zadeh (1965) that allow to tune the degree of truth that
an object belongs or not to a fuzzy set A corresponding
to a property (the value of a peculiar attribute x: size)
of an object of the universe X. In the traditional set the-
ory the operators acting on sets are the intersection N,
the union U, the setminus \ and the complement C.

Fuzzy sets and fuzzy membership functions

According to Zadeh’s theory, a fuzzy membership func-
tion p4(x) : X — [0,1] is defined as a value included
in the interval [0, 1] indicating the membership degree
for the element x to belong to a fuzzy set named A. A
fuzzy set, defined as A, is a subset of a universe of dis-
course X, where A is characterized by a membership
function pz(x). The membership function allows to
associate the grade of membership p;(xz) € [0,1] in
the fuzzy set A to each element of the universe of dis-



course X. A = Vz € X, (2, p4(z)). We can adopt the
following notation A = >+ p;(x) if X is finite and
A= [ oy pi(z)if Xis infinite. The value p z() is fixed
by experts of the domain. This can be more or less dif-
ficult according to the attribute type. In the previous
example, if it is assumed that a man whose size is less
than 150 cm is very small, less than 160 cm is small,
less than 180 cm is medium, at least 180 cm is tall, and
more than 190 cm is very tall. Thus these intervals of
values of [0, 150[, [150, 160], [160, 180[, [180, 190}, [190, <]

respectively correspond to subsets of X: 7very
small”,”small” ”medium” ,”tall” " very tall” represented
figure 3.
0 for r < «,
fora<z<p
St f =4 0 =) ey
1- (E a) f0r6<x§77

1 T > .

The S-function figure 1 represents the membership func-
tion ”to be tall”.

7 (x) of the fuzzy subset Medium denoted M can be
represented by a w-function represented by a bell curve
figure 2,

S(x;y — B,y —5)

1—S(z;vy, v+ §,7+,8) for z > 7.
2)
All subsets very small (VS), Small(S) ,Medium (M), Tall
(T), Very Tall (VT) can be represented in the same man-
ner by membership functions as depicted in the three
following figures.
Zadeh defined the support of a fuzzy set A, supp(A) =
{z € X/ps(x) > 0}. The kernel of a fuzzy set
A kernel(A) = {x € X/pj;(z) = 1} In his fuzzy set
theory L. Zadeh proposed intersection and union op-
erators and the corresponding membership functions.
Let be two fuzzy subsets A and B in the universe
of discourse X. The membership function p ;- 5(x) =
{min(pnz(x), pz(z)), Vo € X}. The membership func-
tion w5 ,5(x) = {max(pz(x), ps(r)), Ve € X}

for x < v,

P($§5,’Y>:{

boolean logic propositions

Boolean logic propositions express relations between
facts which are true or false. In the chapter III of sym-
bolic logic Lewis Carroll introduced different kind of
propositions of relations Carroll (1896). ”A Proposition
of Relation, of the kind to be here discussed, has, for its
Terms, two Species of the same Genus, such that each
of the two Names conveys the idea of some Attribute
not conveyed by the other. For example, the proposi-
tion ”Some merchants are misers” is of the right kind,
since "merchants” and "misers” are Species of the same
Genus "men”; and since the Name "merchants” conveys
the idea of the Attribute "mercantile”, and the name
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Figure 1:

Fuzzy membership S-functions for the set
”Tall men”

Membership function Medium(x)

Figure 2: Fuzzy subset membership function ”"Medium

men” (M)

Figure 3:
Small(S), Medium(M

Fuzzy membership functions small (VS),
), Tall(T), Very Tall(VT)



"misers” the idea of the Attribute “miserly”, each of
which ideas is not conveyed by the other Name. In a re-
lation, the sign of quantity is "some”, "no” or “all”. A
proposition of relation, beginning with "Some”, is hence-
forward to be understood as asserting that there are some
existing things, which, being members of the subject, are
also members of the predicate. A proposition of rela-
tion, beginning with "No”, is henceforward to be un-
derstood as asserting that there are no existing things
which, being members of the subject, are also members
of the predicate; a proposition of relation, beginning with
"All”, is equivalent to two propositions, one beginning
with ”Some” and the other with "No”, each of which we
now know how to translate. For example : ”All bankers
are rich men.” This is equivalent to the two Proposi-
tions ”Some bankers are rich men” and ”No bankers are
poor men.” Lewis Carroll’s symbolic logic is bounded to
crisp sets. Here is the representation using member-
ship functions. Let be the universe of discourse the set
Men (M), the subsets of M: Bankers (B), Rich men (R),
Poor men(P). The first proposition ”Some bankers are
rich men is represented by {B C M,R C M,3z € B =
x € R} orby {BC M,RC M,BNR # (}. Using
the membership functions {upng > 0}. The second
proposition ”No bankers are poor men” is expressed by
{BC M,PC MV e MaxeB=z¢ P} orby
{BC M,PC M,BNnP = 0}. Using the membership
functions {upnp = 0}.

Modus ponens

The modus ponens is a mean of representing knowledge
in a natural way. x is a man, if x is a banker then
x is not poor, that can be represented by the previ-
ous expression. A rule has the following structure: the
proposition A is true, A = B, B is true. The knowledge
is represented by rules that express facts and heuristics
of a specific domain. Many expert systems rely on a
base of rules. An important drawback of such systems
is that the deduction is not the main reasoning mode
used by experts. Furthermore, the facts are not gener-
ally boolean (true or false). It is the main reason why
L Zadeh proposed fuzzy inference rules.

Fuzzy logic predicates

The same reasoning mode can be used with fuzzy sets
and corresponding fuzzy membership functions. Let
be M the universe of discourse and the fuzzy sets B
to fuzzy set of Bankers, R the fuzzy set of wealth,
the corresponding membership function pz and pg,
Linp(@) = min(us(x), ps(x)) > 0,Vo € M} describe
the same proposition that the previous crisp member-
ship function.
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Generalized modus ponens

The generalized modus ponens is the fuzzy extension of
the modus ponens. It was introduced by L. Zadeh to
represent an approximate reasoning mode. The gener-
alized modus ponens should allow to handle in the same
context symbolic knowledge and numeric data while tak-
ing into account the gradual aspect of fuzzy character-
ization. if the datum value is very close to the rule
premise, the conclusion will be very close to the rule
conclusion. For example: let us suppose the fact to be a
banker is represented by the seniority (in years) in this
profession. Let us suppose that the wealth is expressed
as being the estimation of this person’s possessions (in
any currency). The seniority is a variable x and the
possession of the person is represented by the variable
y. More his seniority x is important, more the person
is considered as a banker (B) experienced and compe-
tent; higher the person’s wealth is (y), more the person
is considered to be rich (R). Let the set of Men M to be
the universe of discourse. This proposition can be rep-
resented by the following fuzzy rule: X € M, if X is B
then X is R. The membership function 4 5 corresponding
to the fuzzy set B (Bankers) which is the premise part
of the rule, the membership function up corresponding
to the fuzzy set R (Rich people) which is the conclusion
part of the rule.

Fuzzy implications

There is not a unique way to generalize the impli-
cation from the boolean logic. Many different fuzzy
implications were proposed by many authors : Re-
ichenbach, Wilmott, Rescher-Gaines, Kleene-Dienes,
Brouwer-Godel, Goguen, Lukasiewicz, Mamdani Mam-
dani and Assilian (1975), Larsen. For example the
fuzzy implication from Lukasiewicz is represented by
fpop(zy) = min(l,1 — pg(x) + pp(y)). The mem-
bership function to R is computed combining w5 and
Mp— - In this specific case The universe of discourse
X=Y=M Vy € Yuz(y) = supzexT (g, ttp=p(,y))-
T is a t-norm used with the fuzzy implication.
For example, the Trukasicwicz(4,v) = maz(u + v —
1,0). Thus, Yy € Yusp(y) = supzexmaz(0,pz +
ti_ i(x,y) — 1) Bouchon-Meunier (1993),Bouchon-
Meunier and Marsala (2003).

Structure of a fuzzy logic controller

An Fuzzy Logic Controller consists of a set of rules of
the form previously presented. More generally, IF (a set
of conditions are satisfied) THEN (a set of consequences
can be inferred). A fuzzy knowledge base consists of a
set of IF-THEN rules associated with fuzzy conditional
statements. This type of systems are considered to be
an extension of rule based expert systems like Mycin



(Buchanan and Shortliffe, 1984) Buchanan and Short-
liffe (1984). In fuzzy rule-based systems, the inputs
should be given by fuzzy sets, and therefore, we have
to fuzzify the crisp inputs. Furthermore, the output of
a fuzzy system is always a fuzzy set, and therefore to get
crisp value we have to defuzzify it. Fuzzy logic control
systems usually consist of four major parts: Fuzzifica-
tion interface, Fuzzy rule base, Fuzzy inference engine
and Defuzzification interface Iancu (2012). The whole
process is presented in the figure 4 Lee (1990).

Crisp x in U

—_—— 3 Fuzzification

fuzzy set in U
\ 4

Fuzzy Fuzzy
Inference Rule
Engine Base
'fuzzy setin V
N Crisp y in V
Defuzzification ——2X"»

Figure 4: Fuzzy logic controller proposed by Lee 1990
Lee (1990)

Criticism of the fuzzy logic inference

The incompleteness is an important drawback. The re-
versibility of rules is often problematic: rules are formed
by two members linked by a relation of dependence: if
A is true B is also true and vice versa. When rules are
not exhaustive (What is mostly the case), it is not pos-
sible to use the modus tollens. Morevover, the use of a
monotonous logic does not allow to manage the excep-
tions. The production rules can be reversed only if we
are sure to have forgotten no factor or attribute (What
is impossible to be sure). This argument had before-
hand been raised by John McCarthy McCarthy (1987).
In fact, the inference engine can trigger contradictory
rules. The partial formulation of the knowledge often
leads to contradictions which could be difficult to detect.
Thus, the addition of new rules in a knowledge base can
create conflicts with pre-existent rules leading to incon-
sistency. The use of a monotonous logic does not allow
to manage the exceptions McCarthy (1987). According
to ordinary logic : All animals (z € A) which are birds
(x € B) are animals able to fly (z € F') is expressed by
Ve € A, if x € B = x € F. Unfortunately, the emperor
penguins P are birds and they does not fly what requires
to introduce new clauses as (z ¢ P) to take into account
exceptions Vo € A, if x € Band x ¢ P = z € F.
According to McCarthy, this inconvenience is going to
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cause an important proliferation of clauses. Moreover,
the use of fuzzy logic still increases the number of rules
corresponding to the fuzzy subsets in order to correctly
implement only one object property (For example the
size of the men as presented figure 3). The successive
inferences of the multiple rules produce and propagate
an accumulation of the uncertainty concerning the ob-
tained conclusions. Whatever is the type of production
rules (crispy or fuzzy), the trigger mechanism of the in-
ference engine is of boolean nature: each rule is acti-
vated or not. This inherent characteristic of inference
engine makes lose all the profit brought by the use of
the fuzzy set theory. It is the exploitation of rules and
not the fuzzy logic which raises problem.

Advantages of production rules

The production rules are well suited to the deductive
mode of reasoning. The independence of the knowledge
with regard to the inference engine allows to separate
the knowledge and the deduction. The declarative char-
acter of rules and facts is an asset. However, rules must
be independent between them and a rule does not have
to make reference directly to an other one. However, ev-
ery rule represents only a tiny part of knowledge and the
navigations in contexts or different domains necessary
for most of actual problem solving make finally difficult
the management and the maintenance of rules. The in-
ference engines have the capacity to explain the made
deductions from the tree of rules that were triggered to
get the result. The conviviality of the rule based sys-
tems is insured by interfaces capable of justifying at any
time the deductions made by the system. The existence
of specific programming languages as Prolog Colmer-
auer et al. (1973), Colmerauer (1996) or Objective Caml
Leroy and Weis (1993) is also an advantage. However,
we doubt that the deduction is the most frequent and
the best suited way of reasoning to elaborate knowl-
edge bases and to implement problem solving systems.
Human beings naturally prefer to use analogy rather
than deduction to deal with their usual knowledge. The
brain is memory and is able to do dynamically a pattern
matching with the objects in the environment. Accord-
ing to Marvin Minsky, at any moment, our brain is able
to compare the uncountable information that he has col-
lected about objects and situations in our environment
by means of our senses with the concepts that we have
previously elaborated and memorized during our exis-
tence Minsky (1975),Minsky (1985). Our main research
topic was to find new ways of implementing reasoning
modes like the induction, the abduction and the anal-
ogy coupling fuzzy logic and object oriented models. We
show in the next section that rules are not well suited
to these types of reasoning.



The inconveniences of rule based systems

In the diagnosis applications, the cases which are sub-
mitted to the system are represented by comparing char-
acteristics of complex objects with those of known clin-
ical pictures. When using a rule based approach, many
characteristics or facts is going to be thus considered
successively to classify the case among those known in
the knowledge base by means of a flow of triggered rules
that generate in turn new facts hypotheses. In sum-
mary the classification of clinical pictures is gradually
implemented by a continuation of deductions taking into
account successively and not simultaneously the charac-
teristics or the facts of the presented case.

Analogy and rule based systems

The search for an analogy between two objects and sit-
uations often requires to compare an important number
of characteristics and thus a long series of deductions or
inferences with several major drawbacks. - The analogy
is established on a resemblance between inevitably dif-
ferent and unique objects or situations. It is about a
resemblance between two objects and not about a per-
fect correspondence. Certain characteristics of these ob-
jects can be only similar, equivalent or even absent while
a majority of identical or important characteristics are
enough to establish the analogy. -The analogy is a par-
allel way of reasoning. The characteristics of an object
are considered simultaneously and not successively. -
The analogy is organized into a hierarchy Boulanger and
Colloc (1992). All the characteristics of an object have
not the same importance according to contexts, a small
part of the object can have an essential meaning, for
example: the keyhole of a door or the receiving site of
an enzyme in a cell while other characteristics will be
considered as accessories as the color of the door for a
locksmith. In the structural analogy, it will be impor-
tant to compare characteristics of component objects
that are more important than others. Component ob-
jects have to be ranked according to their granularity
and their importance in the structure of the composite
object. However, some other component or character-
istic objects appear to be less interesting to establish
a diagnosis but could play, all together, a complemen-
tary discriminating role. -The detection of analogies by
means of production rules requests excessively the in-
ference engine. -Furthermore, if objects or situations to
be compared have a fast evolution, some of their char-
acteristics will be inappropriately taken into account in
different times.

Time and rule based systems
The consideration of time raises problem in the models

with production rules. Indeed, the release from initial
facts supposes that they remain stable in the time, what
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is not the case in numerous actual domains. Undo back-
wards a deductive reasoning when a true fact become
false is a very tricky problem. This aspect takes all its
importance when the system has to manage dynamic
phenomena with fast fluctuations of attribute values.
The following section describes our main contribution:
a fuzzy vector space to describe the state and the evo-
lution of dynamic complex objects.

A fuzzy vector space

In this section we propose an extension of the Zadeh’s
membership functions which are defined on [0,1]. Our
membership functions are defined on [-1,1], taking
into account a full specific characteristic of an object
(value=1) and its contrary (value=-1), the value 0 is
considered to be neutral. The set F contains all the
membership functions. Thus Vf € F 3f' = —f defined
n [—1,1] that represents the opposite function of the

f function. Let be three functions of Ff : [-1,1] —
-1,1,z = f(x),g : [-1,1] — [-1,1],y — g(y),h :
[-1,1] — [-1,1],2 — h(z). We propose a fuzzy vec-

tor space among which vectors f, g, h express forces (as
a physical metaphor) having as mode the ”intensity”
based on the value of the fuzzy membership functions
f(x), g(y), h(2) related to the values x,y, z correspond-
ing with specific properties (attribute, or characteris-
tics) of an object of the universe of the discourse. R is a
commutative corpus. Let be a vector space E on R? as-
sociated to an orthonormal coordinate system (O, 7, J, k)
from the set of membership functions F. The vector f
overlaps the vector i (X axis), ¢ the vector j (Y axis)

and h the vector k (Z axis). The norm of the vector f
is given by ||f]| = /f(x)2 = f(z) and in the same way
19l = /o) = 9(y) and F est || = /A = g(2).
Because the system is orthonormal the dot product (or
scalar product) of vectors f, g and h is nil. Conse-
quently, we can combine three forces represented by vec-
tors f g and h with an inner additive operator named
+.V f g, h e E, we verify the following properties :

pl: @ = (f +49)+ h= f + G+ h) associativity.
0+ fz f—&— 0 the neutral element is the vector 0.
VfieE, El:f/er —f = 0 the opposite vector.

p2:
p3:
i@=f+g=g+ f Commutativity of + in E.

Ve B, € R/AAwS) = Ow)f, A and p are
scalars

Vf e E,3e=1/ef = fe = f Neutral element.

p4:
po:

p6:

Vi e ENApe R, (M) f = Af + uf, the result is
generally outside of [—1,1].

vf'g'eEN)\eR,)\(f +9) =)\f—|->\g7 the result is
generally outside of [—1,1]. E is a vector space on
R3.

pT:

p8:



Let be R the commutative corpus provided with the
absolute value and E the R-vector space previously de-
fined, a norm on FE is an application N on E with pos-
itive real numbers satlsfylng the followmg properties:
Separation : Vf eFE N(f) =0= f — 0p; Homogene-
ity : VOO € R x E,N(Af) = [A|N(f). Sub-additivity
or triangular inequality: V(f, g) € E?, N(]?7 g) < N(f)

Calculation of the resultant vector of three fuzzy
forces

Let be a membership function f : [0,1] —
1

x is a specific characteristic of an object, s is the thresh-
old that expresses the median value for the parame-
ter x and k is a constant expressing the precision with
which x is known. To adapt this function to the interval

[—1, 1], a change of coordinate system and scale is neces-
. 2
F(x) is an odd function defined and continuous on [-

1,1], thus on intervals [-1,0] et [0,1] having O for in-
tersection. F(x) allows to build two opposite func-

tions f : [0,1] — [0,1], f(z) = — 1 and

fr[=1,0] = [-1,0]f"(z) = [ e
that Vz € [-1,1], f(x) = —f'(—x). In the same manner,
we define G(y),9(y),¢' (y) and H(Z),h(z),h'(2). As x,
the parameters y and z correspond to different relevant
characteristics of the studied object. Then according to
the sign of a characteristic x, it is always possible to
build the corresponding membership function f and its
opposite function f’ that expresses the contrary charac-
teristic -x (for example: x: to be tall correspond to the
opposite -x: to be small and y: to be joyful, -y: to be
sad). The vector f is defined from f(x) and the opposite

[0,1]/f(x) =

which is defined and continuous and where

sary:

1+ e—k(z—s)

— 1. It comes

vector f’ is defined from f’(x) and respectively vectors §

and ¢ from functions g(y) and g'(y) and vectors h and
I from functions h(z) and h’(z). This adaptation al-
lows to satisfy the P3 property (recalled in the previous
subsection) necessary to build a fuzzy vector space.

Properties of f(x), g(y) and h(z) defined on [0, 1]

- -

Let be the vector space E on R?, E(O,ij’, ,

the resultant vector @ = f + §+ h. @ =
VIGPE T 9w T AR Because f(x),g(y),h(z) €
S men() = LAl e 5 The et

tant function r of the membership functions f(x), g(y)
and h(z) is Y(z,y,2) € [0,13,r(z,y,2) = %Hﬁ” =
%\/f(a:)2 (y)2 + h(2)% r(z,y,2z) € [0,1]. In the
vector space E, we can associate a scalar to a vector that
express the importance of the component in the linear
combination of vectors. «, 8,7 € R™*, i = ozf+ Bg'—&—’yl_i
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lalf(®)2+[Blg(y)2+]v|h(2)?
[a[+1B8[+7] ’
Whatever the use of scalars or not we verified that

r(z,y,z) ~ %HﬁH The study of the properties of
the opposite functions f’(x), g’(y) and h’(z) defined on
[—1,0] is similar. Because each function f(x) comes with
its opposite function f’(x), af(z) = —af’'(—x), the sign
of « allows to set up if the function f is agonist or an-
tagonist and in the same manner § for g(y) and ~ for
h(z).

and the norm becomes ||@|| = \/

Generalization in n parameters

The model can be adapted to take into account n pa-
rameters or characteristics of objects n <« oo, z; €
[0,1] and n membership functions f;(z;) with a scalar
a; € R™. A vector space E is defined on R"
where two vectors j? =(r1...2) and § = (y1...Yn)
have the inner scalar product (dot product) (f,7) =
1Y1 + ... + py,. E is provided with an orthonor-
mal coordinate system O(ij,...,i,). Let be the vec-
tor @ in the vector space E on R™ to be the sum
of vectors f; provided with the corresponding scalar

;. Thus comes Vf; € F.u = ZZ ;Lazfz The
norm ||@|| = W The resultant func-
tion r of n membership functions is: V(x;,...,z,) €
1,1 7 (2, ..y 2) = —— —ZL Dloallfi@))? — pye

NGO ST lol

main inconvenience is when n becomes big, the value
of the resultant function r becomes very tiny. Indeed,
lim, oo 7(zi,...,zn) = 0. However, this inconve-
nience is not important because in practice the number
n of membership functions n < oo and is some tens of
parameters at most.

Consideration of time

We saw that the evolution of the characteristic parame-
ters of objects requires the consideration of time. All the
time t, the parameters can evolve more or less quickly or
sometimes be constant. The resultant vector « under-
goes modifications all the time t. The absolute time is
expressed by an additional variable t (in seconds) which
is calculated from 6 variables: year (aaaa), month (mm),
day (jj), the hour (hh), minutes (mm), seconds (ss). An
extension in the subdivisions of second may be envis-
aged for special applications but is mostly useless and
expensive in time of computation. The other tempo-
ral units (for example, week, month, half-year) asso-
ciated with the various parameters can easily be con-
verted in the absolute time by appropriate conversion
functions. Most programming languages offer such time
function libraries. The variable t is used to define ev-
ery membership function f;(x;) which becomes f;(z;,1) :

[0,1] = [0,1], fi(xs,t) = — 1. Some func-

1+ efk:(wtfs)



tions remain constant on an interval of time while oth-
ers are evolving. For all time t, the vector u; evolves
according to its component functions:Vf;; € E,u; =

i=n S iET eyt (fiye (24,0))?
SIS e The norm ] = || Bt

The resultant function r of n membership func-

tions is: (I’Z tyeo- xnt) S [7171}77"7'(‘%1'7,&,...,13”_’,5) =
it (fi,e (i,
\/ﬁ\/z =1 ‘O/:‘(‘alff"‘f ))? T(xi,ta-"7x”7t) - [—171]

kinematic of a point in the fuzzy vector space

This part is inspired from physics and more precisely
from classical mechanics. Therefore, we use a three-
dimensional cartesian vector space to illustrate our pro-
posal. Let be t in the interval [to,t,] and the vec-
tor space E provided with the orthogonal coordinate
system (O,;,j, E) The vector function (j(t) in E is
defined as U(t) = F(z,t)i + G(y,1)] + H(z,0)k. As
previously, 4, y:, 2¢ are the characteristics of an object
at the moment t and the components are defined as
Tty Y, 2t € [07 1}3at € [t07tn]aF(t) = F(:L’t,t).;, G(t) =
G(ys,t).j and H(t) = H(z,t).k of U(t). All of them are
fuzzy membership functions of time. Because the coor-
dinate system is orthogonal: Vi € [to, tn], F(t).G(t) =
0, F(t).H(t) = 0 and G(t).H(t) = 0. The function U(¢)
is continuous when t = ¢ if and only if their compo-
nents F'(z,t), Gy, t) and H(z,t) are defined and con-

tinuous. According to our previous definition of fuzzy
forces in a vector space E, that is the case. Indeed
F(t):[-1,1] — [-1,1],F() = — 1 and

G(t) and H(t) are defined and continuous in the same
way. So U(t) is a continuous vector function. O is the
origin of the orthogonal coordinate system of the vector
space where a point M = (F(mt, t), G(yt, t), H(z,t)) =
F(24,t)i+G(y, t)j+H (2, t)k/OM = U(t) that depicts
a curve which is called the hodograph of the vector func-
tion U'(t) which is the position vector at the time t in
the fuzzy vector space E. An example of the trajectory
of the M point in the fuzzy vector space E is given on
the figure 5 that uses the right-hand rule orientation.

Velocity and speed in the vector space

O(t) - U(t)
t—t
exists, if its components F(t),G(t) and H(t) de-

di
notes the derivatives dgit), dflit) and dz(t). The average

velocity becomes the derivative of the position vector

d%gt) dF(t) + dG(t) + dH(t) Thus, the velocity is the
time rate of change of p051tion in the vector space E

and df;gt), d%t), dlzt(t) denote the derivative in the three
components, so called dimensions with respect to time.
The speed S of the point M is defined as the magnitude

= |U(t)| = ds where s is the arc-length measured

The derivative of U( ) is dt = limy_sp =

dU
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Figure 5: Hodograph of the vector function U (t) and
dot M in the fuzzy vector space E

along the trajectory of the point M in the vector space

E which is a non-decreasing quantity. Therefore % is
non-negative, which implies that the speed S is also pos-

itive or zero.
acceleration

The acceleration A of M relies on the rate of change of

the velocity vector Cil—[tj so, A = ‘Ztg. The acceleration
is the first derivative of the velocity vector ‘fj—g and the

second derivative of the position vector U(t). In the
following, we present an example of application of our
model to build an emotion fuzzy vector space.

Derivative of the sigmoid fuzzy membership
function

Each component F(t),G(t), H(t) of the vector U(t) is
defined by the same sigmoid membership function :

B 2
Its derivative is calculated according to xi, ar (df’;f’t) =

Db~ h(oe=s)
(1 + efk(wtfs))Z :
we notice that the derivative F’(xy,t) is strictly posi-
tive. Therefore, F(x¢,t) is always derivable and strictly

increasing on R. Obviously, the same properties are ver-
ified for the function G(y,t) and H(z,t).

Provided that k is a positive constant,

Gradient of the vector U in vector space E

Consider an emotion vector space E with three parame-
ters representing (positive/negative) couple of parame-
ters.You can have more than three parameters but three
is more convenient to depict our approach. These pa-
rameters are changing under the influence of unpre-
dictable events occurring during an interval of time



[to,tn]. To model the situation, we propose to use the
framework presented beforehand. According to the pre-
vious subsection and figure 5, at each moment the po-
sition of the dot M and the vector U(t) = F(x,t)i +
Gy, t)j—i— H(z, t)lg are defined with the membership sig-
moid functions as F(t) = F(x4,t), G(ys, t) and H(z,1)
described in subsection . Farthest the point M is from
origin in the positive part of the fuzzy vectorial space,
the most favorable are the conditions to feel well or to
achieve correctly a task. We define a gradient named
ability that correspond to the vector (j(t) described in
the equation 3. At any moment, the ability depends
of the level of each component vector. In the carte-
sian coordinate system, the gradient of ability named

ou oU  oU
VU (xt,yt, 2t) = (axt Tyt + aZt)
p) G 2k.eFye—s)
VU(l‘t’yt, Zt) = (1 + e—k(x,,—s))2 (1 + e—k(yt—s))Q
2k.eF(zi=s)

+ (1 + e—z(xt—s))Q
(3)

k is a positive constant defining the scale and s is the
pivot (neutral value), zero in our example. The calculus
of sum of the partial derivative according to the direc-
tion X, Y and Z allows to calculate at each moment t
the gradient of ability which is a value always defined
on [0,1]. To illustrate how to use it, the figure 7 shows

Figure 6: Gradient of vector U in FVS E: VU (¢, yt, 2¢)
(scale k=10)

how the attributes of the objects involved in evaluating
a situation are combined in the FVS.

A Psychological model and Emotional states

Most available computationally models of emotion rely
on the OCC model (Ortony et al, 1988) Ortony et al.
(1988) Picard (1997). The OCC model defines events,
agents and objects. Events are considered to induce
emotional consequences. Agents are able of actions that
have effects on the environment. Objects have imputed
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properties. The OCC model represents emotions as bal-
anced reactions to the perception of the world. That is:
one can be pleased about the consequences of an event
or not (pleased/ displeased); one can endorse or reject
the actions of an agent (approve/disapprove) or one can
like or not aspects of an object (like/dislike). Then,
the events can have consequences for others or for one-
self and on acting agents. Thus, the different emotional
balances are depicted by couples of (positive/negative)
reactions represented by variables x,y,z and their cor-
responding membership functions F(x), G(y) and H(z).
For concision, we do not provide the complete special-
ization tree of the OCC model but we just summarize
the couples of variables in the figure 8. A complete de-
scription of the OCC model is available in Ortony et al.
(1988) and computational applications in Picard (1997).

+ -
For others Happy for Resentment
Consequences Gloating Pity
of events For self Hope Fear
Joy Distress
Pride Shame
Self Agent Gratification | Remorse
Actions of Gratitude Anger
Agents Admiration Reproach
Other Agent | Gratification |Remorse
Gratitude Anger
Aspects of Love Hate
Objects

Figure 8: Couples of (positive/negative) emotion pa-

rameters of the OCC model Ortony et al. (1988)

Evaluation of the patient emotions during the

treatment

This case concerns the evaluation of state of a patient
at each stage of his treatment, how the patient feels and
is tolerating it and the interaction with the care givers



when some acts could be painful and when the prof-
its are a long time coming. The model OCC allows to
define couples of variables: (Love/Hate) of some drugs
used in the treatment, the (Gratitude/Anger) concerns
the caregivers (nurses, physicians)and the consequences
of events (Joy/Distress) that occur during the care route
of the patient described figure 9. These attributes can
be represented by fuzzy vectors that change during the
time as described in figure 7. The resultant vectors al-
low to evaluate the patient emotional state and what is
more comfortable and more efficient to bring him to his
recovery. Thus each drug administration and care is as-
sociated with a variable x; (Joy/Distress) that depicts
the mood state of the patient according to events which
is essential to reach the cure, y; (Gratitude/Anger) that
evaluates the prescribing physician or the nurse who
makes the care and z; (Love/Hate) that estimates the
tolerability of the treatment. The FVS offers the advan-
tage to describe the evolution of the patient’s feelings
during the treatment and not only a simple snapshot.
The scenario presented figure 9 shows the evolution of

Scenario

Care Care Giver Event
None None Ankle injury with a garden tool
Analgesic, Antibiotic, Antitetanic serum | Dr Girard G Practionner  |First Prescription
Antitetanic injection, wound treatment Home Nurse Sophie Platon | Treatment administration
Antibiotic tablets Patient himself Antibiotic allergy
Corticoid , new antibiotic prescription Dr Durand emergency Emergency Consultation
Care of the wound Home Nurse Sophie Platon | Suspicion of Phlebitis
Echo Doppler Dr Durand cardiologist Echo-Doppler Prescription
Diag: Deep Vein Thrombosis Dr Durand cardiologist Heparin Prescription
Heparin Subcutaneous 2/day 10days Home Nurse Sophie Platon | Heparin Injection
Treatment Follow-up Dr Girard G Practionner | Healing no after-effects

Figure 9: Care route of a patient

the mood of the patient and of his/her feeling of the
caregiver-patient relationship during the different stages
of his care.

Future works

We will propose a model of personality and behavior
that will be adapted and will complete the emotion layer
presented in this paper. The ability of vectorial spaces
to model the continuous flow of changing emotions is es-
sential for dynamically expressing the mental states of
the agents involved in a situation and to simulate the
evolution of their relationships. We are currently using
the espace vectorial space to enhance previous clinical
decision support systems Colloc and Jacquet (2013),Col-
loc and Summons (2015). This approach was also used
to simulate the process of gaming addiction and shows
the emotion evolution of the gamer and his interaction
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with the slot machine during the game. A prototype of
this simulator is developed in VBA Colloc and Summons
(2017).

Emotional Variation
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Figure 10: Evolution of the values of the emotion mem-
bership functions during the patient care route
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Conclusion

In this article we proposed a model of 7 fuzzy vectorial
space ” which constitutes a new approach to combine
fuzzy logic and an object oriented model that allows
time modelling of the structure and behaviour of com-
plex objects. We have shown that it is essential to have
means to aggregate the properties and features of ob-
jects as a supplement to the use of the operators of con-
junction and disjunction (which can be obviously jointly
used when it is semantically needed). The membership
functions describes the attribute values of objects and
their evolution. The fuzzy vectorial space provides a
new aggregation or composition operator that can be
widely used to enrich object oriented models and multi-
agents systems. The fuzzy vectorial space model does



not use fuzzy rules to represent the object features but
instead determines a resultant vector which represent
the evolution of the object components during the time.
We trust that the use of the kinematics modeled with
fuzzy vectorial spaces, which is inspired by the physics,
constitutes an enhancement to take into account the
evolution of the structure, attributes, properties and be-
havior of complex objets while profiting from the advan-
tages of the fuzzy logic. The evolution of the gradient of
the resultant vector can be studied to globally evaluate
the object state according to the semantics of the mem-
bership functions. This contribution offers a new prag-
matic way to combine object properties and to compare
them together. We have shown how to use the fuzzy
vectorial space for emotion modelling with the use of
the OCC psychological model. Our approach leads to
develop a model of analogy allowing to compare objects
and situations in complex environments where the time
is an essential factor in many domains like medicine,
management, logistic, cognition and human sciences.
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ABSTRACT

Considering that all kinds of simulations are based on
verisimilitude and take their referents from the real world,
this presentation will focus on the tools — exosuit, helmet —
holographic prototypes, and «design fiction» elements in the
film “Iron Man 3”. Some Sci-fi works can become prophetic
a-posteriori, or more humbly show what is presently called
“design fiction” objects, scenarios, or human behaviour in its
context. Presented items and interfaces deserve to be
explored, mainly because they have, and are, impelling the
creation of real life objects and procedures.

INTRODUCTION

Simulation is the imitation of a real-world process or system;
or «the production of a computer model of something,
especially for the purpose of study» (O.E.D), so entering the
scope of «fiction». All simulations rely on «re-presentations»
of any kind of thing, or image, having the «real world» as a
referent. So, they need to be as verisimilar as possible — in
aristotelic and narratological terms.

In the real-world the simulation’s verisimilar intention is
restricted by the technical possibilities allowed by the
implements being tested; their effects need to be graphically
presented (2D or 3D) in order to be correctly shared
(Dozortsev, 2017; Forkel, 2017).

In opposition to the linearity of narratives, Sci-fi Comics
give 2D images of the worlds, functions, scenarios and
characters created by their authors. Cinema supplements
them with movement and, the advances in computer
software, special effects techniques, and VRX, add the
possibilities of translating them into 3D (or even 4D).

Some Sci-fi works can become prophetic a-posteriori, or
more humbly show what is presently called “design fiction”
objects, scenarios, or human behaviour in its context. Some
items and interfaces seen in movies deserve to be studied
either because they are influencing the creation of real life
objects, or because the fictional technical hypothesis is
worthy of closer critical attention.

The case study here will be “Iron Man 3”.

The main curiosity about Iron Man as a superhero is that he
is only too human, with no particular superpowers and,
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moreover, handicapped. So, in its way, the exosuit Extremis
is multifunctional, varying from a prosthesis (it extends
bodily functions), to a cocoon, to an autonomous robot, and
a weapon.

Other «design fiction» artefacts presented in this movie will
also be explored here, namely the Helmet(s) - HUD (head-up
displays); how these FUI (Fantasy User Interfaces) are being
adapted (or not) considering HITLs (human-in the loop
situations); how the model mock-ups conform to human
factors’ requirements. The importance of the methods by
which information is visually conveyed to the character as
part of the user’s interface; and how the character reacts,
creates, and uses these new «design fiction» interfaces (i.e.
holograms) re-presenting or exhibiting «design fiction»
behaviour/gestures to deal with this new sort of data.

Considering that Marvel has already created a new female
character as Iron Man’s counterpart, with a similar
biography and background to Tony Stark, it seems relevant
(from a literary, psychological, social or economic
perspective) to address the issues of female super-hero(in)s,
their recent boom as male super-hero counterparts - and their
fiasco. Riri Williams, the next “Iron Heart”, is a 15-year-old
MIT African-American girl who reverse-engineered one of
Tony’s exosuits in her dorm room. The film is expected to be
premiered in November 2017.

Immersion/presence issues will not be discussed here, nor
the implications of/from Cognitive Sciences implied by the
several related experiences, to be object of a future work.

ABOUT “IRON MAN 3”

Iron Man — aka Tin Man, Iron Patriot, The Mechanic - is a
fictional superhero created by writer and editor Stan Lee,
developed by scripter Larry Lieber, and designed by artists
Don Heck and Jack Kirby. The character made his debut
appearance in Tales of Suspense #39 (March 1963),
published by Marvel Comics.

In the basic plot, Antony Edward ‘Tony® Stark is a
millionaire, a playboy and a scientist. He is kidnapped, and
suffers a severe chest injury. His captors intend to force him
to build a weapon of mass destruction. Instead he creates a
powered suit of armour (Mark I) to save his life and escape
captivity.

The main curiosity about Iron Man as a superhero is that he
is only too human, with no particular superpowers, and
moreover, with severe health issues



The exosuit Extremis

On its own, the exosuit Extremis is a multifaceted prosthesis,
extending bodily functions. It provides medical health check-
ups and some first aid medical treatments. Sometimes called
a cocoon, it works as a command centre, an autonomous
robot. It is an armour and a weapon — and also a prison when
Tony Stark uses Mark XLII to immobilize by force his
enemy Aldrich Killian.

It is the suit (from Mark I to XLVI) that features the several
re-incarnations of the Invincible Iron Man’s Comic book
series and, with its continuous upgrades and add-ons, is
translated into film (2008, 2010, 2013).

In “Iron Man 3” the exosuit is brain-commanded by its user
(live-feed). Mark XLVI has been worn by others than Tony
(his girl-friend Pepper Potts; or the American army general
James Rhodes), consequently, in the plot, it can be and is
hacked by friends and foes.

Concerning the exosuit’s Al utilities it has memory; it has
access to, and can deal with, big data in the cloud. Due to its
training — kindly voiced through J.A.R.V.L.S. (Just A Rather
Very Intelligent System) — it knows exactly what is
necessary to Tony’s survival at every moment. Nevertheless,
the brain-connections are still challenging. The exosuit is not
switched off when Tony goes to sleep, and from this ‘glitch’
results that the suit/robot is activated by Tony’s nightmares:
its Al system has not learned how to distinguish between
human vigil and sleep states.

Another more standard of this world problem is the
mechanism’s need to be charged: without power it becomes
very vulnerable, and presents the symptoms of dead/sleep (it
is rescued by a boy, in a village).

Exosuit ersatz and exoskeletons

Announced still during Obama’s presidency, The Pentagon
is preparing a military version of the exosuit: «TALOS, or
Tactical Assault Light Operator Suit, is a battery-powered
robotic exoskeleton designed to protect the lives of soldiers
on the front lines, especially those who lead the army in a
mission». «In August 2018, Iron Man may go beyond
fictional comic books, saving the day in real life. The U.S.
Army is developing an advanced military suit that people
have been likening to Tony Stark's high-tech armor»
(Lanaria 2015). Also, «SOCOM expects ‘Iron Man’ suit
testing by summer 2018» and «The Tactical Assault Light
Operator Suit (TALOS), which became known as the “Iron
Man” suit shortly thereafter, became its endgame.» (Douglas
2017).

Figure 1 — Iron Man Comics, Exosuit and TALOS
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In this case, both Extremis and TALOS share the same
power failure issues. Besides, the latter will not yet allow the
wearer to fly.

Some other researchers inspired by “Iron Man 3” urge to
divert the focus from its military uses: «The attitudinal
framing of the exoskeleton asks that people aspire to
transhumanism, and that they “imagine the possibilities in
the near future of dramatically enhance[ed] human mental
and physical capacities”» (Penderson, 2017).

Following this stance, in the EXOSKELETON REPORT
(2015) - http://exoskeletonreport.com (i.e.) - a catalogue of
applications, software, body parts addressed, and companies
and firms (listed on the Stock Market) dedicated to the
development of assistive wearable technology is provided,
not only for medical rehabilitation purposes, but also for
education, commerce and industry.

THE HELMET - HUD

Harder and more interesting to emulate is the “Iron Man 3”
helmet. It is an aesthetical, cinematic, special effects and
VRX feat. Done in stereo to avoid flatness (Townsend 2013)
the software used allowed every piece to be dimensionalised,
and adapted in/for every film sequence.

The helmet is also a HUD (head-up display) replicating the
status bar in video gaming (i.e. the main character's health,
items, game progression), the method by which data is
visually relayed to the player as part of a game's user
interface. It took its name from the monitoring in modern
aircraft (pilots’ helmets).

In “Iron Man 3” the VRX for the helmet’s visor varies in
accordance with each situation. Its creators wanted to
«minimize the visual clutter» (Townsend 2013) always
casily decipherable by Tony — a character that is
«comfortable with dense data displays». Five icons are kept
persistently in the lower part: suit status-, targeting- and
optics-, radar-, artificial horizon-, and map-; sometimes
augmented with goal-, person, location-, and object-sensitive
awareness.

They chose the minimum pixels or phosphors possible,
resorted to thin faint lines, and aimed to improve reactions to
out-the-window events in a: «full-field-of-vision, very high-
resolution, full-colour display» offering stereoscopic
imaging. According to the VRX creators (Cantina.co), the
design work was inspired by medical MRI diagnostic
pattern-recognition and graph theory, namely the circular
‘connectograms’ used by connectomics — the study dedicated
to mapping and interpreting all of the white matter fibre
connections in the human brain.

The HUD’s visor allows Tony to see the world around him
as if he were not wearing the helmet, and lets him read his
most useful data in milliseconds.

To achieve the unity/uniformity in these illusions, different
programs, processes and filmic techniques were used to
attain the same visual effect.



Through the several scenes three different angles are shown:
Tony’s point of view; the impossible camera, as the audience
looking back at Tony’s face; and a lateral perspective.

does not even come close to the experience provided by
Tony’s visor.

o pelO1

Figure 4 — Lateral Perspective

The special effects and VRX cinematic achievement result in
an (apparent) identical and proportionate 3D architectural
experience of the images, multi-layered, projected over the
scenarios of Tony’s “real world”. The closest to this
experience — according to their creators — could now be
provided by Google/Samsung glasses and Microsoft
HoloLens, but still on flatland.

Aviation HUDs

Besides medical optical equipment, the creators were also
inspired by «steampunk props, precision scopes and combat
aviation systems» (Townsend 2013).

In aviation HUDs (i.e. Rockwell Collins) what is (or could)
be happening out the window is almost always more
important than what is shown on the display.

Presently, Enhanced Flight Vision Systems (EFVS) are
heavily controlled by the FAA (Federal Aviation
Administration). One of the latest releases (2017) expands its
applicability to business aircraft owners and operators, but
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Figure 5 — EFVS - Enhanced Flight Vision System - FAA

In these real world areas, the problems faced by users with
current data feeds is excessive information, making them
overwhelming, unreadable — useless. Tony’s speed in
deciphering his HUD’s details belongs to the field of
gestural/behavioural «design fictiony.

In real life, the more sophisticated the HUDs become, the
easier they trap the pilots’ attention, distracting them,
slowing their reactions to out-of-the screen events. The
classic report from NASA (Fisher, Haines, and Price, 1980)
refers that, in their simulator study, a couple of pilots landed
their planes on top of another without even noticing it.

The utility of CBTS (Computer-based training systems),
either for accident reduction or in economic terms is not
questioned: «Computer-based training systems (CBTS) for
process operators are both a generally recognized highly
efficient tool for operator training and a major global
business» (Dozortsev 2017:37), and the author cautions: «the
distortion of reality, or of operators perception, give way to
the development of false skills».

Other wearables

From the VR, AR, MR perspectives, the HUD anticipates —
or has its counterpart — in Samsung Gear, Google Oculus
Rift, Konica Minolta or Microsoft HoloLens.

VR developers now have access to unprecedented physical
interfaces and interactions — including wearables, curved
spaces, and complex object physics.

From the medical fields (i.e. Neurosky, Mindwave) come
alternative affordable solutions for health and wellness,
education and entertainment.

New gadgets/biosensors can turn PC’s into body or brain
activity (EEC, ECG) monitors, check the attention levels of
individuals. Some even allow the user to send short twitter or
e-mail messages via a Google app.

The problem with all these wearables — even the ones that
boast to be brain connected — is that they can only operate
with their own proprietary software, and the number of
applications each brand provides is very limited.



AR, VR, MR SCENES - THE HOLOGRAMS

Technically, the hologram scenes in “Iron Man 3” were
created using Lidar scans, and other 3D software (i.e. Pixar
Renderman). Reality scenarios were transformed into a
geometry «capable of being rendered as lines» (Townsend
2013) which allowed the interaction between Tony Stark and
the settings.

Tony Stark’s holograms

Inside the narrative, Tony uses three-dimensional
holographic horizontal interfaces, projected by J.A.R.V.LS.
into mobile vertical transparent “screens”.

The Interfaces presented in the film are, likewise, a
combination of actually existing digital technologies and
their «design fiction» extensions. From the audience’s
perspective, Tony is immersed in 3D demonstrations that he
can watch from all sides, and fully interact with, very easily.
Tony’s behaviour and swift handling of the holographic
prototypes fits, again, into gestural «design fiction».

Figure 6 — 3D development — Simon Maddison

Supposedly these are inspired by Microsoft’s Kinect (2010)
and Holodesk (2012), that provide DIY scenes activated by
natural user voice and gesture commands for Windows. In its
turn, they were initially simulations of the controls in the
narrative “Minority Report” (Philip K. Dick, Steven
Spielberg, 2002), and of the HoloDeck in “Star Trek” (1966,
1979). Microsofts’ Kinect research group (Alex Kipman) has
now moved to HoloLens (2016).

Figure 7 — Microsof HoloLens experience

In real life, the illusion of touching and moving objects,
mainly with computer projections, has to deal with several
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fields of Physics. The first one being the images’ absence of
density (inspiring kinetic and haptic perception research);
computer and human vision issues (parallax, stereopsis and
perspective to be differently addressed in humans and
machines); the lack of adequate tools — either software
(Faath, 2017), or cameras (Forkel 2017; Milliron, 2017).

In spite of all this, Tony’s holograms are said to be emulated
by Elon Musk (2017), the Tesla CEO, in the 3D printing of a
rocket part — shown in a video.

Aldrich Killian’s holograms
Aldrich Killian tosses a rolling ball 3D projector, a

holographic device used to show the inside of his brain, his
thoughts, to Pepper Potts.

Figure 8 — Previs design — Killian device by John Koltai

For the creators (Koltai, 2012), Killian’s brain hologram was
something new in the Marvel world. They resorted to real
3D mapping data on academic studies, once more related to
the definition of the fibre pathways of the human brain. For
the mind exterior and differences in depth, they resorted to
three dissimilar kinds of software and image renders.

Figure 9 — Aldrich Killian’s thoughts shown to Pepper Potts

Not even with very special VRX is it (yet) possible to give
verisimilar information from inside the human head.

In the AR scenes, Mandarin and Pepper, Tony and Pepper,
share their thoughts - “materialized” in the “external”
holograms simulating the contents of their respective heads.
The intent is that ideas can be shared — but the plot fails that
illusion. The actors in the scenes are both receivers. For this
artifice to be credible, even in «design fiction» terms, the
thoughts, being of the same matter, had to become somewhat
mixed: what one shows with what the other subjectively
sees; and both should interfere with the (re)presented scene.



Presently, there are micro-sized projectors widely available,
with several companies offering them in smartphone
attachment form.

WOMEN IN IRON MAN 3 AND GIRL HERO(INE)S

The female characters in “Iron Man 3”, namely the girl-
friend Pepper Potts, are narrative ‘clichés’. From a literary
(psychological, social and economic) perspective, and in
spite of the boom of female super-hero counterparts shaped
in the last years — about 7 for Marvel, 121 for DC — Comics’
super-heroins suffer the highest lack of credibility.

The resuscitation of “Wonder Woman” (2016) — even by a
lady director, Patty Jenkins — resorting to super-powers
endowed by some props, has not improved the situation.

In this scenario, Marvel has created a new character,
“IronHeart”, with the same background as Tony Stark: a 15
year old MIT African-American girl named Riri Williams,
who reverse-engineered an exosuit in her dorm room. The
film is expected to be premiered in November 2017. But the
project does not raise high expectations — the student is
working on an existing machine, not creating anything of her
own, by herself.

From the long panoply of Comics’ wonder-girls, the only
one with an acceptable biography is the Scottish “Super
Gran” (Forrest Wilson, 1980; TV adaptation by Jenny
McDade 1985-1987).

Her theme lyrics start: «Stand back Superman, Iceman,
Spiderman. Batman and Robin too [...] Hang about - Look
out! For Supergran». Granny Smith is hit by a ray that
enhances her normal human senses into superpowers. She
has some engineering skills, dealing with her flycycle, a
super sleigh and an anti-gravity belt, migrating from TV to
an Arcade Game for ZX Spectrum 48K (1985).

Figure 10 — Super Gran (1980-1985)
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CONCLUSION

This short tour around Iron “Man 3 artefacts — the exosuit
and helmet — and VRX holographic effects has shown the
evolution and dissimilarities concerning Sci-Fi model mock-
ups and their possible uses by humans in real-life. The
interactions of Tony Stark’s character with the film
interfaces have become a data representation epitome that
has been imitated in all fields — army, commerce and
industry.

The real-life letdowns can be attributable either to the
unreadiness of the tools available (software, equipment), or
to HITLs issues. A latent concern is the need to translate the
available 2D information into 3D, and a persistent one is to
respect verisimilitude: «changes in reality must be
reproduced in the interface» (Dozortsev, 2017). In non-
fictional terms, out of games and films, VR, AR, MR and
reality have to coincide without flaws.

Concerning female super-hero(in)s verisimilitude could also
be achieved with a mere exploration of the development of
more modern human skills.
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ABSTRACT

This paper is about the simulation and analysis of timed
discrete event systems (DESs) modeled with timed Petri nets
(TPNs) The earliest firing policy is considered with respect
to a set of temporal specifications. Incorporating the time in
the model is important to consider many practical problems:
in particular the earliest firing policy - where each enabled
transition fires as soon as possible - is used to optimize the
cycle time and the makespan in control and scheduling
problems. In order to simulate and analyze the timed
trajectories of the DES, we propose a Timed Extended
Reachability Graph (TERG) that includes explicitly the time
specifications into the model. The equivalence between the
paths in TERG and the timed trajectories in the TPN is
proved. The domains of application include but are not
restricted to CIME. A set of simulations illustrates that the
computational cost remains a critical issue for large systems.

INTRODUCTION

Performance in most manufacturing settings is affected by
operative policies related to job scheduling and by time
specifications and constraints. The selected policy has a
significant impact on the systems efficiency, the operational
costs and the service promise fulfilment. In order to
guarantee the system efficiency, computational applications
need to be developed that should be able to provide
modeling aids by incorporation structural and temporal
specifications in an explicit way into the model. Minimal
time requirements are frequently considered as temporal
specifications because they represent in a natural way the
limitation of numerous technological systems. In addition,
the earliest firing policy that executed each job as soon as
possible is also very popular because such a policy optimizes
the cycle time and the makespan in control and scheduling
problems (Feng et al. 2016, Lopez and Roubellat, 2008)

In this paper, we consider timed discrete event systems with
minimal time requirements and earliest firing policy. Timed
Petri nets (TPNs) are used to model the systems and to
incorporate the temporal specifications that correspond to the
minimal durations to wait before the transitions fire. The PNs
and TPNs are frequently used for performances evaluation,
model checking but also for control issues, particularly for
scheduling problems applied in the field of manufacturing
systems (Baker and Trietsch, 2009. Leung, 2004, Jeng and
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al., 1998; Wang and Wang, 2012; Lei et al., 2014; Lefebvre
and Leclercq 2015; Lefebvre, 2016a, 2016b).

The contribution of the present paper is to design a Timed
Extended Reachability Graph (TERG) that encodes both the
time specifications and the earliest firing policy in the usual
reachability graph (RG). The TERG is proved to describe in
an exhaustive way all feasible trajectories of the considered
system and to remain of finite size as long as the RG is also
finite. It is suitable for model checking, and behavioral
analysis. It is also suitable for control and scheduling
applications. Extending the RG to take into account the
temporal specifications has been already studied. The States
Class Graph (Berthomicu and Menasche, 1983; Berthomieu
and Vernadat, 2003) was the first method of state space
representation adapted to Timed PNs with firing time
intervals associated to the transitions. For this purpose, a
time domain is added to each marking thanks to a set of
inequalities over the firing variables. The Zones Based Graph
(Gardey et al., 2003; Lime and Roux, 2006) is another
approach inspired by the Region Graph technique. This
approach abstracts also automata or TPNs with time intervals
associated to the transitions by using a set of zones to encode
the clocks of the transitions. The zones are represented by
difference bound matrices. However, in the previous
approaches, the time information does not appear explicitly
in the graph and the method is not directly suitable for
control and scheduling issues. The explicit abstraction
(including the time information) of a Timed PN with time
intervals associated to the transitions has been proposed in
(Klai et al., 2013) by introducing a Timed Aggregate Graph
that is an exact representation of the reachability state space
of a Timed PN. The states of the TAG are defined as a
quadruplet that includes the marking, the set of enabled
transitions, the minimum time the system must stay in the
state, and the maximal time the system can stay in the state.
But compared to the TERG, the TAG contains some useless
information as the maximal time that is not considered in our
problem. Moreover, it does not include an explicit calendar
that specifies for each enabled transition the earliest firing.
Such a calendar is important in many issues as control and
scheduling.

The rest of the paper is organized as follows. Section 2 is
about the modeling of timed DESs with TPNs. Section 3
presents the construction of TERG and details the properties
of the resulting graph. Section 4 is a case study that
illustrates the computational cost. Section 5 sums up the
conclusions and perspectives.:



TIMED PETRI NETS

A PN structure is defined as G = <P, T, Wpr, Wpo>, where P
={pi,..., pn} is aset of n places and T = {#,,..., t,} is a set of
q transitions of indexes {1,....q}, Wpro € (N) ™ and Wpr €
(N) ™4 are the post and pre incidence matrices (N is the set of
non-negative integer numbers), and W = Wpo — Wpp is the
incidence matrix. <G, M; > is a PN system with initial
marking M;and M € (N)” represents the PN marking vector.
Each marking M represents a state of the DES. A transition #
is enabled at marking M if its enabling degree n(t,M) =
min{lm / Wl : pi e °) satisfies n(s,M) > 0, where
stands for the set of # upstream places, m; = M(py) is the
marking of place px, w™¥y; is the entry of matrix Wpg in tow k
and column j. This is denoted as M [# >. When ¢ fires once,
the marking varies according to AM = M’ — M = W(., j),
where W(., j) is the column j of incidence matrix and M’ the
new marking reached after the firing of #. This is denoted by
M [t; > M’ or equivalently by M’ = M +W.X; where X;
represents the firing count vector of transition # (David and
Alla 1992). Each transition firing represents an event
(controlled or unexpected) that changes the state of the DES.
A firing sequence o is defined as o = #; ...t where jj,... ji
are the indexes of the transitions. X(o) € (N) ¢ is the firing
count vector associated to g, |of = 4 is the length of o, and &
= ¢ stands for the empty sequence. The firing sequence o
fired at M leads to the trajectory (o, M):

(M) = M(0) [t > M(1).... M(h-1) [t > M(h).......(1)

where M(0) = M, M(I),..M(h-1) are the intermediate
markings and M(#) is the final marking (in the next, we write
Mk) € (M), k=0,...h).

Timed PNs are PNs whose behaviors are constrained by
temporal specifications (David and Alla, 1992). For this
reason, timed PNs have been intensively used to describe
DESs like production systems (Cassandras, 1993). This
paper concerns timed PNs (TPNs) where the time
specifications are similar to the one used for T-timed PNs
(Ramchandani, 1973): for any # € T, the firing of # occurs
after a minimal delay dj.i»; from the date it has been enabled.
Dyin = (dwin ) € (RT)? (R* is the set of non-negative real
numbers) is the vector of time specifications for the
transitions. The time semantic is completely defined with
infinite server as server policy, preselection as choice policy
(for control application, preselection is decided by the
controller), enabling memory as memory policy. Moreover,
the considered TPNs systems <G, D,uin, M; > are assumed to
behave under earliest firing policy: once a transition is
decided to fire, it fires at earliest (assumption A2).

A timed firing sequence o of duration 7, is defined as o =
(t1, ) (12, ©)...(tw, w) where j,,... j, are the labels of the
transitions and 7;,..., 7, represent the dates of the firings that
satisfy 0 < 7; < 1 < ...< 7, The timed firing sequence o fired
at M leads to the timed trajectory (o, M):

(aM)=MO)[(t1, 7)>M(1)...>M(h-1)[ (1, ©)>M(h) (2)
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and M(0) = M. Under earliest firing policy, an untimed
trajectory (1) can be transformed in a straightforward way
into a timed trajectory (2) using Algorithm 1. This algorithm
is based on a calendar CAL(M(k)) = {(ti1, di1), (42, dp2),...}
attached to each intermediate marking M(k) € (M), k =
0,...7, that contains the list of the enabled transitions #;,
t2,...and their minimal delay dj;, djp,... for marking M(k).
Note that the same transition may appear several time in the
CAL(M(k)) with same or different delays when it is enabled
several times at M(k). The calendar is initialized assuming
that the trajectory starts at date 0 and that no transition is
enabled before 0 (line 1). The calendar is updated for each
marking of the trajectory (lines 4 — 19).

Algorithm 1
(Inputs: 6; M, G, Duin,; Outputs: o, 7)
1. initialization: 7<= 0; CAL < {(t;, dminj) St M [ t;>},
o «—(g0), h«|o|
2. for k from 1 to &
3. find in CAL the delay di of the earliest occurrence of
the
k" transition ¢ in &
4. 1< 7+ di, remove entry (ty, di) in CAL
5. CALpew < D, M’ < M - Wer.X(t)
6. forallz’stM’ [t >
7 compute the enabling degree n’(t’,M’) of t" at M’
8 forj from 1 to n’(t’, M’)

9 find the /" occurrence (£, d’;) of ¢’ in CAL
10. CALyew¢— CALpew  (t,” max(0, d’; - di))
11. end for

12. end for

13. M” <« M’ + Wpo.X(ts)

14. forall¢”stM”[t”>

15. compute the enabling degree n”’(¢”,M”’) of t” at M
16. forjfrom 1 ton”(t",M”) —n’(t",M’)

it

17. CALpew <= CALpe O (£, diin(£”))
18. end for

19. end for

20. CAL <« CALyew, ' 0 (ti, 0, M <— M”
21.end for

TIMED EXTENDED REACHABILITY GRAPHS

A marking M is said reachable from initial marking M; if
there exists a firing sequence o such that (st) M; [c>M and
S(My is the set of all reachable markings from M;. The
considered TPN systems <G, Din, M; > are assumed to be
bounded (assumption A2). As a consequence, S(M;) is of
finite cardinality N and the transition matrix 2 € (T)™" U
{&} is defined st for all (M, M’) € S(M)) x S(M)), M, M’) =
t; if M[t; >M’ otherwise LA M, M) = ¢.

In this paper an extended reachability set Se(Mp) = {(M,
CAL), M € S(My)} is introduced that includes not only the
markings but also the delays required to fire the transitions
under earliest firing policy. Note that a given marking may
be associated to several calendars. A Timed Extended
Reachability Graph (TERG) is defined consequently. It is
computed in a systematic way with Algorithm 2 that returns
the extended transition matrix 2 € ((T)VENEX(RMHVENE) U



{(£0), (gx)} st for all (S, S’) € Se(M) x Se(M)), (S, S°) =
(4, dy) if M(S) [t >M(S’) and d; is the delay to fire ¢ at
earliest. Otherwise, (S, S) = (& 0) and (S, S’) = (& ©)
for § =S

Algorithm 2

(Inputs: M;, G, Duin,; Outputs: Sk, )

1. initialization: M<«—Mj; CAL<{(t;, dmin;) st M [ t; >},

Se<—(M, CAL), Q2 < (g 0)

2. while 3 S € Sk that is not explored and st CAL(S) # &

3. foreachtin CAL(S)

4 find the delay d of the earliest firing of # in CAL(S)

5. compute M’ such that M(S) [ t> M’

4. compute CAL’ in M’ with Algorithm 1

5 S’ <« (M’, CAL’)

6 ifvVS"eSg S"#S’, SeE« Se U S, end if

8. (S, S) < (1, d)

9. end for

10. end while

11. Complete all non-defined entries of €2 st £2(S, S) « (g
0) and Qx(S, S') < (gx) if S =S

Example 1: Let us consider TPN1 in Fig.1 as an example of
timed Petri net that illustrates the difference between the
usual RG and the TERG. The initial marking is M; = (2 0 0
0)T = 2p, and the time specifications are defined by Djuin = (1
51115

Figure 1: TPN1

S(My) is composed of 10 different markings and the usual RG
is reported in Fig.2. Sg(M)) has 12 different states and the
TERG is reported in Fig.3. The edges from one state S to
another one S~ are tagged not only with the transition ¢ such
that M(S) [ t > M(S’) but also with the duration d required to
fire £ at S. One can notice that the markings /p;I/ps and
Ipslpy appear twice in Fig. 3. The reason is that the
calendars for states S and Ss differ in terms of firing delays:
CAL(S3) = {(11,0), (12,0), (13,0)} and CAL(Ss) = {(1,0), (12, 3),
(13,0)}. The same holds for S5 and So: CAL(Ss) = {(14,0)} and
CAL(S9) = {(t4,1)}.
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Figure 3: Timed Extended Reachability Graph of TPN1

Property 1 formalizes that the TERG defined by Algorithm 2
is an exact representation of the behaviour of a TPN system.

Property 1: Let us consider a TPN system <G, D,in, Mp>
that satisfies assumptions Al and A2. Any timed trajectory
(o, M) of length /# and form (2) is feasible, in <G, Din, Mp>
if and only if there exists a path Path = S(0) S(1) ... S(h) in
the TERG with M(S(0)) = M;and M(S(k)) = M(k), k=1,...,h
that involves the same sequence of transitions and where the
delay between two successive state S(k) and S(k+1) is exactly
Tk = Th+1-

Proof: Let us first consider a feasible timed trajectory M;
[, ©) > M1).... > M(h-1) [(tn, w) > M(h) in <G, Dyin,
Mp>. This trajectory is encoded in the TERG by construction:
the TERG is initialized at S(0) such that M(S(0)) = M; and
CAL(S(0)) = {(t, dminj) st M [ t; >}. The first part of the
trajectory M; [(t1, ;) > M(1) is feasible, 7; = dinj; and there
exists a state S(1) € Se(M;) st M(S(1)) = M(1) and 2:(S(0),
S(1)) = (ti1, dmin j1). The calendar CAL(S(1)) is updated with
Algorithm 1 in order to sum up the earliest occurrence of all
transitions enabled at M(S(1)). The complete proof is
obtained in an iterative way. The trajectory M; [(41, 7)) >
M) [(t2 ©) > M(2) is also feasible, and » - 7; is the
minimal delay to wait before firing #,. There exists a state
S(2) € Se(My st M(S(2)) = M(2) and Q(S(1), S(2)) = (t;2, &2
- 77). The same holds for the rest of the timed trajectory.

Reciprocally, consider a path Path = S(0) S(1)...S(h) in the
TERG with M(S(0)) = M; and note Qe(S(k-1), S(k)) = (¢, di)
for k = 1,..,h. Then, the first part S(0) S(I) of Path
corresponds to a trajectory M(S(0)) [(¢1, d;) > M(S(1)) that is
feasible in <G, Dyin, Mp> because (a) #; is enabled at
M(S(0)), (b) d; is the minimal delay to wait before firing #;



(di = dpuinj1). The path is then completed in an iterative way :
S(0) S(1) S(2) corresponds to a trajectory M(S(0)) [(t1, di) >
M(S(1)) (12, d2) > M(S(2)) that is feasible in <G, Dyin, M>
because (a) # is enabled at M(S(1)), (b) d- is the minimal
delay to wait before firing #,. The same holds for the rest of
the path.[]

Property 2 formalizes the obvious statement that the
complexity to build the TERG of a TPN system is higher
than the complexity to build its usual reachability graph. But
this property ensures also that the set Sg(M;) remains of finite
cardinality as long as S(M)) is of finite cardinality.

Property 2: If S(M)) is of finite cardinality N, then Se(M) is
of finite cardinality Vg that satisfies:

N < Ni < kqN? 3)

Proof: Each state S € Sg(M)) is composed of a marking
M(S) and a calendar CAL(S). By assumption A2, the set of
markings S(M,) is of finite cardinality. To prove that Se(M,)
is also of finite cardinality, it is sufficient to prove that each
marking M € S(M)) is associated to a set of calendars
CAL(M) of finite cardinality. M enables at most g transitions
and each enabled transition has an enabling degree no larger
than k (assumption A1). Thus there are at most kq different
durations in each state of the TERG. Let us consider two
nodes S; and S> such that M(S;) = M(S;) = M, and the two
associated calendars: CAL(S;) and CAL(S;). These two
calendars contain exactly the same list of transitions, only
their remaining firing delays are different. For a given
transition ¢ in calendar the remaining firing delay d satisfies:
d € [0 : duin]. The key point is that ¢ is enabled from the date
the system enters in a new marking. As long as the number of
different markings is finite, the number of possible dates is
also finite, and consequently the number of possible
remaining firing delays too. This last number does not
exceed N. Thus Ng does not exceed N x kgN. Moreover, Ng
equals at least N and (3) holds. ]

In some particular cases, Se(M; coincides with S(M;).
Property 3 provides a sufficient condition to ensure that N =
N. For this purpose, let us introduce the set of markings Mpr
= Uter Mpgr(t) with Mpr(t) = {M € (N) " st M = M, —
Wer X(tin) with M, € S(M;) and t;, € Min°} and Min° the set
of transitions enabled at M;,.

Property 3: (M) coincides with Sg(M;) (i.e. Ne = N) if for
all M € Mpr and for all 1 € M°, min(M — Wpr.X(2)) <O.

Proof: Let us consider a marking M € Mpg and a transition ¢
€ MP° such that min(M — Wpr.X(?)) < 0. Let introduce also the
marking M’ reached by the firing of # M [t > M’. The
condition min(M — Wpr.X(¢)) < 0 means that the firing of ¢
disables all other transitions and that the remaining firing
delays of all transitions enabled at M’ equal exactly the
parameters in D,;, (according to the enabling memory
policy) Consequently the calendar associated to the marking
M’ is unique. If the property min(M — Wpr.X(2)) < 0 holds for
all M € Mpr and for all + € M°, then all markings in S(M))
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are associated to a single calendar and S(M;) coincides with
Se(My). [

CASE STUDY

TPN2 (Fig. 4) is the timed model of a manufacturing system
that produces two types of products according to two jobs
(Chen, 2011). The first job is defined by transitions #; to #s
and the second one is defined by transitions 7o to #;4. The six
resources pi4 to pio have limited capacities: m(pry) = m(pis)
= m(p17) =1 and m(pj5) = m(pjg) = m(p19) =k The marking
of places p; and ps represent respectively the number of
products that can be simultaneously processed by job 1 or
job 2: m(p;)) = m(ps) = m. The temporal specifications are
givenby Dpin=(11212111333333)T.

Job2 Jobl

Figure 4: TPN2 model of a manufacturing system
(Chen 2011)

Table 1 illustrates the variation of the size Ng of Se(M))
compared to the size N of S(M;) with respect to m and k. For
k =1, one can notice that the size of both reachability sets
tends to a limit value because the number of products that are
simultaneously in progress in both jobs cannot exceed 5
when few resources are available. For & > 1, this value
increases and one can notice that the cardinality of both
reachability sets increases rapidly with respect to m and k.
But Ng increases much faster than N

Table 1: Ratio Ng/ N for TPN2 in function of m and &

m/k 1 2 3
1 66/35=1.89 222/42=5.29 928/282=3.29
2 558/162 =3.44 2925/432=6.77 18541/509=36
3 874/257 = 3.40 16237/1632=9.95
4 925/280 = 3.30
5 928/282 =3.29




CONCLUSIONS

The contribution of this paper was to design a Timed
Extended Reachability Graph that encodes both the time
specifications and earliest firing policy. Such a graph was
proved to describe in an exhaustive way all timed feasible
trajectories of the considered DES and to remain of finite
size as long as the usual reachability set of the system is
finite. Consequently, it can be used for model checking, and
behavioral analysis. In our opinion, it can also be used for
control and scheduling applications. One of our future
research directions is to study such applications. Search
algorithms based on Dijkstra, A" or other one will be used
for that purpose. Nevertheless, the computation cost of the
TERG should be considered with attention. This is another
challenge to be addressed in the next future.
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ABSTRACT

In this paper we suggest to use subjective judgements to
measure persistence in time series by comparing pairs of
graphs with different Hurst exponent. The group of re-
spondents consisted of 30 volunteers who were asked to
identify which of two presented graphs is more jagged
(that is, less persistent). The graphs were simulated
using time series package of Mathematica®. The re-
sponses were processed using algorithm based on the
Thurstone-Mosteller model for paired comparisons. The
results of the analysis show that human eye is capable
of distinguishing graphs of time series with Hurst expo-
nents difference as small as only 0.02.

INTRODUCTION

Persistence is an important dynamic property of any
time series as it provides an understanding of the be-
havior of this time series. The study of persistence has
received significant attention since the early works of
B.Mandelbrot (Mandelbrot (1969), Mandelbrot (1972)).
Persistence forms the focus of many research in several
fields, including Hydrology, Health Sciences, Finance
and Econometrics, just to name a few. Persistence in
this context, refers to the quality of a time series to
keep the direction of change.

One of possible ways to understand persistence is to see
it as opposite to jaggedness. More jagged series are less
persistent and vice versa. Informally, it is defined as an
ability of a time series to "remember” past observations
to a greater or lesser extent and to follow past patterns
of behaviour. Mandelbrot (1969) defined persistence as
a “tendency for large positive (or negative) values to be
followed by large values of the same sign”.

There are various methods of studying persistence, most
commonly, persistence of an observed series is defined
in terms of Hurst exponent, persistence strength (less
often) and the newly introduced I-parameter (Litvine
and Gorshkov (2016)). The Hurst Exponent is one
of the most popular parameters that is mentioned
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in scientific literature, although it contains many
inconsistencies and contradictions. There is still much
unclarity as to whether the Hurst exponent measures
persistence correctly (see for example Litvine (2014)).
If applied in medicine, it could result in the wrong
diagnosis of illnesses such as cancer and heart disease.

Different tools exist in measuring persistence. The
oldest and best-known is the so-called rescaled range
(R/S) analysis popularized by (Mandelbrot and Wallis
(1969a), Mandelbrot and Wallis (1969b)) and based on
previous hydrological findings of Hurst (1951). Alter-
natives include Detrended Flactuation Analysis (DFA)
(Peng et al. (1994), Matos et al. (2008)), Fractional
Differencing and Periodogram Regression (Geweke and
Porter-Hudak (1983)), Aggregated Variances (Beran
(1994)), Gaussian Semi-parametric Estimation of Long
Range Dependence (Robinson (1995)), Wavelet Analy-
sis (Simonsen and Nes (1998)), Stabilogram Diffusion
Analysis (SDA) (Gorshkov (2012)).

In this paper we suggest a visual method of assessing
persistence. Human eye may be used to judge on
jaggedness and therefore on persistence as well. Today,
visual measurements are quite common. In engineering
and other sciences, numerous visual comparisons are
carried out (Beer et al. (2002)).

When studying graphs of time series, the difference be-
tween persistent and anti-persistent series is noticeably
clear. In this study, we aim to answer to which ex-
tent the human eye is capable of accurately measuring
persistence. We also use the method of paired com-
parisons (David (1988)) to process the responses of the
volunteers, who participated in visual measurements of
jaggedness.

Hurst Exponent

The persistence analysis has its roots in
of the British hydrologist Harold Edwin
introduced a parameter to investigate dependence
properties of phenomena such as levels of the Nile
River’s volatile rain and drought conditions that had
been observed over a long period of time (Hurst (1951)).

early works
Hurst, who



When Hurst examined capacity R(s) as a function of
s successive discharges for the Nile River, he divided
R(s) by the standard deviation S(s) as a function of
s successive discharges. Hence, the analysis is called
rescaled-range analysis (R/S analysis). He discovered
that for small values of s, the rescaled range R(s)/S(s)
is proportional to s with H being a constant between
0.5 and 1 and he judged H to be near 0.7, while
Mandelbrot and Wallis (1969a) found cases where the
best estimate of H is below 0.5, contradicting Hurst’s
claim that 0.5 < H < 1.

The Hurst exponent H, is defined in terms of the
asymptotic behaviour of the Rescaled-range as the
function of the time span of a time series (Rasheed and
Qian (2004) , Feder (1988)). The Hurst exponent is also
defined to be a real number in the interval He(0,1), as
it corresponds to a fractal dimension between 1 and 2.
The Hurst exponent (H) is a statistical measure used to
classify time series. The values of the Hurst exponent
vary between 0 and 1, with higher values indicating a
smoother trend, less volatility, and less roughness.

Hurst exponent and the fractal dimension are indepen-
dent of each other in principle (Gneiting and Schlather
(2004)), nevertheless, the two notions are closely linked
in most of the scientific literature. Mandelbrot (Man-
delbrot (1972) , Mandelbrot (1985)) has shown that the
Hurst exponent H is directly related to the fractal di-
mension D, therefore, the Hurst exponent can be con-
verted into a fractal dimension using the following for-
mula:

D=2-H (1)

The fractal dimension D, of a surface is a measure
of roughness, with De[m,m + 1) for a surface with
m-~dimensional space and higher values indicating
rougher surfaces (Gneiting and Schlather (2004)). The
fractal dimension of a line is 1, and of a geometric
plane is 2. Thus, the fractal dimension of a random
walk would be somewhere half-way between a line and
a plane.

Another parameter that is related to the Hurst exponent
is a persistence strength § and the relation between H
and [ is:

B=2H+1 (2)

Malamud and Turcotte (1999) mentioned, that
the equation 2 works most accurately for interval
0.2< H L0.6.

The Hurst exponent is a useful parameter for surface
analysis, also, it can be used to assess memory of a time
series i.e. correlation between the increments. The im-
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pact of the present on the future can be expressed as a
correlation:

C =220 (3)

where C is the correlation measure and it is not related
to the auto-correlation function (ACF), H is the Hurst
exponent parameter (Peters (1996)).

Classes of Hurst Exponent

There are three distinct classes of the Hurst exponent
(H);

1. 0 < H < 0.5 (anti-persistence)

Figure 1: Example of time-series with H = 0.25
showing anti-persistence (more jagged)

This is an anti-persistent type of the series, the
strength of this anti-persistent behaviour depends
on how close H is to zero. The closer H is to zero,
the closer C' in equation 3 moves toward —0.5, or
negative correlation (Peters (1996)). If the system
has went up in the previous period, it is more likely
to go down in the next period and vice versa. This
kind of series is more volatile, because it would
consist of frequent reversals. So, it behaves similar
to mean reverting stationary process.

2. H = 0.5 (Random walk)

Figure 2: Example of time-series with H = 0.5
showing random walk

This type of a series is called a random walk be-
cause its increments are random and uncorrelated,
in this case, C' in equation 3 equals zero . In other
words, the present does not influence the future.
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Figure 3: Example of time-series with H = 0.75
showing persistence (less jagged)

3. 0.5 < H < 1 (persistence)

Here we have a persistent, or trend-reinforcing
series and it’s trends are apparent. The strength
of it’s persistence, increases as H approaches 1
or 100% positive correlation in equation 3 (Peters
(1996)). The closer H is to 0.5, the less defined its
trends will be.

The graphs become smoother and less jagged as
H increases, and the range of cumulative values
increase with H. If the system went up (down) in
the previous period, it is more likely to continue
in that manner in the next period. Mandelbrot
suggested to describe such series with fractional
brownian motion, or biased random walks.

Hurst exponent H, is often referred to as the index of
dependence, it always lies in the interval 0 < H < 1
and H = 0.5 for processes that have independent
increments. Lately, particular interests focuses on the
hypothesis that 0.5 < H < 1, indicating relatively
long range dependence (Torsten (2002)). Peters (1996)
mentioned that persistent time series are the more
interesting class because, Hurst found that they yield
great quantities in nature.

Uses of Hurst Exponent

The Hurst exponent has been applied in many research
fields such as hydrology (Hurst (1951)). Also, used
in fractal analysis (Mandelbrot (1982) , Mandelbrot
and Van Ness (1968) , Mandelbrot (1985)). The value
of the Hurst exponent (H), in a time series may be
interpreted as an indicator of the irregularity of the
price of a commodity and currency in finance (Rasheed
and Qian (2004)), it has recently become popular in
health sciences as an indicator of heart failure or similar
quantity (Litvine and Gorshkov (2016)).

The Hurst exponent provides a measure for predictabil-
ity (Rasheed and Qian (2004)). It also measures
jaggedness in time series and surfaces (Peters (1996)).
It is used for quantifying the fractal features of LAND-
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SAT images (Valdiviezo-N et al. (2014)).

Estimating the Hurst Exponent

Mandelbrot built the first formal mathematical model
which is known as the Fractional Brownian Motion
(FBM). He used the Hurst exponent, named after
the British hydrologist, Harold Edwin Hurst, as one
of the parameters (Mandelbrot (1969) , Mandelbrot
(1972)).  Many research methodologies have been
developed through the years in an attempt to improve
the mathematical models used for reliable estimation
of the estimated Hurst exponent.

The Rescaled Range (R/S) is currently the most
extensively used method for measuring of the Hurst ex-
ponent and persistence in time series. This method was
originally developed by Hurst (1951). More recently
Lo (2007) argued that the statistical R/S analysis used
by Mandelbrot (1972) and Greene and Fielitz (1997)
was not very reliable, and as a result, introduced an
improved statistical R/S analysis.

Since then, a couple of empirical studies made use
of Lo’s modified R/S analysis. For example, Cheung
(1993) tried to contribute alternative evidence from
the perspective of long memory analysis by using Lo’s
modified R/S and fractional differencing test. The
results of Sadique and Silvapulle (2001), achieved
through R/S analysis, fractional differencing testing,
and time and frequency domain versions of the score
tests, contradict those of Cheung (1993).

Willinger and Teverovsky (1999) have criticised Lo’s
rescaled R/S test that it is inconclusive. They showed
numerically that even for a long memory time series
with a moderate value of the Hurst exponent like
H = 0.6 the Lo’s test cannot reject the null hypothesis
of short range dependence.

Alternatives includes Detrended Flactuation analysis
(DFA). Empirical tests can find that DFA analysis
performs perfectly sufficient and even better than other
alternative measures (Peng et al. (1994)), and also it
asymptotically provides good results for stationary time
series, however it appears that DFA cannot provide
protection against non-stationaries. =~ DFA has the
advantage over the standard variance analysis of being
able to detect long-term dependence in non-stationary
time series (Peng et al. (1994)).

DFA can find values for H > 1, is often thought to
provide evidence that DFA is superior and is considered
to be a serious drawback of FA. The fact that DFA can
estimate H > 1 reveals that, in such cases, de-trending
is not actually performed (Peng et al. (1994)). If a time



series is not a fractional Brownian motion, DFA can
give values of H that are out of the domain. However,
todays researchers use Hurst exponent without verifi-
cation whether the time series is a fractional Brownian
motion or not. If the process does not satisfy the model,
you may see results that are outside the domain.

Econometric and Financial empirical studies of long
term dependence, often rely on the studies of Geweke
and Porter-Hudak (1983), who developed a method for
the calculation of the fractional differencing. These
long memory measure models are now widely applied
in estimating persistence characteristics of various time
series (Cornelis and Yu (2008) , NyoNyo et al. (2006)).

Some of the conducted research pay attention to time
series models. These include GARCH and IGARCH
models which are used to estimate the behaviour of
financial stock markets, for example Su and Fleisher
Dongwei and Belton (1998). However, Kyaw NyoNyo
et al. (2006) criticised these time series models for not
being able to model long-term dependence/persistence
satisfactory.

In health sciences, heart diseases are among major
causes of death. That is why it is very important
to develop accurate methods of early diagnostics of
heart disorders. Litvine and Gorshkov (2016) used
stabilogram diffusion analysis (SDA) and a new tech-
nique based on empirical persistence (EP), analysing
persistence of RR-interval records for 15 subjects of
which five were healthy patients, five patients with
congestive heart failure and the last five patients with
atrial fibrillation.

Utilising the Hurst exponent, one of the most popular
parameter which is used for measuring persistence
(Malamud and Turcotte (1999)). Additionally, they
calculated the persistence strength (5) using the
Fourier transform of the autocorrelation function
of RR-intervals. After comparing all the suggested
techniques objectively, The EP method showed the best
results with lowest variability and certain differentiation
between health and atrial fibrillation groups (Litvine
and Gorshkov (2016)).

Persistence

Persistence or long-range dependence and fractal be-
haviour have been observed in amazing number of phys-
ical systems. Either phenomenon has been modelled by
self-similar random functions, thereby implying a linear
relationship between Hurst exponent, a measure of per-
sistence or long-memory dependence and fractal dimen-
sion, a measure of roughness (Gneiting and Schlather
(2004)).
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(Mandelbrot (1969) , Mandelbrot (1972)) was one of
the first few researchers to consider the importance
of persistence for studying statistical dependence in
asset returns. Since then, many empirical studies have
contributed further to Mandelbrot’s findings. Recent
empirical financial market research has demonstrated
that the Hurst exponent, a measurement tool of persis-
tence, tends to provide a good characterization of the
scaling characteristics for financial markets (NyoNyo
et al. (2006) , Cornelis and Yu (2008)).

Persistent time series are defined as any time series that
has Hurst exponent value of 0.5 < H < 1, are fractal
because they are also related to fractional Brownian
motion, because in fractional Brownian motion, across
time scales there is correlation between events (Peters
(1996)). A persistent time series would result in a
fractal dimension closer to a line as H gets closer to 1,
that is smoother and less jagged than a random walk,
as we saw in Figures 1, 2 and 3.

Anti-persistent time series is an opposite of persistent
time series with a value of 0 < H < 0.5, it would result
in rougher surfaces with a higher fractal dimension
and a more jagged series than a random walk, which
is a system subject to more reversals and this precisely
represents an anti-persistent time series (Gneiting and
Schlather (2004)).

Paired Comparison

Generally, Paired Comparison is any process of com-
paring entities in pairs to judge which of each entity
is preferred, or has a greater amount of some quantity
property, or whether or not the two entities are iden-
tical. The method of paired comparison is classified
by the modern science as a ranking procedure for
ordering objects with respect to certain characteristic,
which may not be defined formally (e.g. attractiveness,
successfulness, superiority, etc.) (David (1988)).

This is one of few formal mathematical models, which
is based on subjective preferences of judges or experts.
Judges are presented with objects from the given set
in pairs, as a result, the judges express and record
the object that they prefer the most from the two
objects all depending on which model of paired compar-
isons is used and the nature of objects in the experiment.

One of the reasons the objects are compared in pairs,
is for the judges (respondents) so they can concentrate
their attention on only two objects at a time. This
kind of approach is believed to avoid the effect of so
called sensory fatigue (Litvine (2004)), most of the
time it leads to confusion and lack of concentration
when evaluating more than two objects at a time.



Furthermore, it permits better discrimination between
very small differences in the objects when observing
just two objects.

This method is a simple and powerful alternative to
other ranking techniques, which may require complex
experiment planning procedures. The method of paired
comparison has been seen by far the most superior
than other ranking techniques (Litvine (2014)). That
is why the method has been used by most researchers
from diverse disciplines, including behavioral and
social sciences (Bradley (1976), Davidson and Farquhar
(1976), Litvine (1999)) .

The model that will be used for this study only deals
with preferences, i.e. the judge only says which object
or graph he or she prefers between the two. The other
models of paired comparisons give scores to the two
objects that are being compared, for example, saying
how many times one object is better than the other.
Some paired comparison models allow for ties in the
scores, while others do not.

In paired comparisons there are continuous models,
discrete models and there are distribution-free models
(Litvine (2004)). In this study we use Thurstone-
Mosteller model because it is one of the models that
only deals with preferences, i.e. it require responses of
”Yes” or ”No” which is the same as in this study where
only respondents are required to select ”A” or "B”.

The analysis of experiments involving paired compar-
isons has received considerable attention in statistical
methodology. The study of the method of paired com-
parison may be traced back to a very old publication
of Fechner in 1860, which he used for psychometric
investigations. Followed by Thurstone (1927a), who
formalized the method and provided proper math-
ematical background.  He conceived the approach
for measurement known as the ”law of comparative
judgment” (Thurstone (1927a), Thurstone (1927c),
Thurstone (1927b)).  Subsequently Mosteller (1951)
was a first statistician to make a breakthrough in this
area; he developed a proper mathematical foundation
to the method suggested by Thurstone. This resulted
as the very first and most popular model of paired
comparisons called Thurstone-Mosteller model.

Paired comparisons is also used in many other ap-
plications where objects are compared in pairs for
other reasons e.g. in sport statistics, the way most
of games work is that players of teams play against
each other two at a time, and then a score is obtained
from each game i.e. Tennis or soccer. Numerous other
applications of the method of comparisons are also
present e.g. military, economic to name a few.
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Results

This study makes use of simulated data obtained using
Mathematica® to produce a sample of graphs for
the questionnaire used when conducting this study.
We produce 95 pairs of graphs with different Hurst
exponent values not visible on the graphs and each pair
is identified by an I.D. Also the questionnaires will be
identified by an I.D. Both the pair and questionnaire
I.D are combined to form a unique I.D. of each response.

We asked 30 statistics students in the department
of Statistics at Nelson Mandela University from two
different third year classes of students to fill in the ques-
tionnaires. Firstly, the questionnaire was pre-tested on
a small sample of respondents, then it was administered
to a wider group of respondents to extend the reach of
the research. An advantage of this method is that the
data collection was immediate.

The respondents were required to choose the graph
that is more jagged between the two provided on the
graph document and make a tick on the block under the
column box, next to the graph I.D. The respondents
were also required to choose one graph even if they feel
like they are equally jagged, so they still need to make
a choice.

There data was divided into three groups, the first one
with values of Hurst exponent at a difference of 10%
and 20%, the second one at a difference of 5% and 15%
and the last one at a difference of 2%. The collected
data consists of 2871 observations where respondents
judges which graph was more jagged between the two
graphs.

We observed that the respondents made about 1437
correct guesses and that is about 50% of the total.
We defined the first class as those respondents with
LD number from 501-5015 and the second class from
601-6015, The first class made 48% correct guesses and
thats about half of the time. Whereas the second class
made made 52% correct guesses.

In the table below, we can see that there were more
correct guesses at 10% and 20% than at 5% and 15%
Hurst exponent difference as expected, because it is
easy to judge the jaggedness of the graphs at 10%
and 20% but difficult when the difference is smaller.
However, the number of correct guesses at 2% Hurst
exponent difference is even higher than at 10% and 20%.

In table 2 we present results of the paired comparison
analysis for the case of 10% difference in H. The
estimates are are close to the true Hurst exponent



Table 1: Number of correct guesses and percentages.

Difference in H | No. of correct guesses | Percentage
10% and 20% 461 49%
5% and 15% 414 45%

2% 478 56%

values, however the model we used turned to over-
estimate for H below 0.5 and underestimate for H
above 0.5. The most important fact here is that the
objects are ranked in exact order as per Hurst exponent.

Table 2: Results of Thurstone-Mosteller model at 10%
H difference.

True H value | Weight | Estimated H value
H=0.1 16.5782 0.1
H=02 13.7449 0.236726
H=03 11.005 0.3689424
H=04 9.59786 0.436845
H=0.5 8.26148 0.501333
H=0.6 6.92672 0.565744
H=0.7 5.59196 0.630154
H=028 2.77521 0.766079
H=09 0. 0.9

In the next three tables, we present the results of the
analysis for 3 cases of Hurst exponent: 0.15 < H < 0.35,
0.4 < H <0.6 and lastly 0.65 < H < 0.85.

When Hurst exponent values were between 0.15 and
0.35, we found that the there was an instance of in-
correct order, specifically case H = 0.19 was identified
as more jugged than H = 0.18. Otherwise all other
rankings are correct.

From the table 4 (0.4 < H < 0.6 we see that the model
over estimated the Hurst exponent values below 0.48
and under estimated above for H > 0.5. Also the
ranking of the objects is in a correct order.

In table 5 (0.65 < H < 0.85), the model overestimated
the Hurst exponent values below 0.75 and underesti-
mated for above 0.77. However, the estimated values
are also close to the true values. All objects are ordered
correctly.

Conclusions

In this work we asked 30 respondents to fill in a
questionnaire which contains pairs of graphs and we
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Table 3: Results of Thurstone-Mosteller model at 2%
H difference: 0.15 < H < 0.35.

True H value | Weight | Estimated H value
H=0.15 19.0675 0.15
H = 0.16 17.6579 0.164785
H=0.17 14.9434 0.193259
H=0.18 12.2014 0.222019
H=0.19 12.2181 0.221844
H=0.21 10.8827 0.235851
H=10.23 9.54743 0.249857
H=0.25 8.19794 0.264012
H=0.27 6.76451 0.279047
H=0.29 5.51709 0.292131
H=0.31 4.13785 0.306598
H=0.33 2.80309 0.320598
H=0.35 0. 0.35

Table 4: Results of Thurstone-Mosteller model at 2%
H difference between 0.4 and 0.6.

True H value | Weight | Estimated H value

H=04 16.369 0.4

H = 0.42 13.6223 0.433561
H=0.44 12.2454 0.450383
H = 0.46 10.8827 0.467032
H=0.48 9.51841 0.483702
H=0.5 8.26697 0.498992
H = 0.52 6.80998 0.516794
H=10.54 5.45602 0.533337
H = 0.56 4.20966 0.548566
H = 0.58 2.80253 0.565758
H=0.6 0. 0.6

asked them to choose in each pair a graph which is
more jagged. While misjudgments were quite common
(about 50% of the responses were incorrect), after
processing the responses according to the Thurstone-
Mosteller model for paired comparisons, we receive
highly reliable inference. =~ We had only one incor-
rect ordering (for H = 0.18 and H = 0.19). Note
that this was in case when graphs on the question-
naires were most similar (difference in H was only 0.02).

Surprisingly, we found that the group with pairs at 0.02
difference were judged better (in terms of proportion
of incorrect judgments) than the the group at where
difference between the Hurst exponent were higher
(0.10 and 0.20).

We have also found that the Thurstone-Mosteller
model overestimates smaller values of Hurst exponent
and underestimated higher values of H. It may be



Table 5: Results of Thurstone-Mosteller model at 2%
H difference: 0.4 < H < 0.6.

True H value | Weight | Estimated H value
H = 0.65 16.2645 0.65
H = 0.67 13.5782 0.683032
H = 0.69 12.1432 0.700678
H=0."71 10.7919 0.717295
H=10.73 9.53128 0.732796
H=0.75 8.12416 0.750099
H=0.77 6.70088 0.767601
H=10.79 5.48683 0.78253
H=0.81 4.09088 0.799695
H=0.83 2.65394 0.817365
H=0.85 0. 0.85

recommended to use other models in the future (e.g.
Bradley-Terry model).
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ABSTRACT

Important data can be lost or misplaced in many different
ways and circumstances. Sometimes it is never found
again. Well run organizations take steps (including
spending money) to secure data and have extra copies of
it stored in safe places in case the original data is lost.
Another problem is sometimes data doesn’t appear to be
important and later it becomes important and must be
found again. Also, so called cyberattacks (criminal
activity) can steal and/or destroy or compromise data.
Presented here is an example where important data is lost
and then recovered using good management practice and
statistical optimization.

INTRODUCTION

A new technical organization (Company A) has just been
hired by an important client to do work for it. Winning
the bid for this project was a great achievement for
Company A. Therefore, at 11 am, local time, on a
Monday, the first installment of data was sent to
Company A by computer email. It was then forwarded to
the five Company A employees. All five of the
employees went to lunch a little later and when they
returned at about 1 pm, all their computers failed to work
and the new data was missing.

CYBER ATTACK

The president (CEO) of Company A thinks that one of its
competitors, who lost out to them in the bidding for the
new client, launched some kind of cyberattack to the
company’s computers. A few hours later Company A’s
computer experts have the computers up and working
again, but the important data sent from their new client is
gone.

This appears to be industrial sabotage. But regardless, the
company CEO does not want to call its new client and say
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they lost the data and need more copies of it, for fear of
losing this potentially long term important client’s
business.

Therefore, the five employees are all questioned. Did
anyone write down the data? No. Does anyone
remember anything about the data? Yes. Did anyone do
any calculations with or about the data? Yes.

The company’s statistician remembered that there were
seven numbers and the median was 262 and all numbers
were whole numbers of 1 to 500. She then used her
calculator to calculate the sample mean, mean absolute
deviation, sum of squares of their numbers, harmonic
mean and the standard deviations s and sl (called s
prime). She then was going to calculate the skewness and
kurtosis coefficients. However, the phone rang and she
talked to a colleague for a while and then they all went to
lunch. She also noticed as she was leaving her computer
that the three numbers less than the median averaged 149.

Did she write the data down? No. Did she write down or
remember the eight statistics she had just calculated?
Yes. She wrote them on a little 3 inch by 5 inch note
card.

HERE IT IS

The company still does not know the seven numbers,
except for the median of 262. However, they know
(according to the statistician’s note card) that the:

1. Median = 262 (the median is the middle number
of an odd number of numbers once they are
placed in ascending order)

2. Letting X, X;, X3 be the three numbers less than
the median then x;+x,+x3 = 447 because she said
their average was 149

3. Her sample mean calculation revealed
x = Xx=255.571

n
4. The harmonic mean = 190.5664
5. The mean absolute deviation M.A.D. = 91.347



6. The sum of the squares of the seven numbers =
547889.

7. Standard deviation s prime s'1 =113.811

8. Standard deviation s = 122.9310

Therefore, a nonlinear system of seven equations and six
variables (remembering 262 is known to be the seventh
number) is set up and solved using multi stage Monte
Carlo optimization (MSMCO or statistical optimization)
revealing the seven data points to be 245, 117, 85, 262,
312,439 and 329.

DISCUSSION

The next section will do the formal solution of the seven
equations and six variables (remembering the median =
262 is known). However, a few comments precede the
formal calculation. First of all, not every computer
security or lost data recovery problem can be dealt with
effectively by solving a system of nonlinear equations.
However, a few of them can be. Also, there are problems
in chemistry (doing chemistry experiments to solve for an
“unknown”) and physics problems (many body
problems), electrical circuits, business optimization
problems, and economics equilibrium equations, etc.
where solving for unknowns (looking for and finding the
answers) is possible by solving a system of equations.
However, frequently those are nonlinear and multivariate
and difficult to solve with classical methods. Therefore,
the statistical optimization approaches rooted in
simulation are the way to deal with these nonlinear
systems.

THE FORMAL PROBLEM SOLUTION
Keeping in mind that the median = 262 attempt to solve

the six variable systems of equations using the statistical
simulation optimization (Multi Stage Mont Carlo)

technique:
(262. + x;+xX,tx3+x4+X51X6)/7. = 255.571 (1)
n =190.5664 )

6
126242 1./x;
i=1
6
(]262.-255.571 |+ | x-255.571 | )/7.=91.347 3)
i=1
6 2
262°+% x; =547,889 4)
i=1

6
(((262.-255.571)+% (x-255.571)°)/7.)°= 113.811  (5)
=1
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6

(((262.-255.571)* 4% (x-255.571)%)/6.)°= 122.9310  (6)
i=1

X1+X2+X3 =447 (7)

subject to 1 < x;< 500 for i=1, 2, 3, 4, 5 and 6 and all x;s
are whole numbers. Let the left and right hand side of
equation j be L; and R; respectively for j=1, 2, 3,4, 5, 6
and 7. Then try to minimize f(x;, X», X3, X4, X35, Xg) =

7
¥ | Li-R;| with a thirty stage Monte Carlo solution
=1

attempt drawing 200,000 sample solutions at each of the
thirty stages. (Please note that two slight alterations were
made to the f(x;, Xz, X3, X4, Xs, X¢) function and sampling
scheme to have a smoother simulation:

a. When j=4 |L4-R4| is replaced with .001 |L4-
R, | because the right hand side value 547,889 is
on the order of 1000 times larger than the other
equations right hand side values.

b. Random whole numbers are read in for x; and x,.
Then x; is solved for in equation 7 as x; = 447-
X-Xp. Then, if x5 is greater than or equal to one,
the simulation proceeds with the current random
sample solution. If not, then that set of six
numbers is judged to be not feasible and is
discarded. Then the simulation proceeds with a
new feasible solution.

An outer loop did 20 such solution attempts and the clear
answer was:

x; =245 e; =.00043
x; =117 e, =.00044
X3 =285 e; = 00006
x4 =312 e4 = 00000
X5 =439 es = 00069
X¢ =329 e, = 00032

Please see Figure 1 for a partial geometric and statistical
representation of the last three stages of the thirty stage
Monte Carlo simulation.

CONCLUSION

A hypothetical problem was presented where through
industrial sabotage by a competitor (a cyber attack) or
possibly an internal organization error important data was
lost.

However, enough statistical calculations had been done
by a statistician (answers recorded on paper but not the
data itself) that it was possible to set up a system of
equations and solve it with statistical optimization
simulation (or multi stage Monte Carlo optimization). A



Figure 1: Multi Stage Monte Carlo at Work

real case like this would probably have the company’s
legal department investigating and taking appropriate
legal action as warranted.

Many companies and organizations spend a lot of time,
effort and money to protect and safeguard their data and
industrial secrets and patents. However, given that human
nature perhaps has not changed in thousands of years,
industrial sabotage certainly predates the computer age.

On New Year’s Eve in 1879 the inventor, Thomas
Edison, invited the New York press and powerful
financiers to a party at his Menlo Park laboratory to show
off his improved electric light (longer lasting). The guests
were astonished that the lab was lit up by dozens of
electrical lights. The coverage and publicity represented
serious competition to the natural gas industry (and their
market for gas lights in homes).

Therefore, to protect his intellectual property from
sabotage Edison had some of his security “boys” on hand.
When some “hired” electricians showed up at the party to
destroy the Edison light show they were forcibly escorted
off the premises by his security people (Stross, 2007) and
(Adair, 1996).

It is, of course, true that data and property can be lost,
misplaced or damaged without any crime having been
committed. However, protecting corporate, organizational
or personal property in our internet connected age is an
ongoing battle. Presented here is an essentially statistical
optimization approach to this problem.
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Reviews of statistics for management and engineers can
be found in (Hayter 2002) and (Keller and Warrack
2003).  Also, additional applications of statistical
optimization simulation can be found in (Conley 2008),
(Conley 2013a) and (Conley 2013b).
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ABSTRACT

Many application areas employ a quantile, also known as
a percentile or value-at-risk, to measure risk of a stochas-
tic system. We present efficient Monte Carlo methods
to estimate a quantile through a combination of impor-
tance sampling and Latin hypercube sampling. We also
give numerical results from a simple model showing that
the combined methods can outperform each by itself.

INTRODUCTION

Consider a random variable Y output by a stochastic
simulation. For instance, Y may be the future loss of a
financial portfolio, or Y can be the peak cladding tem-
perature (PCT) in a hypothesized accident at a nuclear
power plant (NPP). For a fixed constant 0 < p < 1, we
define the p-quantile of Y, also know as its 100p-th per-
centile, to be the constant & such that P(Y < &) = p.
For example, the median is the 0.5-quantile.

Extreme quantiles (with p ~ 0 or p ~ 1) are often em-
ployed to assess risk. As an example, financial analysts
frequently utilize a quantile, which is also called a value-
at-risk, to measure portfolio risk. Indeed, the Basel 11
Accord (Basel Committee on Banking Supervision 2004)
specifies capital requirements in terms of 0.99-quantiles.
The U.S. Nuclear Regulatory Commission (NRC) per-
mits NPP licensees to demonstrate compliance with fed-
eral regulations through a 0.95-quantile (U.S. Nuclear
Regulatory Commission 2010).

Quantile estimation via simple random sampling (SRS)
has been well studied; e.g., see Chapter 2 of (Ser-
fling 1980) and (Hong et al. 2014). But SRS can pro-
duce a p-quantile estimator with large asymptotic vari-
ance, which motivates applying variance-reduction tech-
niques (VRTSs) to lessen the sampling error. Different
VRTSs have been proposed for quantile estimation, in-
cluding importance sampling (IS) (Glynn 1996, Glasser-
man et al. 2000, Chu and Nakayama 2012) and Latin
hypercube sampling (LHS) (Avramidis and Wilson 1998,
Dong and Nakayama 2017). (Olsson et al. 2003) com-
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bine IS and LHS to estimate a failure probability, and
they find that the combination can outperform each
method by itself in estimating the probability. Our cur-
rent paper combines IS+LHS for quantile estimation.
We give numerical results for a simple example show-
ing that IS+LHS can produce quantile estimators with
smaller error than either technique on its own.

The rest of the paper unfolds as follows. After giving the
mathematical setting, we review quantile estimation via
SRS, IS, and LHS. We then develop IS+LHS quantile
estimation. We follow this with results from simple nu-
merical experiments, and end with concluding remarks.

MATHEMATICAL SETTING
,Xd) S %d, let
(1)

where w : ®¢ — R is a given computable (determin-
istic) function. Let G be the cumulative distribution
function (CDF) of X, which we denote by X ~ G,
so G(x) = P(X1 < 21,X0 < 29,...,Xq < xq) for
x = (z1,79,...,74) € R%. Assume that

For a random vector X = (X7, X, ...

Y = w(X),

d
G(x) = H Gj(z;), (2)

where each X; ~ G, which implies the components of
X are independent. We allow G1,Ga,...,Gy to differ.
Let F be the CDF of the output Y in (1).

We can think of the function w in (1) as a computer code
that transforms a random input X ~ G into a response
Y ~ F. For example, in a probabilistic safety assess-
ment of an NPP (U.S. Nuclear Regulatory Commission
2010), a detailed computer code models the evolution
of a hypothesized event, such as a loss-of-coolant ac-
cident. The random vector X represents uncertainties,
such as the timing and size of the initiating event (e.g., a
pipe break) and material properties of the core cladding.
The computer code w numerically solves systems of dif-
ferential equations, with coefficients determined by X,
to output a figure of merit Y, such as the PCT.

For a fixed 0 < p < 1, we define the p-quantile of F' (or
equivalently, of Y) as the constant ¢ = F~!(p) = inf{z :



F(z) > p}. Let f be the derivative (when it exists) of
F, and assume that f(£) > 0, which ensures that the
p-quantile is unique. We also assume that the CDF F
cannot be computed because of the complexity of the
function w in (1), but we can generate an observation
of Y ~ F by sampling X ~ G and applying (1). The
goal is to estimate £ via Monte Carlo simulation. The
typical approach first estimates the CDF F' via multiple
simulation runs, and then inverts the CDF estimator to
obtain an estimator of the p-quantile £ = F~1(p).
Assume that Gj_1 can be computed for each coordi-
nate 1 < j < d, and let Uy,Us,...,Uy be independent
and identically distributed (i.i.d.) unif(0, 1) random vari-
ables. We then have that G;l(Uj) ~ Gj, 50

(GTH (), Gy (U2),...G3 ' (Ua)) ~ G
by (2), from which (1) implies

(3)

w(GTH(Uh), Gy (U2), ... Gg ' (Ua)) ~ F. (4)

SIMPLE RANDOM SAMPLING

We now review SRS estimation of £. Let n be the desired
sample size, and generate n x d i.i.d. unif(0,1) random
numbers, which we arrange in an n x d grid

Uigx Uip Ui
Usi Usp Usa

: : co (5)
Un,l Un,2 Un d

)

For each column 1 < j < d in (5), we then apply the
function Gj_1 to each entry in the column to obtain

Xy = (G7Y(U11), G3'(Ur2), .., G (Ura)),
Xy = (G7'(Us,1), Gy (Uz2), -y GiH(Us)),

(6)
X, = (G7Y(Un1), G5 ' (Un2), .oy G3H(Una)).

Because each row ¢ in (5) has d i.i.d. unif(0,1) random
variables, (3) implies that each X; ~ G. As the n rows in
(5) are independent, we also have that X, Xs,...,X,
are mutually independent.

Now let YV; = w(X;), 1 < i <n, and each Y; ~ F by (1)
and (4), with Y7, Y, ..., Y, mutually independent. Note
that F(y) = P(Y <y)=FE[I(Y <y)|=1- E[I(Y >
y)] =1 - P(Y > y), where I(-) denotes the indicator
function, which equals 1 (resp., 0) when its argument is
true (resp., false). The SRS estimator of the CDF F' of
Y is then defined by

n

- 1 1
Fsrsn(y) = EZI(Yi <y)=1- HZI(YZ' >y),
i=1 i=1
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which is unbiased for each y; i.e., E[FSRSm(y)] = F(y).
The SRS estimator of the p-quantile £ = F~1(p) is then

EsRs.n = Fs_Rlsm (p),

which we can compute through order statistics. Let
Yi, < Y, < ... <Y,., be the ordered values of the
Y;. Then égRS,n = Ypp)in, with [-] the ceiling function.
Although not a sample average, éSRSJL still obeys a cen-
tral limit theorem (CLT) v/n[€srs.n—€&] = N(0,72z5) as
n — oo (e.g., p. 77 of (Serfling 1980)), where = denotes
convergence in distribution (Section 1.2.4 of (Serfling
1980)), N(a,b?) is a normal random variable with mean
a and variance b?, and the CLT’s asymptotic variance is

2 _ Yes _p(1—p)
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Section 2.6 of (Serfling 1980) discusses some methods for
constructing confidence interval for £ when using SRS.

(7)

IMPORTANCE SAMPLING

Importance sampling is a VRT that is well suited to
analyze rare events; e.g., see Chapter VI of (Asmussen
and Glynn 2007). The basic idea is to alter the dis-
tributions driving the original system to make the rare
event of interest (e.g., a large financial loss of a portfo-
lio) occur more frequently, and then apply a correction
factor to account for the change. (Glynn 1996) devises
importance-sampling estimators for a quantile by first
applying IS to estimate the CDF F', and then inverting
the resulting CDF estimator to obtain the IS quantile
estimator. We now review the details.

Let Ps and Eg be the probability measure and expec-
tation operator, respectively, when X ~ G, so F(y) =
Po(Y <y) = Eg[I(w(X) < y)]. Let H be another CDF
on R, and let Py (resp., Ex) be the probability mea-
sure (resp., expectation) when X ~ H. Assume that G
is absolutely continuous with respect to H (see p. 422
of (Billingsley 1995)); i.e., if Py(X € A) = 0 for some
(measurable) set A C R¢, then Pg(X € A) = 0. The
idea underlying IS comes from expressing the CDF F as

Fy)=1-Pg(Y >y) =1- Eg[l(w(X) > y)]
:1—/ I(w(x) > y) G(dx)
ER{].

B G(dx)
=1- [Rdl(w(x) > ) H(dx) H(dx)

=1- Eg[I(w(X) > y)L(X)],

(8)
which applies a so-called change of measure as (8) has
an expectation computed with X ~ H instead of G, and
G(dx)

(x) =
H(dx)

(9)

is known as the likelihood ratio or Radon-Nykodim
derivative; see p. 423 of (Billingsley 1995). Hence, (8)



implies that we can obtain an unbiased estimator of
1— F(y) by averaging i.i.d. copies of I(w(X) > y)L(X),
where X is generated from H rather than G.

To do this, we assume that the joint CDF H satisfies

d

H(x) =[] Hi(x)

Jj=1

(10)

for x = (x1,29,...,24) € R4, where each H; is a CDF
on R, and H;, 1 < j < d, may differ. Thus, a random
vector with the joint CDF H has independent compo-
nents. By (2) and (10), we see that (9) becomes

4 Gi(dxj)
L(x) = - 11
0= 1) .
for x = (z1,22,...,2q4). If each G; (resp., H;) further
has a density g; (resp., h;), then the likelihood ratio
satisfies L(x) = H?Zl[gj(xj)/hj(xj)]. In this case, G in
(2) is absolutely continuous with respect to H if h;(z) =
0 implies g;(z) = 0 for each coordinate 1 < j < d.
We next construct an estimator of F' based on (8). As-
suming that each H j_l is computable, we then can sam-
ple n i.i.d. copies of X ~ H by applying H;l to each
entry in each column j of (5) to obtain

Xy = (Hy "(Ury), Hy'(Urg), ..., Hy'(Ura)),
Xy = (Hy "(Uz,), Hy '(Us2), ..., Hy'(Uza)),

(12)
X, = (Hy ' (Upp), Hy'(Un2), -y Hy ' (Una))-

Because each row ¢ in (5) has d i.i.d. unif(0,1) random
variables, we have that X; in (12) has joint CDF H by
(10). Moreover, X;,Xs,...,X,, in (12) are independent
because the rows of (5) are independent. Hence, an IS
estimator of the CDF F of Y motivated by (8) is

Fisaly) = 1=+ 3" Iw(X) > y)L(X).  (13)
i=1

The IS estimator of the p-quantile £ = F~1(p) is then

s = FIE}n(p)-

To compute (14), sort the w(X;), 1 < i < n, in as-
cending order, and let i1, 19, ...,4, be the indices of the
sorted values; ie., w(X;,) < w(X;,) < -+ < w(X;,).
Then éls’n = w(X;, ) for the largest integer r satisfying
Yo, L(X;,) > (1 — p)n. ((Glynn 1996) also considers
other IS estimators of F' and &; we omit the details.)

Assuming that f(¢) > 0 and Ey[L(X)?] < oo, (Glynn

1996) proves that éIS,n obeys a CLT \/ﬁ[éls,n & =

(14)
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N(0,7%) as n — oo, where 115 = Y& /f2(£) and i =
Eyg[L(X)2I(w(X) > ¢)]—(1—p)?. (Chu and Nakayama
2012, Nakayama 2014) develop asymptotically valid (as
n — o) confidence intervals for £ when applying IS.

LATIN HYPERCUBE SAMPLING

LHS can be thought of as an efficient way of extend-
ing stratified sampling to high dimensions, and it re-
duces variance by producing negatively correlated out-
puts. (McKay et al. 1979) originally devised LHS to
estimate a mean, and (Stein 1987) further analyzes the
approach. (Avramidis and Wilson 1998) use LHS to
estimate a quantile, which we now review.

For each input coordinate 1 < j < d of (2) and (4), let
;= (m;(1),7;(2),...,m(n)) be a random permutation
of (1,2,...,n). Specifically, m; is equally likely to be
any one of the n! permutations, and ¢ maps to m;(i) in
permutation 7;. Assume that 7y, 72,..., 74 are inde-
pendent, and for each 1 <7 < n and 1 < j < d, define
Vij = [mj(i) =1+ U;;]/n for U, ; in (5). Then arrange
the V; ; into an n x d grid

Viig Vip Vi,a
Vaa Vap Va,a

s . (15)
Vn,l Vn,Z Vn,d

For each column 1 < j < d of (15) and each 1 < k < n,
exactly one 1 < ¢ < n has V;; € ((k—1)/n,k/n] by
construction, so each column j of (15) forms a stratified
sample of the unit interval. Next apply G;l to each
entry in each column j of (15) to get

Xi = (G7'(Vin), G3'(Vag), .., G (Vi)
Xy = (G7H(Va,), Gy (Vay), .., Gyt (Vaa)),
X;z = (Gl_l(vml)v GQ_I(Vn,Q)a LR G;l(de)),

the LHS analogue of (6). It is easily shown that the
d entries in each row i of (15) are i.i.d. unif(0,1), so
X! ~ G by (3). But all of the entries in each column j of
(15) share the same permutation 7;, making the rows of
(15) dependent, so X, X%, ..., X! are also dependent.
Now define Y/ = w(X}), 1 < ¢ < n, for the function w

in (1). The fact that each X, ~ G ensures that each
Y/ ~ F by (4). But Y{,YJ,...,Y, are dependent be-
cause X1, X%, ..., X! are.

The LHS estimator of the CDF F of Y in (1) is then

~ 1 n 1 n
Fiusn(y) = n ZI(Yi/ <y)=1- EZI(Y; > ).
=1 i=1



Inverting this leads to the LHS p-quantile estimator
§LHSn = FL_I-%S,n(p)'

We can compute {Lus,n as {LHsn = Y(’np]m, where
Y/, <Yj, <--- <Y/  are the sorted Y; values.
Under regularity conditions, (Avramidis and Wilson

1998) prove the LHS p-quantile estimator obeys a CLT

Valérms.n — & = N(0,724s) as n — oo, where
2
s = HS. (16)

and we define 1?4 below. (Dong and Nakayama 2017)
devise asymptotically valid confidence intervals for &
when applying LHS.

To give an expression for 1 yg, let x (U1, Uz, ..., Uy) =
I(w(GTHY), Gy Y (Uy), ..., G (Ug) < &) for
U1,Us,...,Uqiid. unif(0,1), so E[x(Uy,Us,...,Uy)] =
F(&) by (4). Also, for each input coordinate 1 < j < d,
let x;(u) = E[x(U1,Us,...,Uq)|U; = u]. We then have
Uins = @[’%RS*Z?ﬂ Var[x;(U;)], where ¢3gg = p(1—p)
by (7). Therefore, the asymptotic variance 7¥yg in (16)
of the LHS p-quantile estimator is no larger than the
SRS asymptotic variance 73gq in (7).

COMBINED IS+LHS

We now combine importance sampling and LHS for
quantile estimation. To do this, we first apply H i !
from (10) to each entry in each column j of (15) to get

X4 = (H;'(Vig), Hy'(Vi2), -, Hy'(Via)),
X/Q = (Hfl(%,l)u H271(‘/2,2)7 ey Hgl(‘/é,d))a

(17)
X/n = (Hfl(vn,l)’ Hgl(vn72)v cey H(;l(vnyd))v

which is the IS+LHS analogue of the IS-only (12). Be-
cause each row 4 in (15) has d i.i.d. unif(0,1) random
variables, we have that X} in (17) has CDF H by (10).
But X/, X},..., X! in (17) are dependent because the

rows of (15) are dependent. Our IS+LHS estimator of
F inspired by (8) is then

FisiLusn(y) =1- %ZI(w(Xg) >y)L(X]) (18)
i=1

for X4,X5,..., X/ in (17), w in (1), and L in (11).
Thus, (18) is the IS+LHS analogue of the IS CDF esti-
mator in (13). We then compute the IS+LHS estimator

of the p-quantile £ = F~1(p) as

2 1
§is+rus,n = Figipus . (p)-
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We can compute 515+LHS7,L as follows. Sort w(X}), 1 <
1 < n, in ascending order, and let my, ms, ..., m, be the
indices of the sorted values; i.e., w(X], ) < w(X],,) <

- < w(X’ ) Then éIS—&-LHS,n = w(X;m) for the

Mo,

largest integer r satisfying ;" L(X},,) > (1 —p)n.
NUMERICAL RESULTS

We ran numerical experiments to assess the quality of
p-quantile estimators for the following simple simulation
model. In (2), we let d = 10, and for each 1 < j < d,
we chose the marginal G; = ®, the univariate N(0,1)
CDF, so X = (X1, Xo,...,X,) is a vector of d i.i.d. stan-
dard normals. Hence, by (3), we can generate the vector
as X = (&~ Y(Uy), @ 1 (Us),..., 271 (Uy)) ~ G, where
U1,Us, ..., Uy are i.i.d. unif(0,1). We define the func-
tion w in (1) as w(X) = Y7_; X;. Thus, the CDF F of
Y = w(X) is that of the N(0,d) distribution. We can
then compute the true p-quantile of F as £ = v/d®~1(p),
and the goal is to estimate & via simulation.

For sample size n = 200, we constructed p-quantile
estimators using each of the methods SRS, LHS, IS,
IS+LHS for p = 0.8, 0.9, 0.95, and 0.99. For IS and
IS+LHS, the IS marginal CDF H, in (10) is N(¢/d, 1)
for each coordinate 1 < j < d, so IS changes the mean
of each X from 0 to &/d. Thus, their sum Y under H
has mean &.

For each method and each value of p, we ran 10* inde-
pendent experiments to estimate the root-mean-square
error (RMSE) (E[(&, — €)?])Y/? of each p-quantile es-
timator, generically denoted as én (As quantile esti-
mators are generally biased, we consider RMSE instead
of standard deviation because the latter does not ac-
count for bias.) We finally estimated the relative RMSE
(RRMSE) as the estimated RMSE divided by the true
p-quantile. Table 1 contains the results.

Table 1: Relative Root-Mean-Square Error of the p-
Quantile Estimator for Each of the Methods SRS, LHS,
IS, and IS+LHS

Relative RMSE
Method || p=0.8 | p=0.9 | p=0.95 | p=0.99
SRS 0.120 0.094 0.089 0.110
LHS 0.084 0.074 0.079 0.105
IS 0.069 0.041 0.030 0.019
IS+LHS 0.061 0.038 0.028 0.018

We now note some of the table’s salient features. For
each p, LHS has smaller RRMSE than SRS, so LHS al-
ways produces p-quantile estimators with less error than
SRS. For each p, the RRMSE of IS is much smaller than
that of LHS, especially for p ~ 1. Moreover, IS+LHS
has smaller RRMSE than IS, so we can improve IS by
further incorporating LHS.

For p = 0.8, the ratio of the RRMSEs of SRS and LHS
is 0.120/0.84 ~ 1.43. The quantile estimators’ CLTs



suggest that their RMSEs decrease at rate n=/2, so SRS
needs a sample size that is a factor of (0.120/84)? ~ 2.04
larger than that for LHS to achieve roughly the same
RRMSE. But the ratio of RRMSEs for SRS and LHS
decreases to 0.110/0.105 ~ 1.05 for p = 0.99. Similarly,
the ratio of the RRMSEs of IS and IS+LHS decreases
from 0.069/0.061 ~ 1.13 for p = 0.8 to 0.019/0.018 =~
1.03 for p = 0.99. Thus, the benefit of LHS lessens for
more extreme quantiles.

CONCLUDING REMARKS

Quantiles are often used to assess risk, as in finance and
nuclear safety. We combined two well-known variance-
reduction techniques, importance sampling and Latin
hypercube sampling, to estimate a p-quantile. The com-
bination can outperform each method by itself in terms
of relative RMSE, but the benefit of IS+LHS over IS
may decrease as p — 1.
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ABSTRACT

There is a fairly well developed and widely known theory
for solving linear systems of equations which when
hooked up to a modern day computer can be a powerful
facility. The real cost of this approach is the all too
common temptation to linearize essentially nonlinear
relationships. One way to overcome this problem will be
discussed here. That is using computer statistical
simulation techniques to solve nonlinear systems of
equations in our computer age.

Four examples of nonlinear systems of equations will be
presented and solved here. They will range in size from
five to twenty-five variable systems..

INTRODUCTION

The fundamental theorem of linear programming can be
expressed (in a slightly oversimplified manner) to be that
the optimal solution is at a “corner point” of the feasible
solution space. This, along with a course in linear algebra
and linear systems, points the way toward solving systems
that are linear.

However, with nonlinear systems of equations, or general
nonlinear optimization, the optimal solution or solutions
could be anywhere in the feasible solutions spaces.

Therefore, simulation techniques such as multi stage
Monte Carlo optimization (MSMCO) seem useful in
dealing with difficult nonlinear examples. Four such
problems are presented here. Figure 1 gives a partial
geometric and statistical representation of the MSMCO
simulations at work.

A FIVE VARIABLE, FIVE EQUATION EXAMPLE

Try to solve the following system of equations:
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X3+ xoX4 + X5 = 17,192,756 (1)

X3 4xx+x=90582  (2)
X3+ xo%; + %5 = 6,557,117 (3)
xi + XXy T X5 = 8,]45,260 (4)
X3+ X%+ x4 = 3,356,396 (5)

for an all integer solution in the range 0 < x; < 300 for i =
1,2,3,4,5.

Figure 1: MSMCO Simulation Solving a System of
Equations

First transform it to Minimize f(x,, X;, X3, X4, X5) =

LR || LR |+ [ LR [+ LR | Lok |
subject to 0 < x; <300 and all whole numbers for i=1, 2,
3, 4, 5 where L; and R; are the left and right hand sides of
equation j for j = 1, 2, 3, 4, and 5. Then select an eight
stage  MSMCO simulation drawing 5,000 feasible
solutions at each stage with a funneling factor of F=2 to



reduce the search region in each subsequent stage by
cutting the dimensions in half. Less than a second of
computer run time produces the solution x; = 258, x, =95,
X3 = 187, x4 =201 and x5 = 149.

SIX EQUATIONS AND TWENTY VARIABLES

An electrical circuit requires four banks of five groups of
resistors (each with an on/off switch) in a parallel series
arrangement as described in Figure 2. The little buttons
(circles) above each of the 20 resistors can be pressed or
not to connect the individual resistor or disconnect it to
the overall circuit. One can see that as long as at least one
resistor in each of the four banks is connected to the
circuit the current will flow through this four bank section
of the overall electrical circuit.

R
1
1 4
+

+
+
!
+

: .
®
; L

Figure 2: A Push Button Switching Resistance Network

The designers require at this point that when the
following switches are turned on (connected) that the
resistance will be 88 ohms, 117 ohms, 130 ohms, 140
ohms, 150 ohms, and 165 ohms in this part of the circuit.

Also, each resistor cannot be larger than 700 ohms. Let
the resistance values be x; for i = 1, 2, 3 ... 20 in the
pattern

X1 X2 X3 X4 X5

X6 X7 Xg X9 X10

X11 X12 X13 X14 X15

X16 X17 X18 X19 X20
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The total resistance R = R; + R, + R; + Ry for four banks
if they are in series. However, if five resistors are in
parallel as in this circuit in Figure 2, then
I=1+1+1+1+1
R R; R, R; Ry Rs
Combining the series and parallel laws of resistance to
match our Figure 2 circuit with the following switches in
the on (connected) position, we get the following system
of six equations in 20 unknowns.

With switches 3, 4, 5, 8, 9, 10, 13, 14, 15, 18, 19 and 20
in the off position and 1, 2, 6, 7, 11, 12, 16 and 17 in the
on position the total ohms should = 88 ohms

1+ 1+ 1+ 1 =880hms (6)
1.1 1.1 1.1 141
XI XZ X6 X7 X]] X]Z X]G X]7

And with switches 1, 3, 6, 8, 12, 13, 16 and 18 in the on
position and the rest of them off, the total resistance
should be

1+ 1+ 1+ 1
1.1 1.1 1.1 1.1

Xl X3 X6 XS X12 X13 Xl() XIS

=117 ohms (7)

Also, with switches 2, 3,7, 8, 11, 12 and 17 and 18 in on
position we require

1+ 1+ 1+ 1
1.1 1.1 1.1 1.1
X2 X3 X7 XS Xll XIZ X17 XIS

=130 ohms (8)

Then with switches 3, 4, 8,9, 13, 14, 18 and 19 on
1+ 1+ 1+ 1 =140 0hms (9)

r.1 1.1 1+1 1.1

X3 X4 XS X9 X13 X14 X18 X19

Switches 4, 5, 9, 10, 14, 15, 19 and 20 turned on must

yield

1+ 1+ 1+ 1 =1500hms (10)
1.1 1.1 1.1 1.1
X4 X5 X9 XIO X14 XIS X19 XZO

While with switches 2, 5, 8, 10, 14, 15, 16 and 20 on
1+ 1+ 1+ 1 =1650hms (11)

1.1 1.1 1.1 1.1

Xy X5 Xg X X X5 Xig Xoo

are required.

Using the statistical optimization approach (multi stage
Monte Carlo optimization or MSMO) first the system of
equations is transformed to minimize

(X1, X, X3, ... X20) = | Li—Ry |+ | LoRa | +| LRy | +
|L4—R4|+| Ls- R5|+|L6R6|agaan1ththeL and R; as
the left and right hand sides of the equations subject to 0 <
X; < 700 ohms (Figure 1 gives a partial geometric and
statistical illustration of this process).

Then a 50 stage MSMCO computer simulation draws



10,000 feasible solutions at each stage in an ever
narrowing and repositioning search for better and better
answers (less error). Presented here is the first and last
ten stages of the printout. The answer follows the stage
50 total error of .00002 ohms. This program ran in less
than 5 seconds on a desk top computer. This simulation
used about six or seven places of accuracy. However, by
switching to double precision arithmetic 12 to 14 decimal
places of accuracy could be guaranteed if necessary.

The printout of the resistance network solution stages is
Xy, X, . .. Xp).

Stage Number Total Error

1 568.21594

2 480.30206

3 323.37311

4 290.76581

5 75.25645

6 50.41321

7 50.00489

8 37.50713

9 16.86428

10 13.82444

| O

| O

| O

41 .00034

42 .00023

43 .00017

44 .00008

45 .00008

46 .00007

47 . 00004

48 .00004

49 .00003

50 .00002
The printout solution is:
X1=546.48645  X,=4.11427 X5=66.22755 X4=25.03539
X5=95.81268 Xe=43.34272 X7=229.82501  Xg=163.97571
Xo=113.46217  X,p=197.73457  X;;=204.15941 X;»=9.73828
X13=328.54095  X;4=56.42705 X5=458.11661  X;6=40.52254
X17=653.32147  X;5=21.84053 X19=9.49100 X50=44.35545

AN OVER CONDITIONED SYSTEM
OF EQUATIONS

Presented here is a nonlinear system of equations where
the number of equations exceeds the number of variables.
The theory of linear algebra might call this an over
conditioned system and the electrical resistance network
equations presented earlier an under-conditioned system
(less equations than variables). The five equation, five
variable first problem could be viewed as uniquely
conditional (probably only one solution). However, those
rules and linear algebra theory do not apply to nonlinear
systems such as we have here.
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However, it is worth mentioning that statistical
optimization (MSMCO) can be tried on most any system
of equations. However, as the number of equations grow
in relation to the number of variables, there may be less
answers to find (or no answers at all) and generally the
problem is more difficult to solve (but not necessarily
impossible).

Let us look at the following 8 variable 12 equation system
and try to solve it for an all whole number solution by
doing real valued arithmetic with MSMCO and rounding
off the last stage answer to whole numbers.

This system of equations is:

x5 +xix3 +x,= 1,383,568 (12)
X3+ X% +x3 = 8,633,257 (13)
X3+ XsXs + X6 = 3,964,346 (14)
X3 +x7xg +x7,=2,005,416  (15)
X3 +xx7 +x; = 690,868 (16)
X3+ x3%6 + x5 = 102,828 (17)
X3 +xxg +x4=5,019,280  (18)
x5 + X4xs + x5 = 792,750 (19)
X)+ X4+ X7+ x5 =415 (20)
Xy + X3 + X5 + X6 = 581 (21)
X1Xp T Xz X3 + X3 X4 = 62,011 (22)
XaXs + Xs X + X7 Xg = 38,807 (23)

with 0 < x; < 250 for i=1, 2, 3 . .. 8 and all whole

numbers.

The system is transformed to minimize f(x;, X, X3, X4, X3,
Xe, X7, X8) = | Li-Ry | +| LRy | + | Ls=Rs | +| LoR |

+| Ls-Rs | +| Le-Rg | +] LRy |+ | Lg-Rg |+

| L9*R9 | + | Ll()*Rl() + L11-R11 | + | L12-R12 | subject to
0 <x; <250 and all whole numbers for i=1, 2, 3 ... 8 and
L; and R; are the left and right hand sides of equation j for
=1,2,3,...12.

The MSMCO simulation used drew 1,000,000 all real
valued feasible solutions at each of forty stages in the
MSMCO simulation. The dimensions in each stage were
reduced in size by 1.41 (or the square root of 2) and
“funneled” into the fortieth stage values of x; = 171.000,
Xy = 205.024, x3 = 92,000, x4 = 88.000, x5 = 158.000, x¢ =
126.000, x; = 44.999, xg = 111.00 which, when rounded,
to the nearest whole numbers, produces an exact solution
of x; = 171, X, = 205, X3 = 92, x4 = 88, x5 = 158, x5 = 126,
x7 =45, xg = 111 with no error or f(x;, X, X3 . . . Xg) = 0.



The forty stage printout is:

Stage Number Total Error
1 2,979,655
2 2,839,862
3 2,196,819
4 1,824,941
5 1,226,064
6 859,745
7 387,499
8 387,499
9 307,404
10 217,602
11 164,387
12 117,912
13 89,859
14 63,962
15 28,556
16 28,556
17 17,463
18 17,131
19 14,388
20 7,301
21 5,991
22 3,391
23 2,666
24 1,572
25 1302
26 785
27 489
28 411
29 411
30 309
31 180
32 160
33 116
34 94
35 87
36 65
37 63
38 56
39 53
40 51

Notice stage forty did have a total error of about 51.
However, once the eight variable values are rounded to
the nearest whole numbers the answer is exactly correct
with no error.

Another solution option would have been to just do all
integer arithmetic in the whole simulation.

An additional option would be to try three solution
attempts of the type done here and then any of the
variables that produce the same value on all three
attempts would be pinned down for a fourth MSMCO
solution attempt. This modal averaging (with a mode of
3) would easily produce the exact optimal on the fourth
MSMCO attempt even if the first three failed.

This repeated modal averaging was done with MSMCO
by the author on the well-known (but at the time
unsolved) test problems number 30, 31, 32 and 33 in the
mathematics literature (Conley 1991a), (Conley 1991b
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and (Conley, 1993) after transforming the problems to
transportation examples with 150 and 200 variables.

The true optimals were produced. This averaging and
rounding technique (and additional transformations) can
be effective sometimes on difficult or seemingly
unsolvable optimization problems or systems of
equations.

A CAPACITANCE SYSTEM

The parallel series laws for electrical capacitators are
somewhat reversed from the laws for electrical resistance.
For capacitators in series

1=1+ 1+1+ 1, 1 whereC is the total

C C GC, G C4 Cs

capacitance and C;, C,, C;, C, and Cs are the capacitances
of the individual capacitators.

Also, C = C; + C, + C; + C4 + Cs says that for
capacitators in parallel the total capacitance is the sum of
the individual capacitators values. Please see Figure 3 for
a 5x5=25 capacitator bank with on/off toggle switches.

}
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{

Figure 3: A Toggle Switching Capacitance Network
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Therefore, for the example here if capacitators 1, 5, 6, 10,
11, 15, 16, 20, 21 and 25 are the only ones connected to
the network in Figure 3 the required total capacitance is
3,500 microfarads expressed in equation (24).



Again, referring to Figure 3, the variables used here from
left to right and top to bottom are in the pattern

X] X2 X3 X4 Xs
X6 X7 Xg X9 X10
X11 X12 X13 X14 X15
X16 X17 X183 X19 X20
X21 X22 X23 X24 X25

Also, if only capacitators 2, 4, 7,9, 12, 14, 17, 19, 22 and
24 are connected then a total capacitance of 3000
microfarads is required in equation (25). Additionally, if
only capacitators 3, 4, 8, 9, 13, 14, 18, 19 and 23, 24 are
connected a total capacitance of 2500 microfarads is
required in equation (26). And, if only capacitators 1, 3,
7, 8, 12, 13, 16, 18, 21 and 23 are connected a total
capacitance of 4000 microfarads is needed (equation 27).
Continuing if only capacitator 2, 5, 6, 9, 11, 13, 18, 19,
22, and 24 are connected, the capacitance required is 4500
microfarads in equation (28).

Therefore, to solve this five equation twenty-five variable
nonlinear capacitance system of equations, the approach
is to try to minimize f(x;, X,, X3, . . . Xp5) =|L24f
Roy | + | Lys—Rys | + | L6Ras | + | Ly7-Ryy | + | Log—Ryg |
where L; and R; are the left and right hand sides of
equation j for j = 24, 25, 26, 27, and 28. A fifty stage
MSMCO statistical optimization simulation is attempted
drawing 10,000 feasible solutions and always storing the
best answer so far, and repositioning the search about the
new best answer. Also, after every stage of 10,000
feasible solutions, the next stage has its search dimensions
reduced by a factor of 1.41 (the square root of 2). This
allows the simulation to “funnel” (so to speak) into a
useful solution.

The printout of the solution coordinates for this few
seconds computer run follows here after the system of
equations.

1 =3,500
1+ 1 + 1+ 1 + 1 micro-
Xi+Xs  Xet+Xio Xt Xis Xigt+Xa Xp+Xps farads (24)
1 =3,000
1+ 1+ 1 + 1 + 1 micro-
X2+X4 X7 +Xg X[z + X14 X17 + X[g Xzz + X24 farads (25)
1 =2,500
1+ 1+ 1 + 1 + 1 micro-
X+Xy  XKgt+Xo Xzt Xy Xigt Xio Xoz+ Xos farads (26)
1 =3,000
1+ 1+ 1 + 1 + 1 micro-
X1+X3 X7+Xg Xlz +X|3 X|5+X|g Xz[ +X23 farads (27)
1 =4,500
1+ 1+ 1 + 1 + 1 micro-
X+ Xs XKet+tXo Xipt+Xiz Xigt Xig Xoo+ Xos farads (28)
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subject to 10 < x < 100,000 microfarads upper limit on
individual capacitators for i=1, 2, 3, . .. 25.

The printout answer for

X,=7642.6216
x4~15333.8799
Xx7=7679.6050
X10=9913.1416
X13=25480.7969
X16=29435.1660
X19=17130.3594
X2=9195.6914

x,=11863.8330
Xs=28376.4180
xg=4658.4243
X]]=2]33]00]
x14=4001.8213
x17=14696.3193
X20=23035.1055
X23:47244390

x3=21466.3770
x¢=18855.1875
x5=1296.3455
x1,=11529.0068
X15=3834.6125
X1§=27944.4727
X, =6368.3716
X24=1996.4415
X»5=20980.98.24

Stages Total Stage Error
1 2425.28760
2 2044.93896
3 900.61182
4 894.59595
5 802.41040
6 613.55273
7 440.20532
8 372.60815
9 213.61523
10 177.54297
11 127.21094
12 56.91919
13 53.88916
14 35.41992
15 26.86377
16 18.78198
17 10.80054
18 10.80054
19 7.0896
20 544214
21 3.096119
22 2.71631
23 1.67212
24 1.33545
25 75439
26 65649
27 29590
28 25366
29 23584
30 .08423
31 .08423
32 .08423
33 04126
34 .04102
35 .03076
36 01563
37 01270
38 01123
39 .00806
40 .00562
41 .00244
42 .00195
43 .00146
44 .00098
45 .00049
46 .00024
47 .0000
48 .0000
49 .0000
50 .0000



CONCLUSION

A selection of nonlinear systems of equations was
presented and solved using the multi stage Monte Carlo
optimization (MSMCO) simulation technique.

One system had the same number of equations as
variables and required whole number answers. Another
had more equations than variables, while the other two
had fewer equations than variables and required real value
solutions.

A nice feature of the approach is that if the last stages of
the MSMCO simulation produce a total error term of
zero, one not only receives an answer but it automatically
checks in each equation.

Additionally, if the process did not converge to an exact
solution and the total error term is relatively small, it still
might be a useful solution in the worlds of science, big
business, and economics where sometimes approximate
solutions that are arrived at quickly are preferred.

More examples of MSMCO problems (or statistical
optimizations) and statistical analyses in linear and
nonlinear settings are in (Anderson, Sweeney and,
Williams 1999), (Anderson 2003), (Black 2014), (Conley
1981), (Conley 2009), (Hayter 2002) and (Keller and
Warrack (2003).  Statistical optimization is a new
application area for survey sampling in our computer age.

It should be mentioned that in a sense the statistical
optimization process (MSMCO) runs throughout with a
random number generator. Many of these generators are
a type of abstract algebra function which can repeat itself
after a while.

So, for example, after generating may be one hundred
thousand random numbers between 0 and 1 the function
might start repeating the same sequence over again.

This worry does not matter with multi stage Monte Carlo
optimization (MSMCO) because every time a better
answer is found the search re-centers about that new “best
answer so far. Also, after each stage of this multi stage
process the search dimensions are reduced. Therefore,
this free flowing ever moving (see Figure 1) and changing
of the n dimensional “rectangles” (for a function of n
variables) completely re-randomizes even if the generator
ever starts to repeat. The same would be true if the
random numbers were read in from a big file instead of
being generated by an abstract algebra function. Survey
sampling is useful in estimation problems. Additionally,
hooked up to a computer, it can also find optimal
solutions and solve systems of equations in our computer
age. Just make sure that the preliminary survey sampling
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(in stage one) of the optimization is followed by
subsequent survey samples in an ever reducing search
area. This allows MSMCO to close in on the right
answer.
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ABSTRACT

Based on a previous work about eventually consistent
simulation grids, this paper introduces novel mecha-
nisms to synchronize distributed simulation states by
utilizing inconsistency maps provided by the original
simulation system. Using merge operations as a part of a
multi-master replication scheme, the overall resilience of
the system can be increased, and the quality of remain-
ing inconsistent entities improved. Different strategies
are presented to optimize the merge output, and quality
profiles introduced to establish comparability.

INTRODUCTION

In the previous work, Elsen (2016), an approach was in-
troduced to design eventually consistent, spatial-parallel
simulations.

In this approach a continuous simulation space is dis-
tributed across an array of participating logical nodes,
such that each is responsible for a bounded domain. To
maintain availability in the presence of hard- or soft-
ware faults the system may temporarily enter a partial
inconsistent state. Simulation continues while nodes
adaptively record their simulation and communication
history in order to recover to consistency when feasible.
To minimize communication, work, and storage de-
mand, each node maintains a binary mask of regions
affected by detected faults. As recovery removes incon-
sistency, the masks eventually return to an empty state.
While the outlined approach is functional, and provides
some resilience against random, short-lived faults, it has
proven less effective during extended simulations.

With increasing size of the connected inconsistent area,
the number of affected components, and conversely the
probability of contained new faults grows; as does the
resulting impact on recovery.

Fig.1 depicts the average survived time-steps of a 3D
simulation scenario. Independent fault probabilities and
favorable migration conditions of the simulation sce-
nario can not prevent eventual termination.
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Figure 1: Measurement of average survival rounds
across 30 runs, given independent node fault
probability (per lockstep operation)

To counteract the problem, component reliability may
be increased, and/or additional computation time al-
located for recovery.  However, the properties of
consistency-masked simulation states lend themselves
to merge operations, and thus physical redundancy, in-
creasing reliability without changing component qual-
ity or sacrificing responsiveness. Similar in concept to
Multi-Master Replication in database systems, this ap-
proach allocates multiple physical nodes for regions pre-
viously governed by each one node.

In this paper, the basic approach of replication and
merging is discussed as well as its impact on system
performance. It is shown that merge operations can sig-
nificantly increase overall system resilience, while reduc-
ing the extent of inconsistency present in the simulation.
Various strategies are discussed that help further reduce
average entity inconsistency in remaining inconsistent
areas.

While primarily an addition to the system outlined in
the original paper, the presented merge operations are
considered applicable to any redundancy based simula-
tion architecture utilizing spatial datasets of which con-
sistency masks can be extracted or generated.

BACKGROUND AND STATE OF THE ART

Recent years have seen increasing popularity of dis-
tributed data stores that provide simple storage and



retrieval operations based on large numbers of dis-
tributed machines, consistent of commodity hardware,
as opposed to traditional high-performance, high-cost
server architectures. NoSQL (commonly but not uni-
versally read 'Not only SQL’), and the accompanying
classification acronym BASE (Basically Available, Soft
state, Eventually consistent) are particularly popular
concepts. More detailed definitions are given by Cat-
tell (2011). These systems achieve what Bondi (2000)
defined as ’horizontal scalability’, meaning that more
performance can be achieved simply by adding more
computers to a given infrastructure.

Eventual consistency (Vogels (2009)) describes systems
that provide no guarantee regarding their current consis-
tency, but maintain availability in the presence of faults.
When consistency is eventually restored, newly re-
ceived updates may result in conflicts, similar to merge-
conflicts in Distributed Version Control (e.g. Brinde-
scu et al. (2014), Chacon and Straub (2014), O’Sullivan
(2009)). Shapiro et al. (2011) aim to mitigate this issue
by introducing conflict-free data types.

TERMINOLOGY AND METHODOLOGY

This paper is based on Elsen (2016), sharing most of its
terminology.

The term shard is used to describe a single logical node
in the grid that communicates with its neighbors and po-
tential clients. Each shard is responsible for simulating
the entities residing in its assigned space. This space
segment is denoted its Shard Domain (SD). Each SD
is inconsistency-masked, proving an n-dimensional map
called Inconsistency Coverage (IC) per version. The
IC tracks the current state of inconsistency as a con-
sequence of past faults in the grid, and expands by the
maximum entity influence radius R as the simulation
progresses (see fig.2).
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Figure 2: IC Expansion around lost shard SO

To maintain a single continuous space, a shard’s SD
edges border those of its neighbors. Simulated entities
remain agnostic of these internal borders.

With each global time-step, all shards generate each one
new Shard Domain State (SDS), which contains all sim-
ulated entities currently within the local SD, along with
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the respective IC.
Original Protocol

Using a wall-clock synchronized lockstep protocol,
shards communicate changes in the form of Remote
Change Sets (RCSs) with their neighbors in order to
evolve the global state.

Only the newest SDSs are visible to user clients, allow-
ing a shard to discard older SDSs if they are not re-
quired for correction operation. Specifically, a shard is
not required to maintain any SDSs older than its newest
fully consistent SDS. Newer inconsistent SDSs, however,
must be maintained until correction operations can re-
store their state to consistency.

During each global time-step, a fixed number of
lockstep-synchronized correction steps (C') are executed
which may produce less inconsistent SDSs, ideally to the
point of no inconsistency. On average, C' > 1 must be
true to eventually reach consistency. Increasing C' can
dramatically improve grid resilience but reduces respon-
siveness/availability due to the increased amount of time
spent on maintenance.

MULTI-MASTER REPLICATION

Multi-Master Replication, when applied to this system,
aims to increase the number of physical shards respon-
sible for the same SD. It may be employed with varying
density, replicating only some shards, or by providing a
dedicated, actively redundant backup cluster as an on-
demand migration target.

In addition to its regular neighbor links, a replicated
shard maintains a connection to at least one sibling.
This setup represents the minimal number of links nec-
essary for the system to operate under uniform condi-
tions. Changes in replication degree between neighbors
require additional links to sibling neighbors in addition
to local neighbors.

The number of siblings per shard directly affects system
resilience, especially when covering error classes like ar-
bitrary and byzantine. Less critical error classes like
omission, timing, and crashes can be handled by the
standard non-replicated setup, but benefit from addi-
tional siblings.

The remainder of this paper focuses on two siblings, but
the concepts are easily expanded to higher numbers.

STATE MERGE OPERATIONS

Whenever siblings synchronize inconsistent data, a
merge operation is triggered. This operation requires
two simulation states as input and aims to produce a
new state of reduced inconsistency. Upon completion,
the result is adopted by both siblings.

The process requires samples from both input ICs to
produce any improvement. By selecting entities from
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Figure 3: Example of intersecting ICs
(dark=potentially inconsistent) and the resulting
merged 1C

the respective consistent section of either input SDS,
large areas of inconsistency are potentially removed. If
the two ICs do not intersect at all, then the resulting
state is fully consistent. This event is denoted a Perfect
Merge from this point on.

Constraints

In order to maintain the requirements of the original sys-
tem during merge operations, a number of conditions
must be met. The resulting merged IC must not un-
derestimate the intersection between the two input ICs.
If an area is considered consistent by the resulting IC,
then it must have been consistent in either input SDS,
and preserve any contained, consistent entities. Fur-
thermore, the merged consistent space must not contain
any entities flagged as potentially inconsistent by their
respective 1Cs.

Resilience Evaluations
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Figure 4: Survivability comparison. Omitted graph
sections have exceeded the maximum runtime of 10k
time-steps in more than 10% of all runs

Fig.4 shows a comparison between non-replicated,
and single-merge-replicated simulation runs, using a
simulation-implementation of the original protocol plus
the introduced merge logic. Data persistence is main-
tained by a simulated distributed database.

The usage of simulation over real-life measurements al-
lows consistency verification and close control of general
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Figure 5: Merge events probabilities per shard and
time-step

state, fault simulation, and recovery progression. While
arguably closer to any actual application, real-life mea-
surements remain equally hard to generalize due to flex-
ibilities in entity behaviors, highly adjustable hard- and
software component configurations, and the risk of un-
planned faults occurring in large-scale setups.

Fig.5 shows attempts and outcomes of merge operations.
Perfect merges appear to maintain a mostly constant
probability of between 2.5% and 4.5% per shard-pair
and time-step. Despite the apparently low success rate,
the strategy appears to have a profound impact on grid
resilience, however, real-life results are expected to vary.
At most one generation was merged each time-step, fa-
voring the oldest available generation. Frequent hash-
digest broadcasts to neighbors are required to negotiate
the respective merge choice.

Strategies

The merge requirements determine the handling of con-
sistent entities, but notably leave out entities not lo-
cated in consistent sections in either input SDS. Once
all consistent entities have been placed, and assuming
some inconsistent locations remain, the contained enti-
ties may be inserted into the merged inconsistent space.
In this regard, different strategies can cause considerable
statistical divergence.

Quality Profile

In order to establish comparability between different
strategies, a number of measurable metrics are combined
into a profile. The applied metrics are the number of
missing (M) and unwanted entities (U), entity inconsis-
tency probability (P), and average spatial entity incon-
sistency (). € is calculated as the integral of spatial
divergence over time, as defined by Zhou et al. (2004),
and presented in multiples of R per entity.

To retrieve the necessary values, a 16x16 2D shard
grid (each 8x8R) was filled with 260k aggressively



environment-sensitive entities with both motion and
sensor radius limited to 0.5R. Only entities within the
remaining (merged) inconsistent area are observed; en-
tities of in- or output are disregarded if they lie outside
this area. The metrics are determined by comparing the
in- and outputs with a consistent control grid, averaged
across one million merge operations.

The resulting vector is considered the Quality Profile of
a strategy.

Individual Entity Selection
Prog.1 defines a strategy to improve merge-results by
means of individual placement of inconsistent entities.

Program 1 Individual entity selection algorithm

Let:

SDSy, SDSy : Input SDSs

1Cy € SDSO,IC’1 € SDS, : Entity — {0, 1} : IC
functions, classifying inconsistency of an entity. 0
indicates full consistency.

eg € SDSy,e1 € SDSq: Incarnations of inconsistent
entity e. eg or e; exist, or both.

L(ep, e1): Orthographic lesser of e, e;.

Insert(e): Insert entity e into the resulting SDS.
Insert,(e): Insert entity e into the closest inconsistent
location in min(ICy, ICY).

i, €{0,1},i # j : Source indexes.

Jeg A dey :
IC;(e;) =0ANIC;(ej) # 0 : Insert(e;)
IC1(eg) # 0N ICy(er) #0:
ICy(eg) = ICy(e1) : Insert(L(eg,e1))
IC;(e;) < ICj(e;) : Insert(e;)
IC1(eg) =0AICH(e1) =0: Insert.(L(eg,e1)),
de; A Aej e
IC;(e;) < ICj(e;) - Insert(e;)

Q 1.3R |
P 38% |
U |22 .
M 22 |

Figure 6: Averaged results of the Individual Entity
Selection strategy

Results are depicted in Fig.6. The hatched areas de-
pict the range between average minimum and maximum
value of the two input SDSs, and give some impression
of how the result compares to the data it was based on.
The axis maximum is taken from the worse of the two
input SDSs, and printed at the right edge.

Reducing inconsistency beneath the better input SDS is
hard, as 96% of remaining inconsistent entities lie within
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the merged inconsistent area. Further information is un-
available to properly distinguish multiple incarnations
of the same entity if both reside within the remaining
inconsistent area.

The strategy decreases the number of missing entities,
which arguably presents a noticeable improvement to a
human observer. If an entity is incorrectly missing from
one input, there is a chance it is present in the other,
and ultimately included. Unfortunately this statement
is also true for unwanted entities, resulting in increased
numbers being added to the result.

Ezxclusive Input Selection

Based on the observation that entities of the same input
state exhibit similar levels of inconsistencies within their
IC, it is reasonable to preserve inconsistent entities only
from one of the two SDSs, relocating them if necessary.
The input SDS with least accumulated IC values is se-
lected for inclusion, the inconsistent entities of the other
are discarded. For binary ICs, the accumulated value
matches the IC volume, which appears to be an accept-
able but imperfect indicator.
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Figure 7: Averaged results of the Exclusive Input
Selection strategy

Results are shown in Fig.7. This strategy generally pro-
duces better results than individual selection at the ex-
pense of increased missing entities.

It is assumed that the choice based on IC samples, on
average, results in the selection of the input of lesser
inconsistency. Additionally, it was observed that the vi-
ral nature of inconsistency causes similarities in entity
inconsistency within one input state. As can be seen in
the hatched areas of the profiles, on average the better
of the two input SDS displays half the level of incon-
sistency of the other. Coupled with reduced numbers
of unwanted entities—each inherently contributing non-
zero $2—this approach results in a slight drop of average
inconsistency.

Enhanced IC

Rather than representing inconsistency as a binary
state, some improvements are gained from maintaining
the number of time-steps an IC location has spent in-
consistent, denoted as Divergence Depth (DD) in the
original paper. Here DD=0 indicates full consistency;
new inconsistencies are marked with DD=1, and subse-
quently incremented by one each time-step.

The sampled DD value of some location allows a coarse
estimation of actual entity inconsistency.



The definition of the IC function changes to:

IC(/) S SDS(),ICi € SDSl : Entzty — No,

where 0 indicates full consistency.

The introduced algorithms for individual and exclusive
entity selection can be based on IC’ without further
adjustments.

2o o

Figure 8: Averaged results of the Individual Entity
Selection strategy, utilizing Divergence Depth
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Figure 9: Averaged results of the Exclusive Input
Selection strategy, utilizing Divergence Depth

Fig.8 and 9 show the results of individual and exclu-
sive input selection when utilizing DD. Its inclusion as
an additional indicator appears to generally improve the
results of both algorithms, also increasing their similar-

ity.
CONCLUSION AND FUTURE WORK

This paper enhances the concepts outlined in the previ-
ous paper by adding multi-master replication and state
merge operations. It was shown that the increase in
physical redundancy can positively affect the resilience
of the previously original spatial-parallel simulation.
The information inherently provided by the system can
be used to merge two consistency-masked simulation
states into one single state, resulting in increased re-
covery performance and consequently system resilience.
Further research is necessary regarding partial repli-
cation, RCS merge operations, and ad-hoc migra-
tion/replication. There is reason to assume that node
replication may be employed adaptively within the view-
ing area of users to reduce the risk of observed failure
and/or inconsistency.

Real-life measurements are necessary to evaluate the
simulated survivability rates.

Beyond the benefits for fault tolerance, merge opera-
tions can reduce spatial entity inconsistency within in-
consistent areas, when compared to the average input
pre-merge data. Various merge strategies are presented,
including comparable results using quality profiles. Spa-
tial inconsistency is hard, if not impossible, to reduce
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beneath the better of its two input SDSs due to the
selective nature of the suggested strategies. The strate-
gies can, however, reliably reduce the remaining spacial
inconsistency to beneath the average of the two input
SDSs.

Further research may reveal meaningful enhancements
to the information provided by simulation and/or IC in
order to improve merge quality.
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ABSTRACT

A new technique for analysis of co-occurrence matri-
ces, based on visualisation and simulations is suggested.
This approach is tested on some examples from real and
simulated data.

Introduction

Co-occurrence analysis was initially introduced in
language studies (known as lexical co-occurrence). In
these publications researchers justify that co-occurrence
of words in natural languages may be of either semantic
(”car”-"vehicle”) or associative (”car”-"driver”) nature.

Co-occurrence analysis (COA) is based on counting
of pairs of words (and/or terms) that appear simulta-
neously within a defined window (in selected clusters
or systems). Traditionally, COA is used in building
bibliographical catalogs (Leydesdorff and Vaughan
(2006), Buzydlowski et al. (2002)). Nowadays one can
see the increasing use of these techniques for analysis of
marketing strategies (shopping cart analysis) (Karakat-
sanisa et al. (2017)) and revealing relations between
market variables (Altuntas et al. (2016)).

This technique is very popular in analysing of big
volumes of publications (e.g. Davis et al. (2017)). The
researchers employ multiple methods (literature col-
lection, Topic Modelling, and Co-occurrence Mapping
of entities) to demonstrate how automated analyses of
large bodies of literature may assist with important
research tasks.

Co-occurrence matrices have many common features
with contingency tables (aka cross-tabulation), which
are widely used in Statistical studies for analysis of in-
terrelations between two variables. While contingency
tables and co-occurrence matrices have some principal
differences, still cross-tabulation may be considered as
a special case of co-occurrence tabulation. In the next
section we discuss the challenges which arise when con-
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tingency tables are used for analysis of large data.
Statistical Inference on Large Samples

Everybody knows that statistical analysis based on
a small sample is not reliable. Firstly, because small
random sample may not be representative, in other
words it may exhibit behaviour very different from
what the population properties suggest. If a person has
five daughters and not a single son this cannot serve as
a proof that he could not have had a son - the sample
is too small for such conclusions.

Secondly, many statistical tests are asymptotic (e.g.
Chi-square test for independence) and therefore re-
quire reasonable number of observations to make the
asymptotic theorems work. On the other hand, very
big samples are no good for statistical testing either.
The tests performed on large samples are very sensitive
to small differences between a hypothetical value and
true population value of the studied parameter.

Consider an example. Suppose, the following table
gives cross-tabulation of two variables X (which may
take two values 0 or 1 and Y (which also takes only two
values A and B):

Table 1: Example 1

X\Y | A B
0 101 | 99
1 99 | 101

In the above example, we have a sample of size 400
to built this 2 x 2 cross-tabulation. The sample size
is more than sufficient to apply Pearson’s test on
independence of X and Y. The value of the Chi-square
test statistic is 0.04 (p-value is 0.84) and we cannot
reject the null hypothesis that the variables are inde-
pendent. However, if we build a new sample simply
joining 100 of the initial samples (see table 2), we get
x? = 40 and now p = 0.0455 and we can reject the null
hypothesis at significance of 5%. Further continuing
this process making the sample even 10 times bigger



we get x2 = 400, p ~ 0 and we have to reject the
hypothesis on the independence very confidently.

Table 2: Example 1 (continued)

X\Y | A B
0 | 10100 | 9900
1 9900 | 10100

This result is counter-intuitive. If the initial sample
was representative, then the multiplied sample should
be also representative, and is expected to yield the same
inference. Hence, in case of large samples, statisticians
employ so-called practical significance tests. For ex-
ample, in case of testing for independence a Cramer’s
V = v/x2/(n df) is used. However, Cramer’s V is also
not a flawless approach (e.g. it may be highly biased,
overestimating the association).

Visualisation

Visualisation may be considered as an alternative ap-
proach for assessing association. One should remember
that human eye is quite a precise measuring device.
Measurements based on visualisation are used very
widely in science, engineering and technology.

The association data (in other words the contingency
tables) may be visualised in various ways, for example
(a) 3d bar charts/histograms; (b) surface plots; and (c)
heat maps. It is important to note that in all the above
cases the images for original and multiplied samples will
look exactly the same (see figure 1). This means that
eye measuring based on visualisation will not depend
on the sample size and may be used both for small and
large data sets.

original multiplicated

1 1

otz

Figure 1: Visual images for example 1
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Co-occurrence Analysis

The wusual technique used in such studies is based
on so-called hierarchical clustering. A distance be-
tween words (to be more precise - keywords) is
defined. The pairs of keywords that have similar
co-occurence properties are joined in clusters, then
similar (close) clusters are joined in bigger clusters,
and so on. This technique allows to find unobvious
relationships between keywords that may assist in
future research. Typical output of the hierarchical
clustering (in a form of a heat map) is shown on figure 2.
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Figure 2: Typical output of Hierarchical Clustering

Statistical Methodology for Amnalysis of Co-
occurrence Matrices

In this paper we present a technique alternative to the
Hierarchical Clustering. The main idea of this ap-
proach is to manipulate with rows and columns of a co-
occurrence matrix to obtain an image which will be in-
terpretable from a statistical viewpoint. In other words
the image should resemble some kind of a shape from
which a statistician can (via visual inspection) draw con-
clusions about the population (for example inference on
potential statistical associations).

Example: one dimension

Consider two histograms (figures 3 and 4). On the
first site they look distinctively different. However,
closer look suggests that the bars in the first chart were
simply re-shuffled. The question we may ask now is
whether we can restore the picture on the first figure
from the second one? If so, what we need to know to
successfully complete the task?
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Figure 3: Histogram (a)
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Figure 4: Histogram (b)

Fully known distribution

The task may be completed relatively easy if we fully
know the distribution which was used to obtain the ran-
dom sample. In our case the distribution was Bino-
mial(7,0.4) (seven trials, probability of success is 0.4).
The sample size was 10000. Knowing that, we can sug-
gest the following procedure:

1. calculate the expected frequencies

2. match the calculated frequencies with the observed
(e.g. using the least squares method)

3. order the bars accordingly

In the above example the frequencies are:

Table 3: Frequencies

0 1 2 3 4 5 6 7
expected 279.9 | 1306.4 | 2512.7 | 2903.0 | 1935.4 | 774.1 | 172.0 | 16.4
observed (mixed) 2565 792 18 272 1319 1963 162 | 2909
observed (matched) | 272 1319 2565 2909 1963 792 162 18
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Known type of the distribution, unknown pa-
rameters

The task is complicated just a bit if we know the type
of the distribution, but do not know the parameters.
In this case we have to estimate the parameters for
every possible permutation and select the permutation
where the fit is the best (e.g. comparing the x?
statistics). Fortunately, in this case the number of the
permutations is not so big (8! = 40320) and a computer
can manage this task. On a moderate Desktop PC we
received the following results (in under 20 seconds):

Table 4: Optimal permutations: fitting to Binomial
distribution with unknown parameters

0 1 2 3 4 5 6 7 P n| x?
optimum 1 | 272 | 1319 | 2565 | 2909 | 1963 | 792 162 18 | 0.401 | 7 | 2.33
optimum 2 | 18 | 162 | 792 | 1963 | 2909 | 2565 | 1319 | 272 | 0.599 | 7 | 2.33

As one may see from the above table, we have two
optimal solutions. The first one is exactly the same as
the one received in the previous section. The other one
is the mirror image of it (the frequencies are reversed
and ps =1 —p1).

Also we can see that the value of the test statistics is
X? = 2.33 in both cases. This value corresponds to the
test p-value p = 0.80. Also, for sample of such large
size (10 000) it is common to use Cramer’s V-test for
practical significance:

[ 2
X 2.33
V= =1/ = 0.0062
n df 10 000 6

Values of V' less than 0.17 are regarded as an indication
of a small practical significance and we may accept the
following hypothesis: ”the frequency table represents
shuffled frequency table of a sample from Binomial
distribution”.

We should note that in the above example the frequen-
cies are very easy to match. This is because: (a) sample
size is large (10 000); (b) the number of cases (cate-
gories) is relatively small (eight).

Broken Glass Model

A scientific quest may be seen as a pursuit to sort the
wheat from the chaff (see Matthew 13:24-30). Regular-
ities in real processes (we shall refer to them as laws of
nature) are hiding among chaotic disturbances of vari-
ous kinds. If in the early years of Science revealing the
laws of nature was relatively simple (myth says, that
Archimedes was taking a bath when he discovered his



famous law, aka law of buoyancy), nowadays the Sci-
entific research towards discovering new orderliness is
complicated due to the following factors:

e need for complex sophisticated and very expensive
equipment (e.g. Large Hadron Collider, Square
Kilometre Array Radio-telescope, etc.);

e need to process large amounts of data and infor-
mation of different sorts (e.g. pictorial or textual
data).

Here we suggest a model which may be used for
describing the challenges of the modern Science.
Suppose one observes a heap of broken glass. One
may see these pieces as a chaotic mix of unrelated
debris. On the other hand, a question may be asked
if these pieces are parts of a single object which we
cannot immediately identify due to the “disturbance”
(in this case the disturbance may be in the fact that
the glass object was dropped on a hard surface, some
pieces are missing, some pieces do not belong here, etc.).

The analysis of the glass debris may aim at answering
the following questions: (a) can we accept/reject a
hypothesis that the pieces (all of them or majority
of them) are parts of a single disintegrated object?
(b) If we accept the above hypothesis, what object
was it (e.g. glass sheet, vase, sculpture, etc.)? (c)
are these all the pieces or some are missing? Clearly
the most natural way to proceed is to try to rear-
range the trashes in such a way that some kind of an
object is assembled. If we are successful, (d) can we for-
mally test that this is the same object that was crashed?

Similarly, if we have lots of data which seem chaotic we
may suggest an investigation along the following objec-
tives:

1. rearrange the data in such a way that it becomes
less chaotic and, as a result, more informative;

2. understand what process could have generated the
data;

3. if the above is successful, find the missing “pieces”
to complement the body of knowledge;

4. perform a formal statistical test that the results are
indeed making scientific sense and not a result of a
coincidence.

Statistical Analysis of Co-occurrence Matrices

Let’s define what we want to achieve via visualisation
of co-occurrence matrices. Firstly, we should under-
stand that changing positions of rows and columns of
co-occurrence matrices does not change anything that
the matrix can tell us about the data observed (same
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is true for cross-tabulation). However (as we could see
in the one-dimensional example above), a re-ordering of
the clusters can make understanding of the data much
more convenient. So, we want:

1. Re-order the rows and columns in the co-occurrence
matrix in such a way that the visual image becomes
interpretable (we shall give simple examples of
interpretable matrices in what follows).

2. Design statistical tests to verify if such interpretable
form could be a result of a chance or this is the
result of the regularities existing in the data.

3. Design tests that can confirm that the data is purely
chaotic and cannot, in principle, be reorganised into
interpretable form.

Example 2: Co-occurrence in Evgeny Onegin

To test our algorithms for co-occurrence ma-
trix construction we used the poem of Alexan-
der Pushkin (probably the most distinguished
Russian  poet), translation  of  Ch.Johnston

(http://lib.ru/LITRA/PUSHKIN/ENGLISH/onegin j.txt).

We present here some outcomes of this analysis as they
look quite amazing.

The poem is 385 verses long (each verse has 14 lines).
The length of the poem in words is 32945. Total
number of different words used is 6806. Remarkable
fact is that 3964 words were used only once. The heat
map of the co-occurrence matrix looks quite special
(figure 5). Ome can see from the image that the main
color is light blue indicating low frequencies (the matrix
is sparse). This is due to the fact that over 58% of
the words used were used only once. Secondly we
can see that the image resembles a source of light in
the top left corner with radiation beams coming from it.

Such type of image cannot be observed in scientific
research publications. In the next section we discuss
three types of images which most often can be obtained
in co-occurrence analysis of publications in scientific
journals.

Simple Examples of Interpretable Co-occurrence
Matrices

Single-focus co-occurrence

The images on figure 6 show some simulated co-
occurrence data by means of heat map (red for higher
co-occurrences and blue for lower co-occurrences).

The images on figure 6 were obtained from the images
on figure 7 by rearranging rows and columns. While
interpretation of the images on the figure 7 is not



1 2000 4000 6600
T

2000 — 2000

-
-
\\
RS
AN
\ By
ol & i
\ M
AN \‘
B8
N\
\ \
\
\ 7
6600 ) . . \‘ —6600
1 2000 4000 6600

Figure 6: Focused set, no associations (heat map)

easy, the interpretation of the re-ordered matrices may
be as follows: the papers included in the study are
focused around certain keywords (in other words, some
combinations of the keywords are much more likely
than others). On the other hand, there is no statistical
association between the key words (in other words,
presence of one keyword does not increase or decrease
the chances of presence or absence of another keyword).

For comparison we provide in (figure 8) co-occurrence
matrices which cannot be re-ordered into interpretable
format (while they consist of exactly the same cells).
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Figure 7: Focused set, no associations (before
re-ordering)

Figure 8: Chaotic co-occurrence: Single Focus

Double-focus co-occurrence
The images on figure 9 show co-occurrence data by
means of heat map.

The images on figure 9 were obtained from the images
on figure 10 by rearranging rows and columns. While
interpretation of the images on the figure 10 is not easy,
the interpretation of the re-ordered matrices may be as
follows: the papers included in the study are focused
around two sets of certain keywords (in other words,
all publications may be subdivided into two sets with
single focus).

Formally, statistical association between the keywords
exists. However, after splitting the publications accord-
ing to focal areas, the association will vanish.



Figure 10: Set with two foci before re-ordering

For comparison we provide in (figure 11) co-occurrence
matrices which cannot be re-ordered into interpretable
format (while they consist of exactly the same cells).

Single focus co-occurrence, strong association
The images on figure 12 show co-occurrence data by
means of heat map.

The images on figure 12 were obtained from the images
on figure 13 by rearranging rows and columns. While
interpretation of the images on the figure 13 is not easy,
the interpretation of the re-ordered matrices may be as
follows: the papers included in the study are focused
around a set of certain keywords.

Statistical association between the key words exists in
the following sense: if a keyword belongs to the focus
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Figure 12: Focused set, strong association

area, then some other keywords are more likely to
be present in the same publications. In other words,
presence of one keyword does increase or decrease the
chances of presence or absence of other keywords).

For comparison we provide in (figure 14) co-occurrence
matrices which cannot be re-ordered into interpretable
format (while they consist of exactly the same cells).

Discussion

Even with a naked eye one may see the difference
between figures 7, 10, 13 (original datasets) and 8, 11,
14 (chaotic datasets). This gives us confidence that
making same distinction will be possible with some
formal algorithm (e.g. SVM, or other type of machine
learning).



Figure 13: Focused set with strong association before
re-ordering

Figure 14: Chaotic Co-occurrence: Association

Application of tests for association does not require
re-ordering into interpretable format. As we know,
practically all tests for association are not sensitive to
reordering rows and/or columns.

On the other hand, associations in the second and
the third case are distinctively different. It may be
suggested, therefore, that firstly, the dataset should be
subdivided into single-focus datasets and then testing
for association.

Of course many other interpretable images are possible.
However, at this stage, we limit our study to these
three only.
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Proposed Technique

The statistical technique for co-occurrence analysis that
we advocate here may be summarised as follows:

1. Firstly, a researcher has to come up with a hypoth-
esis of what kind of image she/he is expecting to
obtain as a result of reordering of rows and columns
in the matrix. This is usual step in statistical anal-
ysis and modelling of any kind. For example, a
researcher may suspect one of the three images de-
fined in this paper.

2. Perform statistical tests to verify if the available
matrix may be (in principle) reorganised into hy-
pothetical image. We should note here that many
statistical tests performed on matrices are totally
insensitive to the order of rows and columns of a
matrix. For example the classical Pearson’s chi-
square test for independence may be used to differ-
entiate between the two single-focus images.

3. When the target image is defined and confirmed
one may use a battery of available clustering algo-
rithms. Different algorithms may yield different im-
ages, so the researcher should select the result which
complies with the hypothesis most. If all of the
clustering algorithms fail to produce expected im-
age, a custom-made algorithms should be designed
specifically to suit given hypothesis.

4. Interpret the image as per the subject area circum-
stances.

Real Data Example

The data for this example was collected in the fol-
lowing way. The co-occurrence data was derived from
literature collected for a computer-assisted survey of
valorization pathways for waste biomass (our thanks
to Dr CB Davis, University of Groningen, for making
these data available). Academic literature was collected
from both Web of Science and Scopus. The abstracts
for each article were analysed, and terms corresponding
to organisms and chemicals were identified. = This
information was then recorded in a document-term
matrix which recorded for which document (i.e. aca-
demic abstract), which terms (related to chemicals
or organisms) were found. The cross-product of the
document-term matrix was then calculated to gen-
erate a co-occurrence matrix indicating how many
times a particular term was found in an abstract
with another term. In this matrix the rows correspond
to chemicals and the columns correspond non-chemicals.

Firstly, we removed columns and rows with totals of
zero or one. This was done to reduce the dataset by
removing obviously insignificant entries. We were left



Table 5: Outcomes of the classifying process

Method Accuracy
LogisticRegression 0.995
NaiveBayes 1.
NearestNeighbors 0.82
NeuralNetwork 0.485
RandomPForest 1.

with 1625 chemicals and 557 other keywords.

Secondly, we came up with the hypothesis that we deal
with the case of “single Focus, no association”. This
hypothesis was tested in two ways.

1. We performed tests on practical significance for as-
sociations. The results were negative. So, if we
have to chose between the three models, then we
have to reject the other two models as both of them
should have been yielding positive outcome for the
association testing.

2. Then we had to test if the co-occurrence matrix is
not a set of chaotic entries which cannot lead to
an interpretable image. For this we generated (us-
ing random simulations) two sets of matrices: (a)
sixty matrices of the shape as per image 7 and sixty
matrices as per image 8. Fifty matrices from each
set were used for training the classification algo-
rithm and the other ten (from each set) for testing.
The results of the process are given in the table
5. As one may see, only the ANN method gave
poor results, while the Naive Bayes and Random
Forest were the very best. So we used the Naive
Bayes and Random Forest methods to classify the
co-occurrence matrix we studied. Both methods
classified the matrix as non-chaotic.

Then we performed the re-ordering, using various
clustering techniques and and also try-and-error pro-
cess. The best result is presented on the figure 15
(note that we removed low frequency entries for better
visualisation).

Conclusions

The principal difference between the Hierarchical
Clustering and the Broken Glass technique is that we
first identify what kind of image we may get after
re-ordering the rows and columns.

Our main result is that we can confidently distinguish
between basic interpretable images and totally chaotic
data.
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Figure 15: Interpretable image of first kind (low
frequency entries removed)

The classification methods that are recommended for
the above tasks are: Logistic Regression, Naive Bayes
and Random Forest. The nearest Neighbour method is
still good, but least preferred. ANN method may not
be recommended.
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ABSTRACT

Traditionally NURBS (Non-Uniform Rational Basis Spline)
are used as the basis for defining free-form surfaces as they
can define non-regular surfaces with minimal control points.
However, they require parameters such as knot vectors and
weights to configure a surface. Similarly, DT (Delaunay
Triangulation) is proven and used widely for meshing,
rendering and surface reconstruction applications, but its
capability in freeform surface design for optimization is
untested. Thus, this paper proposes Adapted Delaunay
Triangulation (ADT) method which can generate a surface
from scattered data points without any parameters. The paper
presents a comparison of the performance of ADT method and
NURBS fitting method for surface generation from scattered
3D coordinate points. This method was suggested so that the
generated surface could be used in Stochastic Optimization
Algorithm (SOA) methods and computational fluid dynamics
applications (CFD) simultaneously. Data points that other 3D
point clouds fitting methods would ignore as outliers are
included in ADT method. Small change in each data point
during optimization cycle should show a distinctive change in
its output as SOA approaches depend on such differences for
its optimal performance. Special consideration has been made
for fast processing and rendering of the surface with minimum
complexity (removing parameters such as knots and weights)
and storage requirements as SOA methods demand generation
of numerous surfaces to solve any problem.

INTRODUCTION

Design optimization applications rely heavily on rendering
surfaces and use various techniques for generation of these
surfaces. Regular 2D planer facets can be created with straight
or curved lines and the whole geometry for computer aided
engineering (CAE) applications is created by merging these
facets. These facets are usually built from well-defined base
points. Generating surfaces from scattered points adds more
complexity as undefined nature of the geometry may result in
undesired, self-intersecting facets. Existing methods fit these
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points into Bezier or B-Spline surface, generating free-form
surfaces (Narvaez, Narvaez, & Branch, 2010; Pizo & Motta,
2009). Usually, this method leaves out a number of points for
configuring C1 or higher continuity surface. By contrast, other
reported method by Boissonnat (J. D. Boissonnat, 1984)
incorporates scattered point data in order to generate 3D
elements for meshing solid geometry such as convex hull.
Boissonnat and Cazals (Boissonnat & Cazals, 2002) and
Amenta et. al. (Amenta, Bern, & Kamvysselis, 1998)
reconstructed existing 3D surfaces from given sets of points,
but with the assumption that i) the reference surfaces are
smooth; ii) resulting surface will not have any open boundaries
(such as solid models) and iii) normals to the surfaces are
known.

Geometric design optimization for CAE application requires
large scattered point cloud where every point has unique
significance thus, cannot be filtered out for configuring
geometry. Such examples include developing a freeform
surface that could result in any shape as an optimization
output. Most structural optimization methods study the strain
and stress profile on the existing geometry and evaluate the
most optimal design from the strain/stress graph (Madsen,
Shyy, & Haftka, 2000; Papadrakakis, Lagaros, &
Tsompanakis, 1998) but, it neglects the possibility of having
an entirely new design unrelated to the existing one as
discovered in the study by Linden (Linden, 2002). Especially
for fluid dynamics studies, where a change in the interacting
surface changes the overall nature of the flow, each change in
the scattered point cloud is of importance.

This paper studies the previous works conducted in this area in
section 2, explains the proposed Delaunay based method in
section 3, compares the method against the widely used
NURBS method in section 4, discusses the advantages and
applications of the proposed method in section 5 and provides
the conclusion in section 6.

SURFACE CONSTRUCTION APPROACHES

Most surface generation work has been concentrated in surface
reconstruction from a given set of scattered data points. The
data points are obtained from vision based laser scanning
sensor and are used to reconstruct these surfaces for rendering,



graphics and pattern recognition. Research on configuring
surfaces from point cloud has been classified by Boissonnat
and Cazals (Boissonnat & Cazals, 2002) as:

1. Local projections (J. D. Boissonnat, 1984; Levin, 2004)
develop surface as a function defined in a local reference
domain. The surface is considered a graph of the function
and approximated by triangulating in a moving projection
plane or using least square function approximation
techniques. These methods are fast but provide stretched
and discontinuous surfaces with non-uniform and very
sparse datasets.

. Sculpting methods (J.-D. Boissonnat, 1984; J. D.
Boissonnat, 1984) are based on removal of non-boundary
facets from spatial arrangement, such as the convex hull.
This method has performed well when the sampling is
dense but reconstructed surface may not pass through all the
sample points and may have additional holes.

. Implicit methods (Boissonnat & Cazals, 2002; Hong-Kai,
Osher, & Fedkiw, 2001; Ohtake, Belyaev, & Seidel, 2003)
estimate a tangent plane from the sample data and uses
distance to the plane as distance function. The zero-set of
this function is then sampled at grid points and the surface
is generated from these points. These methods require
uniform and dense sampling for practical uses.

. Deformable models (Amenta et al., 1998; Gary Wang,
Dong, & Aitchison, 2001; Hoppe, DeRose, Duchamp,
McDonald, & Stuetzle, 1992; Leal, Leal, & Branch, 2010)
form an initial shell to which deformations are applied to
minimize a function of energy and get closer to surface. Its
performance depends largely on the initial guess which
should be sufficiently close to the actual surface. These
methods converge to local minima and could be
significantly different from the true surface.

Sculpting and Deformable models based methods have an
underlying assumption that all the surfaces are smooth and do
not contain noise (Boissonnat & Cazals, 2002). Their
performance has been commendable for surfaces without sharp
edges and ample point density. But, these methods may fail to
be robust and may require prohibitively large amounts of time
to generate output for scattered point (J. D. Boissonnat, 1984;
Hoppe et al., 1992). Thus, we will compare the performance of
the proposed method based on local projections and NURBS
based on implicit methods for our research problem of
generating a surface from scattered points, inclusive of all the
points.

Unlike polygons, NURBS are resolution independent and
provide smooth curves and excellent continuity with fewer
control points. But there are other parameters that greatly
affect the topology of NURBS such as weights, knots and the
degree of the curve (Narvaez et al., 2010). All these values
must be perfectly coordinated to achieve the desired topology.
NURBS requires a grid of control points that form the
individual curves that can be moulded together to form a
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surface. This topology cannot be extended but can be patched
with another such surface. In order to generate a NURBS
surface from a set of scattered points, we first align the points
cloud into a rectangular mesh. This mesh acts like the grid for
the provided data set. The NURBS surface is generated using
these points as the control points. The weights of each grid
point are fixed as one and the degree of the spline curve is
fixed as three to reduce variable parameters. First, three knot-
vectors are defined as zero and the last three as one with
uniformly spaced values in the remaining knots at the centre to
ensure that the curves pass through the start and end points.

ADAPTED DELAUNAY TRIANGULATION (ADT)
METHOD

As summarized in the previous section, while NURBS surfaces
have got distinguished advantages, they demand considerable
computing resources for preparing geometry for CAE and
CFD applications. This provides a scope for developing a light
weight geometry preparation method for engineering analysis
applications. The method proposed in this paper is for the
specific purpose of real time applications on mechanical
design optimization problems. The method utilizes Delaunay
triangulation algorithm to generate a surface as a patch of
triangular surfaces with straight and sharp edges.

Algorithm
1. Define limits for the 3D points cloud
Xmin S X S Xmax; Ymin S y S Ymax; Zmin S z S Zmax (1)
2. Define the number of points desired
[n]={1,.......... , n} 2)
3. Generate the 3D points cloud with n points.
f(x) = random({X: Xpin < X < Xpax}) 3)
S = {f(x;, yi, z), Vien} “)
Fig.1. Generated points (Step 3)
4. Evaluate the spread of the coordinates by calculating
their standard deviation
v(x) = stdev({f{x;), Vien}) 5)
V= {v(x), v(y), v(2)} (6)
5. Choose the coordinate axis with the minimum (or

maximum) value of standard deviation to obtain depth
axis of the surface. The chosen axis is the axis
perpendicular to the generated surface



floor.axis := axis with min{V} )

If the values of standard deviation are equal follow the
priority order of Z axis first and Y axis second.

floor.axix := z-axis, if v(x) = v(y) = v(z) ®)
= y-axis, if min{V} = v(x) = v(y)

Create a set of 2D points with the remaining two
coordinate axis values.

P={fxi yi 2), Vien} = {ftu)} )
=z, if floor.axis is z axis

=Yy, if floor.axis is y axis

=X, if floor.axis is x axis

where, u
Fig.3. 2D Triangulation (Step 9)

10. Form a surface with the same triangulations in 3D
space with respective X, y and z coordinates.

Fig.2. 2D projection (Step 7)

Apply 2D Delaunay algorithm to the generated set P.

Obtain the triangulation information (set of points that
form a triangle) from 2D Delaunay output.

Fig.4. Surface Generation (Step 10)

This algorithm is basis of the method suggested in this paper.

Table 1: Comparison of ADT and NURBS

ADT method NURBS method

Number of points: 9
File size: 298 bytes
Time taken: 0.0035 sec

Number of points: 9
Number of control points: 3
Number of knots: 6

File size : 1,376 bytes
Time taken: 0.0118 sec

Number of points: 9
File size: 298 bytes
Time taken: 0.0026 sec

Number of points: 9
Number of control points: 3
Number of knots: 6

File size : 1,376 bytes
Time taken: 0.0123 sec

Number of points: 9
File size: 304 bytes
Time taken: 0.0045 sec

Number of points: 9
Number of control points: 3
Number of knots: 6

File size : 1,376 bytes
Time taken: 0.0156secs

Number of points: 625
File size : 25,963 bytes
Time taken: 0.0073 sec

Number of points: 625
Number of control points: 25
Number of knots: 28

File size : 33,128 bytes
Time taken: 0.0312secs

Number of points : 10,000
File size : 490,737 bytes
Time taken : 0.0847 sec

Number of points: 10,000
Number of control points: 100
Number of knots: 103

File size : 509,084 bytes

Time taken: 0.3814secs
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EXPERIMENTATION

The outputs generated from the different input values with the
ADT based method and the NURBS based method is
compared in this section. The comparison in Table 1 shows
that there is a distinct advantage of using the ADT method
over the NURBS method for optimization applications with
minimal processing of the random data fed as input.

DISCUSSION

The advantages of the two methods employed in this paper can
be briefed as following from the information collected from
the above table. A typical case study with 10,000 points is
considered for the comparison below.

1.

Speed of generation: The most important factor while
generating surfaces during optimization is the speed in
which the geometry is created. The experiment shows
that ADT method is 4.45 times faster than NURBS based
method. This provides a massive advantage over the
NURBS based method while generating multiple
geometries.

Storage memory: The other important factor in
optimization problems is the memory requirement and
with the ADT method we get a 3.61% reduction in the
total memory requirement for 10,000 points. And for
geometry with 625 points, we get a 21.62% reduction in
the memory requirement for ADT method. Such
reduction in memory requirements enable running the
simulation for even more geometries and allow more
exhaustive search in SOA.

Geometric Continuity: The image generated from ADT
method is made from joining together of flat triangular
surfaces and hence provides a C0O continuity with respect
to the adjacent surface. Whereas the NURBS method fits
in the surface so that the continuity is maintained at C1 or
above as specified by the codes. The ADT surface will
look patched and pixelated while the smoothness of the
NURBS surface adds to the aesthetic appeal for such
surfaces.

Ability: The CO continuity of ADT method allows for the
geometry to incorporate sharp corners and a sudden
change in the gradient of the surface topology, but
NURBS being a fitting method does not allow for sharp
corners and sudden change in the gradient of the surface.
With designs requiring sharp edges and corners, two or
more NURBS surfaces will have to be patched together.
For designs requiring a smooth transition, ADT will
require dense point cloud in such area of the geometry.
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10.

Pre-processing of Input data: ADT method takes the
entire dataset as a whole and processes it all together to
form the surface so pre-processing of the input data is not
required. For the NURBS method, the data must be pre-
processed and arranged in a grid to fit the basis spline
curves. This pre-processing of data increases the
complexity of this method.

Input data inclusion: The ADT method includes all the
points on the surface and hence has no outliers. Every
point lies on the surface of the geometry generated from
ADT method. This ensures that a single change in the
input data shows some drastic change in the output
surface. Whereas in NURBS method, the surface is fitted
based on predefined degree equation and hence some
points do not lie on the surface of the geometry. This
reduces the impact of changing a single point on the
entire geometry. In SOA applications, it is desirable to
have definitive changes in the geometry from a change in
a coordinate point.

Variables: The ADT method only requires the coordinate
values of the point cloud to generate a surface. But the
NURBS method requires additional parameters such as
weights, knots and degrees to generate the surface. These
additional parameters may require some changes
depending on the nature of the points cloud. In SOA
applications, these parameters increase the complexity of
the problem and may fail to provide a suitable surface as
an output.

Robustness: The ability of Delaunay methods have been
proven from studies carried out in the past. It is able to
handle a large number of scattered points. These points
need not be arranged in a grid, but the distribution must
be fairly uniform to avoid holes and unwanted features.
The NURBS method needs the points to be arranged in a
proper grid and hence is less robust as it might be
difficult to form grids from some groups of scattered
points. The other parameters, such as weights and knot
vectors, need their values to be well defined to achieve
the desired NURBS surface. When dealing with
numerous scattered point cloud sets, the same parameter
values might not yield the best results.

Compatibility: The ADT method generates the surfaces
in VTK format and this format can be used with any open
source rendering and simulation packages. The NURBS
format was developed for industrial use and is mostly
associated with commercial software packages. It makes
the ADT method easier to access for the general public.

Applications: This overall comparison shows that ADT
method is ideal for use in SOA applications to determine
the initial design of any surface whose performance can



be determined from CFD simulations. The NURBS
method output is smooth and aesthetically pleasing and
can hence be used in imaging and rendering applications.
It can also be used to generate a geometry based on the
final output from ADT method and run simulations on it.

CONCLUSION

Current developments in graphics and surface rendering
are demanding smoother surface finish and aesthetics for
graphical interfaces. Such applications require considerable
computational power at hand to process limited graphical
information on the screen. Other applications require
generating numerous geometries with constraints of time,
computational power and storage capacity. The proposed
ADT method is robust and provides about 4 times faster
and simpler construction with 3-20% less memory
requirement to generate surfaces that are compatible with
multiple simulation packages and can be used together with
SOA. The proposed method is dependent only on the
coordinate points and hence provides consistent outputs for
the same data while allowing sudden changes in the
gradient and sharp corners that other freeform methods
cannot. These qualities make this method very desirable for
applications where the performance of the surface is
dependent on its geometry, especially where a small
change in one portion of the geometry may call for major
changes in the remaining portion such as fluid flow over
the surface. This method was suggested to be used together
with computational fluid dynamics simulation software and
stochastic optimization algorithms to produce an optimal
surface for geometric design problems.
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ABSTRACT

In this paper, we present a new approach for a generation
of a run time controller of an embedded system
application.

This generation is based on design time modeling as an
input and generates automatically two versions of the
controller. A software controller that can be run as a
software supervisor in an Asymmetric MultiProcessing
(AMP) mode and a Hardware one (IP hardware) that can
be implemented in an FPGA.

In experimentations, we use the High Efficiency Video
Coding (HEVC) decoder as an embedded application case
study and the Zedboard platform as a experimental
platform. Experimentations show that the our generation
approach is able to generate controllers (software version
and hardware version) for any application modeling with
SADF-FSM with multiple scenarios of executions.

1. INTRODUCTION

A Co-Design flow of embedded systems [1] consists of
a set of steps beginning with a requirements specification
and ending with the integration of the software and
hardware into silicon chip.

The specification step is usually represented as a
software application coded with a high level language such
as C / C++, Matlab, Sytemc. This specification is run on a
host machine in order to test its functionalities and further
understand the specificities of the whole system.

Once this specification is tested, a profiling step [2] [3]
is usually performed to define a profile of each entity of the
system and establish a call graph function as well as other
information such as execution time, size and type of data
Exchanged.

All this information is a parameter whose designers use
to define architectural choices either in the modeling phase
and partitioning phase of the Co-Design flow.
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Once the modeling is done, a verification of the
established model is required. Several methods, languages
and tools are available to designers to do this verification.
The choice of tools and approaches depends essentially on
the nature of the application to be modeled (for example,
data flow oriented or control flow oriented), but also
depends on the experience of the design team and the
availability of tools grasped.

Usually the verification step is performed by
simulation, hardware emulation or by formal methods (e.g.
Model Checking, Theorem Proving, ...). But when
applications become increasingly complex (e.g. Multimedia
applications) and architectures are increasingly powerful
(e.g. MPSOCs), the use of these traditional verification
methods on complex embedded systems appears
increasingly inefficient. In fact, the use of traditional
methods of verification with these new systems consumes
either an intolerable processing time (e.g. logic simulation),
or an exaggerated memory size (e.g. Model Checking). For
this purpose, designers have recourse to new modeling and
verification methods, namely Model of Computation
(MOC) [4][5].

A MOC is a description (modeling) based on
mathematical rules to calculate and analyze the semantics
of the system to be modeled and to treat its competitive
behavior.

Among these MOCs, the SDF model (Synchronous
Data Flow) is widely used in multimedia applications
[6][7]. This is one of the most appropriate performance
estimation methods used at the system level of a Co-Design
flow.

In addition to the modeling verification, SDF offers a
set of formalism rich in concepts for better application
modeling. SDF offers other services such as tasks
parallelization and their mapping on the hardware
architectures (assignment of tasks to processors elements).
SDF is often used to model multimedia applications with
real-time constraint.

Once the modeling is validated, the following steps in
the design flow have taken place. These include steps such
as partitioning, software and hardware synthesis,



integration of two components (software and hardware) and
testing of the entire system.

At run time, the system requires real-time monitoring
and control in order to check its running states and provide
solutions for remedies and correction in the event of a
breakdown, for example.

This control system, if it exists, is designed in the
majority of cases once the system is realized and put into
operation. It is therefore designed and realized with
methods and tools other than those used at design time (at
the design and modeling step).

The basic idea of the work that we propose in this
article is to take into account the control of the system (at
run time) since the design stages. Consequently, the model
used in design stages will not be left apart; it will
accompany the system itself at the run time to control it.

In our case, we use the SADF-FSM model, a variant of
the SDF for the performance estimation phase and model
phase of the HEVC decoder application, our case study in
this work.

We have developed a generic tool integrated in our Co-
design flow (LIP2 Co-design flow) [8] in order to generate
automatically a control component for the system being
designed. This controller called DCU (Diagnostic and
Control Unit) will be used at the run to meet several needs.

It can be used as a simple controller for the execution
time of various tasks of the system running and therefore it
will monitor the execution time, as it can be used to
monitor the energy consumption of the system and to
intervene in case of problem. It can also be used for safety
purposes or for other purposes.

This automatic DCU generator tool takes as input the
model realized with SADF-FSM. As output, it produces the
controller in two vesrions. A software version as a C
program that can be compiled and executed in parallel to
the application to be controlled (in an AMP mode for
example) and an IP Hardware component generated in
VHDL that can be directly placed in an FPGA
programmable area.

In our case, the hardware component was implemented
in the programmable part (PL part) of the Zedboard
platform, our experimental hardware platform.

The automatic DCU generator tool has been tested on
the HEVC decoder, the HM test Model Application [9] and
also on three other models provided in the official web site
of SDF3 [10].

In all tests, a DCU (with software and hardware
version) was generated and tested on Zedbaord platform.

The results show that in all cases, the DCU can detect
the delay caused by actors and notify the operating system
in order to make the appropriate action.

The rest of this article is organized as follows: Section 2
presents a discussion of related work that deals with the
same problematic of the article. in Section 3, we give an
overview of the HEVC Standard and HEVC h.265
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decoders. In Section 4, we detail our approach to generate
the DCU controller. Section 5 shows experimental results.
Finally, we conclude with a conclusion in which we quote
some perspectives.

2. RELATED WORK

Modeling systems with Synchronous Data Flow graphs
is studied in several works that deal with performance
estimation of MPSoC applications. S. Stuijk [11] is the first
person who proposed an SDF graph to map a multimedia
application on NoC-MPSoC platforms in order to minimize
the resource usage. The flow starts with an application-
aware SDF that is incrementally transformed to handle
resource sharing on a multi-tile architecture. In [12], they
use timed SDF graph to model NoC architectures with
predefined guaranteed of bandwidth and a maximum
latency. Various predictable arbitration mechanisms of the
NoC have been considered, such as Round-robin, TDMA,
and Static sharing. In [13], SDF graphs are used to
estimate the system’s performance after the migration of a
task from software to hardware. In [14], authors proposed
an approach to analyze applications that are modeled by
SDF graphs and executed on MPSoC platform by using a
Resource Manager (RM) actor. RM is a task responsible for
resources access (critical or not). The designer reserves for
the RM a whole execution node (CPU, memory, bus,...)
which increases the cost of the total MPSoC system.

Wiggers and al. [15] proposed a solution that consists in
mapping purely software tasks and their communication
channels on the target processors. They exploited the SDF
graphs to compare the throughput obtained with the target
throughput of the application. In [16], authors developed a
generic communication assistant module for multi-
processor and multi-application systems, where SDFs are
used to estimate the worst-case performance of a system
before implementation.

In [17], [18], authors use FSM-SADF in order to model
applications with multiple behaviors. Each scenario
(behavior) is modeled by an SDF, and the FSM represents
the possible orders in which active scenarios occur. Real-
time calculus also focuses on stream based on applications
and has mode-based approaches [19], but handling cyclic
dependencies is limited to Marked Graphs without modes
[20].

[21] deals with a stochastic version of the SADF
model. Also [22] deals with scenarios of SDF behavior, but
in their case only homogeneous SDF graphs are considered
(graphs in which all consumption and production rates are
equal to one), and only the execution times of affixed
collection of actors can vary with scenarios. In earlier work
[23], authors introduced techniques to find linear upper
bounds on transient behavior of an SDF, which also allows
the behavior of an SADF to be analyzed, but without exact
results. In [23], the FSM specification of possible scenario
orders could not be taken into account and one would have
to assume any scenario order to be possible.



3. CASESTUDY: HEVC DECODER

The HEVC [24] [28] is the acronym of "High
Efficiency Video Coding". This is the latest video coding
format used by JCT-VC. This standard is an improvement
of the H.264 / AVC standard [24] [25]. It was created at the
end of January 2013 [27], at which a first version was
finalized. It was developed jointly by the ISO / IEC
Moving Picture Experts Group (MPEG) & ITU-T Video
Coding Experts Group (VCEG).

The main objective of this standard is to significantly
improve video compression compared to its predecessor
MPEG-4 AVC / H.264 by reducing bitrate requirements by
as much as 50% compared to H.264/ AVC with equivalent
quality. The HEVC supports all common image definitions.
It also provides support for higher frame rates, up to 100,
120 or 150 frames per second.

The HEVC standard defines the process of encoding
and decoding the video.

As input, the encoder will process an uncompressed
video. It performs the prediction, transformation,
quantification and entropy coding processes to produce a
bitstream conforming to the H.265 standard.

The decoding process is divided into four stages (figure 1).
The first stage is the entropy decoding for which relevant
data such as reference frame indices; intra-prediction mode
and coding mode are extracted. These data will be used in
the following stages. The second is called reconstruction
step, which contains the inverse quantization (IQ), inverse
transform (IT) and a prediction process, which can be
either intra-prediction or motion compensation (inter-
prediction). In the third stage, a de-blocking filter DF is
applied to the reconstructed frame. Finally a new filter
called Sample Adaptive Offset (SAO) is applied in the
fourth stage. This filter adds offset values, which are
obtained by indexing a lookup table to certain sample
values [28].

In HEVC, the coding structure is based on a quaternary
tree representation allowing partitioning into multiple
block sizes that easily adapt to the content of the frames.
Three types of coding structures are defined; ALL intra or
intra-only (AI), Low Delay (LD) and Random Access
(RA).

In the first structure, all pictures are encoded as intra,
which yields very high quality, and no delay; this mode is
mainly aimed for studio usage.

In the low delay one, the first is an intra frame while the
others are encoded as generalized P or B pictures (GPB).
This structure is conceived for interactive real-time
communication like video conferencing or similar real-
time uses were no delay for waiting for future frames are
permitted.

Finally, the random access structure is similar to
hierarchical structure and intra pictures are inserted
periodically, at the rate of about one per second. It is
designed to enable relatively frequent random access
points in the coded video data. This coding order has an
impact on latency, since it requires frame reordering: for
this reason the decoder might have to wait to have decoded
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several frames before sending them to output. This is the
most efficient mode for compression but also requires
most computational power.

Each of these three modes have a low complexity variant
were some of the tools are disabled or switched into a
faster version. As an example low complexity uses
CAVLC instead of CABAC

Output
Video

Figure 1: Functional structure of the HEVC decoder

4. DCU GENERATION FLOW
a. Introduction

In the Co-Design flow, SDF is used for the performance
estimation and the modeling step. This phase takes as input
parameters informations about all tasks of the system
(actors) such as the Worst Case Execution time (WCET),
the number and the size of data exchanged (size of the
communication channels), the size of local objects to each
actor (size of local variables), ...

The SDF model established will be validated by the SDF3
tool [10] in order to determine the maximum throughput
assured taking into account functional constraints. In the
case of a video decoding application, the constraint may be
the number of decoded images per second.

SDF Model can be coupled with an architecture model for
the mapping of software tasks onto a hardware architecture
taking into account the functional constraints of the
application and the non-functional constraints related to
the architecture (such as the number of processors, their
types, memory space available and the communication
channels).

Once the SDF model is validated, the designer can proceed
to the next steps of the Co-design flow.

Currently, in our LIP2 Co-design flow, the SDF model is
used only for modeling and performance estimation at
Design time.

In this work we propose an extension of use of the SDF
model to accompany the designer in the advanced phases
of the Co-design flow to produce a functional
implementation in order to allow a control of the system at
Run time (figure 2).

In its first version, the controller generated (DCU) is used
only to monitor the execution times of the various actors.
It should be noted that this DCU could be used for other
purposes. It can be used to control energy consumption of
the system to notify the operating system of exceedances
of the authorized thresholds. It could also be used for
security purposes and intervenes to signal a security
problem such as an attack.

The DCU can also be used to monitor inter-component
communication (IP, processors, system memory,



communication system) and communication
problems (such as a bottleneck).

The DCU could also intervene to put the system in safe
mode to ensure availability in the event of a software or
hardware failure.

It could also intervene before failure, in preventive mode.
For example, it can foresee a saturation of the RAMFS
exchange file system of the RAMDISK, it intervenes to
prohibit the tasks that are the source of this saturation (to
block the task that causes the saturation that to stop the
whole system).

report

Application model
pm— Zedboard Platform
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i 1 DCU SW—P
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Mapping

Figure 2: DCU Generation flow

b. DCU Generation Approach

The process of generating the controller consists of a set of
steps (Figure 3).
The generator takes as input the SDF model of the
application (SADF-FSM in our case) (figure 4).
To model an application with an SDF graph, we must have
at our disposal information that concern the application, its
functions (actors), the exchanged data (tokens) and their
sizes, the size of the data used in each function and
constraints to which the application is subject. This
information can be extracted by performing a fine profiling
step of the application. We have thus performed a profiling
step that combines manual profiling with the use of
available profiling tools such as Valgrind [29], Gprof [30],
memprof [31]. In order to perform a good evaluation of the
standard, the JCT-VC developed a document with
reference sequences and configurations that should be used
with each codec operation [32].
The SDF model includes:
- An XML description of all the actors of the application,
in terms of execution time (WCET)

- The number of tokens exchanged between actors (input /
output)

- The size of the data exchanged
- The size of the local variables of each actor

- The execution scenarios (which correspond to the
possible configurations of the application)
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The generator reads this file to automatically extract the
information related to the execution times of the various
actors (WCET of each actor) as well as the possible
execution scenarios.

This information will be used to generate the controller in
software version and in hardware version, based on
templates (one for the software version and one for the
hardware version).

The software version consists of a set of C-based
controller files with a Makefile file that will be used to
generate the executable. This version can be used in AMP
(Asymitric MultiProcessors) mode. In this case the
controller will be non-intrusive. It will run on a separate
processor under an operating system other than that
manages the application (figure 5).

The hardware version (figure 6) consists of a VHDL file
with input and output signals from the various actors in
addition to the start, stop and frequency signals.

As output, the controller generates information of the time
spent by the active actor and an interrupt signal if the
expected time for the active actor is exceeded.

The hardware version (VHDL) will be synthesized to
generate the RTL file and to be implemented in the
programmable space of the Zedboard (PL).

A configuration file is also generated that includes
scenarios execution of the application and the WCET time
for each actor. This file will be used by the DCU at run
time.

Configuration Type of scenaril

4 Name of actors
fil LS
e WCET actors

bcu
Software
(c/c++)

SADF-FSM application
model

DCU Hradware
(VHDL)

— Throughput

Mapping

<XML>
SDF -
Architecture model

<XML>
Constraints model

Figure 3: DCU Generation steps
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5. Experimental results
a. Zedboard Platform

Zedboard platform [33] (table I) is an evaluation
platform based on a Zynq-7000 family [34]. It contains on
the same chip two components.

A dual-core ARM Cortex MPCore based on a high-
performance processing system (PS) that can be used under
Linux operating system or in a standalone mode and an
advanced programmable logic (PL) from the Xilinx 7th
family that can be used to hold hardware accelerators in
multiple areas.

The two parts (PS and PL) interact between them by
using different interfaces and other signals through over
3,000 connections [34]. Available four 32/64-bit high-
performance (HP) Advanced eXtensible Interfaces (AXI)
and a 64-bit AXI Accelerator Coherency.

TABLE 1. ZEDBOARD TECHNICAL SPECIFICATIONS
Component Characteristics
Processeur ZYNQ-7020 2 ARM Cortex A9 cores at 667
AP SOC XC7Z020- MHz
7CLG484CES
Memory 512 MB DDR3, 256 MB Quad-
SPI
Flash et SD Card
Communication 10/100/1000 Ethernet, USB OTG
et
USB UART
Extension FMC (Low Pin Count) et 5 Pmod
headers (2*6)
Display HDMI output, VGA output et
128*32 OLED
Input / Output 8 switches, 7 push butons et 8
leds
Current and Voltage 3.0 A (Max) et 12V DC input
Certification CE and RoHS certifier

b. The SDF3 tool

The open-source SDF3 tool set [10] used in this work,
offers an SADF graph generation algorithm that constructs
random SADF graphs which are connected, consistent, and
deadlock-free. This generation algorithm can be used to
benchmark novel SADF analysis, transformation, and
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implementation algorithms. If desired, the user can restrict
relevant properties of the generated graph (e.g., limit port
rates, or construct only acyclic or strongly connected
graphs). All algorithms and technics implemented in SDF3
can be accessed through a set of command line tools as well
as a C/C++ APL

The SDF3 tool has a conservative approach, which
means that it will assume the worst-case scenario at any
stage of the analysis. The constraint that the SDF graph
must respect is the bitrate that must not be below 25 frames
per second. Therefore, 25 iterations per second because the
decoder decompresses an image by iteration. The value of
the constraint will therefore be 0.025 iterations per time
unit (ms).

¢. Modeling

The decoding process of a bitstream depends on the
coding configuration (AL, RA, LD, ...) and on the class of
the bitstream (Class A, B, ...). FSM-based-SADF is the
most suitable tool to describe this application because of its
various configurations. To model an application using the
SDF3, it is necessary to describe it by an XML file. This
file contains a lot of information such as actor’s names
(table II presents actors names of the HEVC Decoder),
memory sizes, execution times, scenarios, and transitions
between scenarios. Thanks to profiling step, we have all
data available to start creating our XML file. But it is
essential to adapt this information to the syntax imposed by
the SDF3 because there are many rules to follow:

- Sizes must be in bytes.
- A same time unit must be used along the description.

- The execution times introduced are just for a single
iteration.

- The extension of SDF, FSM-based-SADF, which we
exploited in our work, requires that the values introduced in
the XML description of the application are values that
describe the worst case.

Once all information is set in the SADF model (XML
file) of the application, SDF3 can generate the throughput
available and the application graph (figure 6).

DB2SOA

Figure 6: SADF Model of HEVC Decoder (generated from SDF3)



TABLE 2.

ACTOR TASK

LisT OF HEVC DECODER ACTORS

ED Entropy Decoding
1Q Inverse Quantification

IT Inverse Transform

P Intra Prediction
MC Motion Compensation
RC Reconstruction
DB Deblocking Filter
SAO SAO Filter

For experimental results, we have tested the generator
tool with four SDF models (Three models from the SDF3
web Site and our SADF-FSM Model of the HEVC
Decoder).

In all tests, the generator tool generates two DCU
versions for each SDF Model.

For the software version, we have implemented the
DCU controller on a Host server and the application HEVC
Decoder (HM Version) on a client host and we have used
the Socket technics o test its functionality.

For the hardware version, we have used ModelSIM to
simulate the behavior of the DCU hardware controller and
all tests were successfully performed (figures 7 and 8).

e Bt Ve Add Fommst Took Wiedow

et ——recer e e —— — — ———————————
O-Emced BB O0-AFS|| $OLH]|R Wyaip| fserr2cd|aaoq|> a

Figure 7: Abnormal termination of actor (total execution time >WCET)

Format  Tools Window

Figure 8: Normal termination of actor (total execution time <WCET)

Now we are working on the implementation of DCU
hardware on the FPGA (PL) on the Zedboard platform.
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6. CONCLUSION

In this paper, we presented an approach to the automatic
generation of a controller called DCU that will track the
execution of an embedded application at run time. This
component was generated from the modeling step at Design
time.

This allowed us to use the same model that served at the
design stage at run time.

All tests have been validated successfully. The DCU
can be used on various issues.

It can be used to control energy consumption of the
system to notify the operating system of exceedances of the
authorized thresholds. It could also be used for security
purposes and intervenes to signal a security problem such
as an attack or to monitor inter-component communication

The DCU could also intervene to be in safe mode to
ensure availability in the event of a software or hardware
failure.

We are planning in future work to use the controller for
energy control and for security purposes. We will extend in
this case annotate the SDF model to represent others
proprieties.

Also, we plan a joint use of two versions of the DCU
(Software version and hardware version) and switches
when needed from one version to another.
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ABSTRACT

Filtering image has different applications, such as com-
puter vision, multimedia tools, telemedicine, and satel-
lite imaging, where the objective is restoring the lossed
information due to the presence of noise. The noise
present in an image can be modeled as a stochastic pro-
cess. There are diverse reasons why the noise appears,
such as: non-uniform lighting, random fluctuations in
an object’s surface orientation and texture, sensor limi-
tations, non-ideal transmission, and interference. Noise
affects not only the performance of an image in a spe-
cific problem but also its perceived quality. In this pa-
per, a novel framework is presented for denoising colour
images corrupted by a mixture of additive and impul-
sive noise. The proposed method could be described
in three stages: 1)impulsive noise filtering; 2)additive
noise filtering; and 3)post-processing. In the first stage,
a pixel contaminated by impulsive noise should be de-
tected, the detection is performed using the values of the
pixels in local and interchannel way. Also, the restora-
tion of corrupted pixels is performed using a filter based
on the summing of distance vectors. In the next stage,
filtering of additive noise is based on behavior of the
additive noise on the discrete cosine transform domain,
sparse representation and 3D-processing. Finally, the
post-processing stage increases filtering quality using a
Wiener filter.

INTRODUCTION

The presence of diverse kind of noises in an image causes
degradation and losses of information in the image. In
order to enhance the quality of a image is necessary to
implement filtering techniques that minimize the effects
produced by noise. Commonly, the filtering techniques
of noise are used as a pre-processing stage in different

88

Araceli Hernandez-Fragoso
Colegio de Estudios de Posgrado
de la Ciudad de Mexico
16 de Septiembre 10, Acolman
Cuautitlan Izcalli, Mexico
email: ariiitta@gmail.com

applications, like: video transmission, remote sensing,
object recognition, images for medical applications, etc.,
where the main objective is to reduce noise while pre-
serving the fine details and features.

The noise can be described as a stochastic process with
known statistical characteristics, and in some cases, and
it is necessary to obtain these characteristics during the
processing stage (Eddins et al. 2009). The additive and
impulsive noises are the most common types of noise,
although these are not the only types. Images may be
corrupted by different reasons such as: interference and
imperfections in the channel or in the reception equip-
ment. Also, the digital cameras can introduce a noise
because of failure in their sensor CCD, electronic inter-
ference or errors in data acquisition (Young et al. 2007).
In an image, it can be exist a mixture of noise, this
mixture is represented by the sum of different types of
noises. The model of mixed noise more used is a combi-
nation of additive Gaussian noise and impulsive noise.
This type of noise can be represented as follows:

Y (i, ) {y(i,j) + Nqdd

Mimp

; with probability 1 — p (1)
; with probability p

where y(i,7) is the original, nggq is a random pro-
cess with Gaussian probability density N(0,02), Nimyp
is modelled via Uniform probability distribution, and
Y (7, 7) is the noisy image.

RELATED WORKS

At present, there are exist different methods of image
restoration contaminated with some type of noise, where
it is obtained a filtered pixel using diverse characteristics
within of the vicinity. These methods of denoising image
can be classified depending on the noise present in the
image.

Recently, different techniques to filtering an image con-
taminated by additive noise have been propose based
on search of similar blocks to a reference block, such as:
Non-Local Means (NLM) (Buades and Coll 2005) and
BM3D (Dabov et al. 2007). The similarity between two



blocks is obtained via a similarity measure. The filtering
technique of NLM utilizes the auto-similarities that can
exist in an image to calculate the weights that are used
in denoising the contaminated image. The BM3D tech-
nique uses a 3D filtering based on an enhanced sparse
representation in transform domain. The NLM, BM3D
and other techniques of suppress additive noise (Bilat-
eral Filter, Anisotropic Diffusion) present problems in
the presence of impulsive noise, because the impulses
are considerate as edges or fine details. So, the pix-
els contaminated by impulsive noise should be restoring
previously.

There are different techniques for suppress of impulsive
noise, mostly based on Median Filter or a variant (Lukac
2003). Other filtering techniques can be described in
two stages: 1) detection of impulses; and 2) restoration
of corrupted pixels. The restoration stage uses different
filtering techniques (Malinski and Smolka 2016, Rosales-
Silva et al. 2012).

These methods have been designed for a particular kind
of noise, either additive or impulsive. The techniques
proposed to filtering an image corrupted by mixed noise,
usually, perform the filtering of impulsive noise in a first
stage, and the filtering of additive noise is applied in a
second one.

In this paper, a technique of restoration of a corrupted
color image by a mixture of additive noise, with Gaus-
sian probability distribution, and impulsive noise with a
uniform probability distribution on DCT domain (3D-
FMN-DCT) is developed.

PROPOSED METHOD

The proposed method to restore color image corrupted
by mixed noise can be described in three stages: a) im-
pulsive noise filtering; b) additive noise filtering; and ¢)
post-processing. (See Fig. 1). In the following sections
each a stage will be described.

Impulsive Noise Filtering

In the proposed filter, in order to reduce the impulsive
noise present in an image, two processes are developed:
firstly, the detection and tagged of corrupted pixels by
impulsive noise in each a RGB channel is performed.
After, the filtering of tagged pixels as impulses is per-
formed in each a RGB channel in independent form,
obtaining an approximation of pixel taking into con-
sideration the correlation that exists between the RGB
channels.

Detection of corrupted pizel by impulsive noise

This step is of the utmost importance, because a bad de-
tection can generate errors and artifacts in the restored
image, such as: blurring, degradation of edges and fine
details. The detection is realized in exhaustive form in
each a RGB channel, i.e., each pixel of an image is an-
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RGB noisy image

RGB filtered image

Impulsive Noise
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Filtering corrupted
pixel

Block-matching and grouping

Figure 1: Block-diagram of proposed method to filtering
color image contaminated by mixed noise.

alyzed to know if it is contaminated or not. When a
pixel is corrupted by impulsive noise, this one differs re-
spect their neighbors. So, a way to recognize if a pixel
is an impulse is comparing the central pixel and their
neighbors within a vicinity of size v X v .

Two pixels are similar when the absolute difference (AD)
between they is near to zero, if it compares a pixel and
an impulse, then the value of absolute difference is big.
La difference absolute is defined as follows:

ADk,l = |W(la.7) - W(kvl”? (2)

where W (i, j) is the central pixel, W (k,[) are the neigh-
bors around of pixel central with ¢ # k and j # .
After, it is necessary to consider more of one value of
ADy,;, to avoid that an edge pixel could be considerate
as an impulse. Now, the values ADj; are ordered in
ascending form and the vector AD,, is obtained. Next,
only there ones are taken p values of AD,, and a trimmed
sum SD; ; is calculated. In order to distinguish between
a corrupted pixel and a noise-free pixel, the value SD; ;
is compared with a fixed threshold as follows:

Pnoise
Y (i, j)
where Yiqggeq(i, 7) is the image that contains the tagged
pixels as corrupted pixels by impulsive noise. The pro-
cess of detection of corrupted pixels by impulsive noise is
applied to each a RGB channel, therefore a tagged image
is obtained for each channel (Riagged, Gtagged, Btagged)-

; if SDi,j >T

; otherwise

}/tagged(iaj) = { (3)

Restoration of corrupted pizel impulsive noise

Once, the tagged image is obtained, the next step con-
sists of replacing the noisy pixels using a filtering tech-
nique. The VMF proposed by Astola (Astola et al. 1990)
realizes the filtering based on minimizing the sum of vec-
tor distances. In this work, this idea is taken to find a



first approximation of the corrupted pixel. The filtering
process is realized to each RGB channel in independent
form.

Let explain the process to Red channel. Firstly, a first
approximation is obtained of a tagged pixel as noisy with
the information contained in the G and B channels. Let
Wgr, Wg and Wpg be the centered windows at position
(4,7), for R, G and B channels, respectively. The abso-
lute difference between pixels at position (i, 7) is defined
as follows:

DRG(iaj) = |WR(Z7]) - WG(i’j)L
DRB(i’j) = |WR(27.7) - WB(ivj)|7 (4)

where Dgq(i,7) and Dgrp(i,7) represent the absolute
difference between the R—G and R— B channels, respec-
tively. The positions of the minimum values in Dga (1, )
and Dgp(i,7) are obtained to calculate the approxima-
tion R(i, ), as follows:

Wr(m,n) + Wr(p,q)

Rl(ll’v.]): 2 ’

()

where (m,n) and (p, q) are the corresponding positions
of the minimum values. R

The calculating of second approximation (Rs) is based
in the value of the sum of absolute differences in the
R channel (SDg). The SDp value of a pixel in the
position (4, 7) within Wy is defined as follows:

SDr =Y |Wa(i,j) — Wa(k,1),
k,l=1

(6)

where ¢ = 1,2,...,v. It is worth mention that the SD
value is not calculated to pixels tagged as noisy.

Let be (m,n) the position of the minimum value, so the
1/%2 value can be defined:

~

Ry (i, j) = Wr(m,n). (7)

Finally, the restored pixel is obtained as follows:

ﬁﬁﬁzﬁ@ﬁ;Ewﬁ ®)

Additive Noise Filtering

The additive noise filtering is based on sparse represen-
tation and 3D filtering on DCT domain. The techniques
that use sparse representation to suppress additive noise
are based in the behavior of noise in the domain of some
fixed bases like: Fourier, Cosine, Wavelet, etc. Further,
the filtering based on shrinkage method allows reduc-
ing the additive noise, whereas the edges and fine de-
tails suffer less deterioration when such reconstruction
is performed. The proposed additive noise filtering stage
is performed on DCT domain and can be divided in two
steps: 1) grouping using block-matching, and 2) 3D-
filtering.
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Block-matching and grouping

The Block-matching technique is based in search of
blocks that present a high similarity within a noisy im-
age. The Grouping process (Dabov et al. 2007) consists
in taking all 2D blocks to form a 3D structure called
Group. A block is similar to another one when the sim-
ilarity value is higher that a fixed threshold. In this
stage, the similarity measure based on the Sum Abso-
lute Difference (SAD).

The three channels from a color image are divided in
non-overlapped blocks of the same size as the refer-
ence block. The more similar blocks and the reference
block are grouped into a 3D array (Asp(i,j,k)),where
the blocks are sorted depending of grade of similar-
ity. ie., A(i,5,1) = A1(i,j) is the reference block,
A(i,7,2) = As(i,7) is the block with the major sim-
ilarity grade, and A(i,j,k) = Ag(i,j) has the minor
similarity grade.

3D filtering

The 3D filtering uses the assumption that the noise can
be expressed via sparse representation in the transform
domain (Fevralev et al. 2011). In other words, if a coef-
ficient has an absolute value approximating to zero, this
means that it possibly belongs to noise, so a natural de-
cision consists of eliminating this coefficient. The sim-
plest way is by means of a threshold chosen according to
some reason. The discrete Cosine Transform (Pogreb-
nyak and Lukin 2012) is applied to each a block belong-
ing to 3D array (Asp(i,7,k)), obtaining the 3D array
Asp_per(p,q,r) in DCT domain. Once that the hard-
thresholding is applied, the 3D array A\gD_DCT(p7 q,7)
on DCT domain is obtained, this 3D array is considered
as free noise.

Following,  the Inverse DCT is applied to
Asp-pcr(p,q,r), obtaining the estimation of the
3D array A\gD (4,4, k). Now, it is necessary to obtain an
approximation of the reference block from A\gD (i, 4, k),
this process is called shrinkage. The output of shrinkage
process A(i,j) is defined as follows:

k o
~ A
A(Z,j) _ Zl:l - l(Z’j)wl
D W

where wy are the weights defined as w; =
Finally, in order to obtain a filtered image )A/(z, 7), the
additive noise filtering is applied to each RGB channel
of an image.

9)
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Post-processing

In the previous filtering stages are produced some arte-
facts undesirables, so in the filtered image that artefact
should be corrected. A Wiener Filter (Lim 1990) is em-
ployed to increase the quality of filtered image. The



Wiener Filter is defined as follows:
N o o2 — 2 rn
YWiener(Z;]) =p+ Wf {Y(Zv]) - .u:|

(10)
Ow

where 1 is the local mean, o3, is the local variance and
v? is the average of all the local estimated variances.

EXPERIMENTAL RESULTS

The experimental results were performed using a set
of color test images proposed in (Malinski and Smolka
2016). Mentioned set contains images with different tex-
ture and fine details structure that can guarantee ro-
bustness of investigating techniques.

The evaluation criterias used for measure performance
are Peak Signal-to-Noise Ratio (PSNR) and Structural
Similarity Index Measure (SSIM). PSNR is based on
comparisons using explicit numerical criteria and sev-
eral references are possible such as the ground truth or
prior knowledge expressed in terms of statistical param-
eters and tests; SSIM is based on human judgment and
operates without reference to explicit criteria, and this
measure was introduced in (Wang et al. 2004).

The proposed method is applied to test color images
corrupted by different noise levels, and in our case a
mixture of additive and impulsive noise with uniform
distribution is used. In the table 1, there are shown the
average PSNR and SSIM values obtained for all images.

Table 1: The average PSNR and SSIM values.

% 10 20 30 40 50
o PSNR

10 | 30.09 29.561  28.69  28.07 27.23
20 | 28.93  28.55 27.79 2724  26.30
30 | 27.72 2734 2648  25.89  24.79
40 | 26.21  25.83  24.87 2427  23.17
50 | 2399  23.65 22.72 2226  21.36
o SSIM

10 | 0.9421 0.9358 0.9261 0.9177 0.9053
20 | 0.9214 0.9161 0.9043 0.8940 0.8737
30 | 0.9008 0.8933 0.8739 0.8564 0.8229
40 | 0.8730 0.8611 0.8308 0.8069 0.7638
50 | 0.8148 0.7966 0.7562 0.7299 0.6860

Our design framework appears to demonstrate ability
to eliminate a mixture of impulsive noise with random
distribution (the values of the random impulses are dis-
tributed between 0 and 255) and additive noise.

Comparison with state-of-art techniques

There are different techniques for mixed noise suppres-
sion. In order to evaluate the proposed method, we com-
pare it with the better existing state-of-art techniques:
Wiener (Lim 1990), Bilateral (Zhang et al. 2014) and
WESNR (Jiang et al. 2014). The filter Wiener was de-
signed to decrease the additive noise, so it is necessary
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to perform, previously, the filtering of impulsive noise
to compare with our technique. So, the suppression of
impulsive noise is realized by proposed impulsive noise
filtering stage. The same case is applied using the Bi-
lateral filter. In figure 2, there are shown the visual
results obtained to image pic027 corrupted by differ-
ent values of % and o in the case of impulsive and ad-
ditive noise, respectively. The figure 2 show that the

(b)Noisy

- '\‘f)

SSIM=0.8112 SSIM=0.8174

PSNR=20.29 PSNR=20.45
(c)Wiener (d)Bilateral
g 1
o ’ ¥
! N
Y
e LY
PSNR=13.89 SSIM=0.5768 PSNR=23.08 SSIM=0.8854
(e)WESNR (f)3D-FMN-DCT

Figure 2: Filtered and inverted error images of the image
pic027 filtered by Wiener, Bilateral, WESNR and 3D-
FMN-DCT techniques for a mixture of noise of Additive
Noise (¢ = 45) and Random Impulsive Noise (% = 45).

3D-FMN-DCT technique obtains a better preservation
of smoothed zones with changes in illumination and ex-
poses a better preservation of details in the area of edges
and fine details compared with the other methods.

CONCLUSIONS

A novel technique to decrease the effects produced by
mixed noise (impulsive-additive) is presented. The de-
noising approach consists of three principal stages: im-
pulsive noise filtering; additive noise filtering; and post-
processing. The designed technique can achieve good
performed in filtering without previous knowledge of the
noise characteristics, such as percentage value of impul-
sive noise and/or variance of Gaussian additive noise.

The impulsive noise filtering stage uses a detection of
contaminated pixels by impulsive noise and, after, only
these pixels are filtered using local and interchannel in-
formation. The proposed detection stage appears to
demonstrate good ability to distinguish between a pixel
corrupted by impulsive noise and a pixel that belongs to



an edge or a detail zones, even in the presence of additive
noise. In the additive noise suppression stage, 3D filter-
ing is used with image sparse representation in the DCT
domain, selecting pixels with high similarity to the 3D
array. In the post-processing stage, the effects produces
by previous filtering stages are corrected. The artifacts
corrected in the filtered image are: the mosaicing pro-
duced by additive noise filtering using a non-sliding win-
dow. Finally, the restoration of pixels degraded by the
filtering stages are performed. Future work should be
devoted to implementing the current filtering approach
to restore videos. For videos, more information could
be used, such as the correlation between frames.
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ABSTRACT

We introduce in this paper a raster-based algorithm for for-
est fire growth modelling. The computation is performed on
a grid of 2-D cells representing the landscape. During the
simulation, the different rates of spread are calculated on the
edges of a graph with the proviso that local fires are mod-
elled by ellipses. In this graph, the neighbourhood of a given
vertex is defined by a set of intra-cell edges whose orienta-
tion and direction depend on a local ellipse. The neighbour-
hood concerned has therefore a basically dynamic character.
Next, we compare the results of this algorithm with those of
another one involving static neighbourhoods. In both cases,
fire spread is determined using the Dijkstra’s shortest path
algorithm. We conclude that the facts show that the model
involving dynamic neighbourhoods provides more accurate
results.

INTRODUCTION

Simulation is a corner-stone in fighting operations against
forest fires. Such a technique has reached a level of matu-
rity in North-America where it is confidently employed for
operational purposes (Finney, 2004), (Peterson et al., 2009),
(Tymstra et al., 2009), (Noonan-Wright et al., 2011). In Eu-
rope and the Mediterranean basin, its use is less common and
related works are mostly confined to the academic world.

However, regardless of the area in which they are used, for-
est fire simulation tools must at least meet the two following
requirements:

- The obtained fire contours must be accurate enough to
fit operational purposes, that is to provide reliable as-
sistance for means dispatching on the theater of opera-
tions. On this point, it should be noted that simulation
results with an accuracy level of some meters is gen-
erally utopian. This is because it is extremely difficult
to carry out a precise assessment of various parameters,
e.g. current state of vegetation on wide areas, meteoro-
logical parameters, etc. Nevertheless, the deployment of
fighting means is always implemented with a substantial
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time safety margin which allows a certain degree of im-
precision to be tolerated. In fact, the major concern is
the anticipation on the direction taken by the head of the
fire.

- The calculations must be fast enough to allow numerous
simulations within a given operation.

The work presented in this paper has been carried out in the
context of a partnership between the University Savoie Mont
Blanc and a Fire Department in the South of France (SDIS
06). We report on experiments in implementing simulation
tools for forest fires, our approach being clearly oriented to-
wards an effective use in the field.

FIRE SPREAD MODELLING

Research works on the topics started during the 1970s with
the emergence of computing technologies. Since that time
many works have been conducted (Sullivan, 2009). Three
overall approaches can be distinguished: physical models
(Richards, 2005) which aim at identifying key parameters,
e.g. outdoor temperature, sun exposure, wind, slope, fuel bed
properties, air moisture, nature of the soil, etc., and then to
define numerical models, e.g. partial differential equations;
empirical models (FCFDG, 1992) which are carried out with
the view of establishing statistical laws based on thousands
of field measurements; semi-empirical models (Rothermel,
1972), (Lopes et al., 2002), (Vakalis, 2004), (Kalabokidis
et al., 2013) which are a middle ground between the two pre-
vious approaches, i.e. statistical laws are the basis for the
elaboration of formulae which are used to calculate fire rates
of spread.

It is established practice that semi-empirical models are, at
least for the time being, best suited for the development of
operational tools (Sullivan, 2009). They can be divided into
two types, namely vector-based and raster-based approaches.

Vector-based models (Finney, 2004) assume the hypothesis
that starting from an ignition at a given point, the fire sponta-
neously evolves to a specific shape, generally an ellipse or a
double-ellipse. Note that other works use ovoids, tear drops,
or lemniscates as the reference shape. The implementation of
this principle leads to discretize at time ¢ the global fire con-
tour by a set of points which are considered as independent
ignition points. The envelope curve (Glasa and Halada,



2007) of all the resulting shapes then provides fire contour
at time ¢ + Jt.

In raster-based models (Hernandes Encinas et al., 2007),
(Peterson et al., 2009), (Tymstra et al., 2009), the focus is
on the division of the geographic space into a grid of cells.
Usually, these have a square form, but in some cases, hexag-
onal cells are used (Trunfio et al., 2011). Then, starting from
a set of burning cells which defines the initial fire contour,
the model specifies how fire spreads from cell to cell until
the simulation ends.

Beyond these two archetypes, reference shapes can also be
used to improve the accuracy of raster-based models, thus
defining hybrid approaches. Such a solution has been chosen
in the present work. However, since our algorithm explicitly
uses a grid of cells, we consider that it falls into the category
of raster-based models.

BACKGROUND DATA

The algorithm described in this paper assumes that the land-
scape is represented by a 2-D grid of square cells of size 25m
x 25m. For each cell, we have:

- The altitude at the center of the cell and its geographic
coordinates.

The local slope.

The local aspect, namely the orientation of the cell with
respect to the four points of the compass. Both the slope
and the aspect are provided by the underlying geograph-
ical information system.

The local wind. Here, it is important to stress the differ-
ence between upper level winds, called laminar winds,
with the winds just above ground level, called /local
winds. The calculation of the latter requires a specific
simulation process using as input data the characteris-
tics of a given laminar wind and the relief of the area
concerned. Thus, for each dominant wind, we have
elaborated several dedicated wind maps according to
regular variations in direction. The issue of variation in
intensity, under the assumption of a fixed direction, did
not prove to be relevant. Indeed, in the case of simula-
tions involving different intensities, the resulting local
wind vectors have been clearly found to be homothetic.
Moreover, the wind maps have been calculated using
the WindNinja software system (Butler et al., 2014).

MODELLING FIRE GROWTH WITH ELLIPSES

On the basis of the previous data, consider a cell C which
belongs to the 2-D grid. The calculation of fire spread inside
C has to take into account the morphological properties of the
landscape. For that purpose, we reason in a plane, denoted
Pc, having the slope and the aspect of C. In order to simplify
its equation, this plane is defined to pass through the origin
0(0,0,0). Furthermore, the vertical projection on P¢ of C and
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of any point A of C are respectively denoted C* and A*. Note
that if the slope of C is different from zero, C* is a parallelo-
gram but not a square.

Although wind is the predominant factor in fire spread mod-
elling, ascending slopes have an attractive effect which must
be taken into account too. Many works have addressed the
combined effects of wind and slope on fire growth (Van Wag-
ner, 1988), (Weise and Biging, 1997), (Viegas, 2004). The
algorithm presented in this article is based on a model intro-
duced in (McAlpine et al., 1991). The slope is thus repre-
sented as an “equivalent-wind” vector. Hence, this makes it
possible to define the conjugate action of wind and slope as
a vectorial sum.

Now, consider an ignition point I located on one of the bor-
ders of C. As stated above, the local winds and the morpho-
logical properties of the landscape are key elements in the
model. For this reason, the calculations are made in the cell
Cc* (Fig. 1):

Figure 1: Ellipse construction in the cell C*

The ignition point in C* is therefore the vertical projection
of I, i.e. the point I*. Let W be the local wind vector in C*.
The norm and the direction of W are provided by the wind
map selected according to current meteorological conditions.
The local slope vector S is colinear to the strongest slope line
of C* Its norm is given by the following formula (Finney,
2004):

|S| = 15.275 x B792%° x tan®(«) )

where 3 depends on the fuel bed and « is the angle defining
the strongest slope. For the Mediterranean shrub, we use the
expression 10 X tan?(«) truncated at the value of 10 m.s~1
for slopes steeper than 45 degrees.

Hence, to reify the combination of the effects of wind and
slope, we set down: V = S+ W. Thus, V is called the wind-
slope resultant vector. Moreover, the approach described in
(McAlpine et al., 1991) specifies that if 7*is an ignition point,
the fire spontaneously evolves to an ellipse £* such that:



- I*is located at the rear focus of £*

- the direction of the major axis of £* is given by that of
V.

- The distance between the rear focus and the forward ex-
tremity of £* is defined by the fire maximum rate of
spread, here represented by the vector E.

- The length-to-breadth ratio LB of £*, from which its
eccentricity can be immediately deduced, is calculated
as a function of the norm of V.

The different elements referenced above easily find their
counterpart in the present setting. First, we have a formula
for the calculation of the highest rate of spread. The lat-
ter has been designed by J-C Drouet (unpublished work) for
Mediterranean shrub in the South of France. It is as follows:

|E| = 180 x e(*%9*T) x tanh (1005w )

= 8

X (1 + 2 x (0.8483 + tanh(L~ — 1.25))) )

w
o

where the parameters 75 and S, respectively denote the tem-
perature in the shade given in Celsius degrees and the soil
water content given in millimeters (with 0 < S, < 100).
Note that this formula also involves the norm of the wind-
slope resultant vector. Moreover, it has been elaborated in or-
der to deliver a zero speed when S, is equal to 100 mm. This
matches facts observed in the field in the area concerned.

Second, we use a formula due to (Alexander, 1985) to ob-
tain the length-to-breath ratio of £*, namely the ratio be-
tween the respective length of its major and minor axes. This
data, denoted LB, is calculated as a function of the norm of
V.

LB =1+0.0012 x (2.237 x |[V])**** 3)
It is suggested in (Finney, 2004) that L B must be truncated
at a value of 8. Furthermore, the eccentricity of £* can be
immediately deduced from LB by:

“)

The ellipse £* being fully characterized, the fire rate of
spread in a direction forming an angle # with E is provided
by the cosine correction of (Albini and Chase, 1980):

(1—6) Xlél

Byl=1=9
| o] (1 — € * cosB)

®)

NEIGHBOURHOOD OF AN IGNITION POINT

Now, we have all the elements required for the discretiza-
tion of the part of £* which overlaps C* by a set of vectors
&; of origin I* and with the proviso that R is one of them.
The number of these vectors, say s, is defined statically and
a particular care is paid to an increased density at the head
of the ellipse. Note that for sake of clarity, the number of
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vectors occurring in Figure 2 has been drastically reduced in
comparison with what is actually implemented.

Now, for all 7, consider the line of orientation vector €; pass-
ing through 7™* and its intersection with one of the three other
borders of C*. This provides a set of points hereafter denoted
Jr

Figure 2: Discretization of £*

The vertical projection of the different points J; on the plane
P¢ in turn provides a set of points .J;. Note that we have not
considered the vertical projection of the ellipse £* since such
an operation does not preserve foci. Furthermore, since an-
gles are not preserved either, the distribution of the angles
between the edges I.J; may become less regular than that be-
tween the edges I*J;. If the case occurs, additional points
are inserted on the borders of C alongside with the points J;,
thus resulting in a new set of points K.

The different edges I K; constitute the out-neighbourhood of
I in C. Fire propagation from I will therefore be considered
in C through this neighbourhood.

PROPAGATION PHASE

Now, we turn to fire propagation in C. In our approach, the
four borders of every cell of the 2-D grid are divided in a
fixed number of equal segments (Fig. 3). Each segment has
at most one potential ignition point with a corresponding ig-
nition time. Although this point obviously belongs to the
segment in question, its location is not predefined, i.e. it may
vary from segment to segment. This makes a significant dif-
ference with common raster-based algorithms.

Besides, we say that a segment is ignited when the corre-
sponding point is ignited. When this occurs, a propagation
phase which implements fire spread towards other segments
is performed. Every segment of the grid is assumed to be in
one of the following states:

- Burned: the segment concerned has been formerly ig-



nited and the corresponding propagation phase has been
achieved. Thus, both the ignition point and the ignition
time are final.

- Ignition: the segment is the latest to have been ignited.
It was previously in the state “pre-ignition”. The prop-
agation phase related to this segment is in progress.
When the latter is terminated, the segment switches to
the state “burned”. At a given moment, only one seg-
ment in the 2-D grid is in the state “ignition”. This is
a direct result of the use of the Dijkstra’s shortest path
algorithm to handle global fire spread on the grid.

- Pre-ignition: at least one ignition point and therefore
one ignition time, have been calculated for the segment
in question. However, as long as the segment has not
switched to the state “ignition”, these data may be mod-
ified.

- Outer: no ignition point has been determined for the
segment concerned, which means that it is outside of
the fire contact area.

The actions carried out during the propagation phase are
specified hereafter. Let K, be a vertex belonging to the out-
neighbourhood of 7 in C. We study fire spread along the edge
IK,. We denote oy and o, the segments I and K, respec-
tively belong to.

Figure 3: Some vertices of the out-neighbourhood of I in the
cellC

Different cases must be considered depending on the state of
ok, which, by definition, cannot be “ignition”:

- “burned”: K, cannot be a new ignition point and thence
no further action is required.

- “pre-ignition”: the segment o g, already has an ignition
point, say K’. Therefore, we must calculate the poten-
tial ignition time of K, and then compare it to that of K.
Let w be the angle between the vector R with an origin
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at I* and the line segment [I*, K. The equation (5) pro-
vides the fire rate of spread along [/, K;] as a function
of w. Hence, we immediately get the spreading duration
7(I", K;) between the two points. Since we can postu-
late that 7(I*, K;) = 7(I, K,), the ignition time of K/ is
obtained by adding that of I to this duration. If the cal-
culated value is earlier than the ignition time of K’, then
K, becomes the new ignition point of ok,. Otherwise,
K’ holds its status. It should be emphasized that in the
general case, the respective locations on ok, of the two
points K’ and K, are different.

- “outer”: K, becomes the first ignition point of ok, and
it is equipped with the corresponding ignition time
which is calculated as in the previous case.

The previous sequence of actions is obviously repeated for
all the vertices of the out-neighbourhood of 7. Together, these
sequences constitute the propagation phase of o7 in C.

It is important to note that regardless of the location of the
segment which has caused the ignition of o, fire propaga-
tion starting from I must be considered both in C and in the
adjacent cell C’. In the case of the latter, the principles are
clearly identical to those introduced for C. It is just sufficient
to mention that the different calculations are based on the
ellipse defined in the 3-D cell "™

Finally, note that if an ignition point is located at the corner
of four cells then the propagation phase must be performed
in the four adjacent cells using each time the corresponding
ellipse.

With respect to the process of fire propagation just described,
three important comments can be made:

- Having only one ignition point for each segment allows
to prevent explosion in the number of points to consider.

- Depending upon the number of segments per cell and
that of elements in neighbourhood of 7, some segments
of C whose state is either “pre-ignition” or “outer” may
not contain any element K;. Nevertheless, due to the
number of edges involved, this did not turn out to be a
problem.

- One must stress the fundamentally dynamic character
of the neighbourhoods generated by the above process.
In fact, the model presented here was designed with this
main objective. To understand the interest of this ap-
proach, suppose the location of I* and the orientation of
£* are such that the main rate of spread vector £ with an
origin at point /™ is inside £* (as in Fig. 1). With neigh-
bourhoods involving fixed edges, the projection of & on
Pc generally does not fit the direction of any edge. This
inevitably results in under-estimating the propagation of
the head of the fire. On the contrary, in the present work,
there exists by construction a vertex K; such that the
edge I K; exactly matches the direction of the projec-
tion of R. Therefore, the progression of the head of the
fire, which is a key issue, is taken into account more
accurately.



GLOBAL FIRE SPREAD CALCULATION

In the present setting, fire spreads over a directed graph, de-
noted G, whose vertices are segments of the 2-D grid. Its set
of vertices can be split into three sub-sets:

- Bfor the segments in the state “burned”.
- 7 for the unique segment in the state “ignition”.

- A for the segments in the state “pre-ignition”. This set
of segments defines the fire vicinity.

It is worth noting that all the segments of the 2-D grid which
are in the state “outer” are not, at least temporarily, in the
graph. Indeed, it follows from the previous section that G
grows dynamically. The global process of fire spread sim-
ulation, which uses the principles of the Dijkstra’s shortest
path algorithm, goes through two stages:

- Phase 1: the initial fire contour is drawn on the screen
and the meteorological parameters required by the sim-
ulation are captured. The different cell borders form-
ing the fire contour are identified. An ignition point is
assigned to every corresponding segment which conse-
quently switches to the state “pre-ignition”. This point
is located at the center of the segments concerned and
the related ignition time is given the value 0. The seg-
ments which are inside the fire contour, i.e. not on its
border, are assigned the state “burned”. All the other
segments are assigned the state “outer”.

- Phase 2: ignition times clearly induce an order among

the elements of A. Therefore, .A admits a sub-set bring-
ing together all the minimum elements. Let us choose
at random one of them, say o. Then, o is switched to
the state “ignition.” It is consequently removed from A
and put in Z. The propagation phase of ¢ is thus per-
formed. This results in the fact that some segments of A
can have their ignition conditions, i.e. point and time,
modified. Moreover, some segments being in the state
“outer” can be introduced in the graph: indeed, their
first ignition point and ignition time are calculated on
this occasion. When the ignition phase of ¢ is finished,
the latter switches to the state ”burned” and it is there-
fore removed from 7 and inserted in B.
Another segment is then the chosen in A according to
the same criteria and the sequence of actions described
above is repeated until the earliest element of A is pos-
terior to the dead-line of the simulation.

FIRE SPREAD WITH STATIC NEIGHBOURHOODS

For comparison purposes, we briefly introduce below an
alternative raster-based algorithm for forest fire spread
modelling (Dumond, 2016). The underlying model and the
different elements of calculation are the same as those de-
scribed in the present work except for the fact that, in that
case, static neighbourhoods are used.
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Thus, considering the 2-D grid, a directed graph S, over
which fire spread is calculated, is defined as follows: the
vertices of S are the centers and the corners of the cells of
the grid; the out-neighbourhood of a given vertex depends
on its “type”, i.e. “center” or “corner” and it is defined by
numerous edges, as shown in Figure 4:

/7
a

N N
R

Figure 4: Southeast out-neighbourhood of vertices of respec-
tive type “center” and “corner”

AN

It should be noted that a given vertex belongs to the out-
neighbourhood of several vertices. Moreover, many edges
cross several cells. Under this basis, they can be split into
different segments, this term having a meaning different from
that used in the previous algorithm.

Iq
\ D
Ml NS
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Figure 5: An edge with four segments

Without loss of generality, consider an edge /K, made of
four segments (Fig. 5). The calculation of the spreading du-
ration between the points 7 and K, requires the determination
of four different spreading durations, i.e. one for each seg-
ment the edge 7K, is made of. Let us for instance pay atten-
tion to the segment [®,, ®,]. This segment is inside a given
cell, say D. As for the first algorithm, the calculations are
made in 3-D inside the cell D* and using the corresponding
ellipse. This process is obviously repeated for each segment.
Then, it is enough to add together the corresponding values
to get the spreading duration between I and K.

The overall fire spread propagation is then calculated with the
same principles as those used in the previous case, namely
with the Dijkstra’s shortest path algorithm.

To close the description of this second algorithm, recall that
the use of long edges is sometimes criticized since it is sup-
posed to induce distortions. This is clearly true if the rate of
spread along all the edge is calculated only under the basis
of the physical properties of the cell in which the ignition
occurs. On the contrary, in the model proposed here, the cal-
culation is decomposed so as to use local data only. That
being said, it must also be acknowledged that there is no as-
surance that in a chaotic relief the longest edges necessarily
match the fastest ways.



COMPARISON OF THE TWO ALGORITHMS

We consider hereafter two kinds of test which we respec-
tively refer to as in vitro and in vivo tests. In both cases, they
are carried out with the following provisos:

- In the algorithm involving dynamic neighbourhoods, el-
lipses are discretized by a set of 48 vectors. This does
not count the edges which may be added to regularize
the distribution of directions in the out-neighbourhood
of some ignition points. Furthermore, cell borders are
divided into 20 segments.

- The static out-neighbourhoods used by the other algo-
rithm are those described in Figure 4.

In vitro tests

In the in vitro tests, simulations are performed under the as-
sumptions of a single ignition point, a flat land and a constant
wind. In that case, the use of a geographical information sys-
tem is not required. The main objective is in fact to compare
shapes provided by simulation with ellipses predicted by the
model. Whenever these shapes are or evoke ellipses, particu-
lar interest is given to characteristics such as orientation and
length-to-breath ratio. In case of static neighbourhoods in-
volving a limited number of edges, e.g. 8 or 16, the shapes
obtained may widely differ from ellipses (Cui and Perera,
2008), (Peterson et al., 2009). The following are the results
obtained with the two algorithms introduced in this article:

6.c

Figure 6: In vitro tests
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Static and dynamic neighbourhoods have been respectively
used for the simulations whose results correspondingly ap-
pear in the first and in the second column. The pictures on
the first row show propagations along the y-axis. On the sec-
ond row are the results of propagations in a direction forming
an angle of 20° with the y-axis. Among others, this direction
entails the distortion shown in picture 6.c. In each cases, the
orientation and the length-to-breath ratios are correct. How-
ever, the shapes obtained using dynamic neighbourhoods,
whilst not perfect, are clearly much more satisfactory. This
suggests that the corresponding algorithm could estimate fire
contours more accurately.

In vivo tests

In the in vivo tests, comparisons are made using an imple-
mentation of the two algorithms on the same geographic in-
formation system. Thus, comparisons can be conducted be-
tween the respective contours obtained from the two algo-
rithms or between results of simulations and field surveys.
Though it is essential, the second task is clearly the trickiest
part of the work. Indeed it is subject to rigorous conditions:

- It is mandatory to have field surveys established accu-
rately. In addition to precise contours, current meteoro-
logical conditions must have been recorded.

- Fire growth must not have been hampered by the actions
undertaken by fire fighters.

It is generally difficult to meet these requirements. Aerial
photographs taken at short and regular time intervals would
be ideal. Such data are rarely, if ever, available. In some
cases, extracts from archives can be used (Fig. 7).

T

Figure 7: Contour of a past fire (Courtesy of SDIS 06). In this
case, the fire traversed approximately 2490 meters along its
main axis in around 3 hours.

Valid studies can thus be carried out but in a limited num-
ber of cases. Such a work has been done for the algorithm
using static neighbourhoods and a certain amount of correla-
tion between simulations and field data has been established
(Dumond, 2016). Nevertheless, the global trend is clearly to



a certain under-rating of fire contours, which makes perfect
sense considering the approximations induced by this algo-
rithm.

In the present setting, we can in addition consider the con-
tours provided by the algorithm involving dynamic neigh-
bourhoods. The situation set out in Figure 8 is, in this re-
spect, very representative of the results we have achieved in
this new study. As one would expect, the contours obtained
thanks to a dynamic neighbourhood (in yellow) encompasses
that obtained with a static neighbourhood (in blue). The
difference remains however limited. Furthermore, since ap-
proximations cannot be fully eliminated, the largest of both
contours remains within the actual fire area.

Figure 8: Results of simulations

For the tests whose results are given above, the physical pa-
rameters were as follows: laminar wind intensity=37 km.h ™"
temperature in the shade= 32°C'; soil water content=40mm.

CONCLUSION

We have introduced in this paper an algorithm for forest fire
growth modelling whose specificity lies in the use of a dy-
namic neighbourhood for every ignition point considered.
Two main conclusions can be drawn from this study:

- Fire shapes provided by the new algorithm are al-
most systematically between those obtained with static
neighbourhoods and field surveys. This tends to prove
its relevance and the interest of improving the calcula-
tion of rates of spread in the vicinity of fire’s head. It
may be noted, however, that the shift remains subdued.
This is probably due to the significant number of edges
used, at least in the present setting, for the definition of
static neighbourhoods. Indeed, this allows considering
many different possible paths. Nevertheless, a highest
level of accuracy seems established for the new algo-
rithm.

- Under the aforementioned hypotheses, namely ellipses
discretized by a set of 48 vectors and cell borders split
into 20 different segments, the algorithm with dynamic

99

neighbourhood has been demonstrated to be approxi-
mately twice as fast as the other. For example, a sim-
ulation corresponding to a fire propagation of 3 hours
on the ground takes less than two minutes on a laptop
equipped with a Core I7 processor. Again, the differ-
ence between the two algorithms seems to be due to
the structure of the static neighbourhoods whose longest
edges require the calculation of up to 6 different rates of
spread.

In conclusion, the accuracy of fire growth prediction has been
enhanced by the algorithm proposed in this paper. Hopefully
this can achieve beneficial effects at an operational level.
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ABSTRACT

A relationship between risk (volatility) and (expected) return
is a big question discussed in a number of papers and studies
that do not provide the uniform results. In this paper, this
interesting problem is developed through highly liquid
stocks traded on the Prague Stock Exchange. In contrast to
the most current studies provided a deterministic analysis, a
stochastic procedure is proposed in order to analyze this
problem satisfactorily. In the first phase of this procedure,
the investment portfolios from selected stocks listed in PX
Index with different level of risk are made by means of
non/linear mathematical programming model. In terms of the
second phase, Monte Carlo simulation experiment with these
portfolios are performed for several specified time periods.
Probability distribution of returns for each stock is
determined by the appropriate nonparametric statistical using
the historical observations. On the basis of simulation and
probability analysis, a form of relationship of risk (volatility)
and (expected) return for both investment portfolios and
their individual components is declared. The results show
that this relationship is ambiguous. It is particularly
influenced by time period, or price development on the
capital market.

INTRODUCTION

Risk can be primarily comprehended as a fear that the
investment will not produce an expected return. Thus, it is
obvious that a risk is related to the return. The question of
arelationship of the risk and (expected) return of the
investment instruments (mostly stocks) is discussed in many
papers and studies. Most are dedicated to a verification of
a validity of CAPM model which is namely developed by
Sharpe (1964). Some resources confirm its functionality —
positive linear dependence of the return on the risk (e.g.
Fama and MacBeth 1973; Koutmos et al. 1993; Omet et al.
2002; Salman 2002;), some prove its invalidity (e.g. Fama
and French 1992; Fama and French 1996; Jegadeesh, 1992;
Pamane and Vikpossi 2014). These articles actually declare
a beta coefficient (based on the returns’ covariances) as a
bad measure of the (systematic) risk. However, this is not the
only concept of how risk of the investment can be
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understood, or measured. Only a few papers deal with
arelationship of the risk expressed as a (conditional)
volatility and return (e.g. Guo et al. 2007). Even with regard
to the failure of beta coefficient as a risk measure, the risk is
often comprehended as a volatility (instability over time)
expressed by some statistical characteristics from the
historical returns — standard deviation, variance,
semivariance, average absolute negative deviation etc. These
measures (with the others) can produce an interesting view
of a distribution (development) of returns in the past.

Now I can generate some important and interesting question.
Is there any general relationship between risk and return of
the investment? Does a higher risk ensure a higher return?
Maybe even more interesting, does a higher risk produce
a greater ability to overcome the average (expected) return?
Are the answers to these questions valid for any time
periods? Is a situation the same for both the entire
investment portfolio and its individual components?
Answers to these questions can be greatly helpful for an
investment decision making. So, the main aim of this article
is to find the answers to these questions.

Most articles make simple regression analysis to study
a relationship of the risk (volatility) and return (e.g. Guo et
al. 2007). Return of the investment instrument (or
investment portfolio) should be comprehended as
a stochastic element characterized by some probability
distribution. This fact is not often taken into account in the
analyses. I propose a more complex approach including this
typical element of uncertainty for the capital market. Then a
proposed procedure is designed as stochastic. It consists of
two phases. In the first one, the investment instruments are
chosen. Several times periods with various price
development are determined. All data are selected and
appropriate characteristics are calculated for each period.
Then two investment portfolios (with the lowest/highest risk
measured by an average absolute negative deviation) for
each period is determined via a model of (non)linear
mathematical programming. In the second phase, the
probability distributions of returns of the investment
instruments, or portfolios are determined by an appropriate
nonparametric statistical test. Then the scenarios of returns
of the investment over the tracked time period are generated.
From this Monte Carlo simulation experiment, necessary
final values, returns of the investments can be calculated.
Due to these characteristics and probability analysis, the
form of a relationship of the risk and return can be specified.



This procedure is applied to the Prague Stock Exchange that
is the main stock exchange in the Czech Republic. One
reason for this choice is that an investment on the Czech
Stock Exchange is more and more popular. And there is no
such an analysis which could help many Czech or foreign
investors. The results of this analysis show that a
relationship of the risk and return is ambiguous. It is namely
based on a price development on the capital market, as well
as a selection of the investment instruments or portfolios.

Let me summarize the main contributions of this article.
From a theoretical point of view, it is a proposed procedure
for an analysis of a relationship between investment risk and
return. The benefit of this analysis is an inclusion of the
stochastic returns. Moreover, this procedure can be used for
both individual investment instruments and the investment
portfolio. From a practical point of view, it is a unique
analysis on the Prague Stock Exchange for both portfolios
and particular stocks which can be a support for many
investors.

The article has the following structure. After the
Introduction, the methodical approach (stochastic procedure)
for an analysis of the specified problem is proposed. In the
next section, the Prague Stock Exchange is necessarily
described. Followed by a practical part, where all analyses
are performed, so stocks selection, stock portfolios making,
Monte Carlo simulation experiments and final results
discussion. Finally, the article is summarized and some ideas
for future research are outlined.

PROPOSED STOCHASTIC PROCEDURE

For the reasons stated in Introduction, to analyse
a relationship of the risk and return of the investment (stock
or stock portfolio in this paper), the stochastic procedure is
proposed. This procedure consists of two phases.

First phase

At first, the capital market and stocks must be selected. For
an analysis complexity, a relationship of the risk and return
is studied in several time periods with various price
development. Then all necessary data for each period,
namely the time series of prices, are collected. Then the
(capital) return (daily, weekly, monthly, yearly) of the stocks
are calculated. The risk of the stock can be expressed as
standard deviation, variance, semivariance, average absolute
negative deviation etc. I do not prefer a usual measure
variance or standard deviation. The main reason is that the
negative and also positive deviations are included. However,
the positive deviations from mean are desirable. For
investment portfolio risk, similar situation occurs with the
covariances of returns in the Markowitz concept (Markowitz
1952; Markowitz 1959). This drawback is partly solved by
semivariance approach (Markowitz 1959). Moreover, the
risk is a nonlinear function which can cause a problem in
finding a solution of the mathematical model for a portfolio
selection. To eliminate all negative aspects of these risk
measures, | propose to apply average absolute negative
deviation concept. It is computed for the i-th stock as
follows
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where x; (i=1,2,..,n;j=12,.,m) is the j-th historical

return of the i-th stock, X, is the average return of the i-th

stock and m is a number of historical returns which are lower
than the average return. Then the risk of the entire portfolio
can be calculated as the following weighted sum

n
r, =2 n
i=1

where x,(i=1,2,...,n) is a share of the i-th stock in the

portfolio and » is a maximum possible number of stocks in
the portfolio. This indicator is a representative measure of
risk. It indicates the average negative deviation from the
average value. It is comprehensible, easily applicable in the
real situations. The portfolio return is analogically specified
as a weighted sum of the returns of the individual stocks.

To be able to analyse a relationship of the return and risk in
the level of stock investment portfolios, the portfolios with
different level of risk for each period must be made.
A portfolio selection is performed by a minimizing
(maximizing) linear mathematical programming model that
can be formulated in the following form

n
min/max z= Z rX,
i=1

n

inzl ,

i=l1

xelX

where le. =1 is a “portfolio” condition, X =(x,,X,,...,X,)
i=l1

is a vector of variables representing a share of the stock in

the portfolio and X is a set of other possible conditions (e.g.

conditions for a portfolio diversification).

Second phase

At the beginning of the second phase, a probability
distribution of returns of each stock from the portfolios for
each time period must be determined for a simulation
experiment. For this purpose, the nonparametric statistical
tests are applied. In case of a small number of historical
returns (observations), Durbin-Watson test is applied.
Otherwise, Kolmogorov-Smirnov test can be used. Then the
returns of each stock are generated from a particular
probability distribution. For the representative results,
the number of scenarios should be greater, for instance 1000
scenarios describing a possible development of stock returns
for each portfolio related to a determined time period. Now,
the investment strategy is specified. The strategy can be
represented by a one-shot investment at the beginning of the
time period or by a continuous investing in each stated time
interval (e.g. month as in the practical part) during the entire
time period. Of course, we can work only with the returns.
But in my opinion, the analysis is more telling with some
concrete amount of invested money.

For instance, if the stated interval in terms of the watched
time period is month, at the end of each month a value of the
stock is calculated on the basis of generated monthly returns.



This final value of the stock at the end of the chosen time
period is compared with the investment to obtain a return of
this investment (in percent) that can be calculated as

final, 1

return _iny, = -
investment,

~1(100%),

where final, represents a final value of the i-th stock and
investment, 1s an invested amount of money in the i-th
stock. The final value final, is determined as an average of

the final values over all scenarios. The return of the j-th
entire portfolio (in percent) is formulated as follows

Zﬁnal,.
—=———1(100%) ,

Z investment,
i=1

return_ port, =

(@)

where 7 is a number of stocks in the portfolio. On the basis
of these returns’ characteristics (and level of risk), the
relationship between risk and return of the investment can be
analyzed.
Further, the average (expected) return is calculated for each
stock, or stock portfolio. It is determined by the formulae (1)
and (2), but the final value is calculated from one possible
scenario represented by the average (monthly) return. The
relationship of the final and average (expected) return is
expressed as the following proposed ratio for the i-th stock
with positive, or negative return

return _inv,

i

exp _return _inv,

i

. exp _return_inv,
, Or ratio; = - ,
return _inv,

i

ratio, =

where exp _return_inv, is an average (expected) return of
the i-th stock. Ratio for j-th portfolio is analogically
calculated as

return _ port, exp _return _ port;

ratio ;= , ratio ;=

exp _return _ port, return _ port,

where exp _return _ port; is an average (expected) return of

the j-th stock portfolio. To consider a shape of returns
distribution satisfactorily, the ratio must be improved by the
probability that the final return is better than expected. Then
the probability ratio is proposed as follows

prob _ratio, = ratio, * prob,, prob _ratio, = ratio,* prob, ,

where prob,, or prob; is a mentioned probability for the i-th

stock, or the j-th stock portfolio. It is calculated as a ratio of
the number of scenarios where the final value of investment
is higher than expected and the total number of scenarios.
The value of ratio expresses a power of the investment to
overcome the average (expected) return, or suppress the loss.
A higher ratio indicates a greater ability to overcome the
average (expected) return. This indicator allows to easily
analyse a relationship of risk and ability of overcoming of
the average (expected) return of the investment.

ANALYSIS ON THE PRAGUE STOCK EXCHANGE

In the practical part of this article, the analysis of
a relationship between risk and return of the investment on
the Prague Stock Exchange is performed by means of the
proposed stochastic procedure.
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At first, the Prague Stock Exchange is briefly introduced.
Secondly, the return and risk data of the selected stocks is
collected, or calculated. Subsequently, a probability
distribution of the returns of each stock is determined by the
appropriate parametric statistical test. Further, the stock
portfolios are made. Then the Monte Carlo simulation
experiment with these portfolios are performed to analyze
a declared relationship. The results are closely discussed.

Prague Stock Exchange

Prague Stock Exchange is one of two stock markets in the
Czech Republic. It plays a significant role in the securities
trading in this country. This stock market has been
developing since 1993 when the capital market regenerates
after the socialist regime collapse (Vesela 2011).

The Prague Stock Exchange consists of three markets —
Prime, Standard and Start. The particular markets especially
differ in demands on information duty from the issuers or
other authorized persons. Prime and Standard are regulated
markets. Start is unregulated. The strictest conditions hold to
issue on the Prime market. Trading on these markets takes
place in the automated trading system that is electronical
system controlled by orders and quotes (Investovani v CR).
Trading is mediated by authorized brokers, exchange
members respectively (Princip obchodovani 2017).

The traded products are stocks, bonds, exchange traded
funds, warrants, investment certificates, futures and options
(O finan¢nich néastrojich 2017). Three indices on this stock
market are calculated — PX, PX-TR and PX-GLOB. PX
Index is an official price index of the Prague Stock
Exchange, therefore it is a point of interest in this analysis.
It is a price index with a weighted ratio of the most liquid
stocks calculated in a real time (Index PX 2017). Three fifths
of amarket capitalization are held by the finance sector.
Less than a fifth is created by the segment of electricity
suppliers. Other components of the index are the segments
of consumer goods, technology and telecommunication,
basic industries and consumer services. It consists of 13
issues, which are listed in descending order of the share in
the index: Erste Group Bank, Komer¢ni banka, CEZ,
Moneta Money Bank, VIG, 02 C.R., Unipetrol, Pegas
Nonwovens, Philip Morris CR, CETV, Stock, Fortuna,
Kofola CS. PX-TR Index takes into account a dividend
returns (Burzovni indexy — PX 2017). PX-GLOB is a price
index including all traded stocks (Popis indext 2017).

Stock data

As mentioned above, the basis of PX Index is formed by 13
issues. However, all stocks are not included in the analysis
because some issues are on the Prague Stock Exchange
shortly. Then the sufficient time series of returns are not
available. This is a stock of Moneta Money Bank, VIG,
Stock, Fortuna and Kofola CS. Furthermore, Stock, Fortuna
and Kofola has very small share in PX Index.
Approximately 80 % of basis are preserved. But that is not
so important for the analysis. Remaining 8 stocks partake of
the analyses - Erste Group Bank (ERSTE as abbreviation for
future use), Komeréni banka (KB), CEZ, 02 CR.,



Unipetrol, Pegas Nonwovens (Pegas), Philip Morris CR
(PM) and CETV.

For an analysis complexity, a longer time period 2007-2017
is selected. This period includes various development of the
stock prices. Therefore, it is divided into 3 subperiods —
period of “drop”, “rise” and “calm”. The first period lasts
from November 2007 to February 2009. During this
financial crisis, prices went down sharply with a few smaller
positive corrections. The period of “rise” is denoted as a
phase from March 2009 to March 2011. This is very positive
period on the capital markets. The stock prices significantly
uprised. The period of “calm” is set from April 2011 to June
2017. This period is characteristic by a variable development
of the stock prices. However, there are no huge falls or rises.
These periods are chosen to reflect a major market
development which is clearly displayed in the graph on this
web page (Vyvoj indexu PX 2017). Of course, it is not
possible to foreclose that the price of some particular stocks
can develop slightly different.

In order to have a sufficient number of observations, the
return of stocks is calculated monthly from the closing prices
available in the data bank of Patria online (Databanka Patria
online 2017). Risk connected with the investment in the
stock is measured by the average absolute negative deviation
from the monthly returns. Both mentioned characteristics are
calculated for each stock in each time period. Of course, the
stock portfolio for the entire 10-year period must be also
made for a subsequent analysis. So, these characteristics are
also calculated for the entire period (see Table 1).

Table 1: Stocks’ characteristics in the entire 10-year period

Stock Av. return [%)] Risk [%]
ERSTE 0.35 9.90
KB 0.43 6.26
CEZ -0.81 4.86
02 C.R. -0.12 5.20
Unipetrol 0.17 4.72
Pegas 0.55 5.34
PM 0.57 4.62
CETV -0.63 13.86

As we can see, the average monthly return is not so high
related to the risk. Of course, it depends on a time period
(see below). But this proportion is usual for the stocks. The
values of both characteristics for all three periods are in the
following table (Table 2).
Table 2: Stocks’ characteristics in period of “drop”, “rise”
and “calm”

PM -2.60 | 2.70 0.54 7.31 5.63 3.18

CETV -12.51 | 6.54 -0.48 19.41 1434 | 11.54

Av. return [%] Risk [%

Stock
o¢ Drop | Rise | Calm | Drop | Rise | Calm

ERSTE -10.03 | 6.68 0.46 13.80 9.04 8.26

KB 495 | 448 | 023 | 1230 | 536 | 4.29
CEZ 381 | 124 | -085 | 745 | 407 | 495
O2CR. | -238 | 048 | 017 | 493 | 410 | 533
Unipetro

/ -5.83 2.04 0.83 7.86 4.61 3.19

Pegas -5.49 2.77 1.10 11.59 4.69 3.38

Now, a probability distribution of each stock for each time
period is determined via Anderson-Darling test because of
smaller number of observations in period of “drop” and
“calm”. Nonparametric Kolmogorov-Smirnov statistical test
can be applied to period of “calm” due to 75 observations.
The list of probability distributions is in Table 3.

Table 3: Probability distribution of stocks’ returns

Stock Drop Rise Calm
ERSTE Weibull Gumbel Weibull
KB Gumbel Gumbel Logistic
CEZ Gumbel Lognormal Beta
02 C.R. Weibull Logistic Student
Unipetrol Logistic Weibull Logistic
Pegas Logistic Gumbel Logistic
PM Logistic Weibull Weibull
CETV Normal Gumbel Logistic

The results show the expected fact that stocks’ returns are
usually not normally distributed. It turns out that
a determination of a proper known distribution can be
sometimes difficult. Then the selected distribution describes
the returns only approximately.

Portfolio selection

In the next step of the procedure, the portfolios for each
period (including a 10-year) are made. We find the stock
portfolio with minimum and maximum risk. Some other
demands may be placed on the portfolio. If the minimum
number of stocks in the portfolio will not be declared, then
the portfolio will contain only one stock with minimum, or
maximum risk. On the other side, too high number of stocks
should be unnoticed and badly controllable for the investor.
Based on my own experiences with the investment, the
portfolio should consist of at least 3 stocks. This condition
can be expressed via the maximum share of one stock in the
portfolio.  Moreover, this  specification  simplifies
a formulation of the following mathematical model. So, the
maximum share is determined as 40 %. Another conditions
should be added, but it is not desirable for this analysis. For
a portfolio selection, the following mathematical model
minimizing/maximizing risk of the portfolio is formulated as

8
min/max z= Zr.x,

i7vi
i=l1

0<x,<04 i=12,..,8,

i

8

in =1

i=1
where 7 (i=L2,.,8) 1is a risk of the i-th stock,
x,(i=1,2,..,8) denotes a share of the i-th stock in the

portfolio. The values of i correspond upwardly to the stocks
in the order from Table 1 (i=1 for ERSTE, i=2 for
KB,..., i=8 for CETV).

Due to the formulation of the risk objective function, it is
a linear model of mathematical programming that can be




easily solved by well-known simplex method implemented
in Lingo optimization software. Minimizing form of the
model is solved for 3 periods (marked as Pdrop MIN for
period of “drop”, Prise MIN for period of “rise” and
Pcalm_MIN for period of “calm”) and also for a whole 10-
year (marked as Pwhole MIN). Similarly, the maximizing
form of the model is used for a portfolio selection in all
periods (marked analogically Pdrop MAX, Prise MAX,
Pcalm MAX and Pwhole MAX). So, we have 8§
mathematical models with different risk data from Table 1
and 2. As expected, the optimal solution for all models are
found. Further, based on the model specification, it is
possible to expect that the final portfolio for each case will
be composed from 3 the least/most risky stocks. All
portfolios are displayed in the following table (Table 4).

Table 4: Portfolios for all time periods

. Stock Stock Stock
Portfolio Share Share Share
CEZ Unipetrol | PM
Pwhole MIN | 5.0/ 20 (E) 40 %
Pwhole MA | ERSTE KB CETV
X 40 % 20 % 40 %
CEZ 02 CR. PM
Pdrop MIN | 1o, 20 % 40 %
ERSTE KB CETV
Pdrop MAX | 4o, 20 % 40 %
prise MIN |Gy laone s |aom
0 0 0
. ERSTE PM CETV
Prise_MAX | 1, 20 % 40 %
Unipetrol Pegas PM
Pealm MIN | 1o, 20 % 40 %
ERSTE 02CR. CETV
Pealm_MAX | 440, 20 % 40 %

The values of average monthly return and risk of these
portfolios are summarized in Table 5.

Table 5: Return and risk of all portfolios

Portfolio Av. return [%] Risk [%)]
Pwhole MIN 0.14 4.71
Pwhole MAX -0.03 10.76
Pdrop MIN -2.76 6.39
Pdrop MAX -10.01 15.74
Prise MIN 1.09 4.19
Prise MAX 5.83 10.48
Pcalm_ MIN 0.77 3.22
Pcalm MAX 0.02 8.99

Monte Carlo simulation experiment

In the next step, Monte Carlo simulation for each stock
investment portfolio is performed. 1000 scenarios of return
for each month for each stock of the portfolios are generated.
Then we have 1000 scenarios of a development of stocks’
returns for each portfolio related to a determined time
period. The monthly returns are generated from a proper
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probability distribution (see Table 3) by means of Crystal
Ball in MS Excel environment. As mentioned earlier, a
continuous monthly investment is considered. It is 10 000
CZK per month throughout the entire period. The first
investment is made at the beginning and the others at the end
of each month (except the last month). This monthly
invested amount is rather symbolic to operate with it better.
On the Prague Stock Exchange, the trading takes place in the
standardized units whose value can be higher. But the
amount of investment is not essential for our analysis. At the
end of each period, we have a final value of investment in
each stock, in each portfolio as well. The expected final
value of investment in stocks and portfolios is stated on the
basis of average monthly returns. All important
characteristics (return and probability ratio) of each portfolio
and its individual components are digestedly shown in the
appropriate tables below. The amounts of money are
expressed in CZK.

Firstly, the investment situation for a 10-year time period is
analyzed. The portfolio characteristics are displayed in the
following table (Table 6).

Table 6: Portfolio characteristics for a 10-year period

Final Expected
Portfolio Investmen Investmen Ratio
(Probability) ¢ Return t (Pr. Ratio)
Return
1573 824 1321683
gwshé’slf—MlN 1160000 | 1160000 (21'557)

' 35.67 % 13.94 % )
Pwhole MA 1 870 529 1202 231 16.82
X(0 575) 1160000 | 1160000 (9.67)

' 61.25 % 3.64 % '

Regardless of distributions of stock returns, it is obvious that
a riskier investment portfolio produces a higher return. It is
a confirmation of a relationship “higher risk-higher return”.
Both portfolios overcome their expected return. Ratio “final
return/expected return” is higher for a riskier stock portfolio.
To take into account a distribution of the returns,
a probability ratio is calculated. Then the values of this
probability ratio confirm a validity of a positive relationship
between risk and ability to overcome the average (expected)
return.

And how do particular stocks of portfolios behave? See the
characteristics of the stocks in the next table (Table 7).

Table 7: Stocks’ characteristics for a 10-year period

Port- Stock Final Expecte Ratio
folio (Pvrob.) d (Pr. Ratio)
§ ((ffgzs) 29.89% | -35.53 % (éég)
:3‘ U(gi“;jtsr;ﬂ 41.04% | 10.63% é:zg)
< (ol.)sl\gs) 62.1% | 41.98% ((1)232)

S IS 1(3565;51? 139.05% | 23.52% éizi)




KB . . 1.7
(0.505) | SOT4%/ | 2986% 0.36)
CETV . . 2.6

(0345) | 1129% | 2935% ©9)

The risk level of the stocks in a less risky portfolio
(Pwhole_MIN) is very similar as we can see in Table 1.
Stock CEZ with the highest risk produces a loss as the only
one. It is caused by its negative average monthly return for
this period. It was not possible to expect that this stock (with
the highest risk) automatically produces the highest return.
On the contrary, the opposite was expected. However,
arelation of the final return (loss) to the expected return
(loss) is essential. The loss is approximately about 19 % less
than its expected value. Stock PM has the lowest risk and
also produces the highest return. It is expected on the basis
of its the highest average monthly return. The (probability)
ratio of PM is higher than the ratio of CEZ stock. This fact
confirms an invalidity of a relationship of the risk and ability
to overcome expected return. A comparison of stocks
Unipetrol and PM do not affect a validity of this relationship
because Unipetrol has a higher risk and also a higher
(probability) ratio. It means that a higher risk produces
a greater ability of overcoming of the expected return in this
case.

In terms of a riskier portfolio (Pwhole MAX), the validity of
a studied relationship at a level of particular stocks is also
not generally confirmed. The stock with the second highest
risk ERSTE produces the highest level of return and also
(probability) ratio than the stock with the highest risk CETV.
Analogically, the results for other time periods could be
discussed. Due to a limited number of pages of the
conference paper, only the most important aspects can be
accented. Let us see the following table (Table 8) with both
portfolio characteristics in the period of “drop”.

Table 8: Portfolio characteristics for the period of “drop”

Portfolio Final Expected Ratio
(Probability) Investmen | Investment (Pr. Ratio)
y t Return Return :
Pdrop MIN 125 887 127 383 096
© 4555 160 000 160 000 (0.44)
) 2132 % -20.39% ’
Pd 79 031 77 245 102
rop  MAX .
(0.45) 160 000 160 000 (0.46)
-50.61 % -51.72 %

As expected in this period, both portfolios produce a loss.
A riskier portfolio has a higher loss. It is expectable result
according to the characteristics in Table 5. Without
knowledge about distribution of the returns, it is possible to
say that a higher risk does not ensure a higher return. More
interesting view produce an inclusion of a probability
analysis, or a ratio of expected and final return. A less risky
portfolio (Pdrop_MIN) has a higher loss than expected. But
ariskier portfolio (Pdrop MAX) has a lower loss than
expected. This portfolio has a greater ability to overcome its
negative return. This fact is also confirmed by a probability
ratio. In other word, a higher risk produces a higher chance
to overcome average (expected) return.
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As in the previous case, the necessary characteristics of each
stock in both portfolios are available in the following table
(Table 9).

Table 9: Stocks’ characteristics for the period of “drop”

Port- Stock Final Expecte Ratio
folio (Pvrob.) d (Pr. Ratio)
§ ((SSEzZS) -29.96% | -26.39 % (822)
§J O(%)_g){‘ -18.01% | -17.61 % (8:22)
2 oals) | 1947% | 225% | 8
o 1(55553 5513 % | -51.24% (8:2)
§§ (0%125) -33.26% | -29.93 % (00"591)
S I I e I

This table confirms the fact that in the period of negative
development on the capital market the stocks with a higher
risk produce a higher loss. And does a higher risk produce
a higher chance to overcome expected (average) return in
this time period? The answer is NO. The riskiest stocks of
portfolios CEZ and CETV have the lowest level of
probability ratio. Their ability to overcome of their average
(expected) return is in the lowest level.

Let us focus on the period of “rise”. The portfolio
characteristics are in Table 10.

Table 10: Portfolio characteristics for the period of “rise”

Final Expected
Portfolio Investmen Investmen Ratio
(Probability) ¢ Return t (Pr. Ratio)
Return
Prise MIN 293 299 290 028 1.08
© 44)— 250 000 250 000 (0.48)

) 17.32 % 16.01% '
Prise MAX 336619 582207 0.92
0.37) 250 000 250 000 (0.34)

' 122.65 % 132.88% '

On the one side, a positive relationship between risk and
return is confirmed. This fact is based on a higher average
return of a riskier stock portfolio. On the other side, the
ability of this portfolio to overcome average (expected)
return is lower than for a less risky portfolio that even
produce a higher return than expected.

And what about a behavior of the individual components of
these portfolios in the period of positive price development
on the stock exchange?

As we can see in Table 11, the riskiest stock in a portfolio
Price. MIN produces the highest return. For a riskier
portfolio (Prise_MAX) this fact does not hold, because the
riskiest stock is CETV. As you can see, the ability of
overcoming of the average (expected) return is also not
confirmed.



Table 11: Stocks’ characteristics for the period “rise”

Port- Stock . Expecte Ratio
Final

folio (Prob.) d (Pr. Ratio)
CEZ . . 1.13
§ (0.435) 20.21 % 17.84 % (0.49)
%l (()022C8;R) 6.03 % 6.49 % (g'g%
A& | Unipetrol 0 0 1.09
(0.43) 34.11 % 31.41 % (0.47)
ERSTE o o 1.03
§ (0.385) 161.75% | 157.81 % (0.4)
PM 0.98

| 0 0

% (0.445) 4332%/ | 44.01 % (0.44)
& CETV o o 0.81
(0.315) 123.21% | 152.39% (0.26)

Finally, the simulation (probability) analysis is performed to
the period of “calm”. Traditionally, the characteristics of
both portfolios are listed first (see Table 12).

Table 12: Portfolio characteristics for the period of “calm”

Final Expected
Portfolio Investmen Investmen Ratio
(Probability) t (Pr. Ratio)
t Return
Return

Pealm MIN 939116 1021 697 0.7
© 3253 750 000 750 000 (0.23)

) 2522 % 36.23 % ]
Pealm MAX 754 479 770 262 0.22
(0.365) 750 000 750 000 (0.08)

) 0.6 % 2.7 % )

A riskier portfolio does not produce a higher return. This
fact is namely caused by the stock CETV that has a negative
average return and very high risk. The less risky portfolio
has also a greater chance to overcome an expected return
according to the (probability) ratio.

The characteristics of particular stocks are displayed in the
following table (Table 13).

Table 13: Stocks’ characteristics for the period of “calm”

Port- Stock Final Expecte Ratio
folio (Prob.) d (Pr. Ratio)
. Ur(l(i)lf’;;r)‘)l 18.18% | 39.10% (8:‘1‘;
E' (10)?;55) 44.78% | 55.83 % (00"287)
< (gﬁ) 2247% | 23.54% (g:gg)

g %fg 23.58% | 19.64 % (01.'522)
§' (()02_3%; 3.88 %/ 6.74 % (géf)
< (COFE%’) 24.02% | -16.26 % (gfg)
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Most stocks produce a lower return than expected. As
expected, a higher risk does not mean a higher final return
(see for instance the riskiest stock CETV). The least risky
stock PM in the portfolio Pcalm MIN has the greatest ability
for overcoming of an average (expected) return. The
relationship “higher risk-greater ability to overcome an
average (expected) return” is also negated. This relationship
does also not hold for a highly risky portfolio.

Results discussion

This empirical analysis based on the proposed stochastic
procedure proves that a higher risk may not lead to a higher
return of the investment. This result is expected according to
the main statistical characteristics (mean, average absolute
negative deviation) in the selected time periods. For
instance, it is expectable that in the period of “drop” a riskier
stock portfolio will produce higher losses, as well in the
whole 10-year period. Then it is obvious that this type of
relation will hold rather in the period of positive prices
development on the capital market, or in stable conditions.
But this conclusion does not hold for the individual stocks.
Even in one period, it is not possible to confirm a general
positive relationship of the risk and return.

I think that the most significant contribution of the stochastic
analysis is a study of relationship of risk and ability to
overcome an average (expected) return. For investment
portfolios, this relationship is confirmed for longer 10-year
period and period of “drop” where a riskier portfolio can
mitigate the losses better. This relationship cannot be
possible to confirm for a set of particular stocks in any time
period.

Finally, we can say that any studied relationship does not
generally hold. It depends on the time period, or prices
development (and related returns distribution) on the capital
market, and as well as the set of selected stocks (and on
which capital market are traded), or the investment
portfolios. Of course, a choice of the capital market itself can
affect an analysis. But as mentioned above, some specific
patterns for some time period on the Prague Stock Exchange
hold. This result can be helpful in the investment decision
making process. The (potential) investor knows which
stocks would be more or less suitable in particular market
situation. In addition, the investor has not to apply a chosen
investment strategy. This analysis was also performed for a
one-shot investment and the results were very similar.
Furthermore, the proposed procedure can be also applied to
another investment instruments (e.g. open unit trusts).

The last note concerns a nature of the obtained results. The
analysis is based on the historical data. History may not
repeat. A potential investor should treat the results with
caution. Monte Carlo simulation is based on a knowledge
about the returns distributions which are sometimes
determined with difficulty. Moreover, a generation of
scenarios of the returns is a random process. Scenarios can
vary greatly. But a sufficient number of scenarios uprates the
results that we still should understand as average
(approximate).



CONCLUSION

This article deals with an analysis of a relationship of the
risk (volatility) and return of stocks, or stock investment
portfolio which is very interesting investment issue in a long
run. For this purpose, the stochastic procedure is proposed.
This approach uses a principle of linear mathematical
programming and mainly Monte Carlo simulation. The
simulation experiments are performed for the selected stocks
and stock investment portfolios in different time periods on
the Prague Stock Exchange. All questions specified in the
Introduction are satisfactorily answered. It has been shown
that a relationship of the risk and return is ambiguous and
must be handled with care when investing. The proposed
methodical concept using a simulation approach has proved
successful in analyzing.

For the future research, the concept of conditional volatility
estimated from some econometric model could be included
as in (Guo et al. 2009). This concept would take into account
a risk (volatility) variability over time. Greater emphasis
may be placed on choosing a time period. For instance, Fiore
and Saha (2005) identified a different investment behavior in
summer months which would be interesting to analyze
separately on the Czech Stock Exchange.
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ABSTRACT

The study of cycles in the context of economic
time series has been active for many decades,
if not centuries; however, it was only in recent
decades that more formal approaches for iden-
tifying cycles have been developed. In (Litvine
(2016)) a new approach is proposed for dating
cycles in financial time series for purposes of op-
timising buy-sell strategies. In this approach, cy-
cle dating is presented as an optimisation prob-
lem. A method was also introduced for solving
this problem, known as the hierarchical method
(using full evaluation, or HR-FE2). However, this
method may be impractical for large data sets
as it may require unacceptably long computation
time. In this paper, a novel procedure, known
as buy-sell adapted extrema importance identity
sequence retrieval (BSA-EIISR), is introduced as
an alternative to the hierarchical method in or-
der to alleviate the problem of long computation
times. It was found that BSA-EIISR outperforms
HR-FE2 by a large margin in terms of computa-
tion time. In many cases, BSA-EIISR also out-
performs HR-FE2 in terms of objective function
value, but it was found that there are still certain
cases where HR-FE2 outperforms BSA-EIISR in
terms of objective function value.

Introduction
The Merriam-Webster dictionary defines the

word “cycle” as “a repeating series of events or
actions”. The keyword here is “repeating”: this

Igor Litvine
COEF, Nelson Mandela University
Port Elizabeth 6031, South Africa

email: igor.litvine@nmmu.ac.za

implies that there is an identifiable regularity in
these events, which in turn implies that inference
may be made with regards to future events with
some degree of confidence.

There are many fields and professions where pre-
dictive power with regard to future events is im-
portant, such as medicine, engineering and city
planning, for example. In economics and finance,
policymakers and portfolio managers can make
better decisions when informed of highly proba-
ble events that might occur in the future. This is
one of the reasons why business cycles have been
of interest to economists for nearly two centuries
- business cycles often occur with surprising reg-
ularity, allowing economists to anticipate and act
on these regular occurrences in the economy.

When one attempts to discover cycles in a time
series, one generally wants to find segments
where the time series has an overall upward
trend, which is followed by a segment where the
time series has an overall downward trend. This
is equivalent to finding alternating peaks and
troughs that separate the upward and downward
trend segments (also known as turning points).
The process of finding these peaks and troughs
will be referred to as cycle dating. An example
of this is shown in figure 1.1. Note, that we
will refer to these troughs and peaks as buy-sell
points.

In (Litvine (2016)) a methodology was proposed
to date cycles by means of maximising an objec-
tive function. This approach allows a numerical
measure of the effectiveness of a given dating
process, which makes comparisons between dif-
ferent methods easier. The optimisation problem
is presented as follows:
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Figure 1: An example of dated cycles, using the
approach proposed by Litvine (2016), applied to
intraday share price data (per second). The
peaks and troughs (“sell” and “buy” points,
respectively) that the algorithm extracted from
the time series are shown as red dots. 20
buy-sell points are found here, equivalent to nine
and a half full cycles.

Maximise
over z},i=1,2,..., K (where K is even)

K/2
Fororin(X*) = 3" (y(a3) — y(a3,_)) (1)
i=1
subject to
x; <}, i< ],

where y(x) is the asset price at time z (or al-
ternatively, time index x), and X* is a set of
the time indices of buy-sell points, i.e. X*
{af, 23, ..., 2k}

Note that, as shown in figure 2, the cycle dating
procedure can also represent a time series rela-
tively well with remarkably few of the original
observations. This makes sense, since maximis-
ing equation (1) implies that we obtain peaks and
troughs that are separated generally by larger dis-
tances. These peaks and troughs are therefore
more likely to be more prominent ones, and thus
tend to preserve the general shape of the time
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Figure 2: An example of how the cycle dating
approach can also effectively represent a time
series by much less observations than the
original.

series. It may also be specified how many buy-
sell points should be found (given by K in equa-
tion (1)): in the case of more buy-sell points, more
information from the original time series is pre-
served, and for less buy-sell points, less is pre-
served, implying that only the most prominent
peaks and troughs are obtained.

Applications

The cycles that are found via this technique are
cycles that are defined by times, where it was op-
timal to buy or sell a given asset. These cycles
may therefore be used to analyse the frequency
and price levels of optimal times to buy and sell,
as well as a benchmark for traders’ historical per-
formance by comparing their obtained profit with
potential profit.

As shown in figure 2 and discussed thereafter, this
method may also be used as a time series com-
pression technique, which may reduce an exces-
sive amount of data to acceptable levels for fur-



ther analysis. This methodology may therefore
be considered as a possible alternative to existing
time series compression techniques, such as those
discussed by Pratt and Fink (2002) and Keogh
et al. (2004), for example.

Problem statement

The approach proposed in (Litvine (2016)) is a
divide-and-conquer technique, known as the Hi-
erarchical Method (HR), to optimise the objective
function given by (1). However, it was not known
whether this method provides an optimal solution
to the objective function, or whether there exists
faster, more efficient methods.

Time to obtain a solution is crucial when consid-
ering that some practitioners may wish to apply
these methods to high sampling frequency time
series of asset prices. These time series often con-
tain tens of thousands of observations. Consider
per-second data of share prices for a single trad-
ing day: such a time series may contain at least
27 000 observations if share prices are sampled at
a period of a second or less. Applying methods
that are inefficient may therefore prevent prac-
titioners and researchers from doing analysis on
these time series data sets in reasonable time.
For the reasons above, we therefore present a
novel method, the buy-sell adapted Extrema
importance identity sequence retrieval (BSA-
EIISR), as an alternative to the Hierarchical (HR)
method.

BSA-EIISR

In Wu and Huang (2009), a method known as
Extrema importance identity sequence retrieval,
is proposed for extraction of prominent peaks and
troughs in a given time series. We adapted this
method for maximisation of the objective func-
tion given by (1). This adaptation is described in
the current section.

In the approach presented here, buy and sell
points are found separately: first all the buy
points, then all the sell points. Alternatively, all
the sell points, then all the buy points may be
found. For simplicity, we will focus only on find-
ing all buy points first, then sell points, but note
that it may also be done the other way around.
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We break the optimisation problem represented
by the profit objective function into two sub-
problems. In the first sub-problem, the best
troughs to use as buy points are found. Since the
objective function may also be written as follows,

K/2 K/2
Jorofit(X™) = Z y(x3;) — Zy(xzzq) (2)
i=1 i=1

the optimal troughs are in the solution to the
second summation in equation (2):

Maximise
over x5, ¢, fori=1,2, .., g
K/2
ftroughs (X*) = - y(x;ifl% (3)
i=1

subject to x; < xj, i < j.

Once the optimal troughs have been found, all
sell points are found directly by extracting the
the highest peak between each pair of buy points:

Maximise
over z3,;, fori=1,2,..., %
K/2
fpeaks(X*) = Z y(x;z) (4)
i=1
subject to
xho o< axd < axi ifi< X
2i—1 21 2i+1 2
w31 <23 < Yeize  ifi= 5

where all z7, for j odd (the troughs found previ-
ously), are given constants.

The algorithm presented here to solve the opti-
misation problem, using this general approach,
will mainly be concerned with optimising the first
sub-problem (finding optimal troughs), since the
second sub-problem is fairly trivial to solve once
the first has been solved. Figure 3 demonstrates
how the second sub-problem is solved.

Sub-problem 1 (equation 3)
The method for solving sub-problem 1 is based

on the Extrema importance identity sequence re-
trieval (EIISR) algorithm invented by Wu and



Figure 3: The points extracted in sub-problem
(4) (black dots) are the highest points in each of
the yellow shaded segments, demarcated by the
vertical black lines. Each segment is defined by
two successive troughs (red dots), found in
sub-problem (3), and the last segment by the
last trough and the end of the time series.
Sub-problem two is therefore fairly trivial to
solve.

Huang (2009). This algorithm starts by finding
all points that are lower than points on either
side of them in the time series (local troughs)
and putting their time indices in a set V7. All the
points in the set V; are local troughs. All troughs
in the set V; are then checked, and those troughs
that are lower than both observations two obser-
vations away either side of it in the time series,
are put into set V5. The same is repeated for set
V5: all troughs in V5 that are lower than points
three observations away in the time series, on ei-
ther side of it, are put into set V3. This continues
until the stopping criterion is met, which will be
discussed shortly.

Since the troughs in the set V; are the only points
that will be investigated after iteration i, it is
clear that we have a decreasing sequence of sets

VieN:V; D Vi, (5)

V; will be referred to as the clearance set after
iteration ¢, and the sequence in equation (5) as
the sequence of clearance sets. Note that the
clearance set V; contains all those troughs that
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are lowest in a window of radius 7. Note that all
troughs x; in V; satisfy

(6)

The main purpose of sequentially finding troughs
that are lowest in wider and wider windows is to
make the set from which troughs are chosen for
the final solution, as small as possible. This se-
quential process makes it easy to determine which
window size yields a set of troughs that is ap-
proximately equal in size to the required number
of troughs, % If the number of troughs in the
final set is not exactly equal to %, we evaluate
all solutions corresponding to all combinations of
% troughs extracted out of the two final sets of
troughs (with the highest point between each, se-
lected as sell points) to find the best solution.
This is explained in more detail below. If the
final set contains exactly % troughs, no further
selection is needed, thus, the final set then con-
sists of the optimal troughs.

y(z;) <y(xjir), where k =1,2,...,1

Stopping conditions

Assume that the method for sub-problem 1 stops
after F' iterations (our final clearance set is there-
fore V). If |V;| < &, all the troughs in the clear-
ance set at iteration i and after will be uncon-
ditionally included when selecting the % most
prominent troughs. Also, the troughs in V; are
the only points that the algorithm will check at
least once in subsequent iterations (after itera-
tion ). It therefore follows that if |V;| < &,
then no more information on which troughs to
extract could be obtained by continuing the op-
timisation process, since there is no need to dis-
tinguish between troughs that will definitely be
extracted anyway. The first part of the opti-
misation procedure is therefore terminated when
Vil < £ If [Vp| = &, all the troughs in Ve are
taken as the troughs in the final solution. Oth-
erwise, if [Vp| < &, then, since the algorithm
was stopped as soon as |V;| < %, it follows that
|Vi_1| > 5. Therefore we will also choose from
the troughs in Vp_1, since Vp_1 is then the small-
est set that contains at least all the troughs that
will be extracted (because Vg does not contain
enough troughs). However, all the troughs con-



tained in VF must be kept because the troughs
with the highest prominence are contained in this
set; therefore Negtrqet = % — |VF| troughs must
be selected from a subset of the set Vp_; and
added to the troughs in Vg for a full solution of
% troughs. Since all the troughs in Vp are in
the final solution, and Ve C Vg_1, the subset of
Vi_1 that Negtraet troughs is extracted from, is
defined as

Vewtract - VFfl \ VF

Each combination of size Negtrqct €xtracted from
Veztract is combined with all the troughs in V¢ to
form a full solution for each combination. There
will therefore be (‘XZZ:ZZ‘) different solutions
that must be evaluated to obtain a final solution
(the solution with the highest fitness out of the
(‘VZZ:‘ZZ‘) solutions generated from the troughs
in Vp and the combinations out of Veyiract)-

If the final iteration occurs after sufficient itera-
tions F', we can generally assume that Ve irqer will
be a relatively small set. Therefore the different
(‘Xzz:‘[zz‘) combinations of points to be tested will
not be very large and can all be tested without
a great sacrifice in computation time. Note that,
as stated already, this assumes that the number
of iterations F' is sufficiently large. If F' is rel-
atively small (such as when K is relatively large
compared to the series size) then BSA-EIISR may
take very long to finish computation due to the
large number of combinations that must be eval-
uated. This, in our view is the main shortcoming
of the algorithm.

Results

In this section, we present results from running
the two algorithms on a real time series data set.
We will first describe the data set, after which
we explain the methodology and the graphical
methods that were utilised to communicate re-
sults. Note that in all cases, 100 buy-sell points
were found in each time series (i.e. K = 100).

Data

The data set that the algorithms were applied to
is that of intraday Microsoft (MSFT) share prices,
from the 1st of April 2015 to 31 May 2015. The
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Algorithm 1 BSA-EIISR procedure for ex-
tracting optimal troughs

EXTRACTTROUGHS(Vinal,

1: procedure
Viinal—1, K)

2: if |meal| < % then

3 Vewtract — Vfinalfl \ Vfinal

4: Newtract — % - ‘Vfinal‘

5: PNoviraer — AllCombinations(Veytract,
Newtract)

6: for each Veoms € Pn.,1r0e: dO

7 Veand < Vfinal U Veomb

8: X « FindPeaks(Veqna)

9: if fprofit (X) > fprofit (Xbest)
then

10: Xbest — X

11: ‘/;Jest — ‘/;and

12: end if

13: end for

14: return Vs

15: else

16: return Vy;,q

17: end if

18: end procedure

data is sampled at intervals of one second, which
implies that there are 23401 observations for a
trading day that starts at 9:30AM and ends at
4:00PM.

Note that neither the sampled, nor the full-sized
(23401 observations) time series never spanned
over more than one trading day.

Graphical Comparisons

We used two kinds of scatter plots to present re-
sults: an ordinary scatter plot of fitness vs. com-
putation time, and a scatter plot of relative fitness
and computation times between BSA-EIISR and
the Hierarchical method (which we will refer to
from now on as HR). The latter plot made it easy
to see how many times one method improved on
another in terms of computation time and fitness.
This plot we will refer to as a baseline plot.

The baseline plot has, on the x-axis, where com-

putation time is plotted, the values fggi)), where

t(Z;) is the time taken by the method repre-
sented by Z on the ith time series. Here, E rep-
resents BSA-EIISR and H represents HR. Since




t(H;) is the denominator, the lower HR’s compu-
tation time, and the higher EIISR’s computation
time was, the higher this value is. Therefore, a
higher value implies favourable computation time
for HR. If it is above 1, then HR was faster than
EIISR, and if it is below 1, EIISR was faster than
HR.

On the y-axis, where fitness is normally plotted,
z Egz; is plotted, where g(Z;) represents
the fitness which results from running algorithm
Z on the ith time series. Therefore, if HR has
higher fitness, and BSA-EIISR lower fitness, then
this value is higher, and vice versa. Once again,
a higher value implies favourable performance by
HR, this time in terms of fitness. A value of 1 also
implies equal fitness, as is the case with compu-
tation time.

The baseline plot may therefore be divided into
quadrants: a value plotted in the top right repre-
sents an instance where HR outperformed BSA-
EIISR in both computation time and profit fit-
ness. On the other hand, a value plotted in the
bottom left represents an instance where BSA-
EIISR outperformed HR in both criteria. The
other two quadrants represent cases where one
method outperformed another in terms of only
one criteria.

the value

Computation time and fitness

Results on computation time and fitness of the
two methods are now presented.

Scatter and baseline plots are shown in figure 6,
where the algorithms were applied to 42 time se-
ries, each of size 8000. The scatter plot, shown in
figure 4, clearly shows that BSA-EIISR was sig-
nificantly faster (at least five times faster) than
HR in all cases. However, it is not easy to see
which algorithm had higher fitness for which time
series on this plot. The baseline plot, in fig-
ure 5, shows that BSA-EIISR outperformed HR
in terms of fitness in most cases, while HR did,
at times, marginally outperformed BSA-EIISR in
terms of fitness.

In figure 9, scatter and baseline plots are shown
for when the methods are applied to a full trad-
ing day, which consists of 23401 time series ob-
servations. Here, the baseline plot clearly shows
that HR performs mostly better than BSA-EIISR
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Scatter and baseline plots for series
size 8000

Figure 6:

in terms of fitness, while still performing slower.
This relative increase in HR'’s fitness is most likely
due to the fact that both at the start and the end
of a trading day, volatility is usually much higher
than at other times (Webb and Smith (1994)).
This causes situations as that shown in figure 10,
to arise often. As can be seen in figure 10, very
large up/down movements happened in the first
ten seconds of trading. The red dots show where
HR managed to identify prominent peaks and
troughs. Since BSA-EIISR uses the rule in equa-
tion (6) for including prominent troughs in clear-



ance sets, the trough with the red dot in figure 10
would not have been included in later clearance
sets and was thus ignored by BSA-EIISR. This
is due to the fact that only a few observation to
the right of this trough, another trough is lower.
This situation is more likely to occur when we
have violent up and down movements, which we
are more likely to observe at the start and end
of a trading day due to higher volatility. Since
a full trading day will always include these situ-
ations, and the sampled, smaller time series will
most likely not include them (since they gener-
ally occur over such a short period of time at
the start of day), HR often got higher fitness val-
ues than BSA-EIISR since it was able to identify
these prominent peaks and troughs, while BSA-
EIISR did not, for the reasons explained above.
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Figure 7: Scatter plot

Scaling of computation time

Some results on how computation time scales
with series size are shown for both methods in
figures 11 and 12. Each plotted value is the av-
erage of computation times for 42 time series of
the corresponding size.

It is clear in both figures that there is a strong
evidence of a linear relationship between series
size and computation time. Indeed, the ratio
for the computation time at 23401 observations
over the computation time at 5000 observations is
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Figure 9: Scatter and baseline plots for series
size 23401 (full trading day)

around 4.5 for both methods, meaning that each
method’s computation time increased by around
4.5 times from 5000 observations to 23401. The
slightly larger value for computation time at se-
ries size 2000 for BSA-EIISR is likely due to the
fact that K was quite high relative to the series
size. This would have made it more likely that
not exactly % troughs were in the final clearance
set at the end of sub-problem 1, which would have
required some extra computations to find the op-
timal set of % troughs, explaining the longer com-
putation time.

Considering the discussion above, it seems likely
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Figure 10: Share prices in first 100 seconds of
trading day



that when applying these methods to significantly
larger time series sizes than 23401, computa-
tion time would still not be an issue, with BSA-
EIISR most likely keeping its superior computa-
tion speed relative to HR’s.
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Conclusion

In this paper, we introduced a new method, BSA-
EIISR, which may be used to find cycles and com-
press time series data sets. The motivation for
this method was the long computation times that
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the existing methods took to solve the optimisa-
tion problem. We found that BSA-EIISR does in-
deed take much less time to find an optimal solu-
tion, and in many cases also outperforms HR-FE2
in terms of objective function value. However,
it was found that there are certain cases where
HR-FE2 still outperforms BSA-EIISR in terms of
objective function value. Future directions for re-
search could focus on statistical analysis of the set
of buy-sell points extracted from the time series.
The effect of the objective function value on this
analysis could also be investigated. On the level
of the actual programming of the algorithms, par-
allel implementations of these methods were not
attempted here. Therefore, future research could
focus on the viability of these methods for par-
allel implementation, either using GPU hardware
or multi-core CPUs.
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ABSTRACT

In the paper, the application of dynamic time warping
algorithm for financial time series is considered. The
overview of published researches has shown that this
algorithm in financial area is not widely applicable. Over
the past two decades, the financial markets have become
increasingly difficult to analyse using traditional methods,
so there is a need of developing new techniques or adapting
methods from the other areas that would let to explore
financial time series. Therefore, the application of dynamic
time warping algorithm is investigated applying it for time
series of pension fund market and well-known indices. The
possible added value of this algorithm is presented in three
cases: subsequence matching, Dbivariate alignment,
multivariate pattern  matching and clustering.
Notwithstanding the application to pension funds data only,
this work offers valuable insights into dynamic time
warping application in finance area.

INTRODUCTION

It is a widely held view that by analysing financial time
series, one can observe trends, cyclical fluctuation, seasonal
effects, or volatility and hence to forecast the movement of
financial variable. Although these properties of financial
data have been extensively studied for a reasonable period
of time, new prospects have been opened up by increasing
availability of data sets and the application of computer-
intensive methods for their analysis. The analysis of huge
amount of data has generated new challenges, since the
dynamics of financial variable exhibits some quite
nontrivial statistical features and nonstationarity (Cont
2001; Sewell 2011). Classical financial models that
typically assume homoskedasticity and normality cannot
describe properties, such as heavy tails, volatility clustering,
or nonlinear dependence observed in empirical finance,
which sometimes referred to as “stylized facts”. A recent
study (Champagnat et al. 2013) presented the importance of
an adequate modelling of the heavy-tail behaviour of
financial variable for a proper risk estimation. Similarly, a
number of studies (Chavez-Demoulin et al. 2014; Su and
Hung 2011) have reported specialized methods or models
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for risk estimation when a financial variable exhibits a set of
stylized empirical facts. Numerous studies (Epaphra 2017,
Banumathy and Azhagaiah, 2015) have attempted to
investigate the volatility in financial time series by creating
a model for its pattern, while the others (Shah and Roberts
2013; Zhao et al. 2016) have examined the relationship
among financial time series, which in most cases is
nonlinear, in order to develop multivariate models or to
improve forecasts by introducing dependencies or causal
relations. While developing multivariate models or
analysing big data cases, the clustering of time series
becomes relevant (Guam and Jiang 2007; Durante et al.
2014). Therefore, there is a large volume of published
studies that investigate the time series similarity measured
in different ways. If financial time series are significantly
varying in time (e.g., asset returns, index values), matching
of them using improved alignment based on shape makes
sense, thus Dynamic Time Warping (DTW) may be used as
a similarity measure.

The idea of DTW is to find the optimal alignment
between two series under certain constraints. DTW was
introduced in 1960, but it became popular only after twenty
years when it was successfully applied in speech recognition
(Sakoe and Chiba 1978). Later on, it was used as a
similarity measure in data mining for pattern recognition
(Muller 2007). The main advantage of DTW is its
functionality to warp two sequences nonlinearly in the time
dimension producing so called “warping path”. Moreover,
the algorithm does not require these sequences to be of the
same length. This implies that DTW can be used as shape
matching tool for pattern mining in financial time series.
Consequently, the nonlinear similarity distance matrix
obtained by DTW could be used for other application, such
as time series forecasting, classification, etc. Up to now, far
too little attention has been paid to DTW application in
finance. A recent paper (Tsinaslanidis et al. 2014) presents
the experimental study where DTW is used to measure and
match the similarity across daily returns of different classes
of months; thus showing DTW applicability for determining
the seasonality of the market. Through a simulation process
the authors have also shown that DTW based similarity
measure takes lower (greater) values when Pearson’s and
Spearman’s correlation coefficients are great (low) in
absolute terms. In a study (Kia et al. 2013) investigating the
exchange rate dynamics, the authors introduced a
methodology that uses K-nearest neighbours (KNN) and
DTW to improve the fluctuation prediction and to have



better evaluation parameters compared to other researches.
The experimental study was performed with USD/JPY
exchange rate time series from 1971 to 2012 that were
partitioned into 30 element fragments based on the monthly
behaviour of the time series. Then, each of obtained
fragments were divided with 7:3 ratio, and KNN was used
to determine three nearest neighbours based on DTW
similarity measure. The authors achieved 10% improvement
in directional prediction comparing to the work (Yao and
Tan 2000) which is one the most cited papers in the field of
financial prediction. The paper (Bagheri and Peyhani 2014)
presented a hybrid DTW - Wavelet Transform method for
automatic pattern extraction in time series, especially for
Foreign Exchange Market (FX). The authors pointed out
that the presented method is a very effective for price
forecasting and pattern extraction. FX market was also
analysed in the paper (Wang et al. 2012) where DTW was
employed to study the topology of similarity networks
among 35 major currencies, measured by the minimal
spanning tree approach. The study (Lee and Oh 2011)
demonstrated the development of trading system for making
investment decisions, where DTW was used to determine
similar patterns in the frequency of stock data ascertain the
optimal timing for trade. The patterns retrieved by the
algorithm were verified by executing simulation under
specific strategies.

Considering all of this evidence, it seems that there is a
relatively small body of literature that is concerned with
DTW application in finance field. This work therefore
focusses on the pattern mining tasks based on DTW in
financial time series. The research attempts to assess the
effect of DTW application for subsequence matching in a
certain time series and for clustering multiple financial time
series. For the purpose of analysis, the time series of
pension funds (PFs) operating in Lithuania have been
selected. Recently, the pension reform replaced traditional
pay-as-you-go system with advanced funding system
introducing compulsory and voluntary pension funds. It is
not surprising that time series of these emerging market
pension funds are nonstationary and exhibit some features
referred to as “stylized facts”, thus highlighting the need of
more enhanced methods for their analysis. In the
experimental study, PFs are described by equity curve,
which day by day shows the gross return from the initial
time moment being set up. Since observations are fixed
daily, time series are volatile and have a distortion in the
time axis. For this reason, we claim that one-to-one
mapping (e.g., Euclidean distance measure) would be
inadequate since it is very sensitive to small distortions in
the time axis. Euclidean and similar distance metrics could
more suitable when data are aggregated in time, as quarterly
or yearly time series. PFs to be analysed in this paper are
characterized by different investment strategy resulting in
diverse underlying dynamics of time series describing the
historical performance of funds. Since PFs’ participants can
migrate between funds by deciding which fund to select, the
analysis of their performance can provide added value for
decision making. The following are some issues could be
addressed by participant: identify fund of the same risk
profile but with better growth pattern; discover time periods
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with similar dynamic patterns; identify funds with less
commissions but the same growth pattern, etc. On the other
hand, the comparative analysis of PFs dynamics, pattern
matching of PFs with well-known indices could be also
relevant for pension accumulation companies. Finally, we
assume that the matching of PFs time series using DTW can
be taken as an alternative to cross-correlations estimated
between time series that are of particularly importance of
dynamics for financial markets. To our knowledge, DTW
application to analyse pension funds of different risk profile
has not been published yet.

The authors of the paper pursue the research to develop
the model, which would recommend to select the optimal
pension fund in the second pillar of Lithuanian pension
system by providing some guidelines to participants. The
preliminary concept of model has been presented in the
study (Kabasinskas et al. 2014). The analysis of return-risk
performance of PFs has been already published by authors
(Sutiene et al. 2014). This research continues the work in
this field in order to reach definitive findings.

DATA: PENSION FUND MARKET TIME SERIES

The application of DTW algorithm is investigated applying
it for time series of pension funds operating in Lithuania. At
the end of 2016, five Pension Accumulation Companies
managed these funds. Approximately 1.0 million
participants (76% of employees) accumulated their pension
in them. The most of participants chose the funds managed
by “Swedbank investiciju valdymas” (40.44%) and “SEB
investiciju valdymas” (22.07%); then other companies
followed. 63% of PFs assets were also managed by these
two companies (Bank of Lithuania 2016). For this reason,
PFs managed by these companies and characterized by
different investment strategy were selected for the
experimental study to explore their historical dynamics and
pattern similarity: two conservative investment funds (SW1,
SEB1; 0% stocks), one low risk investment fund (SW2; up
to 30% stocks), three medium risk investment funds (SW3,
SW4, SEB2; 30-70% stocks), and two high risk investment
funds (SWS5, SEB3; 70-100% stocks). The daily data
retrieved cover the time period of 05 May2011 to
04 May 2017, starting from the latest fund history available.
The dynamics of net asset value, NAV(¢), a conventional

measure of the value of pension assets, describes the
evolution of PFs. The equity curve
f({t)=NAV(t)/ NAV(0), which in each ¢ shows the gross

return from the beginning to time ¢, is used as the
fundamental variable in this research to describe the
performance of funds. The notation NAV(0) denotes net

asset value at 05 May 2011. The resulting curves for each of
PFs to be analysed are depicted in (Fig. 1). To evaluate the
performance of any investment, it is compared against an
appropriate benchmark. The manager of PFs uses its own
composite benchmark index consisting of one or more
universally adopted and widely used indices of financial
instruments. The manager may select but not necessarily
these indices intentionally. That is why the other well-
known indices are included to reflect changes in markets or



parts thereof. The indices, such as Financial Times Stock
Exchange 100, S&P 500, Dow Jones Industrial Average,
Nasdaq, iShares iBoxx, Merrill Lynch, Nasdaq Bonds,
Merrill Lynch Bonds, shortly FTSE, GSCP, DJI, NDAQ,
HYG, ML, NDAQ.B, ML.B respectively, are used in the
study in order to benchmark PFs’ performance (Fig. 1). In
total, data set consisted of 16 time series.
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Figure 1: Equity Curves f{z) of PFs and indices

A visual inspection of historical performance in Fig. 1
points to some evidence about funds’ dynamics: investment
in stocks is led by higher day-to-day fluctuations compared
with low risk funds. Any two time series may have very
similar overall shape of dynamics, but those shapes are not
exactly aligned in time. For this reason, the matching of
patterns in time series requires nonlinear alignment in order
to achieve more sophisticated similarity measuring.

METHODOLOGY: DYNAMIC TIME WARPING

Suppose we have two time series or two fragments of one
time series that can be of different length. Let’s denote them

as X={x and Y= {yj };’:1. To align two series using
DTW, the nxm cross-distance matrix d(i, /)>0 between
x; and y; is determined. Various distance measures can be
used for this purpose. At the core of the algorithm, the
#lk)=p.(k)g,(6)),  k=LT,

constructed, where time

warping path

max(n,m)<T<n+m-1 is
warping functions ¢, (k)e Ln, 9, (k)e 1,m remap the time

indices of series X and Y respectively. The path is valid if
the following constraints are satisfied (Giorgino 2009):
e Monotonicity is introduced to preserve their time
ordering and escape meaningless loops:

$.(k+1)> ¢, (k) and ¢, (k+1)> g, (k);
e Boundary condition ensures that the time series’ heads
and tails are constrained to match each other:

6.)=9,1)=1. ¢.(T)=n. 4,(T)=m:
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e Continuity constraint implies that arbitrary time
compressions and expansions are allowed, and that all
elements must be matched:

g le+1)=g, (k) <1, |p,(k+1)-g, (k) <1.

The classical formulation of DTW alignment has various

modifications that have been published in the literature

(Sakoe and Chiba 1978), (Rabiner and Juang 1993), (Myers

et al. 1980). The authors usually classify them according to

the bounds imposed on the slope, slope weighting, local
continuity constraint type, and etc. For example, it can be
set up how many elements repeatedly can be matched or

how many skipped (Giorgino 2009).

Given ¢, the average accumulated distortion between the

warped time series X and Y is estimated

d,(x,¥)=Y dlg,(k),4, (O, (k)| M, ;

T
k=]

where N, (k) is per-step weighting coefficient and M, is

the corresponding normalization constant. DTW optimally

aligns two series so that their distance is minimized

D(X Y ):mind¢(X ,Y), i.e. deformation of the time axes of
¢

X and Y stretches time series to match each other as close
as possible.

EXPERIMENTAL STUDY

The study covers three experiments. The first case
demonstrates subsequence matching with DTW applied for
pattern analysis. A single time series is decomposed into
query sequence and the remainder one. Pattern matching is
then performed on the extracted fragments of time series.
Similar application was performed in the study (Kapler
2012). Second case considers the nonlinear alignment of
two time series, such as any pension fund and index. The
implementation of DTW was extended to multivariate case
(the third case). DTW distance matrix obtained from the
algorithm was applied as similarity criteria while
performing the hierarchical clustering. This technique does
not require to set the number of clusters in advance, that is
considered as its advantage (Rani and Sikka 2012). Equity
curves of PFs and indices were clustered according to the
DTW measure. In total, 16 time series were aligned and
grouped into clusters. To determine clustering quality, the
clustering validity index — Silhouette value was introduced.
The results of clustering under different corresponding
constraints of DTW alignment were compared to
hierarchical clustering with Euclidean distance and
presented in this section. Experiments were performed using
R software and packages dtw, tsclust (Giorgino 2009),
(Montero and Vilar 2014).

Case 1: Univariate analysis

Let’s apply DTW algorithm for funds SW1 (conservative
fund) and SW5 (most risky fund) separately to search for
subsequent matching in their historical dynamics. Most
recent 40 days were selected for the experiment (query
pattern). The algorithm was set up with 10 number of



matches to find over all horizon to be analysed. The visual
demonstration of patterns obtained is depicted in Fig. 2-3.
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Figure 3: 10 Patterns (black) Obtained Matching to Recent
40 days (red) for SW5

Fig. 2-3 demonstrate the time series fragments (black) that
were obtained as most similar to the given query pattern
(red). Shape matching allows to discover similar shape
based patterns in time series, thus sensitive to short-term
oscillations. Such analysis allows to observe the time
periods when the pattern recurs over the whole period, how
the extracted fragments overlap among different funds,
hence apply this information in prediction using strategies
that are based on pattern recognition. It is worth noting that
DTW alignment justifies for more volatile curve, i.e. for
funds that invest in stocks. If the curve is stable, it is better
to choose point-to-point matching method, such as
Euclidean distance.

Case 2: Bivariate analysis

To demonstrate DTW alignment for two time series, the
conservative pension fund SW1 has been selected that is
benchmarked with ML.B index. Sakoe-Shiba slope-
constrained pattern was implemented by choosing slope
parameter p=0.5. The use of Sakoe-Chiba Band limits the

scope of the warping path, that’s why it is rather
monotonically increasing in Fig. 4-5.
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Comparing SW1 dynamics with ML.B, it can be seen that
both time series exhibit rather similar pattern but it is
shifted in the time axis except at the end of horizon to be
analysed (Fig. 4). Under the same settings, the experiment
was repeated to align most risky pension fund SW5 along
with FTSE index. Both time series are rather volatile. At the
beginning of period the behaviour of time series was
coinciding in time but at the second half of horizon FTSE
moved forward to SW5 (Fig. 5). This finding suggests the
idea that FTSE index could be used as causal indicator or
predictor to reflect possible movements in SWS.

12 10 08
Ly

\

indes

Refer

0 W0 40 B0 800 1000 00 1400

" o
os 12 14 W/"V’/AN WW
g
N
N
\

T

Wi
WWMM‘

0 20 40 &0 @0 1000 120 1400
Query index

0 200 400 600 800 1000 1200 1400

Figure 5: DTW Alignment (left) of SWS5 (black) and FTSE
(red), and Warping Path (right)

The usage of some well-known index to benchmark PF’s
performance can provide very useful information about
fund’s management. It may be the case to use index as
causality tool for nonstationary time series to predict
possible behaviour in future.

Case 3: Multivariate Analysis

The nonlinear alignment using DTW algorithm of PFs
equity curves implementing various types of step patterns
was pursued, then the hierarchical clustering of them was
applied. The resulting dendrogram is depicted in Fig. 6 (on
the left). In case of five clusters fixed, Silhouette value was
improved by 21% compared with the case when the
hierarchical clustering was performed using Euclidean
distance. The clusters obtained in the dendrogam fully
reflect the investment profile of PFs. One can see that there
are three groups of PFs that are fairly similar: (SW1, SEB1)
— conservative funds, (SW5, SEB3) — high risk funds, and
(SW2, SEB2, SW3, SW4,) — low and medium risk funds. It
is therefore likely that these two pension accumulation
companies resulted in similar performance over time.
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The same procedure was repeated for equity curves of PFs
in conjunction with indices. The dendrogram is given in
Fig. 6 (on the right). The outcome of clustering PFs together
with indices shows that funds exhibit similar patterns to the
dynamics of FTSE and ML.B indices only. In this case,
Silhouette value was improved by 28%. The current results
highlight the importance of a benchmark to be chosen.

CONCLUSIONS

The time series of financial markets, especially emerging
ones, exhibit some quite nontrivial statistical features. Thus,
there is a need of developing new models or adapting
methods from other research areas. The findings of this
research provide insights for DTW application for similarity
search in financial time series. The mining of similar
patterns for one time series can have implications for the
understanding possible behaviour in future. It is inferred
that DTW is preferred to point-to-point similarity measure
for more volatile curve of time series because of its
flexibility to existing distortions. Despite the exploratory
nature of the paper, this study offers some insight into DTW
usage as causality tool for nonstationary time series to
predict possible movements in future according to some
indicator to be chosen. The implementation of DTW is also
demonstrated for clustering time series. The results under
different corresponding constraints of DTW alignment
compared to hierarchical clustering with Euclidean distance
have shown the superiority of DTW as similarity measure
because of improved value of cluster validity index.

Further studies need to be carried out in order to validate
DTW application for mining patterns. If it gives the
promising results for analysis of PFs dynamics, DTW can
be used as for planning a long-term pension accrual by
selecting optimal fund.
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ABSTRACT

Simulation-based analysis is rapidly gaining importance for
developing public policy for dealing with a broad spectrum
of issues ranging from natural catastrophes to seasonal com-
municable diseases. Simulation-based analysis requires the
use of high fidelity models for conducting in-depth studies
of different scenarios. However, generating valid, large-scale
human models from raw demographic, geographic, and other
statistical data is challenging. This paper proposes a “first
principles” approach to generating models using summary
statistics from authoritative sources. Our generated model
is called Synthetic, Individual-human Population and Activ-
ity Model (SIPAM). SIPAM characterizes population demo-
graphics, schools, businesses, and typical daily activities of
individuals at a given level of detail (currently 1 km, based
on data availability). This paper discusses: @ our method
for generating a SIPAM, @ the exhaustive set of verification
experiments (10 million replications with ~1.04 billion ac-
tivities), and @ case studies of seasonal influenza epidemic
for comprehensive validation. The experiments establish that
the proposed method yields valid synthetic models that are
amenable to a variety of analysis.

INTRODUCTION

Population growth and increasing urban densities pose many
challenges for dealing with a broad spectrum of issues rang-
ing from natural catastrophes, seasonal communicable dis-
eases, to routine city planning. An example of such a issue
was witnessed around the Gulf Coast of United States during
the 2005 hurricane Katrina — it was tragically discovered the
evacuation plans were not adequate to evacuate the impacted
area (Daniels, 2007). The root issue is that responses to par-
ticular catastrophes are usually based on historical examples
of similar events and not on current scenarios. Conventional
statistical analyses are not conducive for “what-if” type anal-
yses that is required for policy assessments. Furthermore,
they do not yield sufficiently detailed and intuitive informa-
tion about individuals in the population and their stochastic
behaviors. Consequently, innovative approaches are needed
to proactively address these growing challenges.
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Simulation-based analyses are rapidly growing in importance
to meet the aforementioned needs. Catalyzed by rapid ad-
vancement in computational infrastructures, simulations en-
able systematic and multifaceted analysis required for policy
development (Giridharan and Rao, 2016). Simulations fun-
damentally rely availability of a valid, comprehensive, and
robust model. Important model characteristics include: @
Realism: The model must be realistic and mirror geographic,
demographic, and behavioral characteristics; @ Reusabil-
ity & accuracy: Investments into model development and
validation are effectively amortized only when models can
be reused or easily adapted for different types of analyses;
and ® Computational costs: Time and resources required
for model generation, validation, simulation, and analysis
need to be balanced with realism, accuracy, and effective
use (Chen and Zhan, 2008).

Generating realistic, reusable, and cost effective models for
comprehensive, multifaceted analysis of human populations
and day-to-day activities is a daunting task (Barrett et al.,
2009) due to the following diverse challenges: @ identifying
data necessary for model generation, @ finding suitable data
sources, @ preprocessing and streamlining data for model-
ing, @ developing and validating methods for model genera-
tion, and ® verification of generated models.

Overview & advantages of proposed approach

In this paper we propose a novel method for generating re-
alistic synthetic models of individuals in a population along
with their associated daily activities. Our model is called
Synthetic Individual-human Population and Activity Model
(STPAM). A SIPAM is generated from anonymous summary
statistics that can be readily obtained from authoritative data
sources, such as: USCB (2011), USBLS (2015), and demo-
graphic databases (CIESIN, 2016). SIPAM preserves demo-
graphic, socioeconomic, and geospatial characteristics con-
sistent with the resolution of available data — that is, aggre-
gate characteristics of a SIPAM are statistically indistinguish-
able from the census data used to create it.

The generated model includes temporospatial activities (for
a full week) for each individuals based on their age and em-
ployment status (working, unemployed, retired). The activ-
ities are structured around a variety of buildings, such as:
homes, schools, businesses, etc. The buildings are generated
as part of the model using census data. These are key aspects
of the SIPAM that ensure it is realistic. The data is supplied



via a comprehensive input configuration file to enable effec-
tive reusability and extensibility. The activities are scheduled
in configurable time intervals or time-blocks (currently set to
10 minute blocks) thereby striking a balance between realism
versus computational costs for model generation and simula-
tion. The models can be used for a variety of simulation-
based analyses using different approaches, including: cycle-
based simulations, agent-based simulations, or discrete event
simulations. Our exhaustive suite of verification and vali-
dation experiments (see Section EXPERIMENTS) establish
that the proposed method generates valid, realistic STPAMs
that are amenable to a variety of analyses.

BACKGROUND & RELATED WORKS

Realistic and comprehensive modeling and simulation-based
analysis of specific aspects of human populations has been an
active area of research in diverse fields, including: computa-
tional epidemiology, transportation, and economics. Humans
are either modeled as collection of interacting individuals or
groups. Group models represent a collection of collocated
individuals modeled as an indivisible entity. Different types
of group models have been proposed by several investigators
including Balcan et al. (2010), Rao et al. (2009), and Keel-
ing (2005). In their models, the groups are organized based
on their geographic locations resulting in a logical structure
similar to a Voronoi tessellation. Interactions between groups
is modeled implicitly based on their adjacency or via explicit
mobility networks. The benefit of using a group model is it
reduces the computational cost because the model consists
of fewer number of entities which significantly reduces com-
putations preformed at each time step. Furthermore, such
models do not require detailed, voluminous data about the
population, which can be hard to obtain.

The primary disadvantage of aggregate or group models is
that information about each individual is not preserved. The
models do not preserve heterogeneity that may be present
within the group. However, such information maybe vital
for certain types of analyses and design of public policies.
Consequently, several researchers have proposed the use of
individual-based models, where each individual is indepen-
dently modeled. Such models essentially embody contact-
networks which define temporal interactions that occur be-
tween individuals. Longini et al. (2005) discuss the gen-
eration and use of synthetic, individual-based models for
containing influenza epidemics. They use a variety of data
sources to generate individuals and their temporospatial ac-
tivities. Recently Bhatele et al. (2017) discuss enhancements
to modeling and simulation of individual-based model of the
United States generated as part of prior work by Barrett et al.
(2009). Their model is fine-grained and has been generated
from a variety of public and proprietary data sources.

The advantages of individual-based models are: @ they yield
temporospatial characteristics for epidemics because they ex-
plicitly model the location and contacts between individuals
in the populations, @ since they are typically less prescrip-
tive, they can be used for analyzing epidemics whose param-
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eters are not well established, and ® they enable vivid vi-
sualization. The drawbacks of individual-based models are:
@ they are computationally demanding for model generation
and simulation (Bhatele et al., 2017), @ it is hard to fit such
models to surveillance data due to the significant differences
in resolution, and ® the volume of data generated by the
models can pose bottlenecks for analysis.

Similarities & differences to our approach

The proposed method for generating a Synthetic, Individual-
human Population and Activity Model (SIPAM) is a novel
combination of group models and individual-based models.
The design rationale is to preserve advantages of the two
types of models while minimizing their drawbacks. SIPAM is
similar to individual-based models in that daily activities for
each individual is explicitly generated. This enables tracking
interactions between individuals for various analysis. How-
ever, spatial resolution for buildings and people is limited
(currently to 1 km?) similar to aggregate or group models.
Another objective is to enable generation of SIPAMs using
freely available summary data sets. This enables their ready
use by the community for different applications and geo-
graphic regions.

MODEL GENERATION METHOD

The proposed method for generating a Synthetic Individual-
human Population and Activity Model (SIPAM) is summa-
rized in Figure 1. The method consists of four main phases,
namely: @ Population/family generation, @ Building gen-
eration, ® Daily schedule generation, and @ Output gen-
eration. The statistical data required for SIPAM generation
is supplied via a text-based configuration file. The gener-
ated SIPAM can be used for a different types of simulation-
based analyses by combining it with a suitable policy model
implemented during simulation. Policies essentially modify
attributes of individuals and their daily schedules. For ex-
ample, in this study an epidemic policy is used to simulate
progression of seasonal influenza in the generated synthetic
population. Simulation of epidemics using a synthetic model
has been enabled via a cycle-based simulator called HAP-
LOS, developed as part of this investigation. The details of
each of the four phases are described in the following sub-
sections.

Phase 1: Population/Family Generation

The first phase in generation of a SIPAM involves creation
of households of different “sizes” (i.e., number of individu-
als), with each individual meeting the specified age and sex
distributions observed in a census. In our example mod-
els, we have obtained household size, individual age, and
sex distribution summaries from the USCB (2011). Cen-
sus data is summarized as probabilities in the input config-
uration file as shown in Figure 2. The population genera-
tion process beings with creating families of different sizes
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Figure 1: Overview of proposed method for generating a
Synthetic Individual-human Population and Activity Model
(SIPAM)

Total_Population=1979202

Family_Size_1_Probablity=0.27
Family_Size_2_Probablity=0.34
Family_Size_3_Probablity=0.16
Family_Size_4_Probablity=0.14
Family_Size_5_Probablity=0.06
Family_Size_6_Probablity=0.02
Family_Size_7_Probablity=0.01

Male_Probablity=0.492782305
Age_5-Younger_Probablity=0.065
Age_5-13_Probablity=0.114
Age_14-17_Probablity=0.052
Age_18-24 _Probablity=0.097
Age_25-44 Probablity=0.263
Age_45-64_Probablity=0.261
Age_65-Older_Probablity=0.148

Figure 2: Fragment of input configuration file with demo-
graphic data of desired synthetic population

based on the probability values specified in the input con-
figuration. A standard uniform, discrete random number
generator (std::discrete_distribution) is used to de-
termine family sizes. This random number generator pro-
duces integers on the interval [0,n), where the probability
of each individual integer ¢ is defined as w; ~ S , where
S = Yw; (0 < i < n), that is the probability of the ith
integer divided by the sum of all probabilities.

Next, the given number of individuals of different ages are
generated for each family. The age and gender of each person
in a family is determined based on the demographic proba-
bilities specified in the input configuration file (see Figure 2),
with an added restriction that the first member of a fam-
ily must be an adult. A uniform, discrete random number
generator is used to determine age and sex for each person.
For persons older than 64 years, the fraction of unemployed
adults is used to assign a “retired” status. The family gener-
ation process is repeated until the number of persons in the
model exceed the specified population.

It must be noted that currently our method does not track
other demographic properties such as race, ethnicity, etc.,
for each person. Consequently, the aforementioned method
yields households that are statistically indistinguishable from
the census data. However, if additional demographic proper-
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ties are desired in the generated SIPAM, then Iterative Pro-
portional Fitting (IPF) statistical method along with Public
Use Microdata Sample (PUMS) can be used (Beckman et al.,
1996). PUMS essentially provides an n-dimensional table of
typical family configurations and marginals. The IPF statis-
tical procedure iteratively adjusts cell values to estimate fam-
ily size and configurations such that marginal totals remain
fixed (Beckman et al., 1996). The resulting fitted tables can
be used for generating synthetic households.

Phase 2: Building Generation

The second phase of model generation involves creation of
variety of buildings associated with different activities. Our
method currently generates the following types of buildings
— @ business: general buildings where people may visit or
work, @ medical: hospitals where people work, visit, or are
interned, ® school: further subdivided into elementary, mid-
dle and high schools where people may visit, study, or work,
@ daycare: children are interned while adults may visit or
work, ® transport hub: used as temporary holding area for
commuters using public transport, and ® building: used a
general purpose placeholder for homes, apartments, etc.
Building generation commences with assigning homes to
each family generated in Phase 1. Location of homes is de-
termined based on population counts at a given spatial res-
olution. Our building generation method uses gridded pop-
ulation counts to appropriately distribute homes and fami-
lies to reflect spatial population characteristics. We use grid-
ded ASCII data format from NASA’s Socioeconomic Data
and Applications Center (SEDAC) (CIESIN, 2016). SEADC
provides gridded population data at a resolution of 30 arc-
seconds or approximately 1 km? as shown in Figure 3. Fur-
thermore, a transport hub is assigned to each grid.

In the next step, sufficient number of day care centers as
well as elementary, middle, and high schools are generated
to accommodate children and school-age persons generated
in Phase 1. The school capacities and occurrence probabili-
ties are supplied via configuration data as shown in Figure 4.
The sizes and occurrence probabilities have been determined
from summary tables published by USCB (2012). The lo-
cations of the schools are determined based on population
densities in the gridded population, with higher population
areas having more buildings.

Similarly businesses are generated to accommodate all work-
ing adults. The size and occurrence for businesses in the
generated SIPAM is determined based on probabilities (com-
puted from data published by USCB (2012)) specified in
the input configuration data as shown in Figure 4. The busi-
nesses are also spatially distributed to various grids based on
relative population densities in the grids. Moreover, as build-
ings are generated, references to them are stored in different
datastructures to enable rapid access during schedule gener-
ation. In this context, it must be noted that unlike homes that
have persons in a family assigned to them, people are not yet
assigned or “mapped” businesses and schools. Instead, this
mapping occurs during schedule generation in Phase 3.
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Figure 3: Example of gridded population data (persons per
km?) for city of Cincinnati, Ohio, USA (total population: ~2
million). Data freely available from CIESIN (2016)

Business_Size_0-4_Pr=0.478
Business_Size_5-9_Pr=0.135
Business_Size_10-19_Pr=0.085
Business_Size_20-99_Pr=0.092
Business_Size_100-499_Pr=0.049
Business_Size_500_Pr=0.161

School_Size_0-4_Pr=0.0008
School_Size_5-9_Pr=0.002
School_Size_10-19_Pr=0.005
School_Size_20-99_Pr=0.013
School_Size_100-499_Pr=0.009
School_Size_500_Pr=0.001

Figure 4: Fragment of input configuration file with building
probabilities from USCB (2012)

Phase 3: Schedule Generation

The third phase deals with generation of weekly schedules
for each individual depending on their age and employ-
ment status. A weekly schedule includes two distinct sub-
schedules, namely: 5 weekday (working days) schedules and
2 weekend (non-working day) schedules. The daily sched-
ules are rounded to 10 minute activity blocks, i.e., each day
is represented by 60 minutesx 24 hours +-10 = 144 blocks.
The primary motivation for organizing schedules into blocks
is to strike a tradeoff between model complexity, accuracy,
memory, and runtime of simulations.

The schedule associated with a person is determined primar-
ily on their age and employment status. The employment
probabilities based on age have been determined based on
total statistics reported by USBLS (2015). The travel dis-
tances to work and time taken to travel have been estimated
based on type of transportation to work reported by USCB
(2014). The probabilities and associated travel distances are
specified as part of the input configuration file. Currently,
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we have included the following restrictions for travel: @ dis-
tance traveled by walking is limited to 2 miles, @ maximum
distance traveled by public transport is limited to 10 miles,
® school attending children are limited to travel to school in
a 10 mile radius.

The schedules generated for each person is generated from
one of the following templates:

* Young child template (age < 5 years): Young persons are
assigned the same schedule as an adult in their family. If
the adult works then the adult will be assigned to take the
individual to a daycare prior to leaving to work location.
The child will be assigned to the closet daycare (generated
in Phase 2) to their home location that is not filled to ca-
pacity. When the adult in the family is no longer at work,
they are scheduled to retrieve the child from the daycare.
The child will then follow the adults schedule till the next
day.

* School Age Child Template (5—17 years of age): Each per-
son is assigned to attend a school (generated in Phase 2)
during weekdays only. School is assigned based on the per-
son’s age and the nearest school to their home that provides
the necessary grade level and is not at capacity. The sched-
ule of young school children (i.e., 5-13 years of age) is
generated based off a designated care-giving adult in their
family. However, school children older than 13 years are
assigned an independent schedule with limited travel ra-
dius.

* Working adult template (>18 years): Weekday schedules
are anchored around working at a business location gener-
ated in Phase 2. The distribution of working hours model
the data from USBLS (2015). If the weekly work hours
exceed 40, then the maximum number of hours/day is set
to 10 hours. Otherwise the maximum number of works
hours/day is assumed to be 8 hours. During periods when
an adult is not at work, they are scheduled to visit other
buildings or return home. The capacity for visitors for
businesses will range between 1-500 visitors/hour depend-
ing on the number of employees. Furthermore, the sched-
ules are further modified if the person is also designated
as a child-care adult. In this scenario, the schedules are
updated to include travel to-and-from daycare location.

e Non-working adult template (>18 years): The non-
working adult template is meant for unemployed or retired
adults (designated in Phase 1). This differs from the work-
ing adult template by removing the need of having to be at
a job. Thus their schedules will be much more random in
terms of locations visited during the day. The time spent at
each of these locations will then be distributed through out
the week randomly.

Similar to the above weekday travel patterns, weekend travel
patterns are also specified via configuration file parameters.
Weekend travel patterns are determined based on age of a
person, with younger children spending more time at or near
home. Adults are set to spend 50% of daytime traveling with
a fixed radius. Currently, the schedules do not include spe-



cial scenarios such as vacations, holidays, etc. Such sched-
ules need to be suitably incorporated into the model during
simulation depending on analysis needs.

Phase 4: Output generation

The previous three phases operate using in-memory datas-
tructures to enable rapid model generation. The final phase
of model generation stores the resulting model to disk. A
custom textual file format has been used to store the result-
ing model. The format has been chosen to ease the use of
the model for conducting simulations and performing various
analysis. Furthermore, summary statistics on the synthetic
population demographics and buildings are also generated to
aid verification and validation.

EXPERIMENTS

The proposed method for generating a Synthetic Individual-
human Population and Activity Model (SIPAM) has been val-
idated using both real-world data and a number of test data
sets. The real-world dataset for validation was based on the
greater metropolitan area of Cincinnati, Ohio, a typical city
in mid-west United States. Figure 3 shows the gridded popu-
lation data from NASA’s SEDAC data set that is freely avail-
able from CIESIN (2016). The metropolitan area has a pop-
ulation of ~2 million with a significantly varying population
spread over 1440 x 960 grid from CIESIN (2016). In addi-
tion to the large real-world data set a smaller test city with
22,000 residents spread on a 500 x 500 grid using a triangu-
lar distribution has also been used. The primary motivation
of using a smaller test city was to enable extensive validation
of schedule generation, which is a time consuming for large
models.

Validation of the model generation method and the generated
STPAM has been conducted in two steps. First, the key char-
acteristics of the generated model has been validated using
real-world data set as discussed in the following subsection.
Next, the schedule generation has been verified to ensure
that valid schedules are generated in a broad range of scenar-
ios. Importantly, the SIPAM as also been validated using an
influenza epidemic scenario as discussed in subsection Full
SIPAM validation

Validation of population & building generation

The core method for generating synthetic populations and
buildings has been validated using Cincinnati, Ohio as the
reference. Since the model generation method is probabilis-
tic, each run will yield a slightly different SIPAM. Conse-
quently, 10 different models were generated (from exactly
the same input configuration) and collectively analyzed for
validation. The chart in Figure 5(a) shows a comparison of
family size distributions. The chart in Figure 5(b) shows a
comparison of individuals in different age groups. The error
bars in the chart show the 95% Confidence Intervals (CIs)
computed from variance observed in the 10 replications. As
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Figure 5: Comparison of key demographics of SIPAM versus
census data

illustrated by the charts the family size, the primary param-
eter, is statistically indistinguishable between the STPAM and
input census data. The age groups also show consistent dis-
tribution in most cases except for age > 65 years. Our anal-
ysis suggests that the source of this discrepancy (for age >
65 years) is with using a discrete distribution which rounds
values more disparately.

The chart in Figure 6 shows a comparison of size of business
(i.e., number of employees) between the synthetic model and
the supplied census data. The error bars in the chart show the
95% Confidence Intervals (CIs) computed from variance ob-
served in the 10 runs. As illustrated by the charts the business
sizes is statistically indistinguishable between the SIPAM and
input census data. We did observe that for small models the
variance in business sizes was larger. However, as the size
of the model increases, the synthetic model produces statis-
tically identical distributions. The experimental analysis es-
tablishes that the proposed method produces valid synthetic
models.

Verification of schedule generation

Verification of generated synthetic schedules was conducted
in two steps. First, the number of generated schedules for dif-
ferent categories of individuals in the SIPAM was compared
with the summary census data. The chart in Figure 7 shows
a comparison of different schedule types. The error bars in
the chart show the 95% Confidence Intervals (CIs) computed
from variance observed in 10 replications of model. Note that
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Figure 7: Comparison of different schedule types for differ-
ent age groups in SIPAM to census data

variance is expected due to the stochastic nature of model
and schedule generation. As illustrated by Figure 7, the dis-
tribution of different types of schedules is statistically indis-
tinguishable between the SIPAM and input census data. This
chart provides baseline verification of the proposed schedule
generation method.

Next, a series of independent unit tests were developed to test
the accuracy and viability of the generated schedules. The
tests included checks to ensure school children are scheduled
to attend school on weekdays and are not scheduled to go
to work. The schedules for young children were follow the
same timelines as the assigned child-care adult in the family.
Checks were added to ensure employed adults are scheduled
to work at least once and meet their total work hours. In
additional several general checks such as being at home for 6
to 8 hours every 24 hours etc. was included in the tests. The
tests also checked for consistency of schedules for members
in a family.

The resulting tests covered various combinations of 16 differ-
ent scenarios. The tests were used to validate schedules gen-
erated from 10 million replications with different parameter
settings. The tests covered ~1.04 billion unique schedules
for over 280 million families. The tests were useful to iden-
tify unique, conflicting scenarios which required inclusion
of necessary logic to resolve the conflicts. With the sched-
ule conflicts resolved, the final model generation passed all
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of the billion tests, thereby verifying the schedule generation
method discussed in Section Phase 3: Schedule Generation

Full SIPAM validation

Having verified the proposed model generation method, we
pursed validation of the complete synthetic model through
case studies of an epidemic. For this experiment, we chose
to model a seasonal influenza (i.e., flu) epidemic and com-
pare our results against validated results from similar mod-
els proposed by Nsoesie et al. (2012). Progression of the
influenza epidemic in an individual has been characterized
using classical compartmental models, with the following 4
compartments: Susceptible (S) - Exposed (E) — Infective
(I) = Recovered (R). Transitions between the SEIR states is
governed by probabilistic transitions. The incubation period
(i.e., E — I) has been set to {1, 2, or 3} days with probabili-
ties of {0.3, 0.5, or 0.2} respectively. Likewise, the infection
period (i.e., I > R) has been set to {3, 4, 5, or 6} days with
probability {0.3, 0.4, 0.2, or 0.1} respectively.
Infection transmission rate from an infective to a susceptible
person (i.e., S = E transition) has been characterized using
the following equation proposed by Nsoesie et al. (2012):
Pr(w(i,j)) =1 — (1 — 7)w@9) (1)
where, i denotes infected person, j denotes susceptible per-
son, w(i, j) denotes the contact time between person ¢ and j,
and 7 is the disease transmission probability per unit of time.
Contacts between persons arise when they are collocated in
a building. As the time of collocation w(%, j) increases, the
probability of infection also increases.

Human Population and Location Simulator (HAPLOS)

Simulation of epidemics using a synthetic model has been
enabled via sequential simulator called HAPLOS. It is a con-
ventional cycle-based simulator in which activities of each
individual are performed in each time step. Recollect that the
time step of a SIPAM has been set to 10 minute increments to
strike a tradeoff between model complexity, accuracy, mem-
ory, and runtime of simulations. In each time step, a person’s
location is suitably updated based on their generated weekly
schedules. Next, epidemic progression between S > E —> 1~
R compartments is simulated. Finally, contacts between sus-
ceptible and infective individuals collocated in each building
simulated. Periodically HAPLOS saves the full state of the
model to enable visualization, analysis, and validation.

Epidemic scenarios & model validation

Model validation using influenza epidemic as a case study
has been conducted using HAPLOS and a STPAM with a pop-
ulation of 22,000 residents spread (using a triangular distri-
bution) on a 500 x 500 grid. The model was simulated with
5 randomly selected individuals to be exposed to the infec-
tion. The model was simulated with 5 different values of 7
(see Equation 1). Results from multiple stochastic simula-
tions for each value of 7 have been averaged for analysis and
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plotted Figure 8. As illustrated by the chart, the epidemic
curves follow the expected characteristic trend (see Nsoe-
sie et al. (2012) for analytical details), with higher values of
T causing earlier infection peaks. Importantly, the charac-
teristic curves establish the overall validity of the synthetic
population and schedules.

Experiments were also conducted to validate initial settings
and model behavior for conducting simulation-based analy-
sis of different scenarios. Specifically, we explored the im-
pact of vaccinating 47.1% of the population, analogous to
the current vaccination rates. At this vaccination rate the
epidemic is expected to have a significantly reduced peak,
but with a slightly extended epidemic period (Nsoesie et al.,
2012). Vaccination of population is modeled by randomly
initializing 47.1% of the population to the Recovered (R)
SEIR state. The chart in Figure 9 compares the fraction of in-
fective population with and without vaccination. Consistent
with expectations, vaccination decreases the peak infection
while extending the epidemic period.

Summary of experimental results

The proposed method for generating a Synthetic Individual-
human Population and Activity Model (SIPAM) and the gen-
erated model has been extensively validated using a variety
of approaches. The experimental results in Figure 5 and
Figure 6 essentially validate Phase 1 and Phase 2 of model
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generation that deal with generating synthetic populations,
homes, schools, and businesses. Generated schedules were
verified to have distribution consistent with census data as
shown in Figure 7. Moreover, extended verification of sched-
ules was conducted by generating 10 million randomized
SIPAMs and verifying ~1.04 billion unique schedules. Hav-
ing verified the each phase of model generation, the resulting
SIPAM has been further validated using an seasonal influenza
case study as discussed in Section Full SIPAM validation. The
comprehensive set of verification and validation experiments
establish that the proposed method generates valid synthetic
models.

CONCLUSIONS

The need to analyze, design, and proactively implement so-
phisticated public health policies has rapidly grown due to
population growth, urbanization, and emergent communica-
ble diseases. Simulation-based methods are gaining broad
applicability in this area due to their advantages. Simula-
tions requires valid, realistic temporospatial models that ef-
fectively characterize human demographics and daily activi-
ties. The current state-of-the-art models models are broadly
classified into two categories, namely: © individual-based
models in which each person and their activities are ex-
plicitly represented; and @ group-based or aggregate mod-
els in which a set of collocated humans are modeled as an
indivisible entity. These methods have their respective ad-
vantages and disadvantages (see BACKGROUND & RE-
LATED WORKS). Immaterial of the type of model being
used, generating realistic, reusable, and cost effective models
for comprehensive, multifaceted analysis of human popula-
tions and day-to-day activities is a challenging task Barrett
et al. (2009). The challenges arise due to a myriad of issues,
including: availability of data sources, computational costs,
verification, and validation of complex models.

This work discussed a novel, “first-principles” method for
generating a realistic Synthetic Individual-human Population
and Activity Model (SIPAM). The design rationale underly-
ing our modeling approach is to preserve advantages of both
individual and group models without succumbing to their
drawbacks. SIPAM includes daily activities for individuals
but buildings and population densities are grouped into small
regions. The size of the region is determined by resolution of
input data, which is currently at 1 km?.

Statistical analysis on generated models for various regions
shows that SIPAM preserves demographic, socioeconomic,
and geospatial characteristics — that is, aggregate character-
istics of a SIPAM are statistically indistinguishable from the
census data used to create it. The model and method have
been validated using 10 million model replications with dif-
ferent parameter settings. The tests covered ~1.04 billion
unique schedules for over 280 million families.

In addition to exhaustive verification, the model has also been
validated using influenza epidemics as case studies. The case
studies also explored impact of vaccination policies. Simu-
lations for the case studies were conducted using a custom



cycle-based simulator called Human Population and Loca-
tion Simulator (HAPLOS). HAPLOS has been developed as
part of this investigation. The experimental data shows that
SIPAM faithfully reproduces epidemic characteristics consis-
tent with other validated models. The comprehensive set of
verification and validation experiments establish that the pro-
posed method generates valid synthetic models. Our inves-
tigations also establish that SIPAM strikes an effective bal-
ance between key model characteristics discussed in Section ,
namely: realism, reusability & accuracy, and computational
costs.

A conspicuous advantage of our method is that uses anony-
mous summary census statistics that can be readily obtained
from authoritative data sources. Since our method relies
only on small subset of census data it can be readily used
for other countries and geographic regions. The resolution
of the model can increased or decreased via different grid-
ded population data represented via simple ASCII text files.
The activities are scheduled in configurable time intervals or
time-blocks (currently set to 10 minute blocks) thereby strik-
ing a balance between realism versus computational costs for
model generation and simulation. The models can be used
for a variety of simulation-based analyses using different ap-
proaches, including: cycle-based simulations, agent-based
simulations, or discrete event simulations.

FUTURE WORK

This paper presented the current checkpoint in our ongoing
investigations on generating realistic models. We are contin-
uing to refine and extend our methods to incorporate more
detailed real world data when available. Currently, we are
investigating the use of freely available street maps to fur-
ther refine locations of homes, schools, businesses, and other
buildings. The use of additional demographic data from
NASA’s SEDAC data sets is also being explored. Further-
more, we are working on performance improvements to our
model generation routines to reduce time and memory foot-
print. We are optimistic that with these ongoing enhance-
ments will yield improved, realistic, cost optimal synthetic
models that can be used for a broad range of analysis in a
variety of fields.
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ABSTRACT

Effective decision making of organisation requires deep
understanding of various organisational aspects such as its
goals, structure, business-as-usual operational processes in
the context of dynamic, socio-technical and uncertain
business environment. Decision making approaches adopt a
range of modelling and analysis techniques for effective
decision making. The current state-of-practice of decision-
making typically relies heavily on human experts using
intuition aided by ad-hoc representation of an organisation.
Existing technologies for decision making are not able to
represent all constructs that are needed for effective decision
making nor do they comprehensively address the analysis
needs. This paper proposes a meta-model to represent
organisation and decision artifacts in a comprehensive,
relatable and analysable form that serves as a basis for a
domain specific language (DSL) for complex dynamic
decision making. The efficacy of the proposed meta-model as
regards specification and analysis is evaluated using a real-
life scenario.

INTRODUCTION

Modern organisations need to meet their stated goals by
adopting appropriate courses of action in increasingly
dynamic environment subjected to a variety of change-
drivers. It calls for the precise understanding of various
aspects such as organisational goals, organisation structure,
operational processes and past data (Shapira 2002). The
large size of modern enterprises where the necessary
information is both heterogeneous and distributed make
compilation of information and subsequent analysis difficult.
Furthermore, the socio-technical nature of enterprise
(McDermott et al. 2013), inherent uncertainty (Rumsfeld
2011), non-linear causality in business interactions, and high
business dynamics chiefly contribute towards organisational
decision making being a complex dynamic decision making
(CDDM) endeavour.

The common industry practice of organisational decision-
making relies on human experts who typically use tools such
as spreadsheets, word processors, and diagram editors
(Locke 2009). Though adequate for capturing and collating
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the required information, these tools provide limited analysis
support thus putting the decision making onus solely on
intuition and interpretation by human experts. Moreover,
these tools can only capture a static snapshot of enterprise
and are largely devoid of the capability of supporting the
dynamism. As a result, decision making with these tools
tends to be time-, effort- and intellectually-intensive.

The state-of-the-art specification and analysis techniques
approach the decision making problem in two ways namely,
data-centric approach and model-centric approach. The data-
centric approach makes use of sophisticated Al-based pattern
recognition and predictive analysis techniques on relevant
past data to predict future outcomes. This approach has
worked well when the past data is comprehensive and the
future is typically a linear extrapolation of the past. However,
the two conditions are increasingly not being met for modern
large enterprises thus leading to inappropriate decisions for
emerging business contex (HBR 2014).

The model-centric approaches, in contrast, characterise the
real organisation using representative models which span
across a wide spectrum. At one extreme of the spectrum are
enterprise specifications that provide a well-defined structure
for the organisational aspects of interest and rely on a variety
of visualisation techniques to help humans gain the desired
understanding of the organisation. For instance, ArchiMate
(Tacob et al. 2003) is one such specification. At the other
extreme of the spectrum are machine interpretable and
simulatable specifications such as i* (Yu et al. 2005), BPMN
(OMG 2011), and System Dynamics (SD) model (Meadows
and Wright 2008). Principally they adopt reductionist view
(Beckermann 1992) to help analyse enterprises where the
mechanistic world view holds. On the other hand, the
languages and specifications advocating actor model of
computation (Hewitt 2010) and agent-based systems (Macal
and North 2010) support emergentism (O'Connor and Hong
2002) through bottom-up simulation. They fare better in
analysis of systems with socio-technical elements.

However, the above mentioned techniques and technologies
capture only a fragment of what ought to be captured and
analysed for effective CDDM (Kurt et al. 2016). For
example, enterprise modeling languages are incapable of
specifying uncertainty as well as emergent behaviour (Barat
et al. 2016), and actor/agent languages are inadequate to
express complex goal structure, organisational hierarchies,
and behavioural uncertainty in a relatable form (Bonabeau
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Figure 1: Structural description of decision making

2002). Moreover, as none of the EM specifications and actor
based languages are designed for decision making purpose
they are found lacking in expressing the necessary decision
making concepts in an intuitive and closer-to-the-problem
manner (Bonabeau 2002, OMG 2016).

This paper discerns a structure on the required information
for CDDM and presents a conceptual meta-model, OrgML,
to better support CDDM so as to overcome some of the
present limitations. The OrgML is capable of specifying the
relevant aspects of organisation and their inter-relationship in
a closer-to-the-problem-domain and yet formal machine
interpretable form. The key research contributions of this
paper are three-fold: (i) a meta-model that represent the
structure on the required information for CDDM, (ii)
definition of OrgML, i.e., a DSL that captures the above
structure in a precise form, and (iii) a systematic derivation
mechanism from OrgML to a simulatable form. We claim
that the proposed structured representation of decision
making problem is an advancement over recent
standardisation initiative on Decision Model and Notation
(OMG 2016). We also claim that OrgML as a Domain
Specific Language (DSL) for CDDM is an advancement over
existing enterprise modeling and actor languages for the very
same purpose.

The rest of the paper is structured as follows: section 2
describes the modelling and analysis requirements of
CDDM, and it briefly evaluates the state-of-the-art
techniques and technologies for the same. Section 3
introduces OrgML, establishes the conceptual relationships
with foundational concepts, and proposes an approach to use
OrgML effectively. Section 4 presents the validation of our
claims through a case-study from real life; this section also
demonstrates how OrgML is an advancement over existing
EM techniques, actor languages, and some of our earlier
work. Section 5 provides conclusions and future work.

PROBLEM FORMULATION

This section formulates a structure on the required
information for CDDM inspired by some of the decision
making models from management sciences literature, and
evaluates the state-of-the-art of modelling and analysis
techniques for supporting this structure thus establishing a
background for our research.

CDDM Structure and Requirements
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Table 1: Requirements of CDDM

Requirement Description
Wh Goals, objectives and intentions of multiple
Y stakeholders
Structural Specification with complex
What . . .
hierarchy and interactions
k3t How Behavioural specification with interactions
2. Stakeholders and human actors of the
2 Who
< system
Where Information about location
When Temporality in behaviour and adaptation
Modular A system can be decomposed into multiple
2 parts.
‘2 | Compositio- Multiple parts should be composed to a
5 nal consistent whole.
2 : :
§ Reactive Must respond 'approprlately to 1ts
=] environment
5 Autonomou Possible to produce output without any
= s external stimulus.
g Intentional Intent defines the behaviour
< Adaptive Adapt itself based on context and situation
8 . Precise intention and behaviour are not
1 Uncertain .
.g known a-priori.
o Indefinite time-delay between an action and
%] Temporal .
its response
@) Measure Ability to specify what needs to be measured
A Lever Ability to specify possible courses of action
Machine Models that are interpretable by machine
.2 | Interpretable (i.e., support for simulation/execution)
v
> | Top-down Support for top-down and bottom-up
g | and Bottom- modelling and simulation to support
< up reductionist view and emergentism

The philosophical basis of our solution is largely inspired by
the decision making models from management sciences such
as rational model (Simon 1955), Incremental model (Cyert
and March 1992), Carnegie model (Mintzberg et al. 1976)
and Garbage Can (Cohen et al. 1972). Though adopting
different methodological styles, these models agree on the
core concepts of decision making namely, objective or goal,
course of action or /ever, and performance indicator or
measures (Yu 2012). Further they rely on contextual
information as the basis to analyse achievability of a goal or
efficacy of a lever for achieving goal.

Therefore, we argue that the activity of decision making
largely depends on two key factors: (i) the ability to capture
the core decision making concepts and contextual
information in a formal manner, and (ii) the ability to
perform what-if and if-what analyses on the information
captured. The former requires completeness and the latter
expects the efficacy. We argue that comprehensive
information about six interrogative aspects namely why,
what, how, when, where, and who as recommended in
Zachman framework (Zachman 1987) ensures completeness,
and a suitable processor, say a simulator or an interpreter, of
the specification ensures efficient and effective analysis.

The class diagram in Figure 1 overlays a structure on the
information necessary for CDDM. It depicts the relevant
concepts borrowed from management sciences namely, Goal,
Measure and Lever, and the concepts necessary to capture
contextual information namely, Goal, Structure, State, Trace,
Behaviour and Environment.
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Figure 2: OrgML — a metamodel to represent organisation

An Organisation relies on its Structure and Behaviour to
produce Output so as to achieve the stated Goals while
operating in an Environment. Behaviour induces State
changes thus producing Trace (i.e. historical record
comprising of State and Output) over a period of time. Goal
is a conditional expression over Measures which are views
over Trace. A Lever is possible modification to Goal and/or
Behaviour, and/or Trace.

The complex dynamic decision making (CDDM) for large
and complex organisation with volatile operating
environment calls for additional requirements on the
specification described in Figure 1. A large organisation
often contains complex hierarchy with large number of socio-
technical elements as part of its structure. The constituent
socio-technical elements are mostly autonomous, reactive
and goal-directed. Also, the organisation elements exhibit
uncertainty, temporality and adaptability. Thus, complex
structure, socio-technical characteristics, and inherent
uncertainty form additional specification requirements for
CDDM. The specification requirements also demand the
necessary constructs to represent decision making related
concepts namely Goal, Measure, Lever. A-priori assessment
of decisions is suggestive of simulation capability. Further,
the simulation can be approached using top-down or bottom-
up manner. Therefore a CDDM may need any of these two
approaches or it may demand a middle-out approach. Table 1
enumerates the specification and analysis needs for CDDM.

Review of state of the art and practices

In (Barat et al. 2016), we systematically evaluated the
suitability of EM techniques to support CDDM. The
evaluation concluded with a critical observation that the
existing EM techniques are capable of satisfying the
expected requirements of CDDM described in Table 1 only
in parts. In particular, we found the EM techniques that
support necessary aspects of CDDM (such as Zachman
Framework (Zachman 1987) and ArchiMate (Iacob et al.
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2003)) are not machine interpretable and thus not amenable
for rigorous analyses. Similarly, prevalent general purpose
conceptual enterprise model, MEMO (Frank 2002), supports
most of the specification needs except decision making
related constructs. In contrast, specifications capable of
precise analyses, such as BPMN (OMG 2011), i* (Yu et al.
2006) and System Dynamic (SD) (Meadows and Wright
2008) models, on their own, are not capable of representing
all necessary aspects. For instance, BPMN analyses and
simulates the process aspect, i* analyses the high level goals
and objectives, and SD model simulates complex dynamic
behaviour of the system. On the other hand, the multi-
modelling and co-simulation environments, such as DEVS
(Camus et al. 2015) and AA4MM (Siebert et al. 2010),
collectively support the analysis needs for all aspects
depicted in Table 1. However, they are not capable of
expressing many socio-technical characteristics such as
autonomy, uncertainty and temporal behaviour. Moreover,
they are not suitable for bottom-up construction of a system
that results into emergent behaviour.

The general purpose actor languages and frameworks, such
as Scala Actors (Haller and Odersky 2009) and Akka (Allen
2013), are capable of specifying and analysing a range of
socio-technical characteristics and emergent behaviour.
However, we find the effective use of these general purpose
languages in the context of decision making is a hard
proposition as they do not have the language support to
represent goal, measure and lever explicitly. Moreover, a
large and complex organisation may need both the top-down
and bottom-up analysis (Bonabeau 2002), which is not
supported in general purpose actor languages.

PROPOSED SOLUTION - OrgML

This section presents the core contribution of this paper. It
first introduces OrgML meta-model, then conceptually
correlates the model with requirements of CDDM, and
proposes an approach on using OrgML for CDDM.



OrgML meta-model

OrgML is a meta-model to represent the information required
for decision making in a structured and machine interpretable
form as shown in Figure 2. It extends the concepts depicted
in Figure 1 along two dimensions — (i) to capture the
specification requirements described in Table 1, and (ii) to
enable the top-down / bottom-up modelling and simulation.
The core element of OrgML is OrgElement, which is a
parametric entity that can have: a set of Goals to represent its
intention or objective, a set of EventHandling units to
represent behaviour, and Data to capture state and trace of
OrgElement. An OrgElement is an event-centric abstraction
with  <eventName, eventHandlingSpecification> tuples
constituting its behaviour. Amongst the events being
processed, IncomingEvent (i.e., events received) and
OutgoingEvent (i.e., events produced) are exposed to the
environment whereas [nternalEvents are not. The
OrgElement Data is a set of typed Variables that can hold
Values. An OrgElement may expose Variables to other
OrgElement thus relaxing data hiding. An OrgElement can
have a set of Measures to represent key performance
indicators. Thus, OrgElement is the basic building block for
specifying organisations for decision making. Detailed
description of OrgML follows:

Goal: OrgML enables a goal to be decomposed into sub-
goals, sub-sub-goals etc. to the desired level of detail. At
each level, a goal can be related to other goals through
relationships, for instance, meeting a goal gl disables the
related goal g2 to be met, or meeting a goal gl subsumes the
related goal g2 etc. We group such dependency relationships
under Influence kind of relationship. The other kind of
relationship is Refinement which enables hierarchical
decomposition of goals. OrgML supports all the key
relationships from i* goal specification (Yu et al 2006). A
LeafGoal is a conditional expression over Measures. The
conditional expression language includes temporal operators.
As Measures have values, it is possible to compute if a
LeafGoal is met or not. The semantics of Influence and
Refinement relationships determine evaluation of the overall
goal as a bottom-up traversal of the graph.

Structure: An OrgElement supports structural composition,
decomposition and interactions through OrgReln, and
represents type using ElementType. Organisational units,
stakeholders and system of an organisation can be
represented using ElementType. One can also consider the
Active- and Passive- Structure defined in ArchiMate (Iacob
et al. 2003) as the basis for type definition. Further, we
consider Organisation and its FEnvironment are two
specialised OrgElement. An Organisation or Environment
cannot be composed with other OrgElement. However, they
can interact with other OrgElement and decompose into finer
level of granularity. For example, an Organisation can
interact with Environment, Organisation can be decomposed
into Organisational units, an Environment of an Organisation
can be visualised as multiple competitors, efc.

Data: Data of OrgElement is of three kinds namely Output,
State, and Trace. The OQutput represents outcome of
executing an OrgElement. It represents: (i) Variables of the
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Figure 3: Lever specification of OrgML

OrgElement , (ii) Events produced internally, and (iii) Events
communicated to other OrgElements. The State represents
Variables of the OrgElement. Trace is collection of Data of
the OrgUnit from a point in time in the past till now.

Behaviour: Elements Event and EventHandling describe the
behaviour of an OrgElement. The Event can be classified
into three categories namely OutgoingEvent, TimeEvent, and
BehaviouralEvent. The OutgoingEvent specifies the Data
from OrgElement accompanying the Event. The TimeEvent
is an Event that represents Time information. The
BehaviouralEvent specifies the Event definition and its
implementation using EventHandling element. The
BehaviouralEvent is further classified into IncomingEvent
and InternalEvent wherein the former represent the Events
that are consumed by the OrgElement and the latter represent
the Events that are internal to the OrgElement. The
EventHandling element is the primitive behavioural unit for
describing the Behaviour of an OrgElement which can be of
four kinds namely Deterministic, Stochastic, Temporal and
Adaptive. We consider standard language constructs such as
assignment, expression evaluation, loop, recursion, message
passing, etc., to express Deterministic Behaviour. The
Stochastic Behaviour specifies the uncertainty along two
dimensions — uncertainty in raising an OutgoingEvents and
uncertainty in responding to an IncomingEvent. Specification
of both requires use of special constructs providing
probability distribution guided choice. The Temporal
Behaviour uses TimeEvent to express temporal relationships
within  behavioral specification. Adaptive Behaviour
describes adaptation rules. Essentially, it express a Behavior
that activates when a specific condition is matched — it uses
TraceExpression, i.e., an expression over Trace element, to
define the conditions. We consider element BSpec as a
placeholder for behavioural specification.

Measure: Measure are a set of TraceExpression that
essentially represents Variables of interest.

Lever: Lever represents possible courses of action that can
be applied on OrgElement. A lever specification contains
two kinds of specification: (i) lever usage specification and
(i1) lever definition. Lever usage specification is illustrated in
Figure 2 using LeverReln and its specialisation. The Lever
inclusion and exclusion relationships can be defined using
LeverReln.

The lever definition specifies a modification to either
structure or data or behaviour of an OrgElement or a
combination thereof. We adopt the concept of Variation



Problem Entity

(Structured
Descn:ption) \

3. Simulation & Y 1. Analysis & Modelling
Experimentation Data

Computerised 2. Implementation

Model (ESL)

Conceptual
Model (OrgML)

Figure 4: Overview of modelling and simulation approach

Point and Variant of variability modelling (Kulkarni 2012)
to define lever specification as depicted in Figure 3.
Essentially, a lever is set of LeverSpec where each LeverSpec
describes the change specification using two named elements
namely VariationPoint and Variant. The VariationPoint
describes the location of a change, and the Variant describes
the changed element. A predefined set of core elements of
OrgML can act as VariationPoint and Variant. Further, there
is a notion of compatibility between VariationPoint and
Variant. The element Parameter, Variable, Stochastic
Behaviour, Behavioural Event and OrgElement of OrgML
can act as VariationPoints wherein the element Value can fit
into Parameter, Variable, Stochastic Behavior; the element
EventHandling can fit into BehaviouralEvent; and an
OrgElement can fit into OrgElement. We consider
VariationPoint as a Parameter, and Variant as a Value to
realise fitsInto relationship.

Analysis of OrgML as a decision making aid

Conceptually, the elements of OrgML refines the structure
defined in Figure 1 and enables the characteristics described
in Table 1. Event definition, Data, and OrgElement structure
specify the what aspect, OrgElement help specify the who
aspect, Goal specification specifies the why aspect, and
Behaviour specifies the how and when aspects. The concept
of OrgElement ensures desired modularity and
encapsulation: the Event helps to specify reactive nature,
InternalEvent and TimeEvent collectively specify the
autonomous behaviour, Stochastic Behaviour helps in
specifying required uncertainty, the Temporal Behaviour and
TimeEvent specify the temporal behaviour, and Adaptive
Behaviour is capable of specifying the adaptive nature of an
OrgElement. We argue that the Composition relationship of
OrgElement and /nfluence relationship of Goal specification
together help in bottom-up design, whereas the
Decomposition relationship of OrgElement, Goal Refinement
Relationship, and an ability to share Variables using exposes
relationship help in top-down design.

The proposed meta-model is grounded with a set of existing
concepts. The modularisation and unit hierarchy are taken
from component model concepts. Goal-directed reactive and
autonomous behaviour can be traced to actor behaviour
(Hewitt 2010). Defining states in terms of a type model is
borrowed from UML. An event driven architecture is
introduced for reactive behaviour. The concept of intentional
modelling (Yu et al. 2006) is adopted to enable specification
of goals. The behavioural classification and uncertainty is
defined from the wuncertainty theory by Donald Rumsfeld
(Rumsfeld 2011) wherein the known knowns behaviour can

be specified using Deterministic Behaviour and the known
unknowns (KU) can be specified using Stochastic Behaviour.

Table 2: Guideline for constructing OrgML model from
existing specifications

OrgML Possible sources (concept mapping from existing
Concept languages)

UML Class Diagram:: Class that represents
Organisational elements such Organisation,
OrgElem Organisational Unit, Environment.

ent ArchiMate:: Business Actor, Business Role,
Business Object, Application Component, System
Software

UML Class Diagram:: Class that represents entities
Data ArchiMate:: Data Object, Artifacts. BPMN:: Data
Object

Goal i* specification:: Goal. ArchiMate:: Meaning

UML State Machine:: State, Transition

Behavio | ArchiMate:: Business Service, Business Process,
ur Business Function, Application Function,
Infrastructure Function. BPMN:: process definition

UML State Machine: Transition. BPMN:: Event.

Event . . . .
ArchiMate:: Business Interaction, Business Event

Measure | i*:: Task, Leaf level Goal. BPMN:: KPI

Lever Description about possible courses of action

Enabling CDDM using OrgML

We adopt a simplified modelling method recommended by
Robert Sargent in (Sargent 2005) to capture organisation
specification using OrgML and enable required analysis.
Method uses three distinct representations namely problem
entity, conceptual model and computerized model, to
systematically transform a real-life problem into analyzable
model and perform analysis/simulation as shown in Figure 4.
The problem entity is a description of real environment,
conceptual model is a purpose specific representation of the
problem entity, and computerised model is an
executable/simulatable model of conceptual model. In our
approach, we consider textual description, i*, class diagram,
state-machines, BPMN, and ArchiMate as the possible
specification aids to describe a problem entity, OrgML is a
specification aid for conceptual model, and an actor-based
language named as Enterprise Simulation Language (ESL)
(Tony et al. 2017) as computerised model.

ESL, like standard actor languages (Haller and Odersky
2009, Allen 2013), supports the notion of event, state,
reactive, autonomous and adaptive behavior. ESL supports
further concepts such as Time, Stochastic behaviour (using
probability distributions) and Temporal behavior as shown in
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Figure 5. These additions (depicted with dotted box and lines
in Figure 5) are beneficial in making ESL a transformation
target for OrgML.

Step 1 (Analysis and Modelling) manually converts a
problem entity specification into an OrgML specification by
identifying primitive elements, such as Organisation,
Organisational Unit, and Stakeholders, and specifying their
goals, behaviour, and measures. For example, the goals
represented using i* model can be translated into the OrgML
goal specification wherein the ‘decomposition’ relationships
of i* can be translated into OrgML Refinement relationships,
A basic guideline for constructing OrgML specification from
existing specification languages is depicted in Table 2.

Step 2 (Implementation) uses a fixed set of transformation
rules to transform OrgML specification into an ESL
specification and is depicted in Table 3. We use a java based
ESL simulator to simulate converted ESL specifications. A
simulation of transformed specification progresses with
primitive Time events (of ESL) wherein each translated
OrgElement performs its own behaviour by reacting to

IncomingEvents and InternalEvents. It updates state
variables, persists trace information, produce
OutgoingEvents, and evaluates goal expressions. An

OrgElement adapt to new behaviour when adaptation logic is
satisfied. The simulator displays identified measures in the
form of graphics and animation.

EVALUATION

We present an evaluation of OrgML and the proposed
modelling approach using an established real-life case study
of a software service-provisioning organisation (Kulkarni et
al. 2015a, Kulkarni et al. 2015b)

The case study, primarily, focuses on the decision making of
a Software Service-Provisioning Organisation (SSPO) that
aims to Secure Leadership Position by focusing on three sub-
goals namely High Customer Satisfaction, Top in Business
Volume and Highest Profit Margin. The SSPO aim to
achieve its goals by provisioning high-quality bespoke
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software in a dynamic and competitive environment that
contains multiple customers who outsource their
development activities to service provisioning organisations,
and a set of competitors who have similar goals as SSPO.

Internally, SSPO contains three autonomous organisational
units namely, Sales, Delivery, and Account, a dynamic
organisational unit, terms as Project, which is formed on
demand, and a set of skilled Resources. A simplified
structure of the case study is depicted using a class diagram
in Figure 6 (a). Each organisational unit of SSPO has its
goals that contribute to the organisational goal as shown in
Figure 6(b); and each organisational unit has its own
behaviour to achieve their individual goals. A simplified
behaviour of Project unit is illustrated using a state-machine
in Figure 6 (c). In general, Customers raise request for
proposal (RFP) for software provisioning; SSPO
organisation and Competitors bid RFPs; and Customers
evaluate bids and select one organisation for service
provisioning. Once a bid is won by SSPO, it forms a
development Project by allocating appropriate Resources,
executes the project using standard software development
process (as depicted in Figure 6 (c)), and finally delivers
Software to the respective Customer.

Table 3. OrgML to ESL Transformation Rule

OrgML ESL
OrgElement Actor
Data Actor Variables
Goal Expression over Actor variables
Event Event
EvenHandling Event Handling specification
Measure Expression over Actor variables
Lever ESL specification
Parameter Input parameter of ESL Actor
Trace Actor Variable
Deterministic Standard Behavioural specification
Stochastic Probabilistic Behaviour
Temporal Behaviour with temporal expression
Adaptive Behavioural with guarded expression
Deterministic Behavioural specification




The case study explores the possibility of achieving high
level goal, i.e., Secure Leadership Position, and sub-goals
i.e., High Customer Satisfaction, Top in Business Volume
and Highest Profit Margin, of SSPO for a given environment
that contains a set of Customers with varying outsourcing
needs, and a set of Competitors with specialised bidding
strategies and project execution strategy. The case study
further explores various Levers, such as a competitive
bidding strategy, increase of resource strength, recruitment
of skilled resources, and reskilling of existing resources, as
possible options to increase the possibility of achieving its
goals.

In our evaluation, we considered an extended form of SSPO
specification depicted in Figure 6 (a)-(c) as the problem
entity specification (extended figures are not included due to
space limitation). In our approach, we first constructed
OrgML specification of SSPO from problem entity
specification using the guideline described using Table 2. An
OrgML specification specify SSPO, organisational units (i.e.,
Sales, Delivery, Account, and Projects), and the identities
that describes Environment (i.e., Competitor and Customer)
as parameterised OrgElement. The goals (as depicted in i*
model) are translated into the OrgML goal specification.
Three Measures are identified from LeafGoals. The
Measures are: Customer Satisfaction Index, Business Volume
and Profit Margin. The behavioural specifications that are
represented as state-machines are translated into OrgML
Events and Event specifications. A schema of converted
OrgElements and their interactions of constructed OrgML
specification is depicted in Figure 6 (d). Next, we converted
SSPO OrgML specification into SSPO ESL specification
using transformation rules depicted in Table 3 to simulate
SSPO using ESL simulator and validated simulation results
with earlier experimentation presented in (Kulkarni et al.
2015a).

We used SSPO case study to validate multiple enabling
techniques and technologies that have potential to serve as
effective aids for CDDM. In (Kulkarni et al. 2015b), we
evaluated a multi-modelling and co-simulation approach that
used three prominent EM techniques namely i*, BPMN and
Stock-and-Flow in a coordinated manner. In (Kulkarni et al.
2015a) we experimented ESL to encode SSPO case study
and evaluate decision alternatives. This paper proposes
OrgML supported with a method as an affective modelling
and analysis aid for CDDM. The effectiveness of four
alternatives, i.e., EM based approach (from (Kulkarni et al.
2015b)), pure actor language based approach (from existing
literature such as (Bonabeau 2002), ESL based approach
(from (Kulkarni et al. 2015a)), and OrgML based approach
are summarised in Table 4. As shown in the table, an EM
based approach and an actor language based approach are
complementary in nature. The former one supports aspect
(i.e., why, what, how, etc.) specification and a top-down
simulation approach, whereas actor language based approach
is more effective for representing socio-technical
characteristics and bottom-up simulation approach. But, it is
not convenient for aspect specification. ESL bridge the gaps
between two class of specifications with explicit support for
uncertainty, temporal behaviour, and the bottom-up and top-
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Table 4. Evaluation Summary

EM .
. Actor Org Enabling OrgML
Requirement Spec Lang. ESL ML Concepts
Why \ 1 1 N Goal
What \ N N \ OrgElement
How \ N N N EventHandling
Who \ L L \ OrgElement
Where \ L L L OrgElement
When \ L L L Time Event
Modular \ N N \ OrgElement
Compositio Composition
nal L v v v Relationship
. IncomingEvent,
Reactive L v \ y OutgoingEvent
Autor;omou X v y \ InternalEvent
Intentional N N N v Goal
Adaptive L N N \ Adaptive Behaviour
Uncertainty X L N \ Stochastic Behaviour
Temporal L X N N Temporal Behaviour
Measure L € € v Measure
Spec
Lever Spec L L L v Lever
Composition
;‘;‘:t_s;\in/ JOO‘S;I ?notltg Hi}:ibr l;ll}:ib Relationship, Shared
P State Variable
Legends: \ : Supports adequately, L can be specified with difficulties, x
: not supported

down combination. Therefore we argue that ESL is
technically complete for CDDM requirements described in

Table 1. However, ESL is a general purpose simulation
language and it is not convenient to specify most of the
aspects (e.g., why, who, where, when), and decision making
constructs namely goal, measure and lever. Hence OrgML is
further improvement towards the infrastructure that we
envision for CDDM. It helps in expressing the most of the
requirements in a convenient and machine interpretable for
leading simulation based CDDM.

CONCLUSION

Currently, there is a gap in technologies available for
decision making notably in the precision of aspects such as
precision of organisational goals, structure, operational
processes, environment and expressing uncertainty. To
address this gap, we have presented OrgML - a meta-model
structure over information required for decision making. The
model content is inspired by key concepts advocated in
various decision making models from management sciences.
The formal structure is achieved by integrating appropriate
concepts from Enterprise Modelling, actor model of
computation, uncertainty theory and variability modeling.

A rationale for how OrgML can enable a decision making
approach that can potentially overcome some of the
limitations of current state of art and practice of CDDM has
been presented. The principal benefits are derived from an
extended form of actor model of computation; is
composable; is capable of specifying uncertainty in behavior;
and is simulatable. A systematic approach on how to derived
an simulatable specification from an OrgML model instance
using a model map has been outlined. The derivation process
and the efficacy of the OrgML model was evaluated using a
real-life scenario. We acknowledge this paper does not



discuss in detail the language constructs of ESL, the
transformation rules from problem entity specification to
OrgML, and automatable transformation rules to translate
OrgML to ESL. We restricted the principal objectives of this
paper to: establishing the core concepts of CDDM, defining a
specification language that can act as an effective aid for
specifying organisations for CDDM and enabling a
simulation based approach to CDDM.

Our research is an example of technical action research
(Wieringa and Moral1 2012) in that it presents a validation of
a design science artifact wherein we have demonstrated how
OrgML and the proposed approach is relevant and effective
for practitioners to adopt in CDDM. As part of future
research, we intend to further validate this in real business
scenarios as well as proposing further extensions to OrgML
for introducing game theoretic approach in simulation.
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ABSTRACT

Preparedness of the crisis management authorities is essential
to ensure management processes in dealing with emergencies
and crisis situations. Due to increasing numbers as well as
impacts of anthropogenic and natural disasters, emphasis is
placed on the preparedness of public authorities and business
entities, particularly critical infrastructure entities, as
disruption of their activities would bring a serious impact on
the state security system, population, property and
environment.

The article focuses on the activities and procedures in
dealing with simulated exercises of crisis management
authorities at different levels of public administration and
critical infrastructure. Emphasis is placed on the use of a
simulation tool in the preparation phase of the exercise which
is used to support decision-making processes and exercise
recording. Exercise recording is subsequently used to
evaluate the efficiency and benefits of the exercise.

Based on the experience from previous exercises, the
CAXManager software tool has been designed and
programmed. Within the exercise it allowes in particular the
exercise operator entering, executing and checking the level
of fulfilment of scenario tasks. For the participants
CAXManager application shows performance in individual
tasks, their gradual delegation to individual levels of progress
and finishing the task being addressed in the final phase.
Currently, CAXManager software is in the testing phase.
Several user-unfriendly situations have been detected during
testing which have been recorded and discussed with
programmers. Substantial remarks and suggestions have
continually being incorporated into the program to improve
its user-friendliness and functionality for evaluating the
exercise.

INTRODUCTION

The Czech Republic, as a Member State of the European
Union, has introduced Council Directive 2008/114/EC
(Council Directive 2008) defining critical infrastructure and
conditions and principles of its protection. Protection of
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national critical infrastructure was included in Act No.
240/2000 Coll. On Crisis Management, as amended (Act
2000b). Based on the analyses carried out (Oulehlova 2017;
Alcaraz and Zeadally 2015), pressure has been put on the
implementation of preventive measures and increase in the
preparedness to deal with emergencies or crisis situations
emerged or influencing the critical infrastructure bodies
(Ludgk and Ragek 2011, Rehak et al. 2016).

Due to the extent of potential problems with critical
infrastructure bodies, effective cooperation between all
stakeholders (primarily the critical infrastructure entities,
public administration authorities and components of the
integrated rescue system) is necessary in dealing with crisis
situation (Ristvej et al. 2016; Vaskova et al. 2017). In
particular, public authorities and critical infrastructure
entities should be prepared for a joint co-ordinated response
to emergencies and crisis situations (Hridel and Kartak 2013;
Malachova and Oulehlova 2017a).

CURRENT SITUATION ANALYSIS

This chapter deals with the issue of tactical and staff exercise
and increase in the level of development of professional
education and skills of crisis staff members. Attention is paid
both to the possibilities of software support to the exercise as
well as to evaluation of the already executed national staff
exercise with involvement of all interested parties, including
critical infrastructure entities.

Responsibilities in preparation of crisis staffs

Emergency situation preparedness or crisis situation
preparedness significantly contribute to providing efficient
and rapid response and damage minimization. Acquiring
practical skills and knowledge enables successful response to
the emerged situation. An integral part of crisis preparedness
is continuous and structured education of the relevant staff.
Theoretical knowledge should be followed by practical
exercise which will contribute to mastering acquired
knowledge. According to the aim of the exercise, it can be an
improvement, screening, co-operation or testing exercise.
Usefulness and practicality of processed crisis documentation
is as well as the human resources tested during exercises.
According to the Crisis Act (Act 2000a), liaison officer and
company management are responsible for preparation and
implementation of practical exercise implementation.



Computer simulation enters the area of staff practical training
only at a slow pace. This is probably due to lack of
confidence in new technologies as well as relatively high
acquisition costs for building complex simulation centers
(Barta, Vaskova and Urbanek 2016). For this reason,
complex simulators for staff practical training or crisis staff
training are available, with exceptions, only in military
facilities (Hubacek and Reza¢ 2013; Hubalek and Vrab
2013; Ristvej et al. 2016).

SIMEX 2016 exercise

In the framework of a research project aimed at software
support of practical training of crisis staff members with a
focus on energy critical infrastructure, an analysis of possible
simulation tools for exercise was carried out (Barta, Vaskova
and Urbanek 2016; Barta and Reza¢ 2016). On the basis of
the analysis of the utility properties of the individual
simulation tools, SIMEX simulator was created. It belongs to
a group of constructive simulators, where participants use
simulated equipment and entities in a simulated environment.
Constructive simulation is often referred to as "war" because
it is similar to strategic war games in which players command
individual soldiers, military groups and technique in the
playing environment (Hubacek and Vrab 2013; Urbanek et
al. 2013).

The SIMEX simulator was employed during practical
exercise of crisis management authorities of the South
Bohemian Region, subordinated municipalities with
extended powers and components of the integrated rescue
system. The exercise topic was a large-scale disruption of the
natural gas supply due to a simulated accident on the high-
pressure gas pipeline in the gas distribution system of the gas
company E.ON Distribution. The topic of the exercise was
chosen to correspond with a probable event which would
require regional level coordination and was approved by the
Security Council of the South Bohemian Region (Malachova
and Oulehlova 2017b).

The exercise was carried out on 24-25 May 2016 as a
multilevel staff exercise at the regional level. The simulated
crisis situation was situated to January 2016. Scope of the
exercise was set at a level enabling involvement of several
critical infrastructure entities. These included especially
E.ON Czech Republic, Ltd., E.ON Services and E.ON
Distribution which actively participated in dealing with the
emergency.

CLASSIFICATION OF SIMULATION APPROACHES

The SIMEX simulator was used for creating the plan of the
staff exercise to simulate the intervening activities. SIMEX
simulation system consists of software equipment for
simulation, terrain database, 3D models and effects, software
equipment of the communication system as well as a DIS
Logger. Environment in the simulator is created by the
combination of terrain database created from the detailed
geographical data, model of weather and other dynamic
environmental models. Terrain database is created based on
real geographic data and includes landscape elements
essential for performing the simulation. 3D models and
effects allow displaying terrain, entities, effects of burning,
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extinguishing, etc. The database contains all common objects
in the countryside (bodies of water, roads, built-up areas,
vegetation, relief, type of soil and other objects).

Individual objects have predefined features influencing
simulation of their own entities in relation to their purpose.
Weather editor enables to set basic parameters (date and
time, air temperature, velocity and direction of the wind, type
and intensity of precipitations, humidity and pressure of air,
type of cloud cover, light intensity etc.). Some of the
parameters are mutually interlinked based on the actions
happening in the atmosphere known from meteorology.
Dynamic models of environment enable to modify the
countryside with objects and phenomena which can change
their form in the course of time. There are accidents
simulated in great detail as well as a vast database of forces
and means. DIS Logger is designed for recordings the
simulations and their subsequent re-playing during the
exercise evaluation.

Simulated communication system Astra provides simulation
of communication between the workplace of the instructor,
scenarios and trainees. Exercise has had allocated telephone
numbers and roles in the communication scheme.

RESULTS AND DISCUSSION

The chapter describes evaluation of the national multi-level
SIMEX 2016 exercise (Malachova and Oulehlova 2017b)
where a natural gas supply failure was simulated due to an
accident on the distribution system of the high-pressure gas
pipeline.

SIMEX 2016 exercise objectives

One of the objectives of the exercise was to check the
computer-supported design of the SIMEX exercise simulator
design for crisis management authorities. Simulator that was
used in the exercise was designed to provide support for the
collective exercise of crisis preparedness at various levels of
crisis management (regional and municipal). Simulator
support was also aimed at integrating components of the
integrated rescue system, critical infrastructure entities, their
suppliers and customers, and possibly representatives of
other entities operating in the area (Malachova and
Oulehlova 2017b).

Procedures of the preparation of the individual components
of the SIMEX simulator and their implementation into the
real environment of the exercising entities within SIMEX
2016 exercise were tested. At the same time, preparation of
map data for a predefined exercise area was checked. It has
shown that the map data available from the Czech Office for
Surveying, Mapping and Cadastre (administrator of the map
materials of the Czech Republic) have to be supplemented
with additional elements to increase the simulation accuracy.
Extensive adaptation of map data in GIS system and
implementation of required entities and functionalities that
were contained in the exercise scenario were carried out.

As part of the implementation of the SIMEX simulator to
support management processes in dealing with emergencies
or crisis situations, it was necessary to map and take into
account the following facts:



e Who exactly will take part in the exercise
(functions, management level, organization);

e  What the means will be (simulator, communication
system, something else);

e  What roles the participant will have in scenarios;

e  Where (workplace) he will be during the exercise.

Evaluation of the results of the crisis management bodies’
exercise using simulation also verified usefulness of the
individual simulator elements, the simulator communication
system as well as SIMEX simulation tool as a whole, which
was designed to support the exercise of crisis staff members.

Evaluation of the simulator

All interested parties expressed their opinion on the exercise
carried out using computer support to deal with an
emergency situation. Assessment came from the level of the
regional crisis staff, critical infrastructure entity of E.ON
Distribution, the VRGroup SIMEX simulator manufacturer
and independent observers from the University of Defence.
When evaluating SIMEX simulator used within SIMEX
2016 exercise, it was necessary to look at a simulator from
three planes according to its main areas of support for control
processes in dealing with emergency situation.

Simulation system

It was a basic function of the SIMEX simulator which
created a virtual world for participants where the simulated
crisis situation and activities of the deployed forces and
resources of the components of the integrated rescue system
took place. Simulator and its individual workstations were
controlled by trained operators. Simulator operator entered
information from the scenarios, followed the instructions of
the participants in the simulated virtual environment and
reported on the state of tasks or the situation development
(Spalenkova, Reza¢ and Oulehlova 2016; Malachova and
Oulehlova 2017a).

At this stage of the exercise, a great demand emerged on the
size of the supportive team of operators who provided the
simulator operation. For each workplace it was necessary to
evaluate what was needed to simulate for the exercise.
Feedback of this exercise phase showed that it was necessary
to restrict the number of simulator operators.

Communication system

The simulated Astra communication system replaced
standard communication channels between scenario
workplace and participants. This is an isolated, configurable
system enabling voice and email communication. The
exercise workplace had an assigned phone number in the
communication scheme. Communication was recorded
during the exercise (synchronously with the simulation) and
it was possible to use it for the subsequent evaluation of the
exercise (Spalenkova, Reza¢ and Oulehlova 2016).
Individual elements of the simulated Astra communication
system were telephones and email accounts, located directly
at the participants® workplaces. Their use was similar to
common means of communication; however, participants did
not mostly use them.
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Based on the exercise evaluation, it was found out that
simulated Astra communication system needs to be
transformed and adapted closer to the needs of participants.
Reasons for not using the Astra communication system were
technical problems with the Internet connection quality.
Because of the recording of the communication for the
purpose of exercise evaluation, participants provided
fragmented, incomplete or limited information. Their
communication was restricted to essential basic information.

Some entities were using their internal set communication
channels (such as a fire rescue service), which made the
exercise more challenging for the participants to have the
same information provided by the Astra system as well.
Some participants had the problem that the real numbers they
had memorized in accordance with the connection plans (part
of the crisis documentation) were different from those used
in the simulated Astra communication system.

Means for support exercise evaluation
During the exercise, not only synchronous recording of
activities and communication, but also recording on the
timeline was performed via simulation. Time line recorded
other important events as the start and end of scenarios, the
external stimuli of participants as well as the steps of the
given procedures. These records formed a significant set of
data for the subsequent evaluation of the activity of the
participants (Spalenkova, Reza¢ and Oulehlova 2016).
Analysis and evaluation of the exercise was performed
immediately after the exercise. During evaluation, the
controversial or discussed sections of the audio recording
were replayed as well as visualization of the simulated
development of the situation or the actions of forces and
means deployed in the simulation. This generated an exercise
feedback and increased the efficiency and the overall impact
of the exercise.
Evaluation also brought the requirement to display fulfilment
of the individual phases of the scenarios from the point of
view of both participants and the exercise operator.
Participants thus would have a better insight into the progress
of the scenarios development and the degree of the
performance. This means that relevant operators have to
record:

e Taking over the scenario;

e  Way of dealing with the scenario;

e Delegating of the scenario;

e Ending the scenario.

By doing so, both the participants and the operators will see
all scenarios and the level of dealing with them. At the same
time, time may be assigned to perform the tasks or the
sequence of tasks.

CAXManager application design

The CAXManager application was developed based on the
gained knowledge from the SIMEX 2016 -exercise
evaluation. The goal of the application was to test the
behaviour and work of individual exercise entities of crisis
management bodies during a major emergency or crisis
situation. From the point of view of the topic, exercise aimed
at extensive power and gas outage, major floods, windstorms



and so on, where multiple scenarios can be developed and
load the application more, were theoretically preferred.
Application can be logged into according to a defined role in
the exercise. The main roles in the exercise are:

e Exercise operator represents the main entity in the
simulation. It must always be running. The
password defined in the configuration file is
required for the access. At the beginning, the
operator can choose from three options:

o New - create a new exercise using the
wizard. Basic information about the
exercise was defined as well as the
components involved in the scenario,
exercise participants, types of scenarios
and scenarios available for the practical
exercise;

o Load - already created exercise that can be
edited in different ways is loaded

o Start - an exercise that has already been run
or a new exercise is started.

Operator in the simulation performs a role of an
observer with the possibility to start and finish
scenarios. At the end of the exercise it is possible to
get a final overview of the whole simulation.

e Participant can log into the application at the time of
exercise beginning or realization. For access, a
unique password generated solely for the current
exercise is required. Participant deals with
individual scenarios by performing certain steps
which he or she receives directly or are handed to
him by other participants. Participant finishes his
scenario by completing the task or passing it to
another participant. Number of participants
is determined by the exercise operator while
creating scenarios during the exercise preparation

phase.
e Scenario members (scenario openers) task is to
distribute  scenarios  among  corresponding

participants, to check the reception, fulfilment and
termination of scenarios.

Actual start-up and subsequent communication between
individual entities is provided through special e-mail
communication. Email communication has been chosen for
its functionality, reliability and ease of use.

Communication protocol

Communication of the individual CAXManager application
installations took place via a single email box that was set in
the configuration file - communication.xml. The application
uses POP3 protocol to receive messages and SMTP protocol
to send messages. Implementation of receiving and sending
messages was in the Connector.cs class. Receiving and
sending the messages take place by intervals and is set in the
corresponding configuration file.

The best functionality has proven to be on one email
configuration (POP3) and an individual email box (SMTP)
for each user for sending emails. These settings also worked
in testing more extensive exercises with extensive and data-
intensive e-mail communication between participants. In
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other configurations, proper functionality used to be
compromised by the spam filter on the email server.

Email communication
For the proper functioning of the communication, email
format was important. The message type was defined in the
email subject, see Table 1, and the message itself was placed
in the body of the email.
Type of messages:

e  Specialised

o INIT - an initialization message that
contained XML with a completely defined
exercise;

o ATTACHMENT -
attachments (body
information).

e Standard — the message has a unified XML format.
Table 1: Types of messages in CAXManager application

individual scenario
contains no

Activities within exercise
Message name . .
simulation
EVENT Message with the scenario
STARTSIM Simulation start-up
ENDSIM Simulation finish
ENDEXERCISE Exercise finish
Creating a new scenario
CREATENEWEVENT during the course of the
simulation
PAUSESIM Simulation pause
UNPAUSEDSIM Continuation of simulation
CONNECTUSER Connect a user
DISCONNECTUSER Disconnect a user
CHECKCONNECTION Check the connection of all
users
SETTIME New simulation time setting

By connecting the CAXManager application to the
simulation process, parallel activity of the participants has
been achieved in the work both with the simulator and the
communication tools. This has led to the operator’s better
overall overview of individual scenarios and their fulfilment
process.

CONCLUSION

Increasing the level of preparedness of the staff to deal with
emergencies or crisis situations is a very important process.
An significant advantage for developing knowledge and
skills are exercises of all stakeholders at the appropriate
levels. In recent years, many planned tactical and staff
exercises of public administration authorities and
components of the integrated rescue system have taken place
in the Czech Republic. The topics were based on potential
risks affecting the given territory or giving response to an
unexpected and yet not approached extraordinary event.

In 2016, a computer-assisted exercise on the large-scale
disruption of the natural gas supply called SIMEX 2016 was



carried out in the South Bohemian Region. The primary
objective of the exercise was to examine crisis plans to
address emergencies or crisis situations. SIMEX simulator
was tested in the exercise and the basic functionalities for the
newly developed CAXManager application were determined
based on the evaluation.

The application has currently being tested and will be
modified based on the comments which have arisen. The
updated version of the application will be used in the multi-
level exercise of crisis management authorities scheduled for
November 2017 in the South Bohemian Region. Long-term
practice shows that large-scale damage caused by extensive
emergency or crisis situations can be eliminated by repeating
and testing crisis preparedness through joint exercises of the
crisis management authorities, components of the integrated
rescue system and critical infrastructure entities.
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ABSTRACT

It is common accepted that complex systems or cyber-
physical systems need co-simulation for their study. Fur-
ther more, they are made of heterogeneous sub-systems
that have to exchange data. Usually each sub-system
is modeled using specific tools, environments and sim-
ulators. The simulators have to interoperate to realize
all the simulation of the system. It is known that in-
teroperativity is a broad and complex subject. Interop-
erability is a strong commitment as the communication
solution in heterogeneous systems. This paper describes
a co-simulation framework interoperability based FMI
(Functional Mock up Interface) standard for the struc-
tural part and data mediation for semantic part. We
present a case study for Neo-Campus project that shows
how the framework helps to build the semantic interop-
erability of a cyberphysical system.

INTRODUCTION

The Neo-Campus project (Gleizes et al. 2017), sup-
ported by the University of Toulouse I11, aims to link the
skills of researchers from different fields of the University
to design the campus of the future. Three major areas
are identified : facilitating the life of the campus user,
reducing the ecological impact and controlling energy
consumption. The campus is considered as a smart city
where several thousand data streams come from hetero-
geneous sensors placed inside and outside the buildings
(CO2, wind, humidity, luminosity, human presence, en-
ergy and fluid consumption , ...). We distinguish :

e Raw data : These are the energy consumption data
(water, electricity, gas).

e Activity-specific data : These are post-processed
data resulting from the merging of raw data (ped-
agogical activities, room occupancy, ..).

e Incident-specific data : These are the failures iden-
tified on campus (heating of computer equipment,
network failures, ...)
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e The ambient data : This concerns the context
in which the scenario takes place (temperature,
weather, CO2 level in the air).

We have built a knowledge base from sensors data that
provides real-time data and relationship between them
in order to be used for simulation for example.

Each expert working in Neo-Campus project interact
with data differently using a specific field within simula-
tion, hence the need to build a co-simulation framework
in order to ease the collaboration.

The paper is organized as follows, first we present the
related works on interoperability and our approach to
build the co-simulation framework interoperability. We
continue with the Neo-Campus use case and give a con-
clusion and future work.

RELATED WORKS

Interoperability can be defined as the ability of two or
more entities to communicate and cooperate despite dif-
ferences in the implementation language, the execution
environment, or the model abstraction (Kohar et al.
1996). Interoperability is a complex problem. There
are many ways to deal with it. We have identified two
main approaches : (1) based on levels of conceptual in-
teroperability models (LCIM), (2) based on structural
and semantic interoperabilities. In (Diallo et al. 2011),
LCIM is used as the theoretical backbone for devel-
oping and implementing an interoperability framework
that supports the exchange of XML-based languages.
They defined 7 levels of LCIM with the goal to separate
model, simulation, and simulator in order to better un-
derstand how to make models interoperate. The authors
of (Rezaei et al. 2013) presented an overview of the de-
velopment of interoperability assessment models. They
proposed an approach to measure the interoperability
and used four interoperability levels to define a metric.
(Li et al. 2013) used comparisons between reusability
and interoperability, composability and interoperability
to show the importance of interoperability. The authors
proposed to use models to build interoperability. Thus
they decomposed interoperability into: (1) technical (or
structural) interoperability (communication ports) (2)
and substantive (or semantic) interoperability (contents
meaning) It means that simulation sub-systems can talk
to each other and exchange data, but to understand



each other correctly and co-simulate effectively requires
substantive interoperability. We agree with this decom-
position but instead of using models, which imposes an
important customization of the exported model, we take
advantage of a known simulation standard, FMI (Func-
tional Mock up Interface) to build the structural part.
Our semantic interoperability will be based on data me-
diation.

CO-SIMULATION FRAMEWORK INTEROP-
ERABILITY APPROACH

Our approach for the design of a co-simulation frame-
work interoperability is based on :

1. a co-simulation

2. a software components approach which is de-
fined by (Szyperski 1996) as a unit of composition
with contractually specified interfaces and explicit
context dependencies only

3. a Structural interoperability using the stan-
dardized interface FMI (Functional Mock-up inter-
face)

4. a semantical interoperability using mediation
for adaptation of the data

Co-simulation

Co-simulation is defined as the coupling of several sim-
ulation tools (Hessel et al. 1999) where each tool han-
dles part of a modular problem where data exchange is
restricted to discrete communication points and where
subsystems are resolved independently between these
points. This allows each designer to interact with the
complex system in order to retain its business expertise
and continue to use its own digital tools.

From the literature, we have constructed a global
scheme of co-simulation in order to have an overall view
of it (cf. Figure 1). The models are described by their
interfaces without any access to their contents. Aiming
at securing model exchanging between designers and en-
suring privacy and robustness, we went for a black box
model interoperability. This last makes it then possi-
ble to exchange and use the information between those
components.

Component approach

We chose a component approach in order to overcome
the limits of the white box approach which consists on
redeveloping of all the heterogeneous subsystems in the
same language (Kossel et al. 2006). This imposes that
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Figure 1: Overview of co-simulation of two subsystems

models developped by different designers are transpar-
ent and accessible (Allain et al. 2002). The component
approach makes it possible to co-operate prefabricated
pieces, perhaps developed at different times, by different
people, and possibly with different uses in mind. The
main reason is to improve the flexibility, reliability, and
reusability of our framework due to the (re)use of soft-
ware components already tested and validated avoiding
risks of robustness. A component is an autonomous de-
ployment entity which encapsulates the software code
showing only its interfaces. An interface can be de-
scribed as a service abstraction, that defines the op-
erations that the service supports, independently from
any particular implementation (Lea and Marlowe 1995).
Each component should provide the way how it can be
generated (plug-out) either from a white box model, or
another black box provided by a simulator. (cf. Fig-
ure 2) represents a communication between two soft-
ware components; componentA (as a piece of software)
and componentB (UML notation). This component

interface for other
components or
usres

provided
interface

provided

F required
interface

interface
Oj ComponentB

"\

communication

ComponentA

—

internals of component are
encapsulated, hidden for users

Figure 2: interaction between two Components

approach should allow data mapping between models,
applications and several building simulators (Simulink,
Dymola, Saber...) using it. A standard interface would
be used to warranty the compatibility between these
tools.

Structural interoperability based FMI

Structural interoperability requests to define commu-
nication ports and has to guarantee the possibility of
connection by respecting data types and the direction

of the ports.

Structural Interoperability Standard - FMI



We chose the standard FMI (Blochwitz et al. 2011) see
(cf. Figure 3) which uses a master-slave architecture as
a simulation interoperability standard.

FMI : Functional Mockup Interface is a Standard in-
terface for the solution of coupled time dependent sys-
tems, consisting of continuous or discrete time subsys-
tems. It provides interfaces between master and slaves
and addresses both data exchange and algorithmic prob-
lems. Simple and sophisticated master algorithms are
supported. However, the master algorithm itself is not
part of FMI for Co-Simulation and should be defined
(Consortium et al. 2010) (Enge-Rosenblatt et al. 2011).
FMI supports different working modes, in particularly:

1. FMI for model exchange (when modeling environ-
ment can generate C code of a dynamic system
model that can be utilized by other modeling and
simulation environments)

2. FMI for co-simulation (when an interface standard
is provided for coupling of simulation tools in a co-
simulation environment)

modellerl  modeller2  modeller2 modellerd  modellers
, &
@, W\ &)

Me

?

3, %

NS

modellerl  modeller2 modeller? modeller4 modellers

N

tool 1

@ [
Me

FMI
1
modellerl \% 3 Z\ Me
£ - ng;‘""" éi(/
; /’i = €
modeller2 l\g 4 )
~ modeller3

Figure 3: Interoperability using FMI

The use of FMI can be summarized in 4 steps:

e The design step :The package of the model of sim-
ulation in one component FMU which summarizes
in the modeling (creation of the model of simula-
tion), And transformation (publication of the FMU
which contains an xml file and the model code or its
file), dealing with the main challenge, which is the
gap between the semantics of the source formalism
of the various calculation models (state machines,
Discrete event, data flow or timed automata) and
the semantics of FMI (Tripakis 2015).
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e The composition step : The model of the subsys-
tem is joined to the complex system by establishing
the connection graph of the simulation components

e The deployment step : The FMUs are made
available to the slave simulators. This can be made
offline (manually by the user) or online (automat-
ically by the master and where the user specifies
in which network the instances of the FMUs are
transferred)

e The simulation step : The master is responsi-
ble for the life cycle of FMUs instances during the
execution of the simulation

This choice is motivated by the fact that FMI is a stan-
dard and therefore minimizes the customization of the
exported model. It is a tool independent that facili-
tates the exchange of models between different tools and
which therefore minimizes the effort of integration by
proposing approaches that are specific to it.

Semantical interoperability based data media-
tion

The interoperability is the ability to share information
between systems and applications in meaningful ways.
While most system engineering or system applications
stop at the structural level, assuming that if you can
read it you're going to understand it. Additional level
of interoperability and the next that really matters for
us is a semantic one which needs common information
model to be defined for exchanging the meaning of infor-
mation. Then the content of the information exchanged
is unambiguously defined.

This approach uses a model that describes the informa-
tion shared by taking their semantics into account in the
form of contexts of use. The mediation model leads to
define three types of integration rules:

1. constraint rules that reduce the objects to be con-
sidered according to predicates,

2. merge rules that aggregate instances of classes of
similar,

3. and join rules that combine information from mul-
tiple object classes based on one or more common
properties.

We distinguish two types of mediation:

1. Schema mediation which provides better extensibil-
ity and often better scalability (object interfaces,
rule-based language).

2. Context mediation seeks to discover data that is
semantically close, it is able to locate and adapt in-
formation to ensure complete transparency. We can
therefore take advantage of the robustness of the



mediation schema approach and combine it with
the semantic approximation techniques of context
mediation. This semantic mediation will be used
to correlate, aggregate and dispatch data with re-
spect to the control that we want to enforce on data
produced or consumed.

For example, one component may produce data with
meaning T0, while another may consume data with T1.
It may be that there is no direct TOT1 bridge, but there
are separated TOT’ and T'T1 bridges. A mediator is
required to assemble the bridges to complete the TOT1
translation. Our solution is based on formal interface
descriptions. When a simple component has an input
or output event as a kind of interaction, our interface
description will list those events including their (typed)
parameters. It could be done automatically if a genera-
tor tool, based on language mapping, processes an inter-
face description and produces a proxy (environment side
stub) and a driver (component-side stub) for the com-
ponent. Proxy and driver communicate through a me-
diation channel, using a protocol for message exchange,
see (cf. Figure 4). At the present version, mediators are
hand-coded.

Environment,

|| | o]

£ |

component A

component CE

2]

component B

b

Mediation channel

Figure 4: components mediation

The co-simulation framework based component

Simulator

We chose the CosiMate environment which offers a com-
plete simulation environment dynamically linking het-
erogeneous simulators and which can be extended to dif-
ferent simulation environments on different platforms.
CosiMate provides synchronization methods that take
into account the different behaviors of the languages
and the simulators used. Thus, when a simulation is
performed on a network, CosiMate considers the intrin-
sic constraints of the communication medium. Cosi-
Mate adapts to the network configuration, offering a
co-simulation based on a multi-client multi-server to
avoid unnecessary communications between simulators
instantiating local routers for each computer in the co-
simulation. And when different parts of the system are
co-simulated at different levels of abstraction, it is nec-
essary to add adapters (wrappers) to the compatibil-
ity of data exchange between models at different levels.
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CosiMate meets our needs by offering two co-simulation
working modes:

e Event mode : The router (that manages the data
exchange and synchronizes the simulator) does not
deal with any notion of time. This mode of com-
munication makes it possible to establish a connec-
tion between the event simulators (HDL simulators,
UML models) and sequential simulators (code C for
example). The data is transmitted once available
on the CosiMate bus. CosiMate is flexible enough
to support different communication protocols.The
data is transmitted once available on the CosiMate
bus, the valid transmission of the router between
the sender and receiver (does not check if the recip-
ient has read the data). CosiMate is flexible enough
to support different communication protocols.

e Synchronized mode : : The router synchronizes
the models taking the minimum time. This mode is
suitable for simulation engines using solvers (such
as Matlab / Simulink).

Cosimate-FMI

Cosimate allows the co-simulation between FMI and
also non-FMI models. There are simulators which are
not supported by Cosimate, thus the need to wrap them
as an FMU component in order to plug them to our cosi-
mate bus

System

The co-simulation of a complex system can thus be
based on the joint simulation of all its subsystems. It
also makes it possible to simulate the whole system by
coordinating and exchanging data calculated and inter-
preted by each subsystem, in order to obtain a result
which does not modify the functionality of the imple-
mentation of the future system. Among our different
simulated models, we distinguish:

1. Functional simulation allowing the validation of the
aspects of the system which are independent of
time, and here we can dissociate the sequential sim-
ulators and the event simulators.

2. Temporal simulation which aims to exchange data
in time windows. Knowing that if data is not con-
sumed in a given time window, it may be lost. A
synchronization model is therefore necessary to co-
ordinate the parallel execution of our different sim-
ulators.

We mention the master-slave model (cf. Figure 5), com-
prising a master simulation and one or more slave sim-
ulations. In this case, the slave simulators are executed
using procedure calls, which results in an inability to ex-
ecute them simultaneously. The distributed model over-
comes the limitations of the master-slave model, which



relies on a co-simulation bus used as a communication
protocol (cf. Figure 6). The complexity of this model fo-
cuses on the co-simulation platform: managing access to
the co-simulation bus and coordinating the data by the
bus controller. Another great difficulty comes from the
integration of time (Yoo and Choi 1997) which is differ-
ent between embedded software systems, hardware and
the surrounding environment.

r procedure| €—»

slave simulator
call

master simulato

master simulator

__________

slave simulat

Figure 5: Example of a master-slave co-simulation plat-
form
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Figure 6: Example of a distributed co-simulation plat-
form

NEO-CAMPUS CASE STUDY
System description

As described in the introduction there are several sim-
ulators and sensors scattered around the campus (cf.
Figure 7)

Different simulators used

We therefore have: In one hand several simulators on
a different fields using different kind of data. One is
working with Matlab Simulink on the energetic con-
sumption using a black box neural network Heat pump
model to ensure a comfortable desired in the rooms by
heating and cooling when it is necessary. It is inter-
acting with the outdoors getting from sensors the Elec-
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tric power (Kw) and the temperature coming from the
building and generating with a specific time step. The
second simulator is working with powersims toolbox
of Simulink (Khader et al. 2011) using Maximum Power
Point Tracking making it possible to follow the maxi-
mum power point of a non-linear electric generator. It
is interacting with the outdoors getting the values of
the Photovoltaic current and the voltage and generates
Converter control setpoint. The third simulator using
Contiki (Dunkels et al. 2004) which is an operating sys-
tem for networked, memory-constrained systems with a
focus on low-power wireless Internet of things devices
using Cooja which allows large and small networks of
Contiki motes to be simulated in order to evaluate the
performances (energy, delays) of IOT networks using the
protocol CCN (content centric Networking) applied on a
network of sensors. Developed in C++ under linux OS.
The way it interacts with the outdoors is using interest
(requests sent by users containing the name of the data
such as the temperature) and generating the value of
this data. In the other hand the collection of sensors
data is stored in a NoSQL database (mongodb).

Co-simulation engine

The design approach of Neo-campus is necessarily scal-
able and adaptive, which directs our work towards the
development of global and open simulation environment.
As we said before we adopted the component approach
and described the general FMI's way of working. This
last follows a master slave architecture, and we men-
tioned that a master algorithm needs to be defined in
order to synchronize the simulation of all subsystems
and to proceed in communication steps, that the data
exchange between subsystems is connected via MPI,
TCP/IP, Sockets, and that the mapping between out-
puts to inputs has to be initialized. Cosimate, as de-
scribed, makes us save the efforts of dealing with syn-
chronization between our subsystems. To perform this
integration, CosiMate provides libraries to make the cus-
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Figure 7: View of neo-campus sensors



tomization easier. The libraries contain (1) I/O ports
compiled and described for the simulator/language used.
(2) I/O ports description. This description depends on
the environment in which the ports are to be used: for
example, a header file for C/C++ language is provided.
In our case and according to the different simulators
mentioned previously, we constructed an FMU’s com-
ponent for each one either by using FMI toolbox like for
MATLAB/Simulink or PSIM, or a wrapper using FMI
Library from Modelon for the simulator using Contiki.
We made it easy to connect all the simulators knowing
that for example, Simulink and PSIM are supported by
Cosimate but Contiki is not. But the CosiMate FMI
connector can load and run all FMI models compati-
ble with FMI 1.0/2.0 for the Co-simulation mode. As
we said before each of our FMU files is a zip file that
contains a file named modelDescription.xml and one or
more platform-dependent shared libraries. The XML
files are used to describe how a model running in a
simulation environment is connected to the CosiMate
bus. We should mention that CosiMate allows execution
in the native simulation environment, users can easily
work in their familiar environment controlling, debug-
ging, and monitoring simulations as if they are running
in a stand alone mode integration. We can also use re-
mote procedure: if the model is to be run on a remote
machine. The CosiMate Spy tool is used to monitor and
control the co-simulation components and processes. It
acts as a reader of the CosiMate bus without modifying
data exchanges or simulations synchronization during
the co-simulation.

Mediator components

One of the problems encountered is the mediation part,
since we want to achieve a semantic interoperability we
offered the possibility for each simulator to decide of the
way it wants to receive information and depending of the
components it’s talking to (if it already knows them) to
convert its output. For that we encapsulate a mediator
with each component before connecting it to the cosi-
mate bus. We added some procedures which allow us
to copy and later restore the complete state of an FMU
component providing a mechanism for rollback (inspired
from the optional functions of the API of FMI 2.0). For
our sensor network and as we said that it uses a database
to store raw data. This has led us to develop a java simu-
lator (using Mongodb Java Driver) that bridges between
the mangodb database and our cosimate bus. We en-
capsulate the database and our simulator using JEMI (a
java wrapper for FMI). So this virtual encapsulation of-
fers capabilities of data mediation and distributes query
processing. So the other simulators have no need to
know about the database type and location and data
can be accessed easily see (cf. Figure 8).
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CONCLUSION

We have implemented our architecture and our modeling
works well, we took as example the 4 simulators includ-
ing Contiki which is not compatible with Cosimate and
for which we had to generate a slave FMU. Our database
was encapsulated using JEMI. We were able to solve not
only these structural problems but we added mediators
to our platform in order to achieve semantic interoper-
ability. It is necessary to mention that our framework
allows the integration of all types of simulators and that
for the non FMI and even if they are not supported by
cosimate the use of a wrapper is enough to envelop them
with a ¢ code in order to connect them to the cosimate
bus.

This work allowed us to first make an inventory of
the practices of the various actors of the neOCampus
project. In order to allow the various experts to commu-
nicate and collaborate, we realized that it was preferable
for them to keep their own practices by allowing them
to build or improve their own ”expert” simulator. Thus,
the objective is a completely open system, easy to use,
accepting all types of simulators.

As future work, we would like to build a tool for the
generation of mediator. Moreover, we would like to ap-
proach semantic interoperability using ontology for the
comparison purposes.
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ABSTRACT

In order to analyze and optimize complex industrial pro-
duction systems, methods for hybrid simulation are nec-
essary that incorporate discrete as well as continuous
aspects while at the same time providing modularity
across engineering domains. To this end, this paper
presents an overview of an approach based on hyPDEVS
— an extended DEVS formalism — that facilitates reuse
of hybrid components. The application of this approach
is demonstrated on a model of an industrial oven as well
as a complete case study example of a typical production
plant. A prototype in-house simulator implementation
shows sufficient performance to enable simulation-based
optimization with a high number of iterations and allows
to be integrated into existing industrial automation soft-
ware infrastructure in order to facilitate energy-aware
plant operation.

INTRODUCTION

Energy and resource efficiency in the industrial sector
has become increasingly important in recent years be-
cause of its economical and ecological impact and, at
the same time, significant potential for savings. In or-
der to support decision-making processes during plan-
ning and for energy-efficient operation of production
facilities, many software tools employ dynamic simula-
tion (Herrmann et al. 2011). Yet covering such systems
as a whole, incorporating aspects from different engi-
neering domains (production machinery, logistics, en-
ergy infrastructure, building) remains challenging as it
requires combining discrete as well as continuous simu-
lation models as part of a hybrid simulation approach.
In the research project BaMa - Balanced Manufacturing,
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a software tool is being developed that enables analyz-
ing and improving energy efficiency through monitor-
ing, prediction and simulation-based optimization. One
of the sub-goals is to integrate simulation functionality
into existing automation systems. Several fundamen-
tal requirements on the simulation software have been
identified, the most important ones being hybrid simula-
tion capabilities, open interfaces, computational perfor-
mance (to be able to perform simulation-based optimiza-
tion with possibly thousands of iterations), transparent
simulation engine (for trustworthiness of simulation re-
sults), and ease of use for non-experts.

These requirements rule out most of the available off-
the-shelf solutions. Furthermore, the usability require-
ments demand not only hybrid modeling, but also mod-
ular implementation of reusable components, which is
difficult to achieve with common techniques for hybrid
simulation like co-simulation. Instead, other approaches
for a tighter integration of discrete and continuous mod-
els have to be explored. One possible direction, which
we present in this paper, follows a hybrid model descrip-
tion based on the Discrete Event System Specification
(DEVS) (Zeigler et al. 2000).

BACKGROUND
Related Work

Some approaches for simulating hybrid systems employ
coupling of different simulation environments as part of
a so-called co-simulation (see (Heinzl 2016) for a more
detailed definition), typically by using some middleware
that handles orchestration and coordination between the
software tools. Apart from the computational overhead,
co-simulation usually introduces significant complexity
into the modeling process, in particular regarding model
development, maintenance and overall usability of ex-
isting components. Co-simulation frameworks are of-
ten highly customized to a particular application and/or



simulation tools with low reusability of model parts.
The Functional Mock-up Interface (FMI) is a tool-
independent standard with the goal of facilitating co-
simulation of dynamic models. FMI support sophisti-
cated coupling strategies, e.g. communication step size
control or higher order signal extrapolation. However,
FMI is focused predominantly on continuous models
based on the Modelica language and is not well-suited
for event-driven simulations.

Regarding modeling and simulation based on DEVS,
there are a number of software tools available (Frances-
chini et al. 2014). However, only a minority of them offer
hybrid simulation like for example PowerDEVS (Kof-
man et al. 2003). As a drawback, PowerDEVS does not
support the Parallel DEVS (PDEVS) formalism, which
made it unsuitable for our particular applications, as
our evaluations showed (Preyser 2015).

Hybrid DEVS Formalism

The classic Discrete Event System Specification (DEVS)
is a formal model description (accompanied by a sim-
ulator execution algorithm) for modeling and simu-
lation of discrete-event systems (Zeigler et al. 2000).
Based on DEVS, a family of extensions was pro-
posed in the subsequent years, including Parallel-DEVS
(PDEVS) with improvements for handling concurrent
events, DEV&DESS (Discrete Event and Differential
Equation System Specification) combining the descrip-
tion of discrete-event and continuous systems and, in
recent years, Hybrid PDEVS (hyPDEVS) (Deatcu and
Pawletta 2012, Heinzl 2016).

All these DEVS-based formalisms allow to build mod-
els from components in a hierarchical manner by dis-
tinguishing between atomic and coupled components.
More formally, a hyPDEVS atomic is specified by the
tuple (see also (Heinzl 2016, Deatcu and Pawletta 2012))

Mhp = <X, K S, fa Cse, )\m 6statea 5emt7 (;inta 5conf7 )\da ta> s
(1)
with the sets of input events X, outputs Y and states S,
all of which may contain discrete as well as continuous
values. The remaining entries in eq. (1) are functions
specifying the continuous and discrete behavior: rate of
change function f describing ordinary differential equa-
tions (ODEs), continuous and discrete output functions
Ae and Ny, state event condition function c,. for local-
izing state events, and transition functions dstate, Oext,
dint and deon s for state event, external, internal and con-
current (confluent) transitions, respectively.
In addition to atomic hyPDEVS, the formalism also
specifies coupled hyPDEVS models, which are com-
prised of an external interface (input/output), sub-
components (which must again be hyPDEVS compo-
nents) and coupling relations:

CM,, = (X,Y,D,{M,|d € D}, EIC, EOC,IC). (2)
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The set M, denotes the sub-components with corre-
sponding index set D. Three distinct sets describe the
connections between sub-components: EIC for exter-
nal input couplings, FOC for external output couplings,
and IC for internal couplings.

The hyPDEVS formalism itself does not specify how to
handle numerical integration of the ODEs in the simu-
lation engine. For this, several approaches are available,
see (Deatcu and Pawletta 2012) for more details.

MODULAR HYBRID MODELING

For implementing a simulation model of a dynamic
system, many approaches and software tools follow a
component-based paradigm where existing model com-
ponents are composed into larger models in a bottom-up
manner. Connections between these components repre-
sent dependencies and interactions, thereby capturing
the dynamic behavior of the overall system.

The relationship between application models, compo-
nents and simulation software is illustrated in Fig-
ure 1 as a conceptual layered architecture. A simula-
tion model of a particular system (Application Model,
Layer V) is composed of instances of Model Components
(Layer IV), which are implemented in some kind of sim-
ulation software (Simulator, Layer III), that typically
also handles numerical computation and event handling
using a Simulation Engine (Layer II). The simulation
engine in turn typically builds on some formal descrip-
tion (Formalism, Layer I) that defines the semantics of
the used modeling constructs (e.g. events, output func-
tion, etc.) in order to facilitate correctness and consis-
tency.

TN
-

1 |

Simulator |

II|

Simulation Engine |

I( Formalism (hyPDEVS) )

Figure 1: Conceptual layered architecture for

component-based modeling and simulation.

One of the advantages of component-based modeling is
that it facilitates separation of concerns, which makes
it easier to manage the complexity of the overall sys-
tem and distribute model development. It also promotes
reuse by enabling to build libraries of validated model
components that can be instantiated, which is crucial in
an attempt to reduce the effort necessary for non-experts
to build a new application model.

However, when it comes to hybrid models, a modular de-
sign of reusable components is particularly challenging.
In order to achieve true modularity (and thus reusabil-



ity) for hybrid models, it is crucial to employ an in-
tegrated approach across the entire architecture stack
(see Figure 1). This approach starts at the model de-
scription formalism (Layer I) upon which the software
can build and which has to encapsulate both continuous
and discrete model aspects within the same component
boundary. After evaluating different formalisms and ap-
proaches (Preyser 2015, Heinzl 2016) including DEVS-
based simulation because of its sound formal basis and
extensive available research, we chose the hyPDEVS for-
malism. More details regarding the implementation are
described later.

Combining modular hybrid modeling with interdisci-
plinary considerations and requirements regarding ease
of understanding demands a closer look at model com-
ponents as the base unit for bottom-up model develop-
ment, what these components represent and how they
are applied in practice. Especially the underlying mod-
eling formalism is often difficult to comprehend for non-
experts, as experience showed. In an effort to assist com-
munication between domain experts as well as between
experts and non-expert application engineers, we pro-
vide a conceptual abstraction from the underlying mod-
eling formalism, the so-called Cube. A Cube denotes a
meaningful part of the overall system that typically rep-
resents some well-defined physical component in the real
world and which interacts with it surroundings by ex-
changing energy, material and information. A Cube can
for example represent a machine tool, a conveyor belt, a
compression chiller or a thermal zone inside a building.
The neutral denotation as a ”Cube” independent from
the terminology of a particular engineering domain al-
lows to incorporate aspects of various disciplines within
the same abstract concept.

EXAMPLE CUBE: OVEN

As an example of a Cube, we present a model of a
conveyor oven that accepts entities (workpieces, etc.),
moves them through a temperature-controlled area and
outputs the entities on the other end.

Semi-formal Description

Instead of directly formalizing the model in hyPDEVS,
a preceding step involving a semi-formal description not
only allows the model engineers to make quicker pro-
totyping iterations, but such a model is also easier to
understand.

A Cube model is specified by its outer structure (i.e.
interfaces) and its inner behavior. Figure 2 shows an
overview of the Cube’s inputs, outputs, internal param-
eters and variables. Regarding the internal behavior —
which involves continuous as well as discrete aspects —
Figure 3 presents the discrete behavior in the form of a
state diagram, governing the material flow described as
discrete entities.
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Figure 2: Interfaces, internal parameters and variables
of the oven Cube model.
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Figure 3: State diagram depicting the discrete internal
behavior of the oven Cube model.

States are provided for off, standby and heating
mode, determined via a signal from a production sched-
ule (Pplan signal). A more detailed explanation of the
state machine is given in (Heinzl 2016).

In addition to the discrete behavior, continuous aspects
can be modeled using differential and algebraic equa-
tions. These aspects typically involve energy flows de-
scribed by balance equations. For example,

dar

dt

Q.Hf(TfTa)'UA
cpa-pa-V +YgeceniEocp - Eom

3)

describes the dynamic of the internal temperature T as
an energy balance equation, with Qy as the heating
power input, T, the ambient temperature, U A the heat
transition coefficient and the thermal mass of the oven
cpa - pa- V. The term YgeentE.cp - E.m denotes the
thermal mass of all entities E € ent inside the oven.

Translation to hyPDEVS

For implementing the oven Cube model, the semi-formal
model description — which is independent from any



DEVS-based implementation — has to be translated into
a hyPDEVS compliant model by providing the respec-
tive function specified by hyPDEVS, see eq. (1).
Unfortunately, this translation is not a trivial process,
as several DEVS-related modeling considerations have
to be taken into account. For example, one has to take
care of how to safely hand entities from one atomic to
another, which is not covered natively by hyPDEVS.
Though the formalized hyPDEVS model is omitted here
for reasons of brevity, more details can be found in
(Heinzl 2016, Raich et al. 2016).

IMPLEMENTATION

A first implementation of basic Cube components and
a simplified application example (which is presented in
(Raich et al. 2016, Heinzl 2016)) was carried out using
the MatlabDEVS Toolbox (Deatcu and Pawletta 2012)
for MATLAB. This implementation served as a proof-of-
concept for the Cube approach as well as DEVS-based
hybrid simulation.

After verifying the feasibility of the approach, develop-
ment for a stand-alone simulator could be initiated (im-
plemented in C++), starting with the simulation engine
based on hyPDEVS (cf. layer IT in Figure 1). This simu-
lation engine was then embedded into a larger simulator
architecture (layer III) that provides necessary infras-
tructure for creating and executing simulation models.
Building on this simulator infrastructure, Cube models
(layer IV) could be re-implemented, which were then
verified against the existing MATLAB implementation
and other independent implementations (e.g. in Model-
ica). The result is a library of components intended to
be reused across a multitude of application models (level
V) for future use cases. One such use case is presented
in the following section.

APPLICATION EXAMPLE

To demonstrate how the DEVS-based modular hybrid
modeling approach and the Cube models can be applied
to simulate a real-world production facility, we derived
an application example.

Description

This example, shown in Figure 4, is based on a real
production plant of an industrial bakery that produces
baked goods in different variants, fresh as well as frozen,
and features a processing line with different paths, an
energy supply system, thermal zones and a building hull.
Discrete material flow is incorporated as well as contin-
uous energy flow and information signals.

In particular, the model includes a building Cube con-
taining four thermal zones, each representing a distinct
part of the facility: production hall, cold storage, plant
room and office. The thermal zones all have indepen-
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dent conditioning and exchange heat with each other
(as well as with the environment) via heat transfer. En-
ergy system and network Cubes model conversion and
distribution of energy inside the system, in the form of
heating, cooling and electric energy.

For producing baked goods, respective ingredients are
pulled from a storage (top right in Figure 4) and pro-
cessed along the production line, including mixing, split-
ting (Cube Rex), baking, cooling and packaging.

The description for the oven Cube was presented in the
previous sections. The same model can also be used
for the cooler, freezer, proofer and VGS stations. Other
Cube models concerning building and energy system are
described in detail in (Smolek et al. 2016).

Spiiting

Figure 4: Example application of a production facility
consisting of a processing line, an energy system and
thermal building Cubes.

For defining simulation scenarios, the user can specify
production schedules, which are read as input parame-
ters. In particular, an entry in a production schedule
constitutes a command for state change inside a Cube
(see for example the oven state diagram in Figure 3).
An adequate production schedule is especially crucial
for the oven and similar Cubes, as they need time to
prepare (e.g. switching temperature).

Testing and Results

This section presents some exemplary simulation results
in order to demonstrate the application of the imple-
mented example model.

Figure 5 presents some of the relevant simulation re-
sults for a typical production schedule over one day,
producing two different products in two resp. three
batches. The trajectory for the oven temperature re-
veals the heating and re-heating intervals as well as the
cool-off period after receiving the off signal at 17:00.
In addition, the simulation yields overall energy con-
sumption, which is important in order to assess energy
efficiency of various scenarios.

Without going into detail regarding the numerical re-
sults, the point of the case study is to demonstrate what



250 T T T T T AT - T T 1130
128
26

24
22
q20
18

16
14
12
10

o
=150
4
2125
g
g 1001

Number of Entities

E3

Oven Temperature |
—*— Oven Entities

i
(SN NCY

T 32129 2%, 1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
time [h]

0 NI [ 55 3 A |

Figure 5: Simulation results for the example scenario:
Oven temperature and entities.

kinds of results can be obtained from the simulation:
continuous (temperature, energy, etc.) as well as dis-
crete behaviour (persistent entities), spanning multiple
domains of engineering (production machinery, energy
system, building), all from a single simulation model.

DISCUSSION

The prototype implementation has shown that all of the
requirements described in the introduction can be ful-
filled in principle: Open interfaces can be achieved since
we have full control over the source code. The hyPDEVS
formalism provides a transparent specification for the
simulation engine and the Cube concept allows to in-
crease ease of use for non-experts. However, still a lot of
software development is necessary, for example regard-
ing graphical user interface and model editor as well as
visualization.

Results concerning execution performance were also
more than satisfactory. More extensive simulation sce-
narios with simulation time of up to 7 days and roughly
500,000 entities have a running time of less than 10
seconds on conventional state-of-the-art computer hard-
ware. Execution time is sufficiently short to allow per-
forming simulation-based optimization techniques.

One disadvantage of DEVS-based modeling in engineer-
ing applications involves the ”"roughness” and generic-
ity of the formalism, see also (Raich et al. 2016). This
makes initial model implementation time-consuming
and prone to inconsistencies. However, as model engi-
neers can potentially draw on ever-growing libraries of
ready-to-use components for building their models, nec-
essary effort for building new components is expected to
decrease in the future.

CONCLUSION AND FUTURE WORK

We presented an approach for modular modeling of hy-
brid components as well as an implementation of a case
study that demonstrates the feasibility as an alterna-
tive approach for tackling complex interdisciplinary sys-
tems. Compared to co-simulation, hyPDEVS provides
a tighter integration between continuous and discrete
model aspects.
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Future work includes enhancing the simulator with a
framework for interconnection between the simulation
and optimization algorithms. Furthermore, implement-
ing additional Cube libraries will allow to build more
elaborate simulation models. In the end, the software
will enable interdisciplinary investigations of energy ef-
ficiency alongside production planning and scheduling
in order to optimize operation strategies in production
facilities.
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ABSTRACT

The growing demand for individualized consumer goods and
the increase in production volume variations brings
significant challenges for manufacturing enterprises so that
engineering teams are assigned the task to find innovative
production solutions to meet these requirements. Especially
personnel-intensive assembly departments have to be
designed to meet the challenge of enabling such a flexible
production whilst still maintaining good working conditions.
When comparing different assembly concepts, simulation
can help to explore the behavior and implications of different
innovative assembly concepts. By doing so, set up cost can
massively be reduced since the system can be launched in a
more efficient manner. This paper presents the development
of a simulation model based on a colored Petri Net flow
chart. The area of application of this model is a manufacturer
of white goods situated in Germany. The process-oriented
and actor-integrated simulation model provides the
possibility of simulating diverse scenarios when comparing
various concepts in an early assembly line planning phase.

INTRODUCTION

It is essential for manufacturing companies to adopt to
frequent market changes in order to remain competitive. The
need for continuous product innovation, increase in product
variants, shorter product lifecycles, fluctuating demands and
handling unexpected requirements in recent years are a result
of these increased dynamics (Spath et al. 2013). Assembly
typically represents the point of variant formation. Hence,
focusing on its processes is necessary when designing a
strategy to increase the production flexibility (Petersen
2005). In addition, current developments (e.g. demographic
changes and migration) imply that employers will have to
deal with these additional diversities among their employees
with respect to different performance levels in a short and
long-term perspective. Therefore, there is a need for
adaptable assembly systems, which tolerate interpersonal
performance differences.
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The final assembly of a manufacturer of white goods in
Germany currently is organized as a typical clocked
assembly system. The ability of the current concept to cope
with the mentioned challenges is questionable. Therefore,
the evaluation of alternative concepts for enabling long-term
flexible and adaptable manufacturing is required (Latos et al.
2016; Latos et al. 2017).

The assembly organizational form of One-Piece-Flow can be
regarded as an extended flow-line approach where the
working person and the product exhibit concurrent
movement characteristics. The assembly object is transferred
along the assembly stations with either manual or electrically
supported transportation equipment. The line is typically
designed in a U-shape to minimize the walking distances for
working persons. This principle implies that buffers within
the line remain unnecessary, as working persons balance
varying process times (Bullinger et al. 2009). In general, a
single person is responsible for the complete assembly of a
product, which represents a holistic product responsibility
approach (Arzet 2005). The main advantages of such a
system can be stated as enabling the assembly of diverse
product variants. Moreover, a flexible output of the system
can be achieved by adjusting the number of working persons
in the system (Lotter and Wiendahl 2012; Schlick et al.
2010).

In this paper, the development of a One-Piece-Flow
assembly simulation model in the field of the German
manufacturer of white goods, which was conducted as
participative innovation process, is presented. The assembly
line is modeled with Colored Petri Nets. The model is
implemented in FlexSim simulation software. In the
following, simulation approaches are briefly explained and
Petri Nets are introduced as well as the selected approach
and the assumptions which have been used for modeling are
presented. In the simulation analysis chapter and conclusion,
the simulation results and their interpretation which can be
used for decision-making are discussed.

ASSEMBLY SIMULATION APPROACHES

According to German VDI 3633 simulation is a method for
reproducing a system in an experimental model in order to
gain findings that can be transferred to reality (VDI3633). In
general, simulation approaches can be classified as activity-
oriented or actor-oriented (Duckwitz et al. 2010; Tackenberg



et al. 2010). Actor-oriented approaches focus on the
personnel’s abilities and decision-making processes, whereas
in activity-oriented approaches processes are driven by tasks.
Both approaches can further be divided according to the
degree of persons’ consideration in the model (Duckwitz et
al. 2010; Licht et al. 2007).
When considering different assembly concepts, one may
regard monetary, capacity-related and flexibility-oriented
decision criteria (Lotter and Wiendahl 2012). Nevertheless,
it is crucial to follow a systematic assembly planning method
for being able to reach a substantial decision. First, different
assembly concepts can be developed. Next, a model can be
developed for capturing the characteristics of the assembly
concept. After that, simulation can be implemented and
verified and finally, after validating the simulation results,
the decision-making process follows (Banks 1998).
In order to model the process flow of an assembly line as a
discrete event system Petri Nets were used. Petri Nets can be
considered as a method that manipulates events according to
certain rules. The great feature of Petri Nets is including
explicit conditions that enable to model complex control
schemes. A Timed Petri Net is a six-tuple (P, T, 4, w, x, V)
where (Cassandras & Lafortune 2008):
e P is the finite set of places (round nodes in the
graph).
e  Tis the finite set of transitions (rectangular nodes in
the graph).
e A C (PXxT)U (T xP) is the set of arcs from places
to transitions and vice versa in the graph.
e w: A — {l1,2 3,.} is the weight function on the
arcs.
e xis amarking of the set of places.
e V={vj:tj€ TD} is the clock structure.

We can model deterministic or stochastic systems by relating
the values of  to a set of known values and outcome values
of a probability distribution function respectively
(Cassandras & Lafortune, 2008).

Colored Petri Nets surpass the drawbacks of simple Petri
Nets such as modeling the characteristics of the semi-
finished products without adding another structure to the net
and by giving attributes to tokens. Colored Petri Nets enable
the analysis of temporal structures of manufacturing
processes. Moreover, complex processes can be modeled
with a high level of clarification which provides the
opportunity for visual analysis. By adding another tuple “C”
to the Petri Net, the Colored Petri Net can be defined where
C is a non-empty set of colors and CS is a set of all color
tokens that can be stored in a place S (Viswanadham &
Narahari, 1987). Colors of token represent their attributes.
Attributes represent data types, show characteristics of semi-
finished parts, indicate process related properties of tokens
or simplify the visualization of complex processes by
differentiating between tokens (Jensen & Kristensen, 2015).

Model Conception

Here a washing machine was considered as a product with
available variants for simulating its assembly process in a
One-Piece-Flow assembly line. The modelling, simulation
and evaluation was conducted according to the simulation
procedures of Banks (1998). The processing logic of the
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simulation is stochastically modeled with Timed and
Colored Petri Nets. Basic assumptions for modeling the
process flow with a Petri Net were:

e Only one person at a time can work at one working
station.

e Overtaking maneuvers should be possible during
assembly. The model applies a performance index
for each person that allows initiating overtaking
procedures. If a person arrives at a working station
where another person with a lower performance
index is already assembling, the assembling person
will finish the task, then wait and let the latter to
overtake.

e There is no shortage in assembled materials.

e For each task, the simulation uses proper task
execution times. As real assembly times are
distributed, a Gaussian distribution of the assembly
times is implemented in the model. In addition,
other distributions can be applied.

Ultimately, the simulation model calculates the assembly
times as follows in equation (1):
tij = OEIJ * SEIij * ti ~ N (ui, 012) (1)
tj = assembly time for employee j at work station i
OE], = overall efficiency index of employee j
SEI; = stationwise efficiency index of employee ; at station i

p; = standard time at station i from working plan
o’ = standard deviation of standard time at station i

The simulation model is based upon the two-dimensional
block layout of the assembly line which was created by using
an open access factory planning PowerPoint tool (Kampker
et al. 2012). The model defines stopping points within the
layout and imports the corresponding MTM-UAS standard
times from a database. This allows for simulating the
assembly of different product variants. Moreover, variants
that happen to not require one process step feature a standard
time of zero for that specific process. This enables the
simulation of mixed model production programs.

Unrealistic accumulations of working persons in spatially
close areas can be avoided by assigning a maximum number
of tolerable persons for certain areas of the assembly line.
The activities of a workstation including overtaking
maneuvers as a subsystem are modeled with Timed Petri
Nets. The Colored Petri Net is used to facilitate visual
analyses of the system, as suggested by Gradisar & Music
(2013). The Petri Net graph is shown in Figure 1.

The Petri Net model then was hard coded in FlexSim 2017 in
a process flow. Features of the software were used to create a
3D model (Figure 2) and integrate the process flow into it.
The model allows to set different parameters for each
simulation run. To do so, input variables like the number of
persons, traveling speed, performance indices and starting
positions of persons as well as shift duration were defined to
simulate different scenarios. In addition, the model
incorporates fixed inputs and disturbance variables.
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Figure 2: 3D simulation model in FlexSim

For verification, validation and testing techniques informal,
static as well as dynamic methods described by Banks
(1998) were employed. For instance, an expert evaluation
was used as informal approach, whereas a semantic analysis
of the source code was conducted as static method. As a
dynamic technique, sensitivity analyses were performed with
respect to the parametrization of the model.

SIMULATION ANALYSIS RESULTS

The system behavior of the assembly line can be explored, as
the input variables can be varied within multiple simulation
runs. However, this paper only presents a range of
simulation results. Moreover, the data has been modified by
applying a fictitious multiplication factor to the results by
means of industrial data protection.

In theory, normalized cycle time is calculated by dividing the
overall work content by the number of persons in a One-
Piece-Flow system (Arzet 2005). This determines the output
of the system. By varying the normalized cycle time, one can
meet the actual cycle time, which is induced by customer
demands.

Yet, it is trivial to understand that the output of the system
will not increase proportionally if one increased the number
of workers incrementally. In fact, the normalized output time
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cannot be reduced to a minimum because no arbitrary high
number of employees can be assigned to a One-Piece-Flow
system. Therefore, the output also will flatten at some point.
With simulation it is possible to determine the number of
workers in the system from which on the output does not
continue to grow proportionally without the physical
existence of the assembly line.

Therefore, the number of employees in the line was
gradually increased and (n = 200) simulation runs were
conducted for every scenario. The output of the system was
tracked in order to determine the point from which on the
output flattens because of the increase in waiting times due
to interpersonal disturbances (Figure 3). By doing so,
statistical conclusions concerning the output can be drawn.
For instance, confidence intervals for the output regarding a
certain assembly scenario can be calculated.

OutputFinal

07S1 s2 s3 sS4 S5 S6 57 S8 S0 510 SIL SI2 S13 S14 S15 S16 S17 S18 S10 S20 S21 522 523 524 §25 526
B 25%-50%-75% T Min-Max  { Mean Confidence Interval

Figure 3: Exploration of possible outputs with respect to the
number of persons in the assembly line (modified data,
simulation analysis conducted with FlexSim)

The simulation approach enables the consideration of
capacity-examinations in an early planning phase. This
supports the decision process when comparing different
assembly concepts. Furthermore, the employees’ ratio of
different activities or the composition of throughput times
can be tracked and analyzed. Simulation may help to
iteratively approximate towards the ideal operating point of a
production system. This facilitates to launch the system in a
more efficient manner.

Evaluation of Assembly Time Distribution Types

Fischer et al. (2005) state that an important consideration
during the design and simulation phase of an industrial
assembly station should be the stochastic nature of assembly
times. Therefore, the question to be answered is which type
of distribution should be used (Fischer et al. 2005). Possible
types of continuous distributions, which can be applied in
simulation, are presented in (Banks 1998). Fischer et al.
(2005) state that the problem during a data collection phase
of a simulation project is that the required parameters for the
often-suggested Normal- or Gamma-distribution are usually
not available. In contrast, the parameters of the beta
distribution were easy to estimate, since they are
characterized by an optimistic, pessimistic and a most
common time value (Fischer et al. 2005; Schlick and
Demissie 2015). Neumann (1975) recommends choosing a



distribution for execution times that fulfils three conditions:
Firstly, the distribution should be steady; secondly, the
resultant activity execution times should be bounded above
and below, and thirdly, the realization of activity execution
times should be concentrated around a certain value. Fischer
et al. (2005) conclude that the beta distribution complies
with these conditions and possesses the additional advantage
of modelling stochastic activity times with the PERT
methodology by using an easy accessible estimation of an
optimistic value (OT), a pessimistic value (PT) and a most
common value (see Figure 4 and also Neumann 1987).
Furthermore, the parametrization of shaping parameters
enables to model non-axially symmetric execution times
(Banks 1998). Finally, Krajewski and Ritzman (1999) also
suggest that this approach is suitable for modelling strongly
scattered operation durations (see also Fischer et al. 2005).

frequency
A

most common value =
local maximum

.

beta distribution

optimistic value = pessimistic value =

lower bound N upper bound
0 oT MT PT time

Figure 4: Modelling beta distributions according to the
PERT methodology (in the style of Fischer et al. 2008)

For modelling assembly times in this simulation approach, a
parametrization of beta distribution was chosen which has a
longer tail to the right side since assembly times will rather
tend to take longer due to disturbances. The symmetric
normal distribution has the drawback that a situation where
an employee assembles faster than standard time has the
same probability as a situation where he needs longer within
a certain absolute value of standard deviation above and
below the mean. Hence, the beta distribution was
parametrized in FlexSim in the following way:

t; = beta(0.75 * ;, 2.00 * w;, 2, 5, default) (6)

p; = standard time at station i from working plan

In order to analyze whether beta distributed assembly times
do effectively affect the simulation results, a comparative
study was conducted and the testing hypothesis were
formulated as follows:

H,: There is no difference between the mean values
of normal and beta distributed assembly times.
H.: There is a difference between the mean values of

normal and beta distributed assembly times.

In this paper, exemplary results for the saturation point of the
assembly system with respect to the number of employees
working in it are presented. On the one hand normally
distributed assembly times were assumed and (n = 200)
simulation runs were conducted. This procedure was
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repeated with the assumption of beta-distributed assembly
times according to equation (6) on the other hand. Figure 5
illustrates the results as total output per shift.
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Figure 5: Comparison of normal and beta distributed
assembly times (modified data, simulation analysis
conducted with FlexSim)

From Figure 5 a significant difference between the two
distribution times may be expected. This can be shown by
means of statistical testing methods. A selection of a suitable
method was conducted according to the approach of Albers
et al. (2009). Due to the consideration of one variable and
the level of measurement, a parametrical test of two
independent samples was conducted as a two-sided t-test.
The calculated p-value (p < 0.0001) is smaller than the
chosen significance alpha level of 0.05, thus the null
hypothesis Hy must be rejected, whereas the alternative
hypothesis H, should be accepted. The risk of rejecting Hy,
even though it may be true, is less than 0.01 %. In
conclusion, the application of beta distributed assembly
times and the chosen parametrization in the simulation does
affect the simulation results in terms of lower output values.
Hence, it is important to further evaluate in field studies
which distribution type describes assembly times in a One-
Piece-Flow system more accurately.

CONCLUSION

This paper presents the approach of simulating a One-Piece-
Flow assembly line at a manufacturer of white goods in
Germany in an early planning phase. The simulation helps to
predict the system’s behavior and enables capacity-
examinations without its physical existence.

It was shown that the chosen parametrization of beta
parametrization leads to a lower system output in
comparison to the parametrization of assembly times as a
normal distribution.

The simulation model makes it possible to examine diverse
questions in an early planning phase. Moreover, the model
can be used in further planning steps to predict the system’s
behavior with an updated data basis in a more accurate way.
However, one must consider that simulation cannot model
human interactions adequately. Especially psychological
influences on working persons are not explicitly modelled.
By employing variances in simulation, uncertainties can at
least be considered. In the end, the results are based on
assumptions that can be discussed controversially.

FUTURE RESEARCH

Simulation enables to apply distributions of process times;
hence, results that are more realistic can be achieved in



comparison to calculations which employ fixed standard
times. However, further research should evaluate whether a
beta distribution approximates assembly times in a One-
Piece-Flow system more accurately than a normal
distribution. This may be achieved with time studies for such
assembly systems.

Finally, it is possible to parametrize and validate the model
more precisely with empirical values after implementing the
assembly line. In this regard, the simulation results may also
be practically validated as well as a simulation tool can be
used as an operative planning tool to forecast the output
before shift start. If an automated tracking system was
implemented, the production manager could simultaneously
track the position of the product and therefore display the
assembly progress within the simulation model in real-time.
With regard to the field of industry 4.0, the assembly status
would always be accessible, transparent and even
predictable. Future research will focus on different working
modes of a One-Piece-Flow system, as it can also be run
whist dividing the overall work content into segments that
are assigned to different employees respectively. Moreover,
it is possible to evaluate whether these segments should be
assigned to working groups that may support each other in
terms of cooperative work when a group happens to have
lots of products in the waiting queue of their line segment.
Simulation will further be explored as a method for
designing work systems in a participative way. In this
context, virtual reality (VR) technology can be used to
directly visualize planning results of workshops with
employees in a VR-environment. Ergonomic assessment
methods will be integrated into the simulation model in order
to analyze the ergonomic implications for working persons
in an early planning phase. Furthermore, web based
simulation approaches will be evaluated to enable small and
medium-size companies to tackle the digital transformation
of their planning processes.
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ABSTRACT

The label printing and packaging industry has a rapidly
growing and evolving market in the world. The most
important aim of the companies is to accomplish the
demand and expectations of the customers in the market.
Label printing houses have to improve their production
processes to produce fast and good quality products. In
this paper, system performance was analyzed and
remedial solutions were sought for a company, which is
active under variable demand conditions. Aim of this
study is identifying bottlenecks, balancing production
lines and improving system efficiency by using
simulation. A conceptual model was created including
two main production lines and a discrete event simulation
model was created at Arena software. After validation
and verification steps scenario analysis were conducted
and solutions for production problems and improvement
suggestions were made to the management of the
company.

1. INTRODUCTION

Etisan co. is one of the most popular and biggest label
printing houses in Turkey. It was founded in 1971.
Shortly after, it started producing a variety of products
including all kinds of adhesive and sleeve shrink labels.
The Company has one R200 letterpress printing machine,
two Gallus EM 410S Flexo printing machines, two
Rotoflex cutting machines and a quality control machine
in the main line. The company also has a HCI Sleeve
shrink agglutination sheeter and quality control machines
in sleeve shrink line. The main purpose and motivation of
the study is increasing the throughput of the factory as
company management requested. Because of the complex
structure of label demands, simulation is the preferred
method for label printing process. The products were
grouped according to their production technic, order
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arrival times, order quantities, deadlines, production
times; and time to failures, failures down times were
analyzed. Studies found during literature survey, that are
using simulation at the label printing production
environment are “JIT Performance In a Printing Shop
(Patterson, et al., 2002)”, “Product Development Process
Modeling Using Advanced simulation (Cho & Eppinger,
2001)”, “Simulation Modeling And Analysis Of A New
Mixed Model Production Lines (Hasgiil & Biiyiiksiinetci,
2005)”, “Discrete Event Simulation As An Aid In
Conceptual Design Of Manufacturing Systems (Jidgstam
& Klingstam, 2002)”, and “Process And Quality
Improvement Using Work Methods And Simulation
(Olcar, 2014)”

2. METHODOLOGY

Simulation refers to broad collection of methods and
applications to mimic the behavior of real systems
usually on a computer with appropriate software (Kelton,
et al., 2010). Discrete event simulation was preferred as a
suitable method for label printing process because of the
complex structure of demand and production.
Suggestions and solutions that provide the increasing
productivity were intended by using simulation method.
Steps in Simulation study are described at Figure 1
(Banks, 1999).

In this study, all production data during one year was
investigated. Model was constructed according to
principles of 24-hour non-stop 3-shift production system.
To perform simulation study, Rockwell Automation
Arena 14.0 Simulation Software was used. The Arena
simulation program works with an object-oriented design
to create a visual model. The simulators are machine,
operator, and material handling systems and so on. They
work with visual objects called modules to identify
system components. The Arena works with SIMAN
simulation language in a structure (Takus & Profozich,
1997). We consider simulation to include both the
construction of the model and the experimental use of the
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Figure 1: Simulation Steps

model for studying a problem. Thus, we can think of
simulation modeling as an experimental and applied
methodology, which seeks to:

e Describe the behavior of a system.

e Use the model to predict future behavior, i.e. the
effects that will be produced by changes in the system
or in its method of operation (Shannon, 1998).

3. APPLICATION

3.1. Problem Definition

The first step in model building is to examine the
problem itself (Altiok & Melamed, 2007). According to
first observations, demand cannot be met adequately;
product delivery times were failed. The main reason for
these problems was imbalanced production between
printing and the quality control lines. The bottom line is
long queues, errors and delays of orders causing lost
customers and fines. In turn, any delay experienced in
deliver time and unmet customer demands cause loss of
new orders and decrease of competition power at the
sector.
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3.2. Setting of Objectives

For the simulation study, a set of targets can be created
based on problem definitions. Such targets represent the
main purpose of working by establishing criteria (El-Haik
& Al-Aomar, 20006).

3.3. System Definition and Model
Conceptualization

Conceptual modeling is the abstraction of a simulation
model from the part of the real world it is representing
‘the real system’. A non-software specific description of
the computer simulation model (that will be, is or has
been developed) describing the objectives, inputs,
outputs, content, assumptions and simplifications of the
model (Robinson, 2011).

In pre-press phase raw material (Self-adhesive material
and PET, PVC Sleeve Shrink), UV letterpress or UV
Flexo inks, other printing supplies are generally stored in
the company warehouse. Graphic artwork and plates
preparation processes are made in facility. Raw material
needs are met within maximum one day. Production
processes are investigated as three processes:

1-  Pre-press process
2- Printing process
3- Cutting, slicing and Quality Control process

(Figure A and Figure B)

Orders were separated into main groups according to
their printing technics. Arrival times, order amounts and
printing technics were analyzed.

Consecutive orders were analyzed because sometimes the
same products (variant) and sometimes, different product
orders come into production department and this totally
effects preparation and setup times, because of the
printing technics and color settings. At the planning
department, work orders are created for every product
order and orders should be separated into three categories
as a new, revised or repeating order. Because of the short
time durations of graphic study for orders and it does not
cause delays for production processes, graphic process
was excluded from the model. When orders arrives, two
work orders are created by planning department; one for
the warehouse in order to prepare raw materials and the
one for the cliché department for plates. Because of the
short preparation time of R200 letterpress plates, it was
assumed zero and it does not cause delays. Therefore,
preparation process of letterpress plates was excluded
from the model. On the other hand, Flexo plate process
was taken into consideration. Because, plate preparation
time of this machine depends on how many plates will be
exposed.
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A work order is scheduled only when its raw materials
and plates are ready. There are two Flexo machines in
Flexo line. One of them has nine color units and one die
cut unit and the other one has eight color units plus one
die cut unit. Beyond that, two machines have different
printing capabilities in terms of printing techniques. R200
machine has one letterpress machine. Lower-quality or
low-volume jobs are printed on R200 letterpress machine.
Gallus R200 Letterpress machine has eight color units,
and varnish unit, also a die cut unit. Management of
company decides which jobs are printed on Letterpress
machine or Flexo machines according to their costing:

e Nine colors labels, sleeve shrinks, hot foil labels
(generally all of them accepted nine colors labels),
and Piggyback labels can be printed on Flexo 1
machine.

e FEight colors labels, Silk screen labels with eight
colors (generally printed on Flexo 2 because of its silk
screen printing performance)

e FEight colors (plus extra varnish) labels can be printed
on R200 letterpress. The products of the same order
that are completed in pre-press are printed
sequentially.

When partial work orders of same order are come to
production line, they are taken consecutively otherwise
orders follow FIFO principle. Printing process is
separated into three phases:

e Machine Preparation
e Set-up
e Production

Machine Preparation is the operation that is performed on
machine configuration. Preparation times vary according
to printing technique used, number of colors, changes of
colors and color units. Since this is a complex and very
time-consuming job, it needed the most attention during
data preparation stage as will be explained in the next
part of this paper.

Following the preparation phase, set-up phase begins. At
this phase, the crosses of each plate on rollers of machine
are placed on top of each other, and colors are set
according to confirmed customer cromolyn. It is observed
that in some cases, this operation consumes a lot of effort
and time of the workers and it is totally varying whether
if job is a repeating, new, revised job and the number of
colors. Production time depends on the velocity of
machines and the size of work order (in meters). Velocity
of machines also depends on number of the colors and
printing technique used. During our observation, some
problems are observed causing downtimes. These causes
were grouped as follows:



e Production downtimes due to problems caused by raw
materials.

e Production downtimes due to problems caused by
plates die cut punch or knife.

e Production downtimes due to problems caused by
failures.

e Production downtimes due to problems caused by job
confirmation.

e Production downtimes due to problems caused by
Test cases.

After printing operation, finished rolls are taken to the
quality control area for slicing and quality control
processes. Sleeve shrinks are taken to HCI agglutination
and quality control machines. In some cases, orders go to
sheeter machine, if the customer specifically requests it.
After printing, self- adhesive rolls are taken to the queue
of Rotoflex machines according to their width for slicing.
Rolls that are greater than 330 mm width are taken into
the queue of Rotoflex 430, and the others are taken to
queue of Rotoflex 330. Slicing and quality control times
vary according to lengths of rolls and velocity of
machines. Extracting defective products, shaving roll
edge, burr debugging are decreasing the -capacity.
Downtimes in HCI line were neglected, since they are
extremely rare according to supervisor and not observed
during data collection.

3.4. Data Collection and Data Analysis

Data collection is necessary for estimation of model input
parameters. The assumptions can be formulated from
distributions of random variables. Even if the data is
incomplete, it may be possible to specify the parameter
ranges, and all of the input parameters in this range may
be simulated using some of them. Data collection is also
necessary for verification (Altiok & Melamed, 2007).
The procedure includes the following steps:

e Step 1: Plot the data

Use a histogram and summary statistics to determine
the general characteristics of the underlying
distribution:

e Step 2: Select a family of distributions.

Use the results of step 1 to select a set of “reasonable”
distributions. Fit each distribution to the data
observed and estimate the distribution parameters.

o Step 3: Select the best distribution.

Determine which of the fitted distributions best
represents the data observed using one or more
appropriate statistics.
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o Step 4: Check the distribution quality.

Determine the distribution goodness of fit using:
Chi-square test

Kolmogorov—Smirnov test

Anderson—Darling test

Arena Input Analyzer coming with Rockwell Automation
Arena 14.0 simulation package was used in order to
determine the most appropriate probability distributions
for collected data. While determining the distribution for
each process and transaction an elaborated input analysis
including Kolmogorov-Smirnov and Chi-square tests
were used. The appropriated distributions were used at
the simulation, only if test results were complimented
with the appropriate P-value ANOVA analysis was
conducted on in order to understand whether there is a
difference between days order units. In addition, orders
were analyzed separately as orders include variant non-
variant and first-time product orders. Order quantities
were defined as probability distributions of each order
type for each system. Number of colors and demand
deadlines were analyzed and for each product of each
order. Work orders were separated into number of colors
and order quantities were analyzed (in meters). Number
of plates that should be exposed for revised and first-time
orders and their exposure times were analyzed.
Production times for each machine were analyzed and
distributions  were defined. Printing  machine’s
preparation times were analyzed in two categories:

e Because of color changes, preparation time analysis in
the same configuration on the machine.

e Because of color changes, preparation time analysis in
the different configuration on the machine.

Set up times were found for each order type (revise,
repeat, first-time order) by the number of colors used.
After setup times, machine production rates were
examined based on each system and the number of colors
used. Interval times of failures and maintenance time
lengths were analyzed.

3.5. Model Translation

Briefly, a model is constructed with the appropriate
simulation language (Shannon, 1998). Model was
constructed by using Rockwell Automation Arena 14.0
Simulation Software.

3.6. Verification

Verification is ensuring that the model is correctly
transferred to the computer environment and that the
application is correct (Sargent, 2011). In order to verify
the model, we simply check to see if the model is



behaving as expected (El-Haik & Al-Aomar, 2006).
During, the study period with the help of the variables
used, model was observed and errors were extracted. The
model outputs were examined in detail. Also for model
validation, another expert approval has been obtained (El-
Haik & Al-Aomar, 2006). Verification was done clearly
for this model.

3.7. Validation

Validation is the process of ascertaining that a model is
an acceptable representation of the "real world" system.
The validation process is concerned with establishing the
confidence that the end user will have on the model.
Some critical questions to ask during this stage are; does
the model adequately represent the relationships of the
"real" system? And, is the model generated output
"typical" of the real system? (Centeno, 1996). WIP plot
diagrams were created and analyzed for 10 runs. At the
end of the analysis of WIP, warm-up period of 15 days
came to stable condition accepted as warm-up period.
Epsilon value was accepted as 10 and numbers of
finished work orders were analyzed.

The worst-case error was considered as; ‘“worst-case
error” <e (Table 1)

The worst-case error =

|Real system value - (Average - Halfwidth)| 1)
Table 1: For 100 Runs Total Finished Work Orders and
Confidence Interval
B Category Overview Hazin 2,206
VasraonisA Repiian
Etisan |

Repleafons:. 100 TmeUsi  Minules

User Specified
Counter
Cowd L Hmm Vb
hep BN sep Buags
Sien pim se sags B4 [ f

For 100 runs, the worst-case error conditions were
provided:
398,2-(397,14-7,87)=8,93
8,93<10

Total output (pcs) T-test

Moreover, T-Test was performed for total outputs
(finished work orders).
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o =5— (2)
IR
From 2 we can find:
to = |—0,26668|
0,26668 < 1,98
§ = Ykl 3)
s
B(5) @)

From 3 and 4 we can find:
a = 0,05 With double-sided tail test and from (OC)
Curve; B (0,25)= 0,20 then

1-B (power of test) = 0,80 value was accepted enough for
power of test (Banks, et al., 2005).

In T -test of total number of finished work orders. It was
accepted that model represents actual system with
probability of % 95 for 100 runs.

Time spent in the system for work orders (min)
T-test

In addition, the time spent in the system for work orders
were analyzed.

[y — pol =1000 is accepted as critical value
to = 1—0,68]
0,68 < 1,98
B(0,28)= 0,20

1-B (power of test) =0, 80

In T-test of time spent in the system for work orders, it
was accepted that model represent actual system with
probability of % 95 for 100 runs.

4. SCENARIOS

In the output analysis, the analysis of the simulation
outputs is performed to understand the system behavior.
These outputs are used to obtain determinations about the
behavior of the real system. At this stage, visualization
tools can be used to help. The aim of visualization is to
provide a better understanding of the actual system under
investigation and to facilitate the examination of the large
numerical data set produced in the simulation run
(Wainer, 2009). To find a solution for order delay and
bottleneck problems, two scenarios were created:

Scenario A: The least deadline ranking method was used
where orders to be delivered first were processed first
instead of FIFO.



Scenario B: The least deadline ranking method with
consideration of order quantities ranking method was
used in mixture model. At this scenario shortest delivery
date work orders has priority in plate exposure process
for printing processes and smallest quantity work orders
has priority in quality control and slicing machines of
Rotoflex line and HCI .

The assumptions were made for testing the difference
between two averages is performed as follows (Kelton, et
al., 2010) :

e Samples are independent.

e There is no relationship between the elements in
the samples

e Variances of populations where the samples
were picked up from are unknown and not equal.

b - =% -7, F St
7,7, = Y1~ Y, + t“/Z,V' R_1+R_2 (5)

From 5 we perform T-test

T-test performed to Scenario A and Scenario B for Flexo
line (Number of delayed work orders)

Cly, 7, = (14.35,39.22)

Scenario B, with the probability of 95%, it shows an
improvement in terms of delayed work.

T-test performed to Scenario A and Scenario B for Flexo
line (the time-minute spent in the system)

Cly, _y, = (1797.034, 3542.186)

Scenario B, with probability of 95%, it showed provided
an improvement for the time spent in the system (Table
2). Time spent of work orders in the system, number of
delayed work orders was analyzed, and as we can see on
Table 2, there is no significant increase in outputs of
system. However, with available resources we can easily
recognize decreases in number of delayed work orders
and time spent.

5. CONCLUSION

An improvement was observed at the mixture strategy;
number of delayed work orders decreased from 25% to
10% in Flexo line, and 19% to 8% in R200 line. In
addition, %24 reduction in time spent in the system was
observed for Flexo line work orders.
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Table 2: Comparison of the Performance Measurement Basic

Models and Scenarios

Basic Scenario | Scenario
Performance Parameters | Model A B
Number of Total Outputs | 397.14 | 408.49 405.48
Number of Outputs of
Flexo line 293.95 [303.32 303.38
Number of Orders
deliveried on time Flexo
line 220.41 245.49 272.34
Number of Delayed orders
Flexo line 73.54 57.83 31.0400
Number of Outputs of
R200 line 103.19 105.17 102.10
Number of Orders
deliveried on time R200
line 82.63 97.43 93.1500
Number of Delayed orders
R200 line 20.56 7.74 8.9500
Duration of stay in the
system for Flexo work
orders 7485.45 | 8339.44 5669.80
Duration of stay in the
system for R200 work
orders 6803.64 | 4832.72 4224.19
Flexo 1 Scheduled
Resource Usage 0.9947 1.0201 1.0335
Flexo 2 Scheduled
Resource Usage 0.7750 10.7960 0.8244
R200 Scheduled Resource
Usage 0.6543 [ 0.6616 0.8110
Rotoflex 1  Scheduled
Resource Usage 0.7186 |0.7524 0.7441
Rotoflex 2  Scheduled
Resource Usage 0.8150 |0.8264 0.8114
Flexo 1 Number of
Waiting 5.5289 | 5.5347 6.5647
Flexo 2 Number of
Waiting 3.8688 | 4.1896 4.2237
Quality control and slicing
queue | Number of
Waiting 7.7485 8.3406 3.7737
Quality control and slicing
queue 2 Number of
Waiting 9.8617 | 9.2639 4.4180
R200.Queue Number of
Waiting 3.5849 | 4.4951 3.5630
Flexo 1 line. Queue
Waiting Time 2713.94 |2832.32 3127.57
Flexo 2 line. Queue
Waiting Time 2276.719 |2413.32 2350.73
Quality control and slicing
queuel Waiting time 3668.30 | 3813.45 1645.87
Quality control and slicing
queuel Waiting time 3622,77 | 3289.83 1320.51
R200 Machine line.Queue
Waiting Time 2685.64 |3225.43 2388.69




A % 37 reduction for time spent in system for R200 line
work orders was observed. This simulation study with
integrated planning process showed that a significant
amount of improvement is possible without any
investment.

As a result, especially in the study, planning phases
became very important. Because work orders were being
taken to productions processes without knowledge of
about priority and deadlines of the orders. Work orders
were being taken to the processes randomly or with the
first in, first out method. The proposed plan has been
implemented by the management and FIFO
methodologies abandoned. Mixed sorting methodology in
which orders are sorted by date of delivery in plate
preparation process and printing process has been used.
In addition, the method in which orders with less quantity
are sorted first has been used in ROTOFLEX line.
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KEYWORDS matically and practicable methods are needed to sup-
Discrete Event Simulation, Maintenance Management, port decision makers (Neubacher et al. 2016).
Hiarachical, Decision Support System The advancement of condition-monitoring, forecasting
and prediction has significantly shifted the field from
ABSTRACT Corrective Maintenance (CM) to Preventive Mainte-
nance (PM). Wang (2002) compared several mainte-
Reliability and availability of machines are crucial for nance policies and stated their advantages and disad-

vantages. Additionally, it is mentioned that a efficient

tions are the key. Due to the advancement of condition maintenance strategy incorporates more than one pol-
monitoring and predictive analytics more information is icy.  Though, huge and highly responsive firefighting
available and the field shifts from corrective to preven- units have become obsolete, as tasks can more often be
tive task fulfillment. Nevertheless, well trained experts scheduled in advance and capacities can be aligned.
are rare and responsible for different machines at the As a result of the high degree of automation, the ratio
same time. Most experts have already identified that of machines to human workforce is often high. Con-
the sequence of task execution could heavily influence sequently. workers have to inspect and monitor many
the production output. However, in practice only sim- machines at the same time. The prioritization of work-
ple heuristics are used, yet they still improve the perfor- orders becomes a crucial task, as the sequence of ex-
mance significantly. The question arise if a prioritization ecution could have a significant impact on the perfor-
of work orders could be further enhance using bottleneck mance of the system. A random execution might poten-
detection methods. To show the potential of these tech- tially extend the downtime, cause losses and decrease
niques, a simulation based study is conducted. First, the overall efficiency of production facilities. The im-
the reliabilities of selected bottleneck detection meth- portance of task prioritization is already recognized in
ods are tested on a simplified line model. Second, the industrial communities and most of them have inter-
performances of all prioritization policies are evaluated nal policies to determine the optimal sequence. Since
and compared using a real industrial use case. Con- there are so many aspects that have to be considered
trary to the expectations, a simple heuristics has shown when determining priorities, policies make usually use
a good performance. Nevertheless, applying the Active of heuristic rules or common sense derived from human
Period Method has significantly outperformed the other expert knowledge (Yang et al. 2006).

approaches and the bottleneck ranking has proven to be These heuristics perform very good for simple produc-

a very good indicator to prioritize work orders. tion lines, but as the complexity rise, they can lead to
non-optimal or even bad decisions. Therefore, this paper

INTRODUCTION first investigates common bottleneck detection methods
and proposes to use these approaches to prioritize tasks.
The reliability of these bottleneck detection methods is
evaluated on a simply simulation model. Additionally
the prioritization policies will be tested using a simula-
tion of a real production line layout!. Finally the paper
concludes with a recap and a recommendation for task
prioritization policies.

an efficient manufacturer and great maintenance opera-

Manufacturers have to secure high-quality products and
low costs to stay competitive. These competing goals
can be achieved if machines are efficiently utilized and
in perfect condition. The complexity of automatized
production facilities requires much effort in maintenance
planning. However, as new trends strive towards flexible
production systems, the complexity is going to rise dra- IThis paper is based on the master’s project of Elmer (2017)
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MAINTENANCE PLANNING

According to EN 13306:2010-10-01 (2010), the term
maintenance is defined as a combination of all techni-
cal, administrative and managerial actions during the
life cycle of an item intended to retain it in, or restore it
to, a state in which it can perform the required function.
Following this definition, there is way more to consider
beside the actual repair task. An efficient maintenance
planning and control systems includes various areas. Job
Planning and Ezecution manages all preventive and cor-
rective maintenance tasks and considers task scheduling,
capacity and cost planning. Asset management handles
historical and actual data or information about all as-
sets. Material Management is necessary to keep track
of spare parts and other components that are needed to
ensure the availability of assets. Resource management
manages personal and operating resources to carry out
relevant function. Finally, Analysis and Reporting is
used to enhance the maintenance by documenting re-
pair tasks and enables statistics for further planning.
However, all activities have to be aligned in order to
secure low maintenance costs and less downtime. Es-
pecially the costs for not-availability can have a signif-
icant impact and are hard to predict. To measure the
availability, two common metrics are used, the Mean
Time Between Failure (MTBF) and Mean Time to Re-
pair (MTTR). During the normal operation a machine
can be either in production, Starved, Blocked or in a
Failure Mode. With exception of the last, all remaining
states are considered to be active. Thereby, the MTBF
summarize only the active states and represents an av-
erage period between two failures.

> Operation Time
Number of Machine Failures

MTBF = (1)
In contrast, the MTTR expresses the average period of a
downtime and does inherently consider often more than
just the repair activity itself. More precisely, an unpre-
dicted breakdown often leads to a much longer downtime
as a planned shutdown. In case of the sudden disrup-
tion, an operator needs to recognize and diagnose the
failure. Additionally, the needed spare parts have to be
gathered and afterwards the machine needs to be tested.

> Repair Time

MTTR =
Number of Repairs

(2)

The sum of MTTR and MTBF is the Planned Produc-
tion Time, which is used to define the inherent availabil-
ity of a single machine (Ebeling 2009). The most impor-
tant key performance indicator in maintenance manage-
ment is the Overall Equipment Effectivenenss (OEE),
which allows an objective evaluation of production sys-
tems. In order to calculate this factor, the availability is
multiplied by the Performance Efficiency and a Quality
Rate. While the first factor considers losses during the
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production process, the second is a ratio of parts that
passes the quality inspection and those not.

Despite the straightforward calculation for a single ma-
chine, this indicator cannot be aggregated along entire
production lines. Especially, because such systems of-
ten consist of many different machines, which are linked
to each other by rigid or flexible transportation devices.
As a result of this linkage and cascading effects, a single
machine breakdown can amplify its impact on the per-
formance of the production line. In general a bottleneck
machine limits the throughput and every stop of this en-
tity will directly influence the performance. Commonly,
a static bottleneck can be identified as the machine with
the longest cycle time. But, resulting from the pre-
viously mentioned cascading effects, a single machine
breakdown could drain or fill buffers and the bottleneck
will be forced to stop. Furthermore, due to stochastic
behavior and breakdowns the actual bottleneck machine
varies over time (Roser et al. 2003). As a result of this
situation, a decision which maintenance task should be
executed first has to be reevaluated every time a new
work order arises, or the bottleneck shifts. Depending
on the number of machines and frequency of failure oc-
currence, this procedure can be very complicated and
time consuming. But still, the task assignment is just
one area of maintenance planning and other aspects have
to be considered as well. But an efficient task prioritiza-
tion with a focus on bottleneck situations can support
the decision making process significantly.

PRIORITIZATION POLICIES

This paper aims for a practicable, quantitative method
to assign priorities and support decision makers. But
first, it is crucial to identify a measurable criteria to
evaluate the performance of prioritization policies. Ac-
cording to Wang (2002) common criteria are the min-
imization of costs, failure rate and downtime, or the
maximization of availability and reliability. As some
production facilities are working with a make-to-order
policy a maximization of throughput does not necessar-
ily make sense. Therefore, we added a maximization
of the degree of logistic or demand fulfillment. Nev-
ertheless, for the final experiments the improvement of
throughput is used to compare the performance of dif-
ferent prioritization policies.

In this section three prioritization policies are explained
and their advantages and disadvantages are stated.
First the First-In, First-Out policy is mentioned. De-
spite this is no real prioritization strategy, it is fre-
quently used, if no other approach is available. Second,
some Heuristic Methods are explained, because they are
often used by decision makers in practice. Finally, the
proposed Dynamic Bottleneck Detection Methods are ex-
plained and compared regarding their practicability to
prioritize maintenance work orders.



First-In, First-Out (FIFO)

This method originated as a service policy in queuing
theory, which states that requests are processed in the
order they arrive. Despite it is not a real policy in main-
tenance management, it is often common practice that
corrective repair actions are executed using this policy
if no other rules are applied. For the remainder of this
section, the FIFO Method will be used as a baseline
to compare the performance of other policies. Further-
more, if other prioritization lead to the same priority
for different tasks the work orders will executed follow-
ing the FIFO principle.

Heuristic Methods

In practice, maintenance units already know that a
FIFO strategy is no efficient way to schedule all mainte-
nance tasks. Based on insight and understanding of the
system, most workers are capable to prioritize tasks even
without a sophisticated prioritization method. The fol-
lowing approaches are easy to apply since all required
data is easily accessible. Although, these methods do
not provide much information about the actual perfor-
mance of machines and cannot be used to reliably detect
bottlenecks.

Part-Out-Part-Out Time

This is often called the true cycle time and defines the
timespan from a part leaving the machine until the exit
of the following part. Therefore, this true cycle time
does also take machine failure, blocking and starving
activities into account. Despite this very simple mech-
anism, it is often very complicated to calculate the true
cycle time of a machine, due to the stochastic effects
within the production line. In order to have statistical
confidence, an approach is to record a set of production
cycles and define an expected value as a suitable true cy-
cle time. A big drawback of this methodology is that it
does not differ between internal (blocking and starving)
or external (failure) reasons.

Availability

This method is commonly used in practice, as most IT-
Systems do already provide the required informations
for decision makers. A machine is available if it is ca-
pable to produce during the planned production period.
That means that the only state that reduces the avail-
ability is a breakdown. Equation (1) and (2) can be
used to calculate the availability (3).

MTBF

Awvailablility = VTBF + MTTR

3)

The biggest drawback of this method is that it does not
take into account any effects caused by the dynamic be-
havior of the production line. For instance, if a machine
is frequently blocked because its successor has a much
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higher cycle time, the effective performance of this ma-
chine decreases significantly, but the availability does
not. Therefore, a change of the availability is a good
indicator to evaluate the effectiveness of maintenance
management, but not to estimate the performance of
the machine itself.

Redundancy

If there are many machines executing the same proce-
dure within a production system, the number of such
redundant machines can be used to prioritize mainte-
nance tasks. The big advantage is that there is still a
production flow, if a redundant machine is switched off,
in contrast to a complete stop, when a single machine
is down. An simulation based experiment conducted by
Neubacher et al. (2016) shows that it is possible to es-
timate the impact of a single machine downtime on the
performance, even for flexible production systems. How-
ever, this approach is very time consuming and conse-
quently not practicable to prioritize every maintenance
task in real-time. Despite this drawback, the results
confirmed that a basic prioritizing can be done by using
the cycle time and the number of redundant machines.
In practice these heuristic methods are often combined
together. However, with the rise of the digitalization
much more information is available and more data can
be processed in real-time.

Dynamic Bottleneck Detection

The aim of the following section is dynamically identify
the bottlenecks and assign the corresponding priority
to work orders for these machines. The basic concept
behind is that an enhancement of a non-bottleneck ma-
chine will have a lower impact on the overall system
improvement, as a change on the bottleneck machine.
The following equation shows a mathematical formu-
lation for the bottleneck definition. AT Py, ; is the
system’s throughput increment which is caused by an
improvement of machine i and ATP; is the single ma-
chine’s throughput increment.

ATPgys1 AT Psys2
ATP, ° ATP, °

@maz = max ( ATPS:ySYn) (4)

ATP,

According to (4) a bottleneck can be identified as the
machine with the highest sensitivity value ©,,4, (Chang
et al. 2006). Nevertheless, this bottleneck can change
over time and priorities have to be adapted accordingly.

Blocking € Starving Probability

The previous mentioned static bottleneck detection
method is very precise, but it has the big disadvantage
that it is not possible to determine a bottleneck based
on real-time production data. Therefore the first pro-
posed method uses the probability that a machine will
be blocked or starved to identify the limiting entity of
a production system. Generally, a bottleneck will cause



all preceding (upstream) machines to be blocked and all
succeeding (downstream) machines to be starved. Ac-
cording to Kuo et al. (1996), arrows can be assigned to
indicate the direction in which to bottleneck is located.
For instance, if the blockage of a machine is greater than
the starvation probability of the next downstream ma-
chine, the bottleneck is located downstream the line.

TBj > TSj+1 ,n—1 (5)
In contrast, if the blockage is smaller the starvation prob
of the downstream machine, the bottleneck is located
upstream the line.

j:]_’...

TBj<TSj+1 _]:].,77171 (6)
Following this mechanism, the bottleneck can be iden-
tified, if two arrows are pointing towards a machine. In
case of multiple bottlenecks within a production system,
Kuo et al. (1996) introduced a Bottleneck Severity to
define a primary bottleneck. In case of redundancy, the
method uses average values of the blocking and starv-
ing probability of the machines within an Operation Se-
quence (OS).

For complex production systems Li et al. (2007) intro-
duced another bottleneck detection method, which is
also based on the blocking and starving probability. In
contrast to the method of Kuo et al. (1996), they an-
alyzed trends and identified the bottleneck as a turn-
ing point between blockage and starvation. For cases
of multiple bottlenecks, they used a bottleneck index I
to identify the primary bottleneck. The advantages and
disadvantages of this method are explained during the
simulation based comparison in the following section.

Active Period Method

The underlying idea of this method is that the longer an
entity is working without interruptions, the more likely
it is the bottleneck of the system. Therefore, the actual
bottleneck of a production system is the machine which
has the longest uninterrupted active period at this point
in time. Therefore this method is suitable to detect
and monitor the momentary bottlenecks as well as the
shifting bottlenecks at any time (Roser et al. 2001).
The first step of this method is to classify all possible
states of an entity into active or inactive. As illustrated
in table 1, this method can be used for many different
purposes and systems. However, for manufacturing ma-
chines the active states are processing, repair, changing
tools, and service. Only the starved and blocked states
are classified as inactive. The greatest benefit of this
method is that it does not need any information about
the structure of the system.

Most conventional methods calculate the percentage of
production time, but this approach tracks the duration
of an active state of a machine. Remarkably, this period
is not interrupted by a repair or a tool change, only by
waiting activities, such as blocking and starving.
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Table 1: States of System Entities

Entity [ Active States [ Inactive States

Machine Processing, Repair, | Starved,
Service, Tool-change Blocked

AGV Moving to location, | Waiting
Recharging, Repair

Human Worker | Working, Recovering Waiting

Supply Obtaining new part Blocked

Output Removing Part Waiting

To determine the actual bottleneck of a system the ac-
tive durations of all machines will be compared. If
there are more entities active in a system, the bottle-
neck for the current period has to be the machine with
the longest uninterrupted active period.

Over a certain period of observations, a machine ¢ has
n active periods of which each period has a duration
of a; ;. This results in a set of durations A; for each
machine:

s @it (7)

The Average Active Period (AAP) of a machine ¢ over
this period of observations is calculated as follows:

_ 2= iy

n

Ai ={aj1, a5,

a; (8)
Following this steps, the machine with the longest aver-
age period @; is identified as the current bottleneck of
the system. Roser et al. (2001) stated that this mecha-
nism works reliable for steady state production systems.
To determine shifting bottlenecks, the method has to be
enhanced to identify overlapping phases of two active
entities. During this period no unique bottleneck is in
the system and both machines will be denoted as shift-
ing bottlenecks. In order to explain this concept the
following example is used.

Table 2 shows a production data for a period of 9 ob-
servations. I order to transform this production data,
i is set to be the number of machines and j to be the
number of observations. This production data is trans-
formed in a state matrix A, with 4 columns and j rows:

Table 2: Production Data for 9 Observations

t | M1 | M2 | M3

0 Produce Starved Starved
1 Repair Starved Starved
2 Produce Produce Starved
3 Blocked Tool Change Produce
4 Blocked Produce Produce
5 Produce Starved Starved
6 Produce Starved Produce
7 Produce Produce Starved
8 Blocked Produce Produce




111001110

A=10 0 1 1 1 0 0 1 1 (9)
000110101

In the next step the values from (9) have to be accumu-

lated to get the current duration b; ; of the active period
of each machine.

bij = aij* (bij-1+1) (10)

Bye applying (10) on (9) a accumulated state matrix B
is calculated.

1230071230
B=|00123001 2 (11)
0001207101

In order to determine the bottleneck of the system, the
machine with the longest active duration b; ; has to be
identified in each time step. If a machine has the longest
accumulated active period, the value ¢; ; will be set to
1 in the bottleneck matrix C.

11100111
00111001
00 0 O0O0OO0OO0OTUO0ODSO

As illustrated in the bottleneck matrix ', in the third
and eighth time step, two machines are determined as
bottlenecks. In order to distinguish between a sole and
a shifting bottleneck, further steps are necessary.

The proposed approach uses the Accumulated State Ma-
triz B (9) and (3) to calculated the AAP. In this case
the machine with the longest active duration a; is as-
signed a priority value of 1 and the other machines ac-
cording to their active period related to the longest @;.

0
C = 1 (12)

System Sensitivity Analysis

In terms of accuracy, this method is the best of all in-
vestigated methods. Hence, it is often used to validate
other bottleneck detection methods, but seldom used in
practice. The big disadvantage of this approach is that
it requires the use of simulation and multiple runs. Con-
sequently, every time a bottleneck needs to be detected,
an experiment has to be conducted and requires actual
system parameters (e.g. buffer levels, cycle times,...).
Nevertheless, a simulation model is created in order to
evaluate the reliability of the previous explained bottle-
neck detection methods.

Additional Factors

In order to transform the bottleneck detection to a pri-
oritization algorithm several additional factors have to
be considered. However, it should be noted that a vari-
ation of these values can influence the prioritization and
consequently the production system’s performance sig-
nificantly. A comprehensive analysis of the impact of
each parameter is beyond the scope of this paper, but
in order to give a short insight the most relevant effects
are mentioned.
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Time of Observation

For all scenarios the period of observation will have a
great impact. If the sample is very long, the bottleneck
detection will focus on long term bottlenecks and strive
towards a static bottleneck detection for stochastic sys-
tems with less variance. The first simulation runs indi-
cated that T, is a very critical factor and if the period
is to short, uncritical machines might be preferred.

Priority Increase Factor
If a production line is tremendously understaffed, some
work orders could decay in the queue. Therefore, dy-
namic priority increase factors are common for many
services, but - to the knowledge of the author - the influ-
ence on the prioritization policy for maintenance tasks
has not been investigated yet. Therefore, we add p;,. as
a linear priority increase for outstanding repair orders.
Preal = Pcalc + Pinc * (tassign - tbreakdown) (13)
The first experiments have shown that this value is
strongly dependent on the period of observations. If
T,ps is very long, non-bottleneck machines will receive
not enough priority and the overall performance drops.
Several experiments were conducted to find an optimal
gradient p;,.. Following the findings of Neubacher et al.
(2016), the impact of an hour of downtime is likely to
vary considerably, depending on the number of redun-
dant machines. Nevertheless, in the course of the follow-
ing comparison the same gradient is set for all machines.

Prioritization Frequency

This factor determines how often the priority is evalu-
ated. In practice, it could be performed every time a
new breakdown occurs, or a work order has to be sched-
uled. But, as the execution of the algorithm takes a
short amount of time, an update frequency fp,;, is in-
troduced to speed up the simulation.

Degree of Logistic Fulfillment

This factor is important for centralized organizational
structures. If there are more production lines running
at the same time, work orders from different lines have
to be weighted. In practice, manufacturers defined pri-
ority lines and favor work orders from this production
lines over all others. Most of the time this all or nothing
principle does also prefer low-priority tasks on priority
lines, over important tasks on non-priority lines. In or-
der to compare work orders from different production
lines, we propose a quantitative weighting parameter for
every work order. Each manufacturing line has a capac-
ity which is planned for a specific period. The Degree
of Logistic Fulfillment r; ; will set a focus on production
lines, which are more likely to miss the planned capacity.
However, this paper will focus on the task prioritization
within a single production line and r; ; will not be used.
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Figure 1: Activity Diagram of a Machine, according to
Neubacher et al. (2016)

HIERARCHICAL SIMULATION MODEL

The simulation model is based on the hierarchical con-
trol model from Neubacher et al. (2016). The big advan-
tage of this Discrete Event Simulation (DES) approach
is the flexibility through hierarchical control structures
and the possibility to include minor agent-based aspects
if needed (Furian et al. 2015).

As illustrated in figure 1, a machine can perform several
activities. If a failure activity starts, a repair request is
sent to the corresponding Control Unit (CU) and will
be queued according to the priority of the machine. In
the experimental model, there are only two CUs imple-
mented. A CU of an OS controls the material handling
and dispatching within the sequence. On the highest
level, a Line-CU handles the material flow between ma-
chines and dispatches incoming repair orders. Every
time a new order arrives, it will be ranked according to
the actual priority of the machine. If a worker is idle,
the highest ranked work order will be automatically as-
signed and the worker starts to repair the machine.
The worker and the material are simple state-machines
and can either be busy or idle. Furthermore, this ex-
perimental model is limited to a single production line,
but in ongoing research projects higher hierarchical lev-
els are implemented and allow centralized service units
to be shifted between production lines.

This conceptual model is used to create several produc-
tion lines. In order to evaluate the reliability of the
bottleneck detection methods, a simplified production
line with seven machines is used. In the next step an
industrial use cases with realistic data is used to eval-
uate the performance of the prioritization policies. In
advance of all experiments the production data was sam-
pled and used for every prioritizing policy. Finally, for
every experiment n = 15 different production data sets
are evaluated.

Comparison of Bottleneck Detection Methods

The Blocking & Starving Probability (BS) method is
actually pretty fast, but has great disadvantages. First,
the entire structure and information of the production
line has to be taken into account. Second, as shown in
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Figure 2: Results of the Simple Production Model
(a) Dynamic Bottleneck Situation
(b) Performance of Bottleneck Detection

figure 2(b) the BS method was only capable to identify
the relevant bottlenecks. But during the experiment
also OS 10 and OS 60 were bottlenecks for a significant
amount of time and not even recognized. Furthermore,
there are only values for three bottlenecks, which makes
it impossible to prioritize all other machines.

The Active Period (AP) method works great for static
and dynamic systems. Despite the effort for implemen-
tation, this method can deal with production data and
does not need any information about the systems struc-
ture. Figure 2(b) also indicates that this method is very
precise and determines the bottleneck rating of all ma-
chines almost perfect. During the conducted experiment
the bottleneck situation shifted several times, which is
illustrated in figure 2(a). The AP method was able to
reproduce this shifts in contrast to the BS approach.

Comparison of Prioritization Policies

The three Heuristic Methods (HM) are very good for
static systems and there is almost no effort for imple-
menting this basic prioritization policies in companies.
Nevertheless, for dynamic and stochastic systems HM
are not suitable and cannot find an optimal solutions.
The bottleneck detection methods seem to be better,
but there is a certain gap between the AP and the BS



Table 3: Comparison of Prioritization Policies

[ HM [ BS [ AP [ SysSens
Accuracy for | + + + +
static systems
Accuracy - o + +
for dynamic
systems
Effort for im- | + [¢) + -
plementation

method. Especially for very dynamic bottleneck situa-
tions, the BS method is not able to detect all relevant
bottlenecks and makes it almost useless for prioritiza-
tion. The AP approach is capable to identify bottleneck
shifts and compared to other mechanisms, it is easy to
implement. Finally, the System Sensitivity is the most
precise method, but the efforts to execute a simulation
study every time a decision has to be made, limit its
practicability.

Industrial Case

Finally we abstracted a real car engine manufacturing
line and build a simulation model to identify the effi-
ciency of these prioritization policies. We also used the
real production data and cycle times in order to create
a valid model of a real industrial use case. This inves-
tigated manufacturing line consists of 26 OS and con-
tains 48 machines. Relevant production data was sam-
pled from a historical set of one year and the model was
validated using historical throughput. Following the in-
formation of the project partner, every breakdown that
exceeds 10 minutes will be treated as a repair order. All
stops shorter are assumed to be minor faults, which are
directly handled by the machine operator. The simu-
lation period is 90 days with a warm-up of 7 days. To
achieve statistical confidence 15 runs are performed.

In Figure 3 an excerpt of the first three days after the
warm-up period is illustrated. Following the static bot-
tleneck ranking (see figure 3(a)), M12 seems to be the
most critical machine. But in course of the simulation,
other machines have a much higher priority than the ini-
tial bottleneck. As illustrated in figure 3(b), during the
first day M4 has already a higher priority than M12. At
the end the M12 is only ranked fourth. Noteworthy, the
initially last prioritized M22 also passed the initial bot-
tleneck and is ranked third at the end of day three. Sim-
ilar behavior occurs in many simulation runs, also for
completely different production lines. Such highly dy-
namic bottleneck situations lead to great challenges for
prioritization policies. To evaluate their performance,
some final parameters for the experimental are set.
The HM uses a combination of Awvailability and Redun-
dancy, which has proven to be the best. After inter-
views with decision makers on the manufacturing line,

180

1

08

0,6

04

Bottleneck Ranking

0.2

o
TELEELLELPIIETIESITELEEEF O

()

Priority over time
o
>

Figure 3: Bottleneck Detection and Prioritization
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this heuristic comes close to a real policy. Moreover, pre-
vious simulation runs have shown that using just one of
these methods always leads to a poor performance.

For the bottleneck prioritization policies the period of
observation is set to seven days and the priority increase
factor to 0,1 per hour. Furthermore the prioritization
will be reevaluated every 0,2 hours. The same Time
Between Failure (TBF) and Time to Repair (TTR) se-
quence is used to compare the strategies. Therefore,
each run starts with a simple FIFO strategy to deter-
mine the baseline throughput. Afterwards the same se-
quence is used to calculate the output and work orders
are dispatched using the priorities from HM, BS, and
AP. After all policies are simulated, a new set of TBF
and TTR is sampled and the evaluation is repeated.

Average throughput i

HM APM BS

Figure 4: Average Throughput Increment of Different
Task Prioritization Policies

The result of the experimental runs are presented in
figure 4. In all runs a task prioritization strategy ex-
ceeded the performance of a plain FIFO policy. Despite
its very simple rules, the HM has proven to be very
efficient and the throughput is increased by 5,26% on
average. However, the BS method could not meet these
expectation. Nevertheless, in comparison to a simple



FIFO strategy, the throughput is also 4,95% higher. The
drawback of the BS approach is that it does not give
any feedback about the criticality of most machines and
non-critical entities are maintained to late. By improv-
ing the throughput by 5,86% the AP method shows the
best results. The only drawback is that this method
is sensitive to changes in the parameters T,ps and pjjpe.
However, the algorithm works pretty fast and it is possi-
ble to optimize these parameters quickly. Nevertheless,
this method has many other benefits and can be used
for many different production lines.

CONCLUSION

According to Wang (2002) a good maintenance strategy
incorporates various policies in order to efficiently re-
act to unpredicted breakdowns and be proactive when
needed. Independent of these policies, available work
force has to be assessed and incoming orders have to be
assigned. Simple FIFO strategies are very inefficient, as
some machines are more crucial than others. In favor of
a constant work flow and a high throughput, work orders
have to be prioritized and efficiently planned. The bot-
tleneck is the most crucial machine in a production line,
but as shown in the conducted experiments, the initial
is not always the primary bottleneck. In practice there
are other machines that block the real bottleneck quite
fast and simultaneously have a much lower reliability.
These machines are crucial and conventional bottleneck
detection methods are not able to identify them.

In this paper several task prioritization policies are com-
pared and evaluated using simulation models of produc-
tion lines. In the first step bottleneck detection methods
were evaluated regarding their capability to identify the
actual bottleneck at any point in time. After this anal-
ysis an industrial use case was implemented in order
to test the performance of task prioritization policies
on a real use case. In comparison to a simple FIFO
policy all strategies have shown a significant through-
put increase. A heuristic approach that is often used
in practice produced a significant increase and confirms
that most maintenance units achieve good results using
this policy. The prioritization according to the Block-
ing & Starving Probability also boosts the performance
of the production system, but simultaneously had the
least increase of all evaluated prioritization policies.
Finally, linking the task priority to the average active
period of a machine has shown the best results and lead
to an increase of 5,86% in production throughput. Ad-
ditionally, this method is generic and can be applied on
many different production lines, as it is completely inde-
pendent of the line structure. Hence, this method is the
only one, which can deal with the flexible production
systems. Adding to the statement of Roser and Nakano
(2015), this method is not only practicable to reliably
detect bottlenecks, rather it can be used to prioritize
maintenance work orders most efficiently.
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ABSTRACT

During the supply chain formation process there are
multiple commercial parties involved at different levels in
the network. Parties that are on the same level are usually
competitors, and the companies that are linked vertically
in supply chains have a trading relationship as suppliers-
consumers. All the parties that are connected in the supply
chain are individual entities that have self-interest and they
may compete for gaining a commercial advantage. Given
such complex relations the current work aims to find a
mechanism for an allocation in supply chain network for
the participants. This paper focuses on modelling and
simulation of the supply chain formation in a network of
potential participants in order to establish and enforce
contract parameters between each pair of component
consumer/supplier and to facilitate end-to-end contract
parameters. The Supply Chain Formation problem is
translated in terms of an acyclic graph where the nodes are
represented by suppliers/consumers. The initial graph is
then transformed in a cluster graph and by message
exchange between the agents the contract parameters
values are propagated along the network from the
underlying suppliers towards the root.

INTRODUCTION

The dynamism of supply networks that the new industrial
revolution promises requires innovative mechanisms for
modelling of automated supply chain formation. Supply
chain formation process consists of business interactions
that can be quickly and flexibly formed and easily
dissolved to better respond to rapidly changing market
conditions. As a result, some make-to-order supply chain
management models have emerged. Make-to-order
represents a production approach in which a confirmed
order for a product is received, and then the product is
tasked to be built. This approach is widely used for highly
configured products (Holweg and Pil 2004). These
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dynamic supply chains are often short-lived — quickly
formed per project and then dispersed when the service is
no longer needed. They are characterized by high-speed,
automated formation using software agents (Lo and
Kersten 1999; Buyya et. al. 2000).

The Supply Chain Formation (SCF) problem has been
tackled in multiple works in the multi-agent systems
literature. Multiple contributions can be found in the
literature where participants are represented by
computational agents that act in behalf of the participants
during the SCF process.

The first approach that was trying to solve the SCF
problem in a fully decentralized manner was the work of
(Winsper and Chli 2012). The authors proposed a
decentralized inference scheme, named Loopy Belief
Propagation (LBP) based on the application of Pearl’s
belief propagation algorithm (Pearl 1988). This inference
scheme was applied to the SCF problem, noting that the
passing of messages is comparable to the placing of bids
in standard auction-based approaches. It used iterative
stages of message passing as a means for estimating the
marginal probabilities of nodes being in given states: at
each iteration, each node in the graph sends a message to
each of its neighbors giving an estimation of the sender’s
beliefs about the likelihoods of the recipient being in each
of its possible states. Nodes then update their beliefs about
their own states based upon the content of these messages,
and the cycle of message passing and belief update
continues until the beliefs of each node become stable.

Although the LBP approach that has been used in
(Winsper and Chli 2010), (Winsper and Chli 2012),
(Winsper and Chli 2013) as a solution for supply chain
formation has a lot of advantages over other approaches, it
has the limitation that the proposed model uses only cost
for pairwise agents and doesn’t addresses issues such
quality or delivery constraints. The current approach goes
further and proposes the use of utility functions as a means
for incorporating in the supply chain formation mechanism
participants preference upon multiple contract parameters
(e.g. quality issues, delivery constraints etc.).



The current work considers the problem of supply chain
formation as a form of coordinated commercial interaction.
The considered supply chain scenario represents a network
of production and exchange relationships that spans
multiple levels of production or task decomposition. The
agents are characterized in terms of their capabilities to
perform tasks, and their interests in having tasks
accomplished. A central feature in the considered scenario
is hierarchical task decomposition (Walsh and Wellman
2003). In order to perform a particular task, an agent may
need to achieve some subtasks, which may be delegated to
other agents. These may in turn have subtasks that may be
delegated, forming a supply chain through a
decomposition of task achievement. Constraints on the
task assignment arise from the underling suppliers’
network as exemplified in Figure 1

3rd Tier suppliers

2nd Tier suppliers

st Tier suppliers

Fig. 1 Example of supply chain with hierarchical task
decomposition

The paper is structured as follows: section 2 provides the
background for supply chain formation, section 3 describes
the model proposed for automated supply chain formation,
section 4 provides simulation results and finally section 5
provides conclusions and future work.

BACKGROUND

The Supply Chain Formation (SCF) problem has been
widely studied by the multi-agent systems community
using computational agents that act in behalf of the
participants during the SCF process and making possible
to form SCs in a fraction of the time required by the manual
approach (Davis et. al. 1983), (Walsh and Wellman 2000),
(Collins et.al. 2002), (Walsh and Wellman 2003), (Norman
et. al. 2004),(Cerquides et.al. 2007), (Giovannucci et. al.
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2008), (Winsper and Chli 2010), (Mikhaylov et. al. 2011)
(Winsper and Chli 2012), (Winsper and Chli 2013).

SCF methods can be classified in three categories
depending on the architecture they follow. A first division
is to separate SCF into centralized and decentralized
architectures. Furthermore, we can separate the
decentralized methods into two further categories
depending on whether the communication between
participants is either direct or mediated.

In a centralized approach (Walsh and Wellman 2000),
(Collins et.al. 2002), (Cerquides et.al. 2007), (Giovannucci
et. al. 2008), (Mikhaylov et. al. 2011), participant agents
inform a central authority of their preferences (encoded as
offers). After collecting the offers of all participant agents,
the central authority determines the resulting SC.

Decentralized SCF appears as an alternative to centralized
SCF in order to overcome some of its limitations as:
participants might be reluctant to share this information
with any central authority, given the hardness of the SCF
problem centralized optimal solvers might suffer from
scalability issues, the existence of a central authority
introduces a single point of failure for the SCF process.

One approach to decentralized SCF is that of mediated
SCF. In this setting, participant agents resort to local
markets in which the goods they want to sell or buy are
being traded (Walsh and Wellman 2000), (Walsh and
Wellman 2003). The authors proposed a market protocol
with bidding restrictions referred to as simultaneous
ascending (M+1)st price with simple bidding (SAMP-SB),
which uses a series of simultaneous ascending double
auctions. SAMP-SB was shown to be capable of producing
highly-valued allocations solutions which maximize the
difference between the costs of participating producers and
the values obtained by participating consumers over
several network structures, although it frequently struggled
on networks where competitive equilibria did not exist.
The authors also proposed a similar protocol, SAMP-SB-
D, with the provision for de-commitment in order to
remedy the inefficiencies caused by solutions in which one
or more producers acquire an incomplete set of
complementary input goods and are unable to produce
their output good, leading to negative utility.

Another approach to decentralized SCF is Peer-to-Peer
(P2P), where each participant agent communicates directly
with the participant agents representing its potential buyers
and sellers. Therefore, the SCF process takes place
between participant agents with no intervention of any
third party, thus preserving participants’ privacy since they
only need to share their preferences with local trusted
parties rather than communicating them to a central
authority and it offers better scalability for large scenarios
due to the fact that each participant is responsible of a small
part of the computation.



Loopy Belief Propagation (LBP) is the first peer to peer
approach that has been used to solve the SCF problem in a
decentralized manner (Winsper and Chli 2010), (Winsper
and Chli 2012), (Winsper and Chli 2013 The work in
(Winsper and Chli 2013) shows that the SCF problem can
be cast as an optimization problem that can be efficiently
approximated using max-sum algorithm for loopy graphs
or can find exact solutions when the graph is a tree. LBP
starts by initializing the beliefs of each agent about each of
their possible states to zero. Each agent then passes a
message containing a vector of belief values to each of its
neighbors in the network. Once all agents have passed a
message to each of their neighbors, each agent updates its
beliefs based upon the content of the messages it received.
The cycle of message passing and belief update continues
until the network becomes stable when finally, the states
of the variables are determined.

MODELLING FOR SUPPLY CHAIN FORMATION

In order to model the supply chain formation process, the
present work translates the possible trading relationships
into a graph and proposes a mechanism to find allocations
in the supply chain network.

The current approach uses a message passing mechanism
for the values of the contract parameters that the agents are
sharing. The agents talk with each other about multiple
contract parameters and they have to agree on a contract
that is composed of the actual values of the issues that they
have talked about. Each participant has certain preferences
upon different contract parameters. The agreed values of
the negotiated issues are reflected in a contract which has
a certain utility value for every agent. By using utility
functions, they can assess the benefits they would gain
from a given contract, and compare them with their own
expectations in order to make decisions.

The following paragraph provides a formal description of
the supply chain formation problem in terms of a directed,
acyclic graph (X, E) where X = {X, X, ..., Xu} denote set
of participants in the supply chain represented by agents
and a set of edges E connecting agents that might have a
commercial relationship.

Notation v; represents the expectation of a participant in
the supply chain on issue i of the contract and U(v) the
utility that a participant obtains by receiving the actual
value v =(vii ,vi2 , ..., Vik ).When a supplier (seller)
negotiates with a consumer (buyer), both parties are
interested in obtaining those contract values v =(vi; ,vi2, ...,
vik ) that maximize their utility functions U(v) . This means
that during the supply chain formation process, the agent
sends a messages to its neighbors regarding the states of
his variables that is maximizing its utility function.

Each agent interacts with its neighbors agents such that the
utility of an individual agent U(v), is dependent on its own
state and the states of these other agents.
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Solving the problem stated above provides means for
finding an allocation that maximize each agent utility in the
supply chain within the underlying partners’ constraints.

An allocation is a sub-graph (X,E") € (X, E). For X;, Xj €
V', an edge between X;, X; means that agent X; provides
goods to agent X;. An agent is in an allocation graph if it
acquires or provides goods.

In order to find the best possible assignment in the supply
chain network, this paper proposes two steps mechanism:
1. The transformation of the initial graph into a cluster
graph; 2: Passing of messages over the cluster graph using
max-sum algorithm. The messages are scheduled from
leaves to root and back in order to be able to compute
messages using two passes in the graph.

A cluster graph is a data structure that provides a graphical
flow chart of the process of manipulating factors (KaskK
et. al. 2005).

For the simplicity of illustration of all the exchanged
messages the present section considers a simple example
as the one in Figure 2.

Fig. 2 Simple supply chain graph example

The nodes in the supply chain graph are possible trading
partners. It is assumed that they can provide the required
products/services as suppliers or they are willing to buy the
products/services in their quality of consumers in the
supply chain network. The node X3 represents the end
consumer and it requires a complex good/service. As the
required product is a complex one it might not be provide
by a single supplier and it might require some
subcontractors in the underlying levels of the supply chain.
X3 can buy the good/service from X5 or might buy it from
X2. But X2 cannot provide the required good as it might
be a complex one and he needs to subcontract a part or a
subassembly either from X1 or X4.

Each possible participant in the supply chain owns a utility
function in order to model his own preferences upon the
contract parameters that he negotiates on. The present
example will consider five contract parameters:
A,B,C,D,EF. For the simplicity of the illustration of all the
exchanged messages it will be considered that each utility
function of the participants depends on two contract



parameters but it can be generalized to multiple contract
parameters. Let be the utility functions in Table 1
attributed to each participant:

Table 1 Utility functions
corresponding factors

of the participants and

X1: U(A,B)=0;
X2: U(B,C)=0,
X3: U(C,D)=0;
X4: U(E,B)=0,
X5: U(D,F)=0s

In order to transform the initial graph into a cluster graph
will consider the utility functions as factors. Will assign
each factor to the corresponding node in the supply chain
network and remove the arrows. Each edge in the cluster
graph means that the clusters are sharing one or more
variables that they are talking about.

The transformation of the initial graph into a cluster graph
is presented in Figure 3.

The second step in the proposed mechanism consists of
message passing over the cluster graph according to the
equations (1) and (2).

By sending the message in equation (2), X; says to X»
which is his preferred value from the set of values for issue
B.

A152(B) = maxg(U(b;, cx) + max, (U(ai, bj))) @

Xi sends the max-marginalization of B over A (
maxa(U(a;,bj) ) and then adds the computed utility of agent
X, and then computes the max marginalization of B over
the above terms.

Figure 3 Initial graph transformed to cluster graph

Agent at node X» evaluates using his utility function, the
utility that he gets for each combination of values from the
set of values for issues B and C. X5 send to X, the message
in equation (3), which is his preferred value from the set of
values for issue B.
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X sends the max-marginalization of B over C (maxc (U(b;
,ck) ) and then adds the computed value for utility of agent
X and then computes the max marginalization of B over
the above terms.

A (B) = maxB(U(ai, bj) + max; (U(bj, ck)) ?2)

The messages are scheduled starting from leaves and then
are propagated upward towards the root.

The following figures illustrate a full message exchange
over cluster graph in Figure 3.

61 h>2 02 2223 03
a b |3 [0 ]3] bi|a | -1 [a 2] c|d |3
al [b2 [ O [ ] 1] bi[ca| 2 L2 [5] ald]|o0
a [ b | -1 b2la |1 —> |a|d |1
a b |1 brfc2| 3 c [dy|-1 |
5] e
3 3

Figure 4 X1-X2-X3 Message exchange
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@ | by | 1+4=3 bl [ c | 2+1=3 o | d | -1+5=4
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by [e | 3+1=4

Figure 5 Computation performed during the X1-X2-X3
message exchange

According to the messages exchanged and the
computations in Figure 4 and 5, the allocation X1-X2-X3
is unfeasible. The best possible completion for X1 is (ar,by)
with the score of 6, (c2,di) for X3 with the score of 6 and
(ba,c1) or (bz,c2) as they have the same score of 4 for X2.
The cluster node X2 agrees with the cluster node X3 on the
state of the variable they share (C) and that is ¢, but X2
cannot agree with X1 on the state of variable B, as X2
prefers the state b, and X1 prefers the state b;.

04 pye 62 ha3 03
el |b1 |1 [0 [3] bi|a | -1 [a 5] c |di| 3
el [b2 | 4 [b2]4] b [c |2 [ea 7] ca|[d[o0
e | b |3 brfa [ 1 c2 [di [ 1
e [br] 2 brc2 |3 Lea[do[-1]

o) e

3 3
[b2 [4]

Figure 6 X4-X2-X3 Message exchange

The message exchange between X4-X2-X3 provide a
feasible solution because all of the nodes agree on the
states of the variables they share. The best possible
completion for X4 is (e1,bz) with the score of 8, for X2
(b2,c2) with the score of 4, and for X3 (c,,d;) also with the
score of 8.
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Figure 7 Computation performed during X4-X2-X3
message exchange

hs>3
05 [di ]3] 63
d|fi[3 [d2[4] cfdi|3
da|f |1 ci|da |0
d[fi [2 c|di |1
alh [4 - o fd[-1

3

[d2 ] 0]
05 +A3>5 B3+ s>
dy | fi | 3+3=6 a | di | 3+3=6
d | £ | 1+3=4 cl | dy| 0+4=4
d | fi 2+0=2 c [ di | 1+3=4
dy | f2 | 4+0=3 c2 | dy | -1+4=3

Figure 8 Message exchanged and computations
performed for possible allocation X5-X3

Another feasible allocation is X5-X3 because the two
cluster nodes also agree on the states of the variable they
share. The best possible completion for X5 is (di, fi) with
the score of 6 and for X3 is (ci, di) also with the score of
6, meaning that they agree on state d1 of the variable D,
that they share.

Analyzing the two feasible solutions obtained in the above
example, it can be stated that the optimal allocation in the
supply chain is X5-X3 as the values (c1,d1) provide the
highest utility of the end consumer X3, with a score equal
to 3, according to his utility function.

SIMULATION FOR SUPPLY CHAIN FORMATION
AND EVALUATION

In order to implement the mechanism proposed in the
section above, PeerSim simulator was selected because of
its performance regarding scalability and because it is
based on components that allows prototyping a new
protocol, combining different pluggable building blocks.
PeerSim is a single-threaded peer-to-peer simulator beeing
developed in a modular and scalable way (Montresor and
Jelasity 2009).

The simulation process starts by reading the configuration
file, given as an input parameter that defines the protocols
to experiment. Then, both nodes and protocols are created
and initialized. After the initialization phase, by default,
every instance of the protocols running on each node is
executed once per simulation cycle. The current
implementation uses a transport protocol for message
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exchange that provides the communication primitives and
allows adding more realism to the simulation.

The mechanism proposed in section above is implemented
using existing building blocks in PeerSim, the nodes
beeing scheduled according to a list of pending messages.
PeerSim models the set of nodes as a collection through
the class peersim.core.Network. The peers in the proposed
model denote the set of supply chain formation participants
represented by agents. The overlay network is represented
by a adjacency list where every peer n of the network is
connected to a set of neighbors N(n). Furthermore, each
node v € V' has a utility functions and a list of numeric
attributes that represents the contract parameters.

The utility functions are calculated by means of a weighted
sum, the weights measuring the importance of a given
issue for a certain participant in the chain. The list of values
for contract parameters is periodically sent to its neighbors
via message exchange mechanism. This process of
message exchange is run in as many cycles as configured
in the configuration file which is given as a parameter of
the simulation.

The simulation was run having the following values in the
configuration file:

# number of network nodes

SIZE 18

# number of simulation cycles

CYCLES 25

network.size SIZE

# Initializers to use

include.init init netInit

# Controls to use

include.control neighObs valueObs

#Supply chain protocol
protocol.supplychain SupplyChainFormation
# Network generation

init.netInit WireRegRootedTree

# The linkable protocol to operate on
init.netInit.protocol 1lnk

# Number of outgoing edges to generate from each
node

init.netInit.k 3

The simulator sets up the network nodes, and the protocols
in them. The supply chain environment was generated
using WireRegRootedTree class, which uses the Linkable
protocol of PeerSim and adds connections that define a
regular rooted tree. The simulations that have been runned
used multiple supply chain network architectures with two
up to five tiers.

At the beginning of the simulation all the agents in the
network are being initialized with random preferred values
for the states variables and also for the weights used at
computing every agent utility. Each node v has a vector of
numeric values that are the preferred states of the
negotiated issues. Each node that is not a leaf is receiving
messages from its neighbors, composing new messages
and sending them upward to its neighbors.



Each node will assess messages received from the

corresponding neighbor according to his own utility

function.
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Figure 9 Dynamic of allocations relative to the number of
tiers in the network

Analyzing the results of the simulation in the Figure 9 it
can be observed that as the complexity of the network
increases, the number of the feasible solutions grows fast,
meanwhile the number of optimal and unfeasible solutions
has a slower growth.

CONCLUSIONS AND FUTURE WORK

The present paper proposes an automated mechanism
for supply chain formation. As opposed to the previous
decentralized approaches, the current approach translates
the SCF optimization problem not as a profit maximization
problem but as a means for maximizing a utility function.
Hence, it incorporates multiple contract parameters and
enforces the propagation of the negotiated values from the
underlying suppliers to the upper levels in the supply
chain. The current work replaces the process of bidding in
auctions with message passing between agents allowing
participants to share their beliefs about the optimal
structure of the supply chain only with relevant
participants and thus preserving the self-interest of
participating agents. Also this approach operates in a
decentralized and distributed manner, with participants
acting only on the basis of local information. As a future
work we consider doing simulation on various network
topologies in different economic hypothesis and also
increasing the complexity of the proposed mechanism by
adding constraints regarding complementary inputs
needed for consumer nodes.
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ABSTRACT

Over the last years Supply Chains (SCs) are subject to
major changes. They developed from classical intra-SCs
to inter-SCs and further to flexible and more complex
SC-networks. Because of globally distributed SC net-
works, dynamic environments and increasing customer
expectations managers are faced with new challenges.
The increasing complexity of SCs results in a new di-
mension of risks (variable, uncertain, global), that has
to be considered and managed. Hence, managers are
required to assess these new risks and make decisions in
a very complex and dynamic environment. Therefore,
methods and tools are needed to support managers in
evaluating scenarios and decision making. Modeling and
simulation are often used for latter purposes as they are
techniques to describe, shape and investigate problems.
Especially they are used to improve the problem under-
standing, test and compare different scenarios and make
what-if analyses without influencing the real world.
The focus of this paper is on the evaluation of risks along
the SC, especially on the quantification of risks for fur-
ther evaluation using simulation. Special attention has
been given to risks related to countries. Appropriate
risk indicators have been identified and discussed. The
determined information provide a good basis for further
simulation work.

INTRODUCTION

Today supply chains are more and more globally situ-
ated and therefore companies are confronted with the
arising complexity, and also the associated risks. (Ser-
darasan 2013) Managers are required to make decisions
in a dynamic and not-clear environment. To set up a
new supply chain or to change a supply chain is not
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a simple and transparent task and therefore tools are
needed to support the decision making process. Com-
pared to domestic SC, global SC implicate other is-
sues, as for instance currency risks, transport modes and
times. (Serdarasan 2013)

An important step within a simulation study is the pro-
cess of defining a conceptual model. One phase of con-
ceptual modeling is about the definition of input factors.
In this phase it has to be clarified which factors influence
the considered system. In this paper the focus is on risks
along a SC and therefore the utilization of conceptual
and systematic methods to identify, evaluate and cat-
egorize risks and their influencing factors is explained.
In order to be able to measure the risks, it is necessary
to quantify the influence factors, which means it is nec-
essary to find appropriate indicators. A guideline for
this process is proposed as a first result of an ongoing
research project.

This paper is structured in the following way: The next
section is looking at the term 'SCM’. Further more the
Supply Chain Operations Reference (SCOR) model is
outlined briefly. The following section deals with the
definition of risk and their occurrence along a SC. In the
section ’Conceptual Model’ the HCCM Framework is
introduced. In the sub-sequential section the process of
identifying risks along a specific SC is explained, as well
as the issue of quantification is examined. The paper
concludes with a short outlook.

SUPPLY CHAIN MANAGEMENT (SCM)

Particular attention has been paid to Supply Chain
Management (SCM) in the last decades. Only recently
there was no clear distinction between ’logistics’ and
'SCM’ for most experts in applied sciences and re-
searchers. (Lambert and Cooper 2000)

In previous phases of the logistics development the com-
pany level was focused, with SCM this changed and the
focus shifted to the level of a ’jointly operated network’.
Consequently inter-organizational aspects become more
crucial. (Beckmann 2012)



SCM includes more than the transport of goods, services
and information, it includes also information technol-
ogy, cash flows and tasks which are related to adjusting
and aligning activities between the different SC part-
ners. Thus, various factors influencing the system exist
subject to a variety of boundary conditions. (Lummus
et al. 2001)

To handle complicated and/or complex systems frame-
works can be very helpful. The process reference model
Supply Chain Operations Reference, short SCOR, is
also referred to as a framework to endorse supply-chain
activities and processes independently from the specific
industry. SCOR defines a set of metrics and allows com-
panies to evaluate their current business performance
and subsequently to benchmark it with best-practices.
(Stewart 1997, Beckmann 2012, Huan et al. 2004, Lam-
bert et al. 2005, APICS Supply Chain Council 2016)

The six SCOR level-1-processes, are: Plan*, Source*,
Make*, Deliver*, Return and Enable. The initial four
processes are marked with (*). Figure 1 illustrates a
SC based on the SCOR model. (Lambert et al. 2005,
APICS Supply Chain Council 2016)

Plan

Plan

Suppliers Manufacturing Customer

Facility I

Manufacturing
Facility I

o S Mike 2>
C Remm > Erle =

Intra Supply Chain

Inter Supply Chain

< Sowee =1 Make % Deliver

Fig. 1: SCOR model-based SC, based on Huan et al. (2004)

But to answer questions like the following some more
aspects should be mentioned. Where should the pro-
duction facility be located? Which supplier or sourcing
strategy should be chosen? These and a lot of other
questions are issues of SC management and demand an-
swers, respectively decisions. (Thierry et al. 2010, Tako
and Robinson 2012)

Decisions are always associated with a certain degree of
uncertainty and also with risks. Identifying, measuring
and evaluating risks are important tasks that give fur-
ther insights and allow the management to make their
decision based on facts and their judgment. Thereby
it has to be mentioned, that it is not about risk avoid-
ance, rather it is about risk awareness. The underlying
risks in context with SC are explained in the following
section.
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RISKS IN SUPPLY CHAINS

Production has changed in the last decades and is be-
coming more and more complex. That means, in former
times the production flow, from the raw material via the
manufacturer to the end customer was rather simple.
Today companies are faced with global competition and
price pressure. Further, rapid developments in the area
of information technologies, for example using Enter-
prise Resource Planning (ERP) systems, have changed
access and availability of data. The simple production
flow changed to more complex, longer and global SCs
with a higher number of participants, influenced by two
major trends: globalization and consolidation of firms,
which results in a higher unpredictability for the market
players. Hence, risks have also changed and new ones
have to be added. Risks can be directly connected with
the end product or by interruptions somewhere along
the SC, for instance due to hurricanes, epidemics, ter-
rorist attacks or other random events. (Tang and Nur-
maya Musa 2011, Manuj and Mentzer 2008b, Harland
et al. 2003)

Manuj and Mentzer (2008a) demonstrated that risk is
understood in different ways in the literature, depending
on the domain. But also the kind of industry influences
the view of risk. Despite this variety Manuj and Mentzer
(2008a) found out that there are three elements:

e potential losses
e likelihood of those losses
e significance of the consequences of the losses

The literature review in the study of Manuj and Mentzer
(2008b) demonstrates that there is no suitable definition
of risk in context of global SCs. Therefore, they devel-
oped a definition, which reads as follows:

... the distribution of performance outcomes of
interest expressed in terms of losses, probabil-
ity, speed of event, speed of losses, the time for
detection of the events, and frequency.

Which types of risks can arise in a global SC? How
can risks be classified? These questions and more come
up when dealing with the issue risk. Therefore, some
classifications need to be made.

In general, risks can be of quantitative or qualitative na-
ture. Quantitative risks are measurable, for example by
stock levels, delivery times, delivery reliability. Qualita-
tive risks are not measurable directly and for example
refer to reliability, know-how and so on. (Manuj and
Mentzer 2008a)

The following classification of risk along the entire SC
can be found in the literature: supply risks, operational
risks, demand risks and security risks. This four types of
risks are directly connected to the SC and they influence
supply and demand, as illustrated in figure 2. These
risks can be completed by macroeconomic risks, policy



Risk in the extended Supply Chain
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Fig. 2: Risk in the extended SC (Manuj and Mentzer
2008a)

risks, competitive risks and resource risks. (Manuj and
Mentzer 2008a;b)

The assessment of risks is an important step in risk man-
agement and it means to assess the probabilities of vari-
ous risks and corresponding weight of the consequences,
upon occurrence. The probability depends on the one
hand on how exposed the incident is, in other words
how dangerous an event can be in terms of risks. And
on the other hand it depends on the chance that the
trigger will be activated. An activation can be triggered
by individuals or by organizations, but also by things
beyond control. It is also a question of the power of
the company, in what extent the company is able to
influence their environment, e.g. organizations. The
weight of the consequences can be roughly calculated
if there exist directives or laws and therefore, the con-
sequences resulting from non-compliance are relatively
well known. It is important to have in mind not only
quantitative measurable consequences or losses, but also
other intangible values (’soft’-facts) like reputation and
image, also taking into account the influence of media
and social media. (Harland et al. 2003, Tummala and
Schoenherr 2011)

For managing risks along the SC Tummala and Schoen-
herr (2011) adapted the Risk Management Process
(RMP) to the SC resulting in their suggested concep-
tual framework Supply Chain Risk Management Pro-
cess (SCRMP). The framework consists of three phases,
from risk identification to risk control & monitoring.

Phase one of the SCRMP contains ’risk identification’,
'risk measurement’ and ’risk assessment’, which should
be realized in the mentioned sequence. The task of 'risk
identification’ is to find out all risk factors influencing
the SC and get a complete 'picture’ of them. In the
next step 'risk measurement’ the consequences of the
identified risks and their order of magnitude are set.
Consequences are of different nature, for example time
(e.g. delays), money (e.g. exceeded costs), performance
(e.g. poor quality). A widely known classification of
consequences is made by Crockford (1986) and is shown
in table 1.

The before explained matters are the basis for the next
step, focused in this paper: determining input factors for
the conceptual model. Risks along a SC are considered,
especially their identification, quantification, evaluation
and their role as input factors. For that reason, the next
section is about conceptual modeling.
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Tab. 1: Risk classification - consequences (Crockford 1986)

Consequence Frequency Severity Predictability

trivial very high very very high
low
small high low reasonable, with in-
frequent occurrence
medium low medium reasonable, with
frequent occurrence
large very low high minimal

CONCEPTUAL MODELING

The procedure to abstract the real system to a con-
ceptual model, which can be translated into a computer
model plays a crucial role in every simulation study. The
challenge is to model the real world in a sufficient way,
but as simple as possible. Therefore, it has to be decided
what has to be included in the model and what excluded.
The result of this process is a conceptual model.
HCCM is a framework for conceptual modeling, sug-
gested by Furian et al. (2015). It can be seen from fig-
ure 3 that after understanding the problem situation the
next step is ’'identification of modeling and general ob-
jectives’, which is a part of building a conceptual model.
The modeling objectives refer to the specific purpose
of the simulation study, in other words the company’s
aim. The general objectives include the specification
of the simulation tool, for example run-time or flexi-
bility to changes. Phase three contains ’defining input
factors’ and ’defining output responses’. Following Fu-
rian et al. (2015) and Robinson (2011) input factors are
experimental factors, which are altered with respect to
various experiments and simulation runs with the aim
to meet the modeling objectives. Outputs are the re-
sults of the experiments and they are used to assess if
the modeling objectives are met or not. The next phase
‘model content’ consists of model structure, model indi-
vidual behavior and model control. For more detailed
information see Furian et al. (2015).

Understanding
of the
Problem Situation

Phase 1

Identification of
Modeling and General
Objectives

Phase 2

Defining Input Factors Defining Output Phase 3
Responses

Model Content (Scope, Level of Detail)

Model Individual
Behavior

Model Control

(System Behavior) Phase 4

Model Structure

Fig. 3: Structure of the HCCM framework (Furian et al.
2015; p.89)

Simulation is a modeling technique, which is used to



model systems of interest that are usually too complex
to be studied by analytic solutions. (Law 2015, Hillier
and Lieberman 2005) Simulation can be a useful tool for
a great variety of fields, as for example 'Designing and
operating transportation systems such as airports, free-
ways, ports and subways’ or ’Analyzing supply chains’,
which is focused in this paper. (Law 2015)

In order to be able to simulate a certain scenario the
conceptual model has to be defined as mentioned previ-
ously. Therefore the process of finding input factors and
quantifying them is explained in the next section based
on a case study.

CONCEPTUAL SC MODEL

Within a project in cooperation with a middle-sized
company, operating world-wide and active in the field of
micro-controller-based control units and operating ele-
ments for ergonomic solutions the question of risks along
a SC was investigated.

When analyzing the system, it seems that there are
many different factors influencing the supply chain. Es-
pecially impacts with respect to the countries arose as
an important factor. Therefore, the dimension ’country’
and its connection to related factors has been investi-
gated more closely.

Subsequently three dimensions could be identified:
"Country’, 'Company’ and 'Route/Link’. In figure 4
these dimensions and some of their attributes are illus-
trated. In this paper the term ’dimension’ is for this
purpose defined and understood as a summary for dif-
ferent entities and their related risks and opportunities.
The dimension 'Country’ describes all inputs, outputs
and influences directly related to the country level, for
instance political issues, governmental regulations, cur-
rency or trade restrictions. These dimensions are as-
signed to levels, which are understood in this paper as
a kind of a view level, in other words a high level refers
to a macro level. ’Country’ is positioned on the highest
level. The next dimension ’Company’ is situated on a
more detailed level than ’Country’ and involves all mat-
ters associated with the individual supplier, for exam-
ple quality, technical performance, know-how, financial
situation, flexibility or capacity. The third dimension
'Route/Link’ can not be assigned to one of these two
levels, as it depends on the kind of usage. 'Route/Link’
covers issues that belong to the connection between two
entities. Depending on the type of entity, the dimension
is located on the different levels or between them, this
means 'Route/Link’ can connect two or more suppli-
ers, two or more countries, but also suppliers and coun-
tries. It expresses all topics concerning the linkage, as
for example the distance between the entities, transport
mode, border crossings.

The input factors of the current system are on the one
hand, various risks related to the before introduced di-
mensions. On the other hand, the design of the network
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and the mass flows (quantities of parts, assemblies or
products) between the nodes of the network. The out-
put factors are probability distributions of the various
risks, network designs and mass flows that can be com-
pared to each other.

Thus, the input factors have to be identified. For that,
in a first step a criteria matrix was used, based on Vester
(2015). In the investigated system, the by Vester (2015)
suggested areas of life are described by the processes of
the SC. Therefore, the criteria matrix was adjusted to
the application and the variables are put in context to
these processes. The variables are related to the risk
triggers, which were listed in the first column of the cri-
teria matrix. The risk triggers were based on the risk
triggers of the SCRMP (see (Tummala and Schoenherr
2011)). They were completed by elements of a supplier
evaluation. In the first row the processes of the SCOR
model were listed. With this matrix the importance of
the various risks to the individual process steps was eval-
uated by choosing one of three possible values: 0’ for
'not relevant’; ’0.5’ for 'partly relevant’ and 1’ for ’fully
relevant’. This matrix should ensure completeness and
relevance of the risks and therefore it was accomplished
for all processes.

Next, to investigate the influence of the various risks
on each other an impact matrix was prepared, follow-
ing Vester (2015). This matrix gives information on
the inter-dependencies of the variables. The impact of
variable A on variable B, C, etc. was evaluated by the
following scale: 0 - no dependency, 1 - very small depen-
dency (big change of A results only in a little change
of B), 2 - medium dependency (proportional change),
3 - strong dependency (little change of A results in a
big change of B). Variables with a big impact on others
have a high active sum (AS), variables strongly influ-
enced by others have a big passive sum (PS). Therefore,
the variables can be distinguished in active elements,
critical elements, reactive elements, buffering elements
and neutral elements.

The gained insights from the criteria and impact matrix
has been discussed with experts and reevaluated. Some



risks were assessed as not important or not applicable,
some others were added. An emerging issue during the
discussions was ’cultural matching’. This also shows
that with global sourcing totally new issues arise, which
can result in unexpected difficulties. For example prob-
lems due to language differences, or due to distinctions
in code of behavior, can be a big issue. The individ-
ual risk triggers are assigned to different risk categories.
The result of the discussion, i.e. if the variable should
be included or excluded in the further risk evaluation,
is documented. This procedure has been suggested also
by Robinson (2008).

An adapted list with risks was prepared. The various
risks were grouped according to different categories and
also assigned to the different mentioned dimensions.
The next step was the question of ’risk measurement’,
that means how can the before identified risks be as-
sessed, as objectively as possible, using indicators. At
this point some questions arises: Which indicators are
available? Which indicator can represent which risk fac-
tor or risk type? Besides, more technically questions
turned up as: In which format is the data available?
How should the data be stored and processed?

For finding appropriate indicators various sources are
available.  Some companies provide aggregated and
edited data for various issues, but they are almost only
pay-for-services. For example, ControlRisks (2016) pro-
vides information on security risks, political risks, a risk
map and so on. Other sources provide their data for free,
certainly the data are not as well-structured as provided
by pay-for-services. The focus was on free available data
in this case.

Indeed some of the found indicators can be used for var-
ious risk triggers. Obviously risk triggers regarding the
dimension 'Route’ often depend on the distance between
the individual SC members.

It has to be mentioned, that available data change and
improve and thus, it is suggested to repeat the research
on indicators within a reasonable time. However, it is
important to consider the timeliness of the data. Es-
pecially for some risk triggers this can be essential, for
instance the regional stability.

Now the individual risks were considered in the context
of a SC setting. From purchasing the individual parts on
different markets, to the delivery to the end customer,
there are a lot of steps in between and consequently
many potential risks arise. Risks appear not only linear,
but rather overlap.

Based on the previously defined quantitative indicators
risks belonging to the distinctive dimensions can be de-
scribed and measured. Next, these indicators have to be
scaled, based on an objective scaling matrix. Further-
more, the indicators can be weighted using a weighing
matrix. Afterwards the product streams can be taken
into account by estimated quantities and results ob-
tained by a value stream analysis, for example. Also
constraints can be considered, as for example a certain
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part has to be made by supplier C in country X. All these
assumptions and simplifications result in a probability
distribution of several risks included in the setting.

A simplified example is shown in figure 5. In the illus-
tration the suppliers and manufacturers are shown as
squares. The ellipses represent the countries, where the
parts are purchased. The arrows stand for the connec-
tions between the SC members, the distance and the
risk associated with the route. The thickness of the ar-
rows symbolize the value stream, which results from the
quantity and price per piece. The value stream is an
suitable indicator, as it makes a difference if there is a
huge amount of parts needed, but the price per piece is
very low or there are only few, but very expensive ones,
needed.

Country A

Fig. 5: Design Model

By varying the settings of the considered SC, for in-
stance by using another supplier or purchasing from a
different country, distinctive results are gained and can
be compared to each other. The outcomes can serve as
a basis for discussions and at the end, decisions.

OUTLOOK

The before examined design model needs to be trans-
lated into a computer model, which can be used for
simulations in the end.

In preparation of a computer model, an important step
is to gather the data of the risk indicators. It is supposed
to use a database to store the data from the different
sources. As there is no standardized interface and each
data set looks different, this is not a simple task. Data
administration is an important issue in this case. Using
a data base for the adminstration of the risk indicators is
also suggested by Deleris and Erhun (2005), who points
out also the importance of currency of the data and
therefore, the need of regular updates.

As a next step in order to be able to simulate various
scenarios the model needs to be detailed in depth and
according to Furian et al. (2015) the model content has
to be specified. Subsequently the translation into a com-
puter model is required for the simulation runs and the
evaluation. No final decision has yet been taken on the
simulation software. In the moment the following possi-
bilities are in focus: the open source library HCDESLib'

Lavailable at https://github.com/nikolausfurian/HCDESLib



and the commercial software AnyLogic. The results of
the simulation runs will support the process of decision
making, as the gained results for the different scenarios
can be evaluated and compared to each other. There-
fore this will be a helpful tool in a complex environment
to gain more insights.

Within the before mentioned project the next steps
should be realized. A simulation prototype should be
generated to be able to compare different scenarios and
demonstrate the benefit of using modeling and simula-
tion. Furthermore it is planned to deduce a framework.

CONCLUSION

The process of conceptual modeling is a very impor-
tant one and determines the thereafter written computer
model. As a result it is essential to use a systematic and
conceptual method, which allows flexibility to the extent
to adjust it to your requirements and offers transparency
to all partners in the process of conceptual modeling in
order to improve the common system understanding and
subsequently to improve the quality of the model. The
proposed guideline is independently on the one hand,
from the specific industry and on the other hand, also
from the computer model used for the simulation. It
can be applied to a varying complexity of SC and also
to different levels of detail, which are represented by
dimensions and levels.
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ABSTRACT

An inventory system containing uncertainty, e.g. in demand
or in lead-time requires to determine a safety inventory for
re-ordering. The decision models need a probability
distribution of the demand during lead-time. In the literature
on inventory control, mostly a Normal distribution for
describing this demand is assumed. Based on the knowledge
of the variance and on the distribution assumption, the safety
inventory is calculated, given a prescribed customer service
level. However, the functional form of the probability
distribution in practice might look different from the shape
of a Normal distribution and by this wrong decisions are
made which result in high costs or low service level. It is
investigated here whether the use of semi-variance is more
robust to a deviation in the shape from the Normal
distribution. The determination of the safety inventory is
worked out for a triangular distribution as an illustrative
example.

INTRODUCTION

Operational inventory management deals with
decisions on how much to order of a certain product and
when to order. The former decision relates to a quantity,
which is either a fixed quantity or a quantity based on the
current inventory level (for example, to fill up the inventory
to a certain level). The latter decision is based on the policy
order based on either a time basis (for example, at the end of
each week) or based on the inventory level (for example, if
the current inventory level drops below a certain threshold,
an order is placed).

The time between ordering and delivery of goods is called
the lead-time. The lead-time may be fixed or may be
uncertain (stochastic). Also the demand during lead-time
(DDLT) mostly is stochastic. To avoid getting out-of-stock,
companies hold extra inventory, which means more
inventory than the expected value of demand during the lead-
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time. This extra inventory is called buffer inventory or safety
inventory.

The level of safety inventory depends on the risk that the
company is willing to take of an out-of-stock event. If the
inventory on hand is not sufficient two situations may be
observed: the demand results in lost sales or the demand
results in backorders. The company decides on the level of
safety inventory based on the probability of an out-of-stock
event or on the expected number of units short while being
out-of-stock. For this decision, the probability distribution of
the DDLT needs to be known. Most textbooks and software
assume that the DDLT follows a Normal distribution. An
estimate of the mean and variance allows for the
determination of the safety inventory, given the risk that the
company would like to accept. But in reality the DDLT does
not always have the characteristics of a normal distribution:
the distribution is not always unimodal and it is not always
symmetric. Several studies have shown that the shape of the
demand distribution during lead time has an important
influence on this decision and might lead to either wrong
decisions in terms of service levels or will lead to higher
costs than expected.

LITERATURE REVIEW

In the case of unknown but observable demand process,
a commonly used approach is to employ replenishment
formulas that are derived assuming a completely specified
demand distribution, and to substitute statistical estimates for
the demand distribution parameters. Limited historical data
can be used to estimate the parameters of the demand
distribution (Jacobs and Wagner, 1989). Their findings show
that when demand variability is large, exponentially
smoothed estimators can substantially outperform sample
means and sample variances. When demand variability is
relatively small, the cost of demand uncertainty is negligible,
and the choice of statistical estimators is not critical.

Unfortunately, the demand distribution is rarely known
and the lead-times are frequently random. Inventory
managers are fortunate if they know the first two moments
of these random variables. To address these issues, Ehrhardt



(1979) proposes the Power Approximation (PA) method. If
the functional form of the DDLT is not (fully) known, the
common assumption of making use of the normal
distribution might be very harmful. Naddor (1978) finds that
false assumptions about the distribution may lead to higher
cost in the case of extreme distributions, but that, with
realistic distributions, only the first and second moments are
essential. On the other side, Bartezzaghi et al. (1999) show a
significant impact of the shape of the demand distribution on
the service level, based on a large set of experiments. Their
analysis shows that the shape of the distribution is a primary
factor in the determination of inventories. Also Lau and Zaki
(1982) note that mean and variance are not sufficient for
safety stock calculation, but also skewness and kurtosis
should be accounted for. Furthermore, Kéki et al. (2013)
show the impact of the demand distribution shape on
replenishment, based on experiments with qualitative shape
characteristics (normal, positively skewed, negatively
skewed, and bimodal).

Sometimes, it is even an unreasonable assumption that the
demand obeys a known distribution. In such a case, for with
some agricultural products, an inventory replenishment
policy has been proposed on the mean of the distribution only
(Chen et al., 2016). In Janssens and Ramaekers (2011), and
in Ramackers and Janssens (2012), an approach has been
developed to obtain the reorder point based on the
knowledge of the range, mean and variance of the demand
distribution only, which is the same information as required
for the use of the normal distribution (as many times used in
commercial software).

PROBLEM FORMULATION

The intention of this study is to investigate whether an
alternative of estimating the variability of demand during
lead-time would lead to less risk, compared to the use of the
normal distribution, regarding errors in service level or in
cost in case the DDLT follows an asymmetric or a
multimodal distribution. The core idea is to use a different
measure of variability, called the ‘semi-variance’ (to be
explained in detail further on) as a basis for determining the
safety inventory.

When mentioning about risk, one might compare the risk in
inventory risks with those in investment in the financial
world. “Variance’ is called a full domain risk measure while
they can be contrasted with partial domain measures, which
provide information for some distribution over some part of
its domain. In the financial domain special relevance is given
to the ‘downside risk’, focusing on return falling below some
critical level (Grootveld and Hallerbach, 1999). In inventory
management the interest goes into the ‘upside risk’, focusing
on what happens above the critical level which is the
inventory level. Just like the financial world focuses on
downside risk measures based on mean-lower partial
moments, our idea is to focus on mean-higher partial
moments.

One approach to this “upside risk’ specifies the risk in terms
of probability-weighted of deviations above a target. One
example is the semi-variance, which has been introduced to
Markowitz (1959, chapter 9) and which measures the
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variability below the mean in the financial case but above the
mean in the inventory management case. The semi-variance
is a special case of the more general lower partial moments
(see Harlow and Rao (1989).

The Concept of Semi-Variance

The DDLT is expressed as a random variable X which
follows a probability distribution with density f{x). The
cumulative distribution of X is written as F(x) = Prob{ X <=
x}. The expected value of the DDLT is written as:

ux = J o x dF (x) (1)
and its variance as:
0% = [77(x — uy)?dF (x) )

The variance may be split up in two parts defined as:

0f =05 +oft (3)
with

oF = ["X(x — ux)?dF (x) 4)
and

oft = [T —pu)dFx) ()

The formula (5) is called the (positive) semi-variance which
also might be rewritten as

ot =

E[max(0,X — pux)?] (6)

Formula (6) mostly will be estimated by means of the sample
semi-variance, defined as

n (max(xi—f,o))z

2+
= 4i=1

Sx

(7

n

where
=3k, ®)

The mean is estimated in the classical sense as the average

value of the demand during a number of time periods. Once

the mean is estimated the semi-variance of the DDLT can be

estimated.

The reorder point R can be expressed as

R =px +koy )

with k£ > 0 a safety factor. Note that o5 < oy . In case g5
oy, it means gy = 0. This means that the safety factor k&
should be larger than in the case the variance is used. For the
Normal distribution (and in fact also for any symmetric
distribution), o = oy = % . In this study it is assumed that
the right-hand side of the distribution corresponds to the tail
of a normal distribution. Therefore the value of & in formula
(9) can be determined by k = Ky ormar * V2 , Where Kyorma
is the safety factor as obtained from the normal distribution.
In practice the reorder point R is calculated as:

R =x+ kyormar * V2 * s% (10)



SOLUTION METHOD

An illustration is required to illustrate the reason why
this change in risk measure is useful to investigate. The best
way is to illustrate by means of a distribution from which the
quantiles can be obtained analytically, for example the
triangular distribution.

Let a variable Z be distributed as a triangular distribution
with support on [a,b] with mode m. Its density can be written
as:

2(z—a)
(b —a)m -
_ 2(b-2)
T h-ob-m

= 0 otherwise

f@) =

ifa<z<m

a)

ifm<z<b
an

Let the mean of a triangular distribution be written as:

a+m+b
p=—73— (12)
The right-side semi-variance is written as:
oF = f Cc-wfCodx  (13)

Two cases need to be considered (¢ = 1,2). The case c=1
relates to the condition i < m, while the case ¢=2 relates to
the condition u > m. Let this integral be written as the sum of
three parts /ic+, [oc+ and Isc+, where

b
hﬁ=jxqux 14)
n
b
5H=—zufxf@wx (15)
u
b
&+=Mff&wx (16)
n

First consider the case where ,u <m:

= mf (x — a)x?dx

111+

+ —(b e v fm (b — x)x%dx

which after some calculations leads to

p 3 2 m4_ﬂ4 m3—,u3
11+_(b—a)(m—a)[ 4 _a( 3 )]
2 b(b3—m3)
+w—aXb—m)[ 3
promt 17
=) @
_ —4u "
Iy = (b—a)(m—a)fu (x — a)xdx
* e, 0~

which after some calculations leads to
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—4u md — 3 m? — 2
121+_(b—a)(m—a)[ _a( 2 >]
(bz—m)
(b—a)(b m)[
b3 —m
57w

o "
314 = mj (x —a)dx

w—@w—)fw x)dx

which after some calculations leads to

L = (m—fl)2 (#—a)
T (p — a)(m —a)
2# (b - m)2 19
b-a)(b—m) 2 (19
Second, consider the case where u > m:
2
L, = —f b — x)x%dx
12+ (b_a)(b_m) u( )
which after some calculations leads to
2 b3 _ 'u3
Lizy = b
b—-—a)(b—m) 4
b4- _ #4
-(59) @

__ ’
122+ = mjﬂ (b — X)de

which after some calculations leads to

3 _4'u bZ _MZ b3 _MB
@+‘w—ﬂXb—m)P< 2 )_( )]QD
B 2#2 b
I35y = m]ﬂ (b —x)dx

which after some calculations leads to

=]

Note that the negative semi-variance can be calculated in a
similar way. But, as this part is not relevant for our purposes,
this development is not included.

I3p4 = (b— )[b(b W - (22)

)(b

NUMERICAL ILLUSTRATION

In the numerical illustration the quality of both the
safety stock based on variance and semi-variance is
evaluated versus the exact value obtained from the triangular
distribution. The triangular distribution has been chosen for
this numerical example because the inverse cumulative
distribution function can be expressed in an analytical way.



The inverse cumulative distribution function F*/(y) can be
written as:

F') =a+ ym—a)(b—a)
m-—a
ifo<y< (23)

F@) =b— JA-»b-mb-a
v? a3y31 (24)
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Three ways of calculating safety stock

—+ - Normal with
variance
=== =Triangular

=—m=— Normal with semi-
variance

Level of safety stock
=

0.80 0,91 0.92 0.83 0.94 0.95 0.96 0.97 0.98 0.98
Service level

Figure 1: Level of safety stock in function of service level for
the Triangular distribution (a=5, m=12, b=15)

A comparison of three ways of calculating the level of safety
stock for a skewed distribution (i < m) is shown in Figure 1.
It can be seen that the approach with the semi-variance has a
lower level of safety stock than the approach based on the
variance and is closer to the exact curve of the triangular
distribution. Figure 2 shows the same comparison for a
skewed distribution (u > m). The approach with the semi-
variance has a higher level of safety stock than the approach
based on the variance. The level is closer to the exact curve
of the triangular distribution for nearly the whole spectrum
of service levels. Only with the very high service levels the
approach based on the variance is better. This phenomenon
needs further investigation.

Three ways of calculating safety stock

==+ = Normal with
variance
= =+==-Triangular

—=— Normal with semi-
variance

Level of safety stock
£

0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
Service level

Figure 2: Level of safety stock in function of service level for
the Triangular distribution (a=5, m=7, b=15)

Both figures 1 and 2 start from the assumption that the
parameters of the distribution are known. In case the
parameters need to be estimated by a small sample, the
conclusions might be different. This phenomenon is
illustrated in Figure 3. The related triangular distribution has
parameters a=5, m=12 and b=15 (same as in Figure 1), which
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theoretically leads to mean = 10.667, variance = 4.389 and
positive semi-variance = 2.095. Samples of size 20 are taken
from this distribution and the levels of safety stock are
calculated based on sample mean, sample variance and
sample positive semi-variance. From one sample, Figure 3 is
created. The sample has mean = 11.521, variance = 3.860
and positive semi-variance = 1.399.

Three ways of calculating safety stock

—=+ ~Normal with
variance
= === Triangular

—a— Normal with semi-
variance

Level of safety stock
w
in

0.90 091 0.92 0.92 0.94 0.95 0.96 0.97 0.98 0.99
Service level

Figure 3: Level of safety stock in function of service level for
a sample from the Triangular distribution (a=5, m=12,
b=15)

The levels of safety stock based on the variance are higher
than those based on the semi-variance. But the levels based
on the variance are closer to the exact curve of the triangular
distribution for the lower service levels, while those based
on the semi-variance are closer for the higher service levels.

CONCLUSIONS

The performance of the method of determining safety stock
levels, based on the variance and on a safety factor based on
the Normal distribution, depends on the shape of the real but
many times unknown demand distribution during lead-time.
This fact inspires to use another way of determining the
safety stock. This research paper has introduced the new
concept of ‘semi-variance’ in this operational context. The
paper illustrates this innovation by applying and evaluating
the new concept by means of a case where the demand
distribution during lead-time is known to be a triangular
distribution with known parameters. Preliminary results
show that the new concept can improve on the higher
mentioned problem but not in a consistent manner. Further
investigation is required to investigate the conditions in
which it is a valid alternative. It looks interesting to check
conditions like smaller/larger coefficients of wvariation,
left/right skewness, bimodality or some combinations of
these conditions. A suggestion might be to use the
Compound Poisson distribution as variation of its parameters
leads to several types of the conditions mentioned, as found
in Ramaekers and Janssens (2007). The choice of this type
of distribution forms a solid base for designing valid
experiments in future research.
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ABSTRACT

This paper examines the potential of clothing mass
customization configuration within the platform to identify
the possibility to implement Industry 4.0 in the apparel
industry. Even if, some manufacturers have managed this
approach successfully, some of them have poorly mastered
the concept. The increase in purchase returns for
personalized and customized clothes both in stores and on
the Web creates headaches for retailers because it affects
their brand image. The first problem is related to the
manufacturing aspects with measurements, adaptation of
patterns and flexibility in methods and manufacturing
deadlines. The second is the lack of knowledge and
experience from the manufacturers to use properly the
configuration systems. It has become increasingly important
to understand how to create an approach for configurator
implementation for clothing personalization and mass
customization program. For producers to make the most of
mass customization they need to better understand what can
be done in terms of clothing personalization and mass
customization capabilities. We discuss custom clothing for
men in conjunction with the effects stemming from the
evolution of mass production practices. This led us to
explore from different angles the problems related to the
automation of standard sizes and integration of “fits” done in
traditional ways as well as computerized ways with respect
to product adaptation. In this paper, we also analyze the mass
customization concept and propose technological and
operational approaches aimed at initiating useful discussions
to better understand these issues.

INTRODUCTION

Past research has demonstrated the importance of
understanding the mass customization of clothing within the
context of trade globalization, which has led to ever more
ferocious competition in the apparel industry. Moreover, as
apparel products now seem to have an ever shorter life cycle,
a phenomenon which is exacerbated by the introduction and
implementation of new business models, businesses’
commercial strategies must face mounting pressure. This
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situation forces the apparel industry players to revise their
organizational strategies in order to survive in this highly
competitive market. Organizations must reinvent themselves
and find new ways to satisfy their customers. In order to
grow, to maintain the current level of employment and
possibly increase it, garment producers will need to develop
new manufacturing strategies by orienting local production
towards a flexible, quick-response system that allows for the
production of various types of orders (small quantities, short
deadlines, skilled labor, etc.). Thus, it will become essential
for businesses to implement new strategies that correspond
to the reality of current markets, in order to keep up with the
rhythm of short cycle production. Businesses need to focus
on flexibility, adaptability and agility (Pine, 1993).

FASHION AND APPAREL INDUSTRY 4.0

Fashion Apparel Industrie 4.0 called a ‘‘smart apparel
factory’’ is the current trend of automation and data

exchange in apparel manufacturing technologies. The
combination of several major innovations in digital
technology it includes the Internet of things, cloud

computing, and cyber-physical systems communicate and
cooperate with each other in real time used by participants of
the value chain driving a new shift of change across the
economy, with major implications for fashion market —
including RFID, sophisticated sensors, digital printing and
fabrication, 3-D product development and more. The
consequences for fashion industry leaders are clear: more
than ever before, they need to refocus on a few truly
distinguishing core capabilities to create sustainable value in
the future. In our view, these five priority of key success
factors for Fashion Apparel Industry 4.0 : (1) customer
excellence focus (The voice of the customer) and brand
performance profile, (2) seamlessness in the omnichannel
user experience integration, (3) renewed focus on physical
retail, (4) operational excellence and innovation, (5) process
Integration and Traceability. To remain strong and
competitive, a company has to demonstrate its capacity to
adapt in terms of creativity, production, quality, timing, and
price.

MASS CUSTOMIZATION APPROACH

Reviewing the writings on this subject tells us that
paradoxically, at a time where the global key word in most
industries is standardization, the focus in the apparel industry



is on ‘‘uniqueness.”” With the recent surge in the use of new
media and telecommunication, consumers are more and
more demanding and informed. They are no longer satisfied
with standardized products that force them to make
compromises. The Internet influences customers’ buying
habits by creating needs that have to be satisfied
instantaneously. In the clothing industry, these expectations
not only imply having to constantly provide consumers with
new options in terms of styles and colors, but also to allow
them to find an affordable well-fitting clothing item and
make it available to them almost as rapidly as if it was a
standard-sized product. In order to meet these expectations,
clothing companies must now propose custom-made
products. Brands that offer personalized products (mass
customization) are taking over both traditional and online
stores. This is made possible by identifying the key points of
body measurement necessary to produce well-adjusted, well-
fitting garments. However, being able to take these
measurements effectively and efficiently is crucial. Although
efficient and affordable technologies are available to provide
a body scan, few businesses are able to meet the
requirements of custom-made products for the following
reasons: lack of reliability of the measures provided by the
body scan, problems related to the transmission of a large
quantity of data to ‘’potential manufacturers, interface issues
between the data generated by the body scan software and
that used by pattern making, cutting and assembly.

Many apparel businesses are currently researching
technological ways to produce, adjust, sell, and deliver, in a
systematic and automatized fashion, personalized and made-
to-measure products. Nevertheless, mass customization
somehow remains misunderstood or is rarely used by actors
in the clothing industry mainly because of the widely
variable measurements, of the problems in adapting patterns,
of the need for flexibility of manufacturing delays and
methods. Many authors have produced research on mass
customization; however, few of them have sought to identify
the problems related to sizing and to so-called ‘hidden data’
coming from the customers (ease allowance, fullness, etc.).

Our objectives to develop a configurator for cothing mass
customization, using computerized information systems, that
could be used to analyze and decode measurement data
coming from peripheral devices in order to identify as
precisely as possible the necessary information to produce a
well-fitting garment.

Hence, we need to identify the fundamental variables and
data that are necessary to produce custom-made clothing.
Parsimony in fundamental variables (length, circumference,
density and textile matter behavior) will allow to
significantly diminish the amount of data to analyze and
send out in order to create an ‘intelligent’ pattern.

In this research, we hypothesize that the amount of non-
essential data for pattern automation can be reduced by 65%
(typical measurements), from the current situation. We shall
not only try to reduce the quantity of data, but also to
determine the minimal number of measures needed
(minimum cardinalities). Moreover, using anthropometric
measurements, like density, will enable us to identify key
referential points which are essential to ensure proper fit.
These referential points, when combined with data related to
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textile textures and behaviors, will allow for personalized
pattern grading. To accomplish our primary objective we
therefore must reduce the amount of data while increasing
the quality of automated clothing patterns, thereby allowing
for the production of well-adjusted custom-made clothing
that meet customers’ needs and expectations

LITERATURE

The goal of mass customization is to efficiently provide
customers with what they want, when they want it, at an
affordable price. Inala (2007) contends that mass
customization has become a competitive strategy for
businesses that want to offer personalized products. A mass
customizer must first identify the idiosyncratic needs of its
customers, specifically, those product attributes along which
customer needs to diverge the most (Piller and Blazek 2014).
When clothing was made to measure, each garment was cut
and assembled for individual customers (Istook 2002). As a
result, it provided a personalized fit (Workman, 1991). This
type of production is what Pine (1993) referred to as
personalized and handcrafted production. Likewise, in order
to be able to meet the demands of mass customization, all of
a manufacturer’s operations have to be based, according to
Zipkin (2001), on flexible processes that allow it to respond
rapidly to customers’ requests. More often than not, mass
customization consists in, for example, assembling basic
items according to specific orders.

Mass customization therefore becomes a crucial
development solution for businesses specialized in garment
manufacturing and distribution (Pine, 1993). In fact, the
demand for mass customization of clothing is only growing
stronger. It has become possible thanks to the contribution of
new technologies. Custom-made clothing requires a very
thorough understanding of the expectations and specificities
of each individual (Peterson, 2008). According to Pine
(1993), the success of mass customization rests mainly on a
successful integration of the value chain. In some respects,
businesses must accomplish a feat by performing well on
two axes that are generally on opposite sides of the spectrum
in most businesses: maintaining short supply lead times
while offering custom-made products that correspond to
clients’ specifications.

There are mass markets for some customized products — the
emergence of mass-customized apparel demonstrates that
(Zipkin, 2001). The main problem of mass customization is
related to the preparation of products according to
customers’ requirements. Moon et Al (2014) states that
because of their lack of knowledge and experience,
consumers do not know what they really want. It is thus
important to simplify their request by offering them some
guidance. Doing so not only requires knowing a customer’s
measurements and style, but also obtaining information that
he never reveals: what literature refers to as “sticky
information”. The term “sticky information” is defined by
Von Hippel (1994) as information hidden by a customer that
provides, in certain cases, a company with a key competitive
advantage and offers significant opportunities for innovation.
For example, consumers know their needs and tastes better
than manufacturers. It 1is therefore difficult for a



manufacturer to obtain information that is either confidential
or perceived to be so irrelevant that consumers reveal them
sporadically, at best. = This unknown data, like ease
allowance, fit, proportion and the like, are essential to the
production of custom-made garments. According to
Ashdown (2013), they are at the source of most purchase
returns occurring in stores.

CUSTOMER SATISFACTION

Customer satisfaction can kill: The increase in purchase
returns for clothes both in stores and on the Web creates
headaches for retailers because it affects their brand image,
customer engagement and customer loyalty. People claim
that it is very difficult to find clothes that fit them perfectly
and they find that sizes vary from store to store. As a result,
it appears important for stores to know their clientele and to
offer clothes that fit customers adequately in order to
increase their volume of sales per customer. Thus, some
problems associated with mass customization must be
corrected by the clothing industry, they are: the templates
(blocks) used to create basic patterns are not adequate; the
size standards and measurement charts have become
obsolete; the sizing per territory/population rapidly changes;
and, some of the information hidden by the customer must
be decoded by manufacturers.

Faust and Carrier (2009) contends that errors in
measurements still prevail in the clothing industry. Even if a
customer is given a sizing chart, it is still difficult for him to
take accurate measurements on his own. Ashdown (2013)
has identified a few simple problems that might be
encountered. For instance, when measuring waist
circumference, it is necessary to stand straight in a natural
position and to hold the tape measure parallel to the ground.
A slight imbalance could result in errors of up to half an inch
on the final garment. The main problem occurs when
measuring the waist girth. Moreover, Park and Stoel (2002)
mention that data transmission errors taking place during the
data transfer process create problems at the time of order.
As for the 3D body scan technology, it sends more than 300
000 data items during a sample body scan (Ashdown, 2007)
which increases the complexity of selecting valid data in
order to obtain reliable information.

Both methods (manual or 3D body scanner) of measurement
have their strengths and weaknesses. For some authors, the
biggest strength of the manual measurement is its ability to
identify incoherent measurements while its most important
weaknesses are the labor costs and the imprecision caused by
human error when transcribing data (Fan et al., 2004). On
the other hand, the strengths of the 3D body scanning are the
speed and the low cost (nowadays) while its main weakness
are in the measurement inconsistencies due to movement
(Istook et al., 2011), the lack of accuracy when compared
with manual measurements (Liu et al, 2014), and the
difficulty to obtain correct measurements at feet position, for
example (McKinnon & Istook, 2002). Accurate body
measurements can be difficult to obtain with 3D body
scanning due to factors such as posture, landmark
indications, instrument position and orientation, pressure and
tension exerted (Fan et al., 2004).
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Not so long ago, body scanning was still at the stage of
acceptance and maturation in the industry; the benefits of
automation were not clearly visible (McKinnon & Istook,
2002). Female consumers who have been scanned generally
react well to the results, yet women from specific socio-
demographic groups are less comfortable with the idea of
being body scanned (Loker et al., 2004).

As Whitestone & Robinette (1997) write, 3D body scanning
is now an accepted tool in the apparel industry. As time goes
by, the non-contact body measuring technologies generate
more and more interest and applications in the apparel
industry. It can be put to numerous applications:
anthropometric measuring surveys, development of three-
dimensional apparel, computer aided design (CAD), virtual
garment environments and animation, mass-customization,
etc. (Jones et al., 1995; Hardaker & Fozzard, 1998;, A.,
2001; Koontz & Gibson, 2002; Xu et al., 2002; Ulrich et al.,
2003; Bachvarov et al., 2014).

Ashdown (2013) indicates that computer systems need to
accurately generate the information coming from both the
pattern-making software and from the body scan. Issues arise
when size charts and fit levels for different body types are
not clearly established from the start. The key to success lies
in the development, the architecture and the support of
computer systems used to generate data based on individual
body dimensions for pattern-making software, which need to
be adapted individually. Despite the fact that all these
approaches aim to produce apparel as accurately as possible,
it appears that the great number of constraints makes it
difficult to find a compromise between performance,
accuracy and technicality during the production process.

CONFIGURATOR & CLOTHING PRODUCT DESIGN

Here, configuration processes play a crucial role to manage
this task by providing customers support and navigation in
co-designing their individual product or service. There is
nothing simple about mass customization and it is not a
simple strategy to undertake organizationally; it is not even a
simple concept to comprehend (Hart, 1994). Today’s market
heterogeneity, increasing variety, steadily declining product
life cycles, decreasing customer loyalty, and the escalating
price competition in many branches of industry are the main
motivators for firms going into mass customization (Pine
1993).

Configuration is an essential aspect of mass customization
because it creates the possibilities to guide customers as they
are making choices. Haug et al (2012) contends that the
primary objective of a configurator is to facilitate the
decision-making process of customers using a Web-based
interface. Product configuration systems play an important
role in supporting the mass customization paradigm, as it
helps to determine the degree of personalization that a
business will offer. Thus, the role of the configurator is to
create a link between consumers and manufacturers (Inala,
2007). Mass customization does not equate to an increase in
costs. According to Piller and Blazek (2014), using a
configurator could significantly reduce costs since its Web-
based technology diminishes the time required to take orders



and the application of toolkits for customer co-design may
be the most used approach to help customers navigate choice
in a mass customization system. In the current context,
businesses use catalogs and manual production methods.
Catalogs provide a predefined and limited number of
combinations for a product without necessarily fulfilling all
of a customer’s specific needs (Quin and Yang, 2009).
Manual configuration, on the other hand, essentially relies on
the human expertise and necessitates competent and highly
skilled workers (Rogoll and Piller, 2004). However, a lack
of expertise eventually requires investments in terms of time
and efforts; moreover, it forces employees to keep up to date
with frequent technical changes and improvements. As a
result, the configuration of a product to meet a customer’s
requirements can become a complex task which gets more
demanding as the number of components and options
increases. When the configuration requires numerous
variations, the possibility of making errors also rises which
can result in production delays. The repetition of subsequent
steps may be required which can be costly. Thus, Ashdown
(2007) contends, mass customization creates various
technical challenges that need to be overcome before mass
customized garments can be produced. The technological
risks associated with a configurator project are essentially
related to the development of a system that can share and
process data and parameters (the parameter configurator)
originating from various sources such as: the data entry tools
(e.g. the Body scan), the basic garment patterns, the marker-
making software, the automatic cutting table and the
administrative and financial data. In short, none of the
existing technological systems seem to provide a solution for
mass customization in the apparel industry. Rogoll and Piller
(2004) indicate that the optimal product configurator needs
to create an interface between different programming
languages and function entirely independently. Incidentally,
these criteria add to the level of uncertainty associated with
this type of installation. A product configurator must be used
along with a high-performance technological platform so as
to allow for interaction between customer and manufacturer
as the product is designed. This creates an interface between
the customer and the supplier which provides opportunities
for value co-creation in both the apparel and fashion
industries.

The most important mass-customization prerequisite is the
understanding that mass customization itself is a highly
customized strategy and you cannot imitate someone else’s
successful mass-customization strategy (Hart 1994). If prime
producers want to make the most of this prospect, they will
need to better understand what can be done in terms of
clothing personalization and mass customization so as to
formulate an appropriate strategy on how to use their
measurement configurator. This research project will provide
tools for fashion industry businesses that will allow them to
gain a competitive edge through custom-made and short lead
time projects. The opportunities created by the absence of
such a service or system needs to be used by businesses in
this industry to reposition themselves on the garment and
apparel markets, both locally and internationally. This
research offers great possibilities in terms of innovation and
could constitute an outstanding opportunity for several actors
in the fashion and clothing industry. Even though the local
garment industry and that of emerging countries face each
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other on an uneven playing field, the local industry possesses
a technological environment that could give it a significant
advantage.

INDUSTRIAL DYNAMICS SIMULATION

The first stage of this research project is a preliminary study
of the fundamental variables and data needed to produce a
custom-made garment. This first step will allow for the
production of a study which is itself an integral part of a
larger research project. The proposed approach will aim, in
part, to identify the fundamental variables and data essential
to the fabrication of custom-made apparel. After this results
have been submitted, the data obtained will be analyzed
which will allow for the creation of a product parameter
configurator. Moreover, in the near future, we will assess the
modalities of implementation of this technology and its
progressive use in the fashion and garment industries. The
preliminary phase of this research project will take place in a
manufacturing environment specialized in men’s fashion.

At first, we will study the mass production and custom-made
environments that exist in this industry. Next, we shall
analyze three pants models provided by manufacturers
specialized in athletic wear, sportswear and workwear. Each
pattern will be analyzed and dissected in order to assess the
fitting and grading methods used in relation to size and type
of textile. From this first study, we will formulate a
hypothesis on the fundamental variables needed to produce a
garment using mass customization. In order to validate the
fundamental variables that will enable us to create our
configurator, we will conduct a study of the process involved
in body measurement (length, circumference, density and
stature) using both a body scan and manual measurements.
We collected complete measurement data for 60 male
subjects, aged 18 to 69.
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Fig. 1: Analysis of shapes processes and methods

In a same group of 60 men, 12 men will be recruited to allow
us to model the variables and data linked to a production
model that is part of a real rapid manufacturing process. So
as to facilitate research based on individual shape groupings,
we will use figure types represented by the letters H-O-X
and V to categorize different types of silhouettes and
redefining silhouettes from Rasband and Leichty (2006).
Four morphotype-groups will be made up of men (of
different stature) wearing a size 40 jacket and trousers of
sizes 32 to 38. This innovative method significantly
improves the recurring problem in the industry regarding
classification systems of normalisation. It will then be
possible to validate the data through our configurator and
produce garments using rapid prototyping. A thorough
examination of the clothing items produced will be carried
out during the fitting phases in order to analyze their “fit”.
This will allow us to determine which variables appear to be
problematic. Mass customization offers a new business
model and growth opportunities for small manufacturing
businesses and clothing companies. Indeed, from mass or



large volume production, businesses in this industry will be
able to profit from this value-added advantage. According to
Zipkin (2001), this type of production will be possible on a
large scale because new technologies will become more
easily accessible. This project originated from the idea of
creating the “optimal” product configurator which would
have the capacity to efficiently translate customers’ desires

and associate them with their anthropometric and
anthropomorphic characteristics.
It appears obvious, following our measurements and

interview activities involving 60 male individuals in the
integral part of a larger research project, that the single
pattern with respect to standard sizes is inadequate to meet
the needs of the population. Personalization therefore is
deemed to have a great future within the apparel industry.
Based on measurements systematically made on several
pairs of pants, it appears that manufacturers have a major
issue with respect to consistency in their productions, not to
mention that the underlying patterns are far from perfect.

Based on this data, three different pairs of pants of the same
quality, brand and manufacturer will feel different on an
individual. Independent of our approach to mass
customization, we are attempting to solve this problem
through this research because it is useless to try and find the
perfect pattern for a given individual if the manufactured
trousers do not conform to the pattern. In addition, following
our measurement activities and meetings with master tailors,
it appears that the measurements are taken manually or in an
automated fashion by body scan will not suffice to guarantee
a minimum fit criteria when it comes to custom trousers for
given customers. Other types of data are determined
essential and more important than measurements.
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Fig. 2: Result of action and assessment of technological
simulation tools used in the industry (cluster fit)

This is confirmed (figure 1) following our meetings with
North American pattern makers and manufacturers. When
analyzing the process of creating patterns for different sizes
from a master pattern, it appears that it will be very difficult
to create a specific pattern for every customer. This type of
fit patterns automation is deemed neither feasible nor
necessary.
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Analysis results of the 60 individuals sampled show that we
can identify approximately 12 customer profiles for every
size. It would therefore be needed to design from known
data, not one but 12 patterns for each size to accommodate
the entire population with pants that would fit just as well as
custom-made ones.

The issue with mass customization would then rest on
rapidly identifying the customer profile from the 12 standard
profiles, and produce a pair of pants from the corresponding
pattern. Tests made with respect to neural network aspects
show that it is possible to automatically classify all
individuals with relatively fewer sizes than what is
conventionally used (only 65% of typical sizes), however
adding information from body analyzer/weight data
providing fat and bone mass data (in the form of lean body
mass statistics), body water percentage and data concerning
fit perception. On the whole, these results allow us to
envision the logistical aspects within an installation that
would use mass customization methods. The methods also
become different for patternmakers since instead of creating
one pattern for each type (i.e: master pattern for size 32), 12
patterns for each silhouette type would then be created.
Then, the same extraction methods for grade units using
master grade units would yield the 12 patterns for each
grade. Thus, by obtaining a body scan through Kinect Xbox-
3D and data from a short survey/questionnaire, the
manufacturer will then automatically obtain the silhouette
data of target customers.

Currently, tests with a configurator, confirm the validity of
our variables and the future potential for rapid prototyping
by a mass individual production and assure a well-fitting
garment via an online request. This method can be applied
for professional, commercial, technical and mass consumer
apparel. Through this work, it is also seen that it would be
beneficial to label ready-to-wear trousers with silhouette-
type information that best displays the style. This would no
doubt allow the customer to filter more quickly through non-
desired pairs or models. This project offers numerous
innovative possibilities and could provide a major
opportunity for those implicated in the apparel industry.

CONCLUSION

Digital capabilities are vital to move forward with Industry
4.0. Apparel industry businesses must be proactive, adopt,
and adapt to new mindsets and management tools to take full
advantage of information technologies. To successfully
implement mass customization, it is of the utmost
importance that they emphasize analysis, decision-making,
performance evaluation, and added value. Indeed, flexibility
is a must as the market increasingly expects it. Mass
customization offers much potential for extending brand
awareness, acquiring new markets and generating profits.
Customers will be at the center of the changes to value
chains, products and services. In the end, manufacturers and
retailers will need to own relationships with the end
customers who drive demand or at least integrate with
platforms that allow them to access the end customers
efficiently.
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