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PREFACE

EUROMEDIA’2006 follows on in the footsteps of past events in bringing
together several strands of computer media research to converge into a single
event, where media is the binding factor in all the applications, some of which
are pushing back the boundaries of what is scientifically possible to achieve.
This year’s event is no different, and we are sure that all will appreciate the
depth and expanse of this year’s presentations, for which we should thank the
authors.

As with any conference, EUROMEDIA also would not be possible without the
help and support of a number of people, and we would like to begin by
thanking all of the reviewers for their efforts, which have resulted in a truly
interesting and varied conference programme. We are also most grateful to
Fanuel Dewever of IBM Business Consulting Services for accepting to be our
keynote for 2006, whose talk will cover the Open and Collaborative Innovation
in a European Network of Living Labs, and of course to all of the paper
authors and presenters for their hard work, and their willingness to share their
results in the other sessions. Thanks also to the session chairs and other
delegates who we are sure will guarantee us a lively and thought-provoking
conference. Finally, special thanks are due to Philippe Geril, whose continued
dedication and hard work as the conference organiser has enabled us to
maintain the standard expected of EUROMEDIA events.

We sincerely hope that all of the delegates enjoy the conference, and that
other readers of these proceedings will be encouraged to participate in
EUROMEDIA events in the future. On behalf of all of EUROSIS, the
International Programme Committee, we welcome you to this event and look
forward to a successful conference.

Prof. Elpida Tzafestas
General Conference Chair
EUROMEDIA’ 2006
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SEARCHING SEMI-STRUCTURED DATA USING LANDMARKS
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ABSTRACT

This paper introduces landmark search operators for
extracting data from poorly formatted Web pages, plain text
files, and XML/SGML documents lacking grammars. The
emphasis is on ease of wuse, and a fast, simple
implementation, which can be readily ported to a wide
variety of host languages. There are two main operators:
one using unique textual landmarks to divide text regions
into smaller regions suitable for further search, and an
operator that searches for XML/SGML tag pairs, and
returns the matches as regions.

INTRODUCTION

Our aim is to create a simple, efficient set of methods for
document search and information extraction based on
finding landmarks in semi-structured data. Semi-structured
data includes: Web pages marked up with (often incorrect)
HTML, ASCII files, and XML documents lacking schema.

Although grammars exist for HTML (e.g. XHTML
(XHTML 2005)), the sad reality is that most Web pages
would fail a parsing test. Nevertheless, pages returned from
the same service often exhibit similar formatting, (e.g. book
pages from Amazon, sale item pages from eBay,
departmental home pages). This is either because the pages
are generated dynamically by server-side scripts using
common templates, or because the host organization
requires certain information to appear in certain places on a
page. In other words, although the pages may not be
grammatically correct, they do contain unique formatting
information, such as titles, section heading, and indenting.

An ASCII file is often treated as a stream of characters (or
bytes), as typified by UNIX tools. However, text files also
contain formatting elements, such as titles, headings, and
indenting. In common with Web pages, ASCII files
developed for a single site (e.g. a library's book catalog, a
school's class timetables) utilize common layout rules.

The general point is that semi-structured data which fails
grammar or scheme validation, or even lacks a grammar,
can still be searched by using the data's formatting
elements. These elements may be recurring strings (e.g.
"Section" at the start of each section), or patterns of white

space (e.g. two newlines at the end of each 'paragraph’). We
call these elements landmarks.

Although landmark search is aimed at data extraction from
Web pages and text files, it's also useful for XML/SGML
files. The markup tags can be treated as landmarks,
allowing landmark search to be employed instead of
grammar-based techniques.

In the next section, we introduce the basic landmark
operations. The third section contains examples showing
how landmark search can be applied to Web pages, text
files, and XML documents. The fourth section compares
our work with region algebras and regular expressions. The
final section draws some conclusions.

LANDMARK SEARCH OPERATIONS

The two basic search operations are match3() and
tagMatch4(). They both treat a document (be it a Web page,
text file, or XML document) as a region. match3() utilizes
landmarks patterns to search through the region, extracting
smaller regions delimited by the matching landmarks.
tagMatch4() performs a similar kind of search but using
XML-style tag pairs. A support class, called Regionlterator
(a Java iterator), can employ match3() or tagMatch4() to
search repeatedly through a region for matches.

The match3() Operation

match3() carries out a linear search from the start of a
region to find a landmark that matches the operation's start
landmark pattern. The search then switches over to looking
for a landmark that matches the operation’s end landmark
pattern. The result is a region separated into three parts: the
left, matching, and rest regions. The matching region is
usually of most interest since it lies between the start and
end landmarks.

The search result is shown in Figure 1.

start end
landmark landmark

parent | M |
region | % matching I
\ j\ region |}

left region - ~

rest region

/

Figure 1: A Landmark Search using match3()



Landmark searches can be applied to the component
regions, to 'zoom in' on areas of interest. When the
information has been located, the region can be converted
into a string, and manipulated using operations available in
the host language.

match3() can be defined more formally:
pr.match3(slp, elp) returns {lr, mr, 11}

where
pris {ag..a;, sly..sly, by..by, elg..ely, co..cu},
the parent region,

slp matches sly..sly, the start landmark,
and does not match anything in ay..a;,
slp is slpg..slpy, the start landmark pattern,

elp matches el..el,, the end landmark,
and does not match anything in by..by,
elp is elpy..elpy, the end landmark pattern,

Ir is {ay..a;, sly..sly}, the left region,
mr is {by..b}, the matching region,
1r is {by..by, ely..ely, cp..cy}, the rest region

Otherwise pr.match3(slp, elp) returns null.

A region is treated like a character sequence when being
searched. The "." symbol denotes a subsequence of
characters.

The meaning of the "matches" operation will vary
depending on the implementation; our Java prototype uses
string equality: x..y matches s..t if the two subsequences
contain the same text.

As the definition suggests, match3() can use string
operations to perform a linear search over the parent region.
The algorithmic complexity depends on the length of the
sequence, and the cost of the "matches" operation. In
general, if the landmark patterns are sufficiently small, then
the algorithmic cost is on average O(n), where » is the
length of the parent region.

The tagMatch4() Operation

tagMatch4() searches for tag pairs (e.g. <P> and </P>). On
the face of it, this operation seems unnecessary since the
tags could be represented by landmarks, and so found using
match3(). However, there are two reasons for employing a
separate method.

The first is that a start tag (e.g. <title>) may contain
attributes, and we want to record them in an attribute
region. The other reason is that tags may be nested (e.g. a
<ul> list may appear as an item inside another <ul> list).
The search ignores nesting, and finds the end tag which is
at the same 'level' as the start tag.

tagMatch4() carries out a linear search from the start of a
region to find a start tag that matches a supplied tag pattern.
If the start tag contains attributes, these are stored in an
attribute region. Then the search switches over to looking
for an end tag that matches the tag pattern, with the proviso
that the end tag must occur at the same level as the start tag.

The result is a parent region separated into four smaller
regions: the left, matching, rest, and (potentially empty)
attribute region.

Figure 2 shows the search graphically.

end tag
(at same level)

|
matching W |
\ region J

- /
Vo

rest region

] .

start tag

parent |
region

left region

L

Figure 2: A Tag Search using tagMatch4()

Any of the four regions can be searched further by applying
match3() or tagMatch4() to it.

tagMatch4() can be defined more formally:

pr.tagMatch4(tag) returns {Ir, mr, ar, rr}

where
pr is {ay..a;, sto..Sty, bo..by, ety..ety, Co..Cpn},
the parent region,

( "<"+tag+">" matches st,..sty, the start tag,
and ar, the attribute region, is null ) or
("<"+tag+" "+ ar..ar, +">" matches st,..sty,
and ar is {aro..ar,} ),
tag is to..t,, the tag pattern,
the tag pattern does not match anything in ay..a;,
counter =0,

startTag is "<"+tag+">" or "<"+tag+" " and
endTag is "</"+tag+">",

counter += count of startTag matches in by..b; —
count of endTag matches in by..by,

endTag matches ety..et,,, the end tag,
and counter ==

Ir is {ay..a;, sly..sly}, the left region,
mr is {by..b}, the matching region,
1t is {bg..by, ely..ely, co..cy}, the rest region

Otherwise pr.tagMatch3(tag) returns null.
As in match3(), "matches" uses simple character

comparisons between the tag pattern and the start and end
tags.



The notion of level is captured with a counter which
records the number of start and end tags encountered
between the matching start tag and its corresponding end
tag. The counter is incremented when another matching
start tag is identified, and decremented when an end tag is
encountered. The matching end tag is at the same level as
the original start tag when the counter returns to 0.

The complexity of tagMatch4() depends on the length of
the sequence, and the cost of the "matches" operation. The
tag patterns are sufficiently small that the algorithmic cost
is on average O(n), where n is the length of the parent
region.

The Regionlterator Class

The landmarks operations are not intended to be a complete
notation or language for text extraction. The host language
is expected to have the usual control structures for looping,
switching, and recursion, and (rudimentary) support for
strings.

For example, repeated search through a parent region,
looking for every matching region, can be coded using a
while-loop and match3() (or tagMatch4()). A fragment of
pseudo-code illustrates the idea:

Region r = /* region to be searched */
String slp, elp =
/* start and end landmark patterns */

while (r.match3(slp, elp) ==
{left, matching, attribute, rest}) {
// use matching region...
r = rest; // examine rest of region

}

However, searching for all the regions that match landmark
(or tag) patterns is such a common task, that we have
packaged it up inside a Regionlterator class. Several
examples of its use appear in the next section.

SEARCH EXAMPLES

This section contains three Java examples using the
landmark operations: details are displayed about a specified
Amazon.com book, price information is extracted from a
text file of airline fares, and statistics are collected from an
XML version of Macbeth.

Extracting Amazon Book Details

Given a book's ISBN number, details about its title, prices,
reviews, and sales ranking are extracted from the
Amazon.com page for the book, and printed to standard
output. Typical output is:

Retrieving Amazon's page for 0596007302

Accessing URL:http://www.amazon.com/
exec/obidos/tg/detail/-/0596007302

Title: Amazon.com: Books: Killer Game Programming
in Java

List Price: $44.95; Amazon Price: $29.67

Star Rating: 4-5; No. of Reviews: 3
Sales Rank: 6,236

The top-level region for the book's Web page is created,
then searched in various ways:

String AMAZON URL =
"http://www.amazon.com/exec/obidos/tg/detail/~/";

System.out.println ("Retrieving
Amazon's page for " + isbn);
Region topR = new Region (AMAZON URL + isbn);

System.out.println("Title: " +
topR.tagMatch ("title"));
showPrices (topR);
showReviewInfo (topR); // see below
showRank (topR) ;

The title is obtained by searching for the tag pattern "title".
This was determined by looking at the source code for
several Amazon book pages, and noting that their titles
were always wrapped in a "title" tag pair.

The version of tagMatch() used here only returns the
matching region, which is cast to a string in
System.out.println() by Region’s toString() method.

Amazon summarizes review details with a star rating (out
of 5), and the number of reviews. This part of a book's Web
page has the format:

<img src="http://.../common/customer-reviews/
stars-4-5.gif"

height="12" border="0" width="64" /> based on 3
reviews.

The long URL always ends with "common/customer-
reviews/" and a GIF file for the stars image. The
surrounding text contains many tables, links, comments,
fragments of JavaScript, and white space. The search can
ignore all of this by focussing only on the unique landmarks
in the source fragment:

private void showReviewInfo (Region r)
{
Region reviewsRegion =
r.match ("common/customer-reviews/", "review") ;
Region starsRegion =
reviewsRegion.match ("stars-",".gif");
Region numReviewsRegion =
reviewsRegion.match ("based on "," ");

System.out.println("Star Rating: " +
starsRegion + "; No. of Reviews:" +
numReviewsRegion) ;

}

reviewsRegion is created with match(), a simpler version of
match3(), which only returns the matching region between
the two landmark patterns. For the example above,
reviewsRegion will be:

{stars-4-5.gif"
height="12" border="0" width="64" /> based on 3 }

There is a space after the '3' at the end of the region.



starsRegion gets {4.5} from reviewsRegion, while
numReviewsRegion extracts {3}.

The approach used by showReviewInfo() is quite common:
first get fairly close to the required information with a
region that cuts away most of the irrelevant data. This
region should utilize landmarks which are unique across the
entire document. The data is obtained in the second stage,
using local landmarks next to the information, which only
have to be unique within the region (e.g. in reviewsRegion).

Looking for Airfares

We want to retrieve the cost of a roundtrip flight between
two cities from "airfares.txt". The information for a city is
formatted like the following example:

Roundtrip Fares Departing From BOSTON, MA To

$209 INDIANAPOLIS, IN
$189 PITTSBURGH, PA

The collection of roundtrip fares for a city start with the
"Roundtrip Fares" heading, a dotted line, then multiple
price lines. The lines end with two newlines before the next
city collection.

The first step is to iterate through the city information until
we find the desired 'from' city:

Region topR = new Region("airfares.txt");
showTripPrice (topR, "PHILADELPHIA", "PITTSBURGH");

private void showTripPrice (Region topR,
String from, String to)
// show price of flight from-->to
{
RegionlIterator tripRegions =
new RegionIterator (topR, "Roundtrip", "\n\n");
// iterate through the trip regions
while (tripRegions.hasNext ()) {
Region tripRegion =(Region)tripRegions.next();
Region fromRegion =
tripRegion.match ("From ", ", ");
if (fromRegion.contains (from)) {
// this trip is about <from>
showToPrice (tripRegion, from, to);
return;
}
}
System.out.println("No fares from " + from);
}// end of showTripPrice ()

The Regionlterator repeatedly searches for the landmarks
"Roundtrip” and "win\n" which delimit the collection of
roundtrip fares for a city. Each call to next() returns the
next collection, storing it in tripRegion. The 'from' city is
extracted by pulling the region between "From " and ", "
from tripRegion,. This corresponds to {BOSTON} in the
example above. If this is the desired city then showToPrice
() looks at each price line to find the city we are interested
in. This requires another Regionlterator:

RegionIterator priceRegions =
new RegionIterator (tripRegion, "$", ", ");

This iterator extracts the price and 'to’ city information from
each price line. For the fares table above, toRegions will
deliver {209 INDIANAPOLIS} and {189 PITTSBURGH}.
This example shows the utility of the Regionlterator for
repeatedly applying a landmark pattern.

How Worried is Macbeth?

We want to examine the play Macbeth by Shakepeare to
discover just how many times Macbeth talks about
"Birnam" and "Dunsinane" before his well-deserved end.
This is admittedly rather silly, but it illustrates the ease of
searching over a large XML file with complicated
formatting, without employing a grammar/schema.

Landmark search means that most of the XML formatting
can be ignored. The relevant parts for this task are the
SPEECH tag pairs which wrap up speeches. A SPEECH
block starts with a SPEAKER tag pair and one or more
LINE tag pairs. For example:

<SPEECH>

<SPEAKER>MACBETH</SPEAKER>

<LINE>That will never be</LINE>

<LINE>Who can impress the forest,
bid the tree</LINE>

<LINE>Of Birnam rise, and our
high-placed Macbeth</LINE>

<LINE>Reign in this kingdom?</LINE>
</SPEECH>

The code iterates through each speech block, and, if the
speaker is Macbeth, records the number of occurrences of
the words "Birnam" and "Dunsinane":

Region topR = new Region ("macbeth.xml");
Region speechRegion, speakerRegion;
String speechStr;

int numWords = 0;

RegionIterator speechlter =
new RegionIterator (topR, "SPEECH");

while (speechIter.hasNext()) {
// iterate through the SPEECH blocks
speechRegion = (Region) speechIter.next();

speakerRegion =speechRegion.tagMatch ("SPEAKER") ;
if (speakerRegion.contains ("MACBETH")) {

// is the speaker Macbeth?

speechStr = speechRegion.toString();

numWords += countString(speechStr, "Birnam") +

countString (speechStr, "Dunsinane");
}
}

System.out.println("No. words: " + numWords);

The Regionlterator uses a "SPEECH" tag pattern to iterate
through the speeches. The "SPEAKER" text is pulled from
the speech and if it contains "MACBETH", then the number
of times that "Birnam" and "Dunsinane" appear in the rest
of the speech are counted. Incidentally, the count for the
play is 10.

countString() is a simple method (written by us) that uses
String.indexOf() to search over the supplied string and
count the number of times a given substring is found.



COMPARISONS WITH OTHER APPROACHES

In this section we compare landmark search with region
algebras and regular expressions.

Region Algebras

Region algebras include PAT expressions (Salminen and
Tompa 1992), overlapped lists (Clarke et al. 1995), and
nested region algebras (Jaakkola and Kilpeldinen 1996).
They treat a region as a contiguous portion of text,
delimited by landmarks (also called anchors and match
points). The algebras typically allow relationships to be
expressed between regions, including 'precedes', 'follows',
and 'contains', and support operations for creating region
sets using union, intersection, and exclusion.

Landmark search employs a similar underlying model, but
without sets and most of the region operators; this
simplifies the model considerably. Also, tag-based
landmarks are singled out for extra support, due to their
importance.

WebL is a Web page manipulation language, with region
algebras underpinning its text search capabilities (Kistler
and Marais 1998). Its tag-based matching is similar to the
version of tagMatch() that returns only a matching region.
WebL employs regular expressions for matching against
unstructured text.

Regular Expressions

Regular expressions have problems searching over
structured text, the foremost being their default use of
leftmost longest match (Clarke and Cormack 1997). That
search mechanism is a good choice when the text is being
tokenized into numbers or words, but consumes too much
data when applied to repeating text patterns. Regular
expressions are also unable to count, making it impossible
for them to deal with arbitrarily nested elements such as
tags.

Regex libraries, as found in Perl 5 and java.util.regex, have
introduced lazy quantifiers (Friedl 2002), which can
simulate simple forms of landmark search. However, the
formulation also needs to employ other extensions such as a
multiline mode, back references, word boundaries for
repeated search, and numerical quantifiers. Even with these
additions, regexs are still unable to correctly handle
searches involving nested tags.

CONCLUSIONS

Landmark search consists of two basic operations, match3()
and tagMatch4(). match3() utilizes landmark patterns to
identify regions within a parent region, while tagMatch4()
uses tag pairs to find regions. Repeated application of these
operations can be carried out using a Regionlterator class.

Although landmark search only employs a few operators, it
is capable of extracting information from poorly formatted
Web pages, plain text files, and XML documents lacking
grammars or schemas.

The underlying aim of this work was to develop a small set
of operations, that could be easily understood, readily
added to a host language, and efficiently implemented. This
contrasts with feature-rich alternatives, such as region
algebras and regex packages.

A prototype Java implementation of the landmark operators
(together with examples) can be downloaded from
http://fivedots.coe.pau.ac.th/~ad/ landmarks.
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ABSTRACT

In recent years, an increasing number of applications, such
as GPS, time series, vehicles, humans, orbital objects and
medicine field, deal with multimedia objects and moving
objects. Depending on the applications, we distinguish
between continuously moving objects, where the database
is continuously updated, and discretely moving objects,
where a limited number of states are recorded. A
multimedia object moves and evolves in time. Several e
multimedia object types evolution can be distinguished
such as physical, semantic, relational, etc. In this paper we
present a multimedia data model M? and its corresponding
query model M’Q. The extended model is able to
represent, on the one hand, the several features of
multimedia objects and, on the other hand, consider the
continuous, and the discrete, object evolution and
movement in time.

KEYWORDS
Multimedia temporal model, Multimedia temporal query

INTRODUCTION

Multimedia data have become available at an increasing
rate, especially in digital format. There has been a
tremendous need for the ability to store, query and process
non-traditional data in a wide variety of applications.
Multimedia data content are described through several
feature layers: Low level or physical features such as color
and texture, semantic or metadata features, and high level
or relational features. In recent years, an increasing
number of applications such as GPS, time series, vehicles,
humans, orbital objects, video surveillance and medicine
field have two major focuses: Multimedia data and moving
objects.

Moving objects are objects whose positions changes and
states evolve in time. This evolution is widely studied in
several works defining moving objects trajectories.
(Abdessalem et al. 2000). Two types of moving objects can
be distinguished: Continuously moving objects and
discretely moving objects (Bohlen and Gutting 2000). The
former type has been used in several video database
management systems (VDBMS) (Ulusoy and Donderler
2004) providing an integrated support for spatio temporal
queries. In the second type, databases cannot be
continuously updated, so a limited number of states are
recorded. Real states between two reported ones are not
exact but they can be estimated. For this reason, several
uncertainty models have been proposed and can be applied
to each point of a moving object.

Moving objects queries contains spatio-temporal relations,
numerical values expressing the velocity, the acceleration
and other additional values.
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Due to their multi-features representation, several types of

multimedia object evolution can be distinguished:

=  Physical evolution: Is a state modification of one or
more physical feature in time. For instance, a
multimedia object may undergo a shape deformation
during a certain period of time. For example human
cells deformation is observed to study a tumor
situation.

=  Semantic evolution: Is a state modification of one or
more semantic features in time. The role of a
multimedia object may changes and evolves in time.
For example an assistant manager may become
manager in two years.

= Relational evolution: Is a modification of the relations
between objects. In a video scene, relations between
moving regions evolve on time. For example in a
formula 1 Grand Prix, two different situations may
occur at two different times t0 and t1: Renault BEHIND
Ferrari and Ferrari BEHIND Renault.

=  Position evolution: A multimedia object displaces and
changes position, velocity and direction continuously
or discreetly.

The existing approaches does not take into considerations
all of the above evolution types. We do believe that there
is a real need of a multimedia data model and multimedia
query model, able to represent both, the several features
of multimedia objects, and the evolutionary nature of
objects in time.

In (Chalhoub et al. 2004), the authors presented a
multimedia data model and a multimedia query model
considering the several types of features. However, this
model does not take into consideration the time evolution
of objects. In this paper, we extend the M? data model to
represent the time evolution of a multimedia object by
integrating the time component. We also extend the M*Q
query model of (Chalhoub et al. 2004) in order to express
moving objects queries and features evolution. These
queries contain spatio-temporal relations, numerical values
expressing the velocity, the acceleration and other
additional values. The extended models of the multimedia
data model M” and the query model M’Q are able to
support continuously and discretely moving multimedia
objects.

The paper is organized as follows: In the next section, we
give the three motivation examples, then we present some
interesting works related to moving objects, and in the
sections that follow, we explain our proposal with
validation examples.

MOTIVATION
To motivate our proposal, we give the following three
examples of multimedia evolutionary objects:



Example 1

A police-monitoring camera takes continuously video shots
of the circulation on main roads. The captured videos are
stored in a database. The police can query the database to
extract useful information about suspect circulations. For
example:

Q1 :Find all videos containing a car lik going 3
miles toward the east with a velocity of 100 miles/h
between 7:00 AM and 7:15 AM and then 2 miles toward the
northeast between 7:16 AM and 7:30 AM

Example 2
In cancer research field (BC cancer research),
cytotechnologists are interested about the localization and
the states of the cells in time. They study the tissue growth
process where each cell is defined by some internal states
which include: its capacity to divide, its position in the
tissue, its age, and its displacement capacity (speed at
which a cell may migrate from the basal lamina to the
lumen). In addition, they study the collision that may
occur with its neighbors while moving form a location to
another in time.
Several queries can be formulated to obtain statistics about
cells having similar behavior inside the tissues in time.
These statistics may help physicians to expect the evolution
of the metastasis of the cancer. For example:
Q2: Find all cancers cells images having the following
trajectory inside the tissues between a start time t0 and t0
+10:
= At time t0=I, the cancer in position (3;5) with a
velocity 12
= At time t1=2 the cancer in position (3.3; 5.9) with a
velocity 13

Example 3

To understand the effect of a nuclear weapon during an
attack, one measures the width and height of the nuclear
cloud and studies its development in time after the burst.
(global security). In fact, the development of nuclear clouds
is divided into three stages: fireball, burst cloud, and
stabilized cloud. The duration of each stage depends on the
yield of the weapon. The development of the clouds in time
may give an idea about the type and the effect of the
weapon.

Based on archive information stored in a multimedia
database, the scientists may ask several questions about the
cloud behavior in time. For example:

Q3: Find all nuclear weapon type inducing a mushroom
cloud development like the following images:

Figure 1: Nuclear cloud evolution in time.

In the first example, the movement of the red car is
continuously updated in the database by the monitoring
camera. The query contains physical, semantic and
temporal features in addition to spatial relations. In the
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second example, the cancer evolution is updated discretely
and the query looks for images containing cancers evolving
in time, with similar given trajectory. The third example
describes the physical evolution of the object in time.

RELATED WORK

Moving objects and trajectories applications are widely
studied in the literature. Depending on the application
domain, models for continuously or discretely moving
objects have been provided. In this section we give an
overview of each of the two moving object types modeling.

Continuously Moving Objects
These objects are stored in a continuously updated database
and has been used in several video database management
systems (VDBMS)
Several works and applications on continuously moving
objects are presented in the literature. In (Mokhtar and Ibarra
2002), the authors present the object location X in the space
R" using the linear function X = At + B where, A and B are
two vectors in the space R". A trajectory is expressed by
disjunction of linear functions. For example, an aircraft
movement is represented by the disjunction of the two
following functions:
X=(2,-1,00t+(-40,22,30)0<t<21
X=(0,-1,-5)t+(2,23,35)21 <t<22
This disjunction represents the aircraft movement to the
south and then changes direction at a time 21. This model
is able to answer queries concerning the past, the present
and the future aircraft movement in a given location.
In (kubica et al. 2004), the authors study the problem of
intersection between a trajectory and a region. They define
the trajectory (track) according to temporal space of D
dimensions . Two types of trajectories are define: quadratic
trajectory (g(t) = at® + bt = ¢) and linear trajectory (g(t)=at
+b).
An interesting application on trajectories, concerning traffic
calculation, is presented in (Nirvana 2002). The essential
goal of this application is to transform the flux of raw data
in a trajectory and then to make an aggregation of similar
trajectories to form one of it. They define the spatial unit
the minimal zone of interest in trajectory. Based on this
definition, they propose a method for trajectory
aggregation.
The techniques of the differential geometry and multi-
dimensional vectors are used to represent the moving
objects in (Xu et al. 2001). The authors define a moving
point as a function of vectors P(t) = (;i(t), pn(t).., pu(t))
where each p;(t) is a continuous function. The velocity of P
vel(P) is defined as the first derivative of P and the
acceleration acc(p) is the derivative of vel(p).
Query processing for video databases is widely studied in
the literature. In (Ulusoy and Donderler 2004) the authors
define queries to retrieve moving objects segments within a
video clip. The moving object trajectory is modeled as tr (v,
0, V, K) where:
= v Is the object identifier
= @: Is the list of directions [@y, ¢2,..., ©y]
=y Is the list of displacements of the object v = [vy,...,
y,] where y; >0, 1=1..n
=« Is the list of time intervals displacement.
In this model, the movement object displacements are
recorded in the database with their corresponding directions
and time intervals. The object trajectory query, as described



in this work, takes into consideration the displacements and
the direction lists. In addition, the authors define a
trajectory matching measure based on displacement and
directional similarities. One more work on video modeling
is presented in (Szafrom et al. 1996) where the Euclidian
displacements and the directions of moving objects
constitute the trajectory elements.

Discretely Moving Objects

Due to several factors, like bandwidth limitation and sensor
sensitivity, a limited number of states of discretely moving
objects are recorded in the database. Several discrete
models have been proposed in the literature.

Individuals’ geo-spatial movement is studied in (Hornsby
and Egenhofer 2002) where an individual's movement is
presented by a lifeline including the different location
visited by the individual with corresponding times. The
basic element of this line is a triplet <Id, Location, Time>.
This triplet expresses an individual's location at a certain
time. In his displacement, from one point P1 (X, yo, ty) to
another point P2 (x4, yy, t;), an individual can visit several
locations. This movement is modeled by two half cones
Bead lifeline. The first half cone represents the progress of
the individual going from location P1. The second
represents the individual's displacement toward P2. This
model is able to answer several queries. For example:

= [s it possible that an individual A was in the position
(XA7 YvA)‘7

=  For how long B would have remained in (X4, Y4)?

= In which location the individual C can be at time t?

Another trajectory modeling is presented in (Nirvana
2005). In this work the authors design the trajectory as a
sequence of positions <time, location>. They define the
similarity between two trajectories according to time and
location. They identify three classes of similarity of the
trajectories: Temporal, spatial and spatio-temporal
similarity.
Uncertainty model has been the focus of several studies on
discrete moving objects. In (Kalashnikov et al. 2003), the
authors define an uncertainty model and classify
probabilistic queries. In (Baiely et al. 2004) one presents
update policies in uncertainty model. In addition the
authors define the linear interpolation between reported
locations. Similarly, future locations are extrapolated by
extending the most recently reported velocity. Another
interesting study on moving objects and trajectories is
presented in (Byunggu 2005). This work deals with CCDO
(continuously changing data objects) due to the variety of
spatio-temporal application such as vehicles, humans,
economic indicators, etc. The authors define the concepts
of CCDO database as follows:
= (CDDO: consists of several temporal properties and
sequences of trajectories
= Trajectory: consists of dynamics and a function f:
time—>snapshot.
=  Snapshot: represents a probability of every state in the
data space at a specific point in time
=  State: is a couple <P, O> where P is a position and O is
an optional property list like velocity, acceleration, etc.
=  Dynamics: represents the upper and lower bounds of
the optional properties of all states in the trajectory
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The representation of moving objects in GIS is addressed in
(Abdessalem et al. 2000), where the discrete nature of
instruments, the storage system limitation and bandwidth
lead to representation problems of continuous movements.
In this work, the authors formally present the coverage of
all possible trajectories between two consecutive discrete
observations. They define the movement of the object as a
finite subset of the Cartesian product TxG where T = {ti, t2,
..ya set of time instants and G = {g1, g2, ..}a set of
geographical constants for points, lines and polygons.
Using one more set N = {ni, n2,..}of integers representing
speed and acceleration, the authors define several
movement operations like projection, restriction and
topological-temporal operations. These operations are
useful in spatio-temporal queries.

Conclusion

All the works in this section describe moving objects
models and queries. Some of these works deal with
continuously moving objects while others deal with
discreetly moving objects and corresponding queries.
Moving multimedia objects may belong to both types.
Therefore, there is a real need of a multimedia data and
query models taking into consideration the evolution of
semantic, physical and spatial features in time.

PROPOSAL

In this section, we extend the M’ multimedia data and
query models presented in (Chalhoub et al. 2004), by
integrating the time component to express the multi criteria
evolution of a multimedia object in time. We give query
examples to show how the extended model is able to
support continuously and discretely moving multimedia
objects.

M? Multimedia Data Model Extension

In (Chalhoub et al. 2004), the authors presented a

multimedia data model Mz(id, O, F, A, R) able to improve

multimedia management systems by providing a modeling

framework to express the properties of data items and the

meta-data at different levels. The key feature of the model

is that it captures in a single modeling the low-level

features, the structural and semantic properties, and the

relationship descriptions.

As we mentioned above, multimedia object features evolve

in time. To express this evolution, we integrate the time

component T. This component represents a time interval

expressed as: T= [ts, te] where ts is the start time and te is

the end time. T can be reduced to one point when ts =te.

To represent the status of the object at each time instant, we

extend the model M” (id, O, F, A, R) to the model M? (id,

O(1), F(t), A(t), R(t)) Where:

= Id is a unique identifier associated to an object
whatever the time. It is used to differentiate an object
from any other object. Id never evolves with time

= O (1):(0, T) is a reference to the raw data of the object
at time interval T. The raw data of the object may
evolve with times. The object O may undergoes a
shape or a color evolution

= F (T): (F, T)=((Descriptor, Model, Value), T) is a
feature vector representation of the object O at time
interval T. In this component, we represent the
physical evolution of the object. For instance, a colour
histogram may have two different values in two
different time intervals. We integrate also in this



component motion values expressing the displacement
value and several numerical values expressing the
velocity, the acceleration, and etc. These values are
defined and integrated as follows:

= Dep: is the displacement normalized value or
distance during the time interval T. Dep equal zero
in the case of one point time interval T

= Pos: Express the position of the object in the space
at the time ts of the interval T

=  Op: Express numerical optional values like
velocity and acceleration of the object

= A(D): (A, T)=((ES, Sem_F), T) contains meta-data at
time T. In this component, we can also represent the
semantic evolution of the object. For instance, the
geographical location of the same moving objects may
change between two time intervals without any
physical evolution. For example the objects moves
from a city to another.

= R((T): R, T)=((SI = {id;, i = 1.n}, S2 = {id; , j
1.m},Re = {Rel,, k = l..p}), T) This component
represents zero or more relationships between objects
at time T. The sets S1 and S2 can be empty when they
represent the object itself and to express relations
between the object itself in two different time intervals.
We integrate in this component the value Rel. This
value represents the relation (directional or
topological) between the object during [tsi, tei] and the
same object during the previous interval [tsi-1, tei-1].

Examples
Let us study the evolution of the object image I presented
in Figure 1 of Example 3. The nuclear cloud evolves in
time as: At time T, the object represent the fireball, at times
T, and T,, it represents the burst cloud with height
evolution between T, and T;. And at time T4 the object
represents the stabilized cloud. We represent the object I
evolution as follows:
=  LF(T) component at time T=Tj:
= Descriptor: pos
e  Model: GPS
e Value: 100 ; 33;14
= Descriptor: Height
e Value: 15
(o] T: T()
=  LA(T) component at time T=T:
= Sem_ F.Type : Model
= Sem F.Desc: Fireball
o T:T, 0
=  LF (T) component at time T=T):
= Descriptor: pos
e  Model: GPS
e  Value: 100 ; 33;14 (same)
= Descriptor: Height
e Value: 30
(@] T: T 7

= LA(T) component at time T=T;:
= Sem_ F.Type : Model
=  Sem F.Desc: burt cloud
o T:TI
= LR (T) component at time T=T),
o ({},{}, {*Double Height"})
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(] T: T 7

In this component, we express the height evolution
of the object I between the two times instant T,
and T,. The Double Height relation express the
evolution of the nuclear cloud form a stage to
another

In the above example, we represent a discrete moving
object where the database contains the status of the object
at discrete times: TO, T1, T2 and T3. In the following we
show how our model is also able to represent continuously
moving of the object M (red car) of the example 1.

= M.F(T) at time T=[7:00, 7:15]

= Descriptor: Color
e Model: RGB
e Value: [255, 1;10]

= Descriptor: OP
e Model: Velocity mile/H
e Value: 100

o T=[7:00,7:15]

= M.A(T) component at time T=[7:00 , 7:15]
= Sem F.Type : Dep in miles
=  Sem F.Desc: 3/
o T=[7:00, 7:15]
=  M.R(T) component at time T=[7:00 , 7:15]
o ({}, {}, {"East™})
o T=[7:00, 7:15]

The value of T can be different in two different
components. Indeed, an object can evolve physically at a
time T without evolving semantically.

The extended model is able to support and to represent the
two types continuously and discretely moving objects.
Indeed, in the first type, the movement is represented at
each time interval [ts, te] with the displacement, relations
and other movement related information. While in the
second type, the time interval is reduced to one point (ts =
te). The position of the object at time is recorded and the
displacement value Dep is null.

In the next section we show how we extend the multimedia
query model M?Q. The extended model will be able to
represent multimedia queries able to deal with multimedia
moving and evolving objects.

M’Q Multimedia Query Model Extension

In (Chalhoub et al. 2004), the authors define a query model
M2Q (idq,0q,Fq,Aq,Rq) of the data model M2 They
consider several types of query: metadata-based, content-
based and multicriteria-based query. In this section, we
extend the M’Q to represent also multimedia queries able to
deal with multimedia moving and evolving objects. We
describe the extended query model as follows:
MZQ(idq,Oq(T), FQ(T)ﬂAq(T)aRq(T)) where:

= T, integrated in each component, is a set of N
consecutive time intervals. T={[Ty;, T} [=1..N
= In the component Fq(T), the motion values are
represented as follows:
o Dep: is a set of N consecutive displacement
values. Each displacement corresponds to a time
interval of the set T



o Pos: is a of N positions in the space. Each position
corresponds to the time Tj; of each time interval in
the set T.

o Op: is a set of N numerical vectors expressing S
numerical optional values like velocity and
acceleration of the object. Each numerical vector
corresponds to a time interval of T

= In the Ry (T) component, Rel is a set of N consecutive
relations. Each relation corresponds to a time interval
of T and to a displacement of Dep.
The time intervals and motion values express the movement
trajectory query. In continuously moving objects, a
trajectory is expressed by a series of displacement and a
series of relations over a series of time intervals.
In discretely moving objects a trajectory is expressed by a
set of triplet (pos, t, Op) where t represents the time interval
reduced to a point (T; = Ty;). It expresses the recorded time
in the database where the object was in position pos with
the numerical options Op.

Examples:

To better illustrate our model, let us study the following
query examples:

To represent a query of continuously moving multimedia
object, we consider the query Q1 of the Examplel. We
represent the query as follows:

Q1: (idg, , Fo.* = (({3, 2},{},{100, 100}), {[7:00,
7:15], [7:16, 7:30]}), Aq.ES=‘video ‘', Rq.*= ({}, {},
{east, north},{[7:00, 7:15], [7:16, 7:30]})) where:
o InF(T) component:
o {3, 2} is displacement set
{} Positions set
{100,100} is the velocity set
{[7:00, 7:15], [7:16, 7:30]} is the consecutive
time interval set.
o In Ry(T) component:
o {East, north}
relations
o {[7:00, 7:15], [7:16, 7:30]} The time interval
set corresponding to the consecutive relations
set.
The query Q1 can be expressed in SQL as follows:
SELECTT * From M (t) Where Q1.0, Similar to M’.O and
M.F contains( (Dep= 3 ~ OP=100 ~ T=[7:00, 7:15]) *
(Dep= 5 *~ OP=100 *~ T=[7:16, 7:30]) and M
Aq.ES= video * and MR contains((({}, {}. {east}) "
T=[7:00, 7:15] )(({}, {}, {north)"T= [7:16, 7:30]))

O 0 O

is the set of consecutive

To represent a query of discretely moving multimedia
object, we consider the query Q2 of the Example2. We
represent the query as follows:
Q2: (idq, , Fo.* = ({}, {Posi i=1..N}, {vel;, i=1..N},
{Ti, i=1..N}), Aq.ES= ‘X-Ray *,,}) Where :
o In Fq(T) component:
o {}:Is the displacement set
o {Pos; i=1..N}: Is the consecutive positions set
o {vel, i=1..N}: Is the consecutive velocities set
o {T, i=1..N}: Is the corresponding point times
set

o Ry(T): null
The query Q2 can be expressed in SQL as follows:
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SELECTT * From M*(t) Where M*.F contains( (pos= pos;
A OP=vel; » T=T;, I=1..N)) and M* Aq.ES= ‘X ray °.

CONCLUSION

In this paper we presented a multimedia data model and
multimedia query model, able to represent both, the several
features of multimedia objects and consider the
evolutionary nature of objects. The defined model is able to
present and query different type of multimedia object time
evolution. In addition, our model is able to deal with
continuously and discretely moving objects.

Due the several features types of multimedia object and the
evolutionary nature of each feature, cooperative query may
be useful to improve the users requests and result. Query
rewriting and constraint relaxation is one of the cooperative
queries techniques. In our future work, we propose a query
rewriting method in the framework of multimedia moving
objects and trajectories
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ABSTRACT  In the ubiquitous society, text information is
one of the most important communication methods and a
variety of text information is always displayed on cellular phone,
navigation system, DTV, etc. Therefore, it is strongly demanded
to improve legibility of text on displays. However, typical
design process of fonts for specific devices requires a long
development period, whereas print type has been gradually
developed in long history. In this paper, considering gravity
center on characters, which makes a large impact to legibility, a
contour-based evaluation method of gravity center has been
proposed. Based on the proposed evaluation method, the
correlation between the legibility and the dispersion of gravity
center on characters has been illustrated.

1. INTRODUCTION

The technical progress of electronic display devices
drastically improves a resolution of displays. These electronic
displays are expected to offer higher legibility and higher
quality of fonts, which is one of the most important factors of
contents. However, since fonts have been designed manually
for each display and for each size of characters, in case of
embedded system equipments, the quality of fonts depends on
designer’s sensitivity and the enormous design costs are
required. Furthermore, due to the subjective evaluation of
quality, it is very difficult to maintain the quality of fonts, and to
transfer the know-how of fonts design.

In order to reduce the design costs of fonts and to improve
the quality of fonts, the quantification of design processes,
which depends on human sense, must be performed. However,
it is very difficult to quantify the beauty, which is one of the
main quality factors, since it depends primarily on one’s
sensuousness or preference. On the other hand, the legibility of
fonts is less influenced by the individual sense, and thus can be
quantified as an indicator of quality.

Motivated by this tendency, in the process of designing fonts,
we have considered gravity center on characters (S. Okada et al.
2002, A. Kotani et al 2003), which has a large impact to the
legibility of fonts. Although font size and serif may also have
some relation on the legibility of fonts (M. L. Bernard et al.
2003, A. Arditi and J. Cho 2005), gravity center plays more
important role in case of Japanese and Chinese character, where
many of strokes are drawn crowdedly.

However, conventional methods (M. Yoshimura and T. lijima
1970) can not obtain tolerable accuracy of gravity center on
characters (A. Kotani et al. 2003). Thus, we have proposed the
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contour-based evaluation method (A. Kotani et al. 2004, 2005)
of gravity center on characters. This method can greatly reduce
the design cost of fonts as well as contributing to the
stabilization of quality of fonts, mainly because gravity center
on characters, which is originally evaluated by a subjective
method, can be quantified. In order to speed-up the evaluation
of gravity center, it is preferable to accomplish a series of
processes in the proposed method automatically.

In this paper, we propose the modified contour-based
evaluation method with convex hull algorithm. The proposed
method can perform completely-automatic and high-accuracy
evaluation of gravity center on characters, and can be embedded
to font designing tools. Moreover, we apply the proposed
method to legibility evaluation of fonts.

The paper is organized as follows. In Sect. 2, we describe
subjective gravity center on characters. In Sect. 3, the
contour-based evaluation method of gravity center on characters
is proposed. Section 4 assesses the correlation between the
legibility and the gravity center on characters. Finally this paper
is concluded in Section 5.

2. GRAVITY CENTER ON CHARACTERS
As shown in Figure 1, gravity center of a character is the

psychological balanced point of the character, which is usually
to nonidentical center of body frame.

<4— Body frame

Center of body frame

NS Subjective gravity center
of character

Figure 1: Subjective gravity center of character and
center of character frame.

Figure 2 shows two typefaces on vertical and horizontal
typesetting; typeface A is designed for both vertical and
horizontal typesetting, while typeface B is designed for vertical
typesetting. In case of vertical typesetting, the legibility of font
depends on the horizontal dispersion of vertical lines passing
through gravity center of characters. On the other hand, in case
of horizontal typesetting, it depends on the vertical dispersion of
horizontal lines passing through gravity center of characters. As



shown in Figure 2(a), in each typeface, the vertical lines, which
are passing through gravity center of characters, almost form a
straight line. This demonstrates that each typeface have high
legibility in vertical typesetting. On the other hand, as shown in
Figure 2(b), horizontal lines passing through gravity center of
characters disperse in case of typeface B, which results in poor
legibility.

Typeface A Typeface B
(a) Subjective center on vertical typesetting

Typeface A

Typeface B

(b) Subjective gravity center on horizontal typesetting

Figure 2: Subjective gravity center on character.

3. EVALUATION METHOD OF GRAVITY CENTER ON
CHARACTERS

In this section, the circular frame-based subjective evaluation
method of gravity center on characters (A. Kotani 2005) and the
convex hull contour-based evaluation method of gravity center
are to be described.

3.1. SUBJECTIVE EVALUATION METHOD OF
GRAVITY CENTER ON CHARACTERS BY USING
CIRCULAR FRAME

Conventional subjective evaluation method of gravity center
on characters, in order to achieve high accuracy, has to be
performed by an evaluator who has adequate experience of font
design. However, such an evaluator is very scarce, and even
enormous evaluation cost, e.g. about 40 minutes per character,
has been required for font design.

In order to reduce the evaluation cost for subjective gravity
center on characters, we conduct hearings at the company with
high degree of expertise and lot of know-how for lettering in the
commercial printing. Herewith, we propose the subjective
evaluation method of gravity center on characters by using
circular frame. The procedure of proposed subjective evaluation
method is as follows (see Figure 2).

1) A black circular frame with white background is
displayed on the high-resolution LCD of a laptop PC. In
this case, the circular frame has 450-dot diameter and
1-dot thickness, and the resolution of LCD is 178 dots
per inch.

2)  The target black character, which has 150-dot height, is
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placed in the center of a circular frame. The position of
the character is adjusted by using cursor control keys.

3) In the coordination system as shown in Figure 3, the
center of circular frame is determined as gravity center
on the character.

Hereinafter, in this paper, evaluations of gravity center on
characters are performed on the coordination system as shown
in Figure 3.

In order to maintain the high precision of evaluations, we
make a subjective evaluation of gravity center on characters
according the following rules.

1) Evaluation must be performed from various angles, as
shown in Figure 4.

2) Evaluation must be performed by a pair of evaluators
alternately.

3) Evaluators must be picked up from five evaluators, and
the average of ten evaluations is adopted.

Figure 2: Environment of subjective evaluation.

yA (150.150)

00) > x

Figure 3: Coordinate system.

Figure 4: Evaluation trial.

The proposed subjective evaluation method is so simple that
the evaluation can be performed not by designers but by testers,
who have some experience to check the quality of characters.
Therefore it is easy to assemble the human resources. It should
be stated here that the proposed evaluation method also reduces
the evaluation costs down to 24 minutes per character.



3.2 CONTOUR-BASED EVALUATION METHOD OF
GRAVITY CENTER ON CHARACTERS

When designers perform evaluation of gravity center,
designers generally does not measure from strokes of character,
but a contour of character. Based on this fact, the contour-based
evaluation method of gravity center on characters has been
proposed.

In the contour-based evaluation method, as shown in Figure
5, pixels inside of contour of character are regarded as mass
points of 1's. At the same time, pixels outside of contour of
character are regarded as mass points of 0's. When a horizontal
line is put on the center of mass of contour, the line is defined as
contour-based gravity center on the character.

e

Figure 5: Contour of character and gravity center on contour
of character.

Contour-based
gravity center on

character

Specifically, the contour-based gravity center on character
Ge (Ge,, Gc,) is defined as follows:

X,y Yieighi™!

>, > D]

GC;: 1 X, Yeighi™1 X
= Plx] [V]{ }
(chj 3 yZO: y

where X4, and Yy, are the width and height of a character
respectively, and p/x//[y] is the value of pixel of (x, y) .

However, considerable design costs are still required, since
manual contour acquisition process of a character takes about 3
minutes, and thus enormous cost is required to design a font,
which consists of about 7,000 characters in Japanese or about
27,000 characters in Chinese.

)

3.3 CONVEX HULL CONTOUR-BASED EVALUATION
METHOD FOR  GRAVITY CENTER ON
CHARACTERS

In order to reduce design cost as described in section 3.2, the

contour-based evaluation method is proposed. In this method, the

contour of a character can be obtained automatically by using a
convex hull algorithm, which seeks the smallest polygon
containing the point group on a plane surface. In our evaluation

method, the wrapping algorithm, which is the most basic
algorithm for convex hull acquisition is employed.
The wrapping algorithm is defined as follow:

1.  Initialize variables of 8 and i as 0.
2. Find the point where y-coordinate is smallest in the
pixels on strokes of a character. When several points are
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found, the pixel which has the smallest x-coordinate
must be selected. As shown in Figure 6, this point is
defined as P,.

3. Calculate angle & for each point on strokes of a character
with horizontal line. Find the point whose angle with
horizontal line is the smallest and larger than &, and
define the point as P;;. When multiple points which
have the same angle are found, the farthest point must be
selected.

4, When Py, is equal to Py, the process is finished. In other
case, Step 3 is repeated with incrementing 1.

" |ae. \
Pek,/ sz \

Po

Figure 6: Wrapping method.

In this way, convex hull can be obtained as the convex
polygon which is surrounded by the point set of Py, Py, ..., Pi. In
the convex hull contour-based evaluation method, gravity
center on characters is calculated by Equation (1).

34 EVALUATION OF GRAVITY CENTER ON
CHARACTERS

As shown in Figure 7, 94 characters of 16th group in JIS
level-1 kanji set (JIS X0208-1990) are used in our evaluation.
Table 1 and Figure 8 show the results of subjective evaluation
by using a circular frame and convex hull contour-based
evaluation. From these evaluation results, we can see that the
maximum difference between subjective gravity center on
characters and calculated value is 2.8 dots. The average absolute
value and the standard deviation is 0.8 dot and 0.7 dot,
respectively. Figure 8 shows that the characters, whose error is
smaller than 1 dot, account for 68% of samples.

R ERRER ﬁl_ HiaREEBESE
T Eﬁ&f’&&ﬁﬁtﬂﬁ%ﬂ%’*gmﬁ_ﬁﬁ%’\ifﬁﬁﬁﬂ’é%
Fﬁ%ﬁz"‘u@uﬂ'ﬂsléélﬂf ]"I’EEE ol
m%ﬁ%ﬁ:’f&ﬁ%ﬁsgﬁgt SIS EE S —
REE RIS E RS R EiE

Figure 7: 94 characters of 16th group in JIS level-1 kanji set.

On various mobile terminals, the standard size of character is
between 20 dots and 24 dots. The ratio between 1 dot and 24
dots is equal to 6.3 dots of 150 dots. Consequently, the
difference which is less than 3.1 dots can not be recognized on a
display and there is no problem on practical use.

From the evaluation results, we consider the proposed
convex hull contour-based evaluation method has sufficient
practicability.



Table 1: Subjective and calculated gravity center (y-coordinate) of 94 characters.

Subjective | Caleulated Subjective | Caleulated Subjective | Caleulated Subjective | Caleulated
Character ce:;er ce:;er Character ce:;er ce:;er Character ce:;er ce:;er Character ce:;er ce:;er
gravity gravity gravity gravity gravity gravity gravity gravity
dh 73.9 75.0 HH 72.9 73.0 = 75.0 73.4 = 76.1 75.8
i) 76.1 757 - 73.9 73.9 58 71.8 71.9 AR 771 76.9
hE 75.0 73.9 & 72.9 72.3 Bt 75.0 74.6 (=3 76.1 76.2
fo] 77.1 74.8 il 73.9 73.9 i3 77.1 75.4 — 76.1 76.0
= 73.9 72.9 i%E 73.9 73.8 = 76.1 74.5 = 77.1 77.0
= 73.9 73.0 &b 73.9 74.9 B 78.2 76.3 sy 72.9 752
iR 72.9 73.2 e 73.9 74.5 = 75.0 74.0 i) 73.9 73.0
ie) 73.9 73.9 ES 76.1 75.9 1 76.1 75.2 b 76.1 75.8
= 75.0 743 5 73.9 75.5 p=3 71.8 715 ia 76.1 74.0
£ 75.0 74.6 s 73.9 71.9 =2 72.9 72.0 ES 82.4 81.2
kol 77.1 76.6 = 75.0 73.4 =S 73.9 72.2 #3 75.0 74.9
ia 75.0 73.4 & 73.9 737 iz 79.2 78.6 4T 68.7 67.1
Sy 78.2 756 iz 76.1 759 i3 75.0 743 Ml 782 776
17 75.0 74.3 = 76.1 75.1 S 75.0 74.9 g 76.1 757
E 75.0 74.9 5 76.1 74.6 = 76.1 75.8 g 71.8 713
1B 73.9 72.9 3 75.0 75.0 = 76.1 75.1 76.1 75.5
= 771 771 s 76.1 75.6 % 72.9 72.2 B 75.0 75.1
= 84.5 83.1 1L 71.8 73.1 B 75.0 74.8 g | 76.1 76.8
23 78.2 76.6 F 82.4 79.6 i=3 73.9 74.8 B 73.9 72.5
1 771 76.1 jivd 75.0 73.9 B 75.0 74.9 g 76.1 76.4
o e 75.0 73.6 {f 75.0 73.5 = 76.1 75.3 &l 72.9 72.8
&G 76.1 75.3 = 75.0 74.3 +H 76.1 74.6 [ 72.9 75.0
ik 73.9 73.0 76.1 75.5 2z 73.9 733
L) 75.0 727 = 75.0 727 ia 761 75.5
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Figure 8: Absolute value of error between subjective and calculated gravity center of 94 characters.

4. CORRELATION BETWEEN LEGIBILITY AND
GRAVITY CENTER ON CHARACTERS

In this section, we describe the correlation between legibility
of fonts and contour-based gravity center on characters.

4.1 SUBJECTIVE EVALUATION OF LEGIBILITY

The impact of gravity center on legibility of fonts has been
recognized from long ago. However, there is no experiment to
reveal its correlation.

In order to investigate the impact of gravity center on
legibility of fonts, as shown in Table 2 and Figure 9, we
performed the subjective evaluation for three typefaces; Gothic,
Mincho, and Kaisho. In this evaluation, four fonts of three
typefaces are employed. Each font is a bitmapped font which is
widely used. Considering the influence of stroke width upon
subjective evaluation results, three typefaces of each font have
the same stroke width. Figure 10 shows the four fonts of Gothic
typeface for subjective evaluation.
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Table 2: Subjective evaluation method for legibility of fonts.

Examinee 32 persons

Evaluation objects Four fonts of Gothic typeface, Mincho
typeface, and Kaisho typeface

Evaluation method The images, which have 20 dots

bitmapped font on the size of QVGA, are
displayed on the 178ppi LCD of laptop
PC. (Figure 9)

In the method of pair comparison, the font

which has higher legibility is preferred.

Figure 9: Condition of evaluation.
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Figure 10: Fonts of Gothic typeface for subjective evaluation.

As shown in Figure 11, the size and resolution of display and
the size of character have been determined with referring to
these of cellular phones.

Figure 11: Environment of subjective evaluation.

Table 3, 4 and 5 show the result of pair comparison and the
legibility rank of four fonts in Gothic typeface, Mincho typeface,
and Kaisho typeface. Here, in each typeface, the legibility rank
is determined based-on a normalized rank approach.

As shown in Table 3, the subjective legibility of fonts in
Gothic typeface is B-g, C-g, D-g, and A-g, in that order. In the
same manner, Table 4 demonstrates that the legibility of fonts in
Mincho Typeface is in order corresponding to C-m, B-m, D-m,
and A-m. As for Kaisho typeface, Table 5 shows that the
legibility of fonts is in order corresponding to C-k, D-k, A-k,
and B-k.

Table 3: Result of pare comparison of Gothic typeface.

Fonts
Rank A-g|Bg| Cg|Dg
1 1] 20 8 5
2 2 91 13 11
3 1 21 10| 16
4 28 1 1 0
(Unit : person)
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Table 4: Result of pare comparison of Mincho typeface.

Fonts
Rank A-m | B-m | C-m | D-m
1 3 6 19 6
2 8 15 7 11
3 9 10 2 5
4 12 1 4 10

(Unit : person)

Table 5: Result of pare comparison of Kaisho typeface.

Fonts
Rank Ak | Bk | Ck | Dk
1 2 0| 21 9
2 5 6 9| 14
3 16 6 1 8
4 91 20 1 1

(Unit : person)

4.2 DISPERSION
CHARACTERS

Dispersion of gravity center on characters can be calculated
by referring to the result of convex hull contour-based
evaluation. Table 6, 7 and 8 show the results of calculated
dispersion of gravity center on characters in Gothic typeface,
Mincho typeface, and Kaisho typeface, respectively.

As shown in Table 6, the rank of fonts, which has smaller
dispersion of gravity center on characters, is B-g, C-g, D-g, and
A-g, in that order. In the same way, Table 7 shows the rank of
fonts as C-m, B-m, D-m, and A-m. Table 8 shows the rank of
fonts as C-k, D-k, A-k, and B-k.

OF GRAVITY CENTER ON

Table 6: Dispersion of gravity center on characters in Gothic
typeface.

Fonts Dispersion of gravity
center on character
A-g 0.70
B-g 045
Cg 0.58
D-g 0.64

Table 7: Dispersion of gravity center on characters in Mincho
typeface.

Fonts Dispersion of gravity
center on character

A-m 0.49

B-m 0.38

C-m 0.36

D-m 043

Table 8: Dispersion of gravity center on characters in Kaisho
typeface.

Fonts Dispersion of gravity
center on character
A-k 0.53
Bk 0.73
C-k 0.34
D-k 044

4.3. CORRELATION BETWEEN LEGIBILITY AND
GRAVITY CENTER ON CHARACTERS
From the results of subjective evaluations of legibility in



section 4.1 and the dispersion of gravity center on characters in
section 4.2, we can confirm that there is a correlation between
legibility and gravity center on characters. Low dispersion of
gravity center on characters leads to high legibility of fonts.

In the evaluation of legibility of fonts, the method of pair
comparison can achieve high accuracy. However, in order to
achieve high reliability of the evaluation results, the evaluation
has to be performed by many evaluators. On the other hand, the
proposed method can reduce the considerable cost for legibility
evaluation of fonts, and enables to perform quantitative
evaluation.

5. CONCLUSION

Gravity center on characters makes a large impact to legibility.
In order to design fonts efficiently, which have high legibility
and high quality, the establishment of an evaluation method of
gravity center on characters is strongly required.

In this paper, we proposed the convex hull contour-based
evaluation method of gravity center on characters. The
proposed method can evaluate gravity center more efficiently
than the subjective method or the conventional evaluation
method. Furthermore, the proposed method can be employed to
evaluate the legibility of fonts.

Further developments is to construct font designing tools
based on the proposed method, with which designers can
design fonts referring to an example from gravity center on a
character in real-time, and can reduce the designing cost.
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ABSTRACT

This paper describes the latest developments of a generic
prototype a real-time text-to-emotion analyser. The core
component of the analyser is the emotion extraction engine.
The engine can analyse input text, extract the contained
emotion and deliver the parameters necessary to invoke an
appropriate image expressing the emotion. The parameters
include the interpreted emotion and intensity, both
represented by the displayed image. A set of rules are
defined to control the behaviour of the emotion extraction
engine. The concept of ‘Emotional Momentum’ is
implemented in the average weighted emotional mood
indicator to deal with ambiguity or conflicting emotional
content. The engine has been applied in a number of
different environments including real-time expressive
communication systems over the Internet and journal article
analysis systems. We present experimental results carried out
to test the engine’s performance. The results illustrate that
the analyser can be used successfully within the designed
environments.

INTRODUCTION

Emotion automation or so-called affective computing
automation is one of the great challenges facing the
computer community. The benefits of emotion automation
are not just for Internet communications e.g. on-line chat
rooms, but also for human-computer interfaces and synthetic
agents. Picard (1997) demonstrated the potential and
importance of emotion in human-computer interaction and
researchers such as Elliott (1992), Bates (1994), Koda
(1996), Reilly (1996), Andre et al. (1999), Bartneck (2001)
and Bianchi-Berthouze and Lisetti (2002) illustrated the
important roles that emotion plays in user interactions with
synthetic agents.

We have developed a prototype emotion analyser, which can
analyse the emotive content within communications over the
Internet and automatically display images depicting the
appropriate expressions in real time. The intensity and
duration of the expressions are also calculated and displayed.
Emotions can be detected in various ways: in speech, in
facial expressions body languages and in text. We believe
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that text is a particularly important means for communicating
emotions, as it is still the dominant medium for Internet and
computer communication.

This paper presents the latest development of our analyser,
where in order to sense textual emotion information, the
analyser applies not only grammatical knowledge and
keyword tagging, but also takes real-word information,
cyberspace knowledge and historical mood analysis into
consideration.

TEXT-TO-EMOTION ANALYSER

The text-to-emotion analyser first discussed by Xu and
Boucouvalas (2002), Xu et al. (2002) and Xu (2005) is based
on explicit emotional keyword tagging without context
consideration. Our latest emotion engine adopted the real-
word knowledge approach; it takes emotional momentum
(Xu et al. 2006) and context into consideration. With real-
world knowledge, inferred emotions can be examined and
detected. For example, the sentence "bought a terrible car"
contains two emotional words "bought" and "terrible", which
belong to conflicting emotional categories. The sentence
does not clearly reveal to readers a single emotional category
for the sentence. To deal with such ambiguity, we make use
of the average weighted mood information derived based on
the mood of previous sentences.

Interface Layer

Input Emotion
Analysis Extraction
Query
Word > Tagging Grammar
Analysis Dictionary |« Rules

Parser

Figure 1: The emotion analyser overview

Figure 1 depicts an overview of the architecture of the
emotion analyser. The text-to-emotion analyser engine,



includes three components: input analysis, tagging system
and a parser.

The classic rule based architecture was applied in the
emotion extraction to direct the analysis process. A set of
rules has been set up to specify the engine’s behaviour.

Input analysis

User's input sentences are sent to the input analysis function
for initial assessment. The length of a user’s input can vary
from just a few words to a hundred-thousand word article.
An article may contain hundreds of sentences and even in a
chatting environment users may type more than one sentence
at a time. The output from the input analysis will be passed
on to the tagging system.

The tagging system can only handle one sentence a time
therefore it is vital to separate sentences correctly. A dot can
be not only a terminator, but also a decimal point, e.g. "The
index was up 10.3 per cent". Exclamation marks and
question marks terminate a sentence in most cases, however
in sentences such as "I am really good!!!" or "what???", the
first exclamation mark or question mark does not only
terminate the sentence, but these marks also represent a
feeling of the raising of emotion intensity. In a chatting
environment it is common for users to ignore typing a
termination mark. A rule is applied to add a full stop when
the input analysis function finds a sentence without a
termination mark.

The input analysis function generates individual sentences as
outputs and sends those sentences to the tagging system.

Tagging system

The tagging system includes two parts: a tagged dictionary
and the word analysis function. The main duty of the
tagging system is to speedily locate and determine the
emotional information correctly.

Instead of using a general purpose corpus such as The
Brown Corpus (2003) and British National Corpora (2003),
a dictionary of over 18,000 words has been created solely for
this project. Word entries contain the word (including any
possible prefix and suffix), a tag which indicates which
emotion category they belong (if any), and an indication
whether they have different meanings in different contexts.
To find all possible emotional words, we manually searched
through English dictionaries, and the dialogues in text
chatting environments, to identify the emotional words
contained in them. The dictionary is constantly growing and
testing the reliability of the database remains part of a future
project.

A tag set was developed to represent the category of emotion
each word in the dictionary belongs to. All emotional words
are classified into emotion categories. Ekman’s six
expression categories (happy, sad, surprise, fear, anger, and
disgust) are followed because of the existence of
discriminative features between different categories (Ekman
et al 1972; Ekman and Oster 1979; Ekman 1999; Ekman et al.
2002). For each expression category three different emotion
intensities are defined: low, medium and high.

When receiving the output sentence from the input analysis
function, the tagging system will split the sentence into
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words, and then check through the tagged dictionary to find

each word and the corresponding tag category.

The following rules are applied in the Word Analysis

function:

e Emotional words are divided and tagged into two
categories: the inferred emotion category and the
explicit emotion category. Explicit emotion words
directly convey an emotion while inferred emotion
words do not directly convey an emotion but describe
situations that contain emotional feelings. The intensity
of inferred emotion words is lower compared to explicit
emotional words. If an explicit emotional word is also
presented in the sentence, the intensity of the inferred
emotion should be weaker than the explicit emotion.

e In some specific situations, the meanings of an
emotional word can be transformed. For example the
sentence "I got a pretty car" presents a happy feeling
while the sentence "I got a pretty ugly car" will present a
feeling with dissatisfaction.

e When emotional words are involved with addresses,
names and traditional meanings, the emotional feelings
may disappear. For example, "new" is a word with
inferred emotion, but the phrase "New York" does not
contain any emotional meanings its own.

o In the tag-set, a special tag NDP (negative data point) is
assigned to the words that have opposite influences on
the emotion information. For example, in the sentence
"The market halted its slide", the word "halted" will
overturn the meaning of the sentence. Another special
tag /IGNORE (ignore word) is assigned to the words
following the negative data points.

The outputs of the tagging system are the words and

corresponding word-category tags. The output information is

sent to the parser for further analysis.

Parser

The parser receives the output from the tagging system and
the initial parsing procedure is accomplished through the use
of the rewrite rules (Russell and Novig 1995). The aim is to
identify all possible combinable phrases and sentence
structures.

If an adjective is found, the parser will examine the subject
and tense by analysing the output of the rewrite rule
component.

There has been little research into mood (Bianchi-Berthouze
and Lisetti. 2002; Egges et al. 2004; Velasquez 1997) and no
official definition or accepted mechanism for simulating
mood has been produced, therefore for our system we
examine mood in the short term (over the course of a number
of typed sentences) To represent the momentum of emotion
the average weighted emotional mood indicator (AWEMI)
of the user calculated as follows:

N
AWEMI = iZoz,.E,. ..................................... (1)
i=1
where ‘1’ is an index increasing from 1 to N corresponding to
the sentences taken into account, up to maximum N. E; ¢
corresponding to the sum of the signed emotion intensities
(momentum, with a positive or negative sign) of ith sentence
and finally o; is the weight given to each emotion within a



sentence. E; for example, corresponds to the first sentence’s
total emotion intensity and is the signed sum of all the
intensity emotions within the sentence, (happy, very sad,
etc).
Similarly E, for the second sentence and subsequent
sentences up to the previous five are correspondingly
labelled and used in our prototype.
It is assumed that the mood of the last sentence should carry
more weight to the representation of the user. Therefore
greater weight is given to the emotions contained in the most
recent sentence with progressively less weight to earlier
sentences. For simplicity only the last five sentence emotions
are actively influencing the AWEM indicator.

The following rules are applied in the parser:

e In a chatting environment, some emotion symbols, such
as :-) are widely used to represent emotional feelings.
The engine will search for these emotion symbols and
map them to corresponding emotion words e.g. :-) is
mapped to the word happy.

e In a chatting environment, acronyms e.g. LOL (laughing
out loud) are widely used to represent strong emotional
feelings. However these acronyms have almost never
been used outside the chatting context and life span of
their usage is limited. Instead of adding these acronyms
into the tagged dictionary, they are stored in the
dictionary but are only checked when the parser is
applied in a chatting environment.

e In a chatting environment, acronyms and emotion
symbols strongly dominate the emotional feelings. For
example the sentence "You are ugly :-)" presents an
ironic and happy feeling despite the existance of the
emotional word "ugly". When emotion acronyms or
symbols are found, the parser will set the sentence's
mood according to the category of the acronym or
symbol and discard other emotional words.

e  The parser considers a conditional emotional sentence as
an emotional sentence with reduced intensity. The
sentence "I will be happy" is assigned as happy with an
intensity of two because of word "happy". The sentence
"I will be happy if he comes" will be assigned as happy
with an intensity of 1.

e [f there is more than one emotional word in a sentence
and they are connected by a conjunction then the parser
will combine these two emotional states, e.g., ‘I am
surprised and happy about it” will be treated as a
sentence with emotions surprise and happy.

e Ifno subject is found, the engine will refer the subject to
the person who is in communication e.g.,
‘apprehensively happy’ will be treated as ‘I am
apprehensively happy’.

e Some words may not contain emotional meanings
themselves. However, when they are constituted into
phrases, emotional feelings will emerge, e.g. "cold feet".

e If no adjectives (expressive adjective) are in front of the
emotional word then the intensity will depend only on
the word’s tag category. If there is more than one
adjective then the parser will increase the intensity
automatically. For example the parser interprets ‘very
very sorry’ as a high intensity emotional phrase.

e If a sentence begins with an auxiliary verb, the
sentences are questions and can not provide emotional
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information directly from the words. For example, the
sentence "are you happy?" does not represent a happy
emotion and instead provides a sense of puzzlement.
Our engine treats puzzlement as the emotion surprise
with lowest intensity.

e If an emotion word is found in negative form, the parser
will treat the sentences as no emotional feelings, e.g. |
am not surprised. The negation of one emotion does not
automatically indicate the presence of the opposite
emotion.

e Some emotional words will grammatically fall into the
noun category and are used as such. Our parser will treat
these words as normal emotional words.

e Phrases such as "rather than" overturn the emotional
words that follow. When more than one emotional word
is found in a sentence it is possible that the emotion
meanings contained in different words may conflict. For
example, the sentence “I was fine but my car was
damaged a little" includes two emotional words "fine"
and "damaged". There are no clues as to know whether
this sentence presents a happy or sad feeling within the
sentence. To solve this problem, we have applied the
average weighted mood indicator calculation rule.

e When a sentence contains both positive and negative
emotions, a conflict occurs, e.g., "l am happy, but [ am
still worried about my future". When conflicting
emotions are found, the engine will consult the AWEMI
mood calculated previously by the average mood
calculator. If the result shows that the user was most
recently in a specific mood, then the new sentence’s
emotion will be changed to that particular category with
the lowest intensity, otherwise the conflicting emotions
will remain unchanged.

When no emotional word is found the following rules are

applied:

e It is reasonable to assume that most users are polite or
have a low intensity happy mood at the start of a
dialogue. When no emotion words are found, the first
sentence will be assigned happy emotion with lowest
intensity.

e When exclamation marks are found, the intensity of
corresponding emotions are increased or when no
emotional words are found, the parser will assign a
happy emotion with lowest intensity to the sentence.

e Sentences that finish with a question mark often
contains puzzlement feeling. In our engine, puzzlement
is included in the emotion surprise with the lowest
intensity.

e  Some specific repeated words present inferred emotional
feelings, e.g., "no, no, no, you should go left". When
these specific words are found consecutively, the engine
will assign an inferred emotion to the sentence
according to the word category with intensity equal to
the number of consecutive words presented.

e If a sentence does not qualify for all above analyses, the
engine will assign to it a neutral emotion with medium
intensity.

The output from the parser will be sent to the interface layer.

The output contains two parts. One is the current emotion

state, that includes the emotion category, the intensity and



the tense. The second part is the average emotion, that
includes the emotion category and the intensity.

The interface layer

The emotion analyser is a generic prototype and has been
utilised in many applications in different environments.
When applied in a real-time communication system, the
emotion analyser will be used to provide an expressive
chatting interface. The ‘Expressive chatting Interface’ is a
visual interface for real-time collaboration over the Internet
among groups of people.  The ‘Expressive chatting
Interface’ application has two variations: the ‘Expressive
chatting 2D Interface’ where users' locations are not
important and an ‘Expressive chatting 3D maze', in which
the users' locations in space are available.

The ‘Expressive chatting Interface' is capable of invoking
expressions that convey emotion without making use of
video. The application utilises discrete images of the
participants in order to keep the bandwidth requirements to a
minimum yet still provides an elaborate communication tool.
The interface allows the viewing at a glance of participants
in the system, and those pairs engaged in conversation, as
well as the expressive image of the users engaged in the
conversation.

Emotions that are detected within the messages typed by
users are represented by expressive images from the six
expressive categories (happy, sad, anger, disgust, surprise,
fear) with three different intensities.

When applied within real-time game system, the emotion
analyser will be adopted as expressive on-line game engine.
Emotions can be detected and displayed as opponents
exchanging text messages during the game in the same
manner as the chatting environment. In addition emotions
can be assigned to events in the game, such as displaying a
happy image for the player taking an opponent's chess piece
and displaying a sad image for the player whose piece is
being taken.

Emotional content can be detected not only in human to
human communication or human-machine communication,
but also in other interaction styles. One of the most
interesting examples is the stock market. Although
frequently used in papers and articles, the term stock market
emotion does not have an authoritative definition. Stock
market emotions are defined in this research work as the
different states of expectation investors derived from their
perception of trends in the movement of share prices. The
stock market emotions include three different states, i.e.
happy, sad and stable.

The happy state matches in the situation where share values
are rising. The sad state occurs when share values are falling.
If there is no change in the value, the market will be in the
stable state. From this definition, the stock market emotion
directly reflects the movement of the stock price index. By
applying the emotion extraction engine to stock market
articles, a stock market emotion analyser can be created.

EVALUATION OF THE TEXT-TO-EMOTION
ANALYSER
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In order to test the correctness and effectiveness of the
emotion extraction engine in different environments, an
experiment was carried out. As the characteristics of the
various target applications are different, the experiment was
divided into two tests. One was the chat environment test, in
which text collected from Internet chat rooms were fed into
the emotion extraction engine; the other was the article
analysis test, in which sentences from different published
articles were used. For both the chat environment test and
the article analysis test, the measurement was the number of
the correctly extracted emotions. This was assessed by
comparing the extracted emotional feelings with manually
identified emotions.

In the chat environment test, twenty-three pages of chat logs,
which includes six hundred and thirty eight sentences, were
collected from the Internet. All sentences interpreted as
emotional were highlighted manually. The chat sentences
were sent into the emotion extraction engine and the engine's
output was logged.

In the article analysis test, seven articles, which include three
hundred and forty eight sentences articles were collected
from the Financial Times website and the BBC web site. In a
similar manner to the chat environment test, all sentences
interpreted as emotional were highlighted manually.
Subsequently these paragraphs were fed into the emotion
extraction engine to examine how well its automated
estimation correlated with the manual extraction.

For the chat environment test, seventy-eight sentences (87%
of the total sentences) were correctly recognised. For the
article test, sixty-one sentences (76% of the total sentences)
were correctly recognised.

The results of the tests show that the engine produced better
results in the chat environment. The reason is that the
sentence structures are much simpler in the chat environment
and the individual to whom the emotion refers to is also
limited. However, the results demonstrated that the emotion
extraction engine can cope with the majority of emotional
sentences in both environments.

The emotion extraction engine achieved more than 75%
accuracy in the experiment. This demonstrates that the
engine can be used in the real-time environment. However as
the sentences that the emotion extraction engine were not
designed to handle were excluded, the accuracy of the
engine would be lower in possible field tests.

Even with the limitations presented, the experiment can still
demonstrate the emotion extraction ability of the emotion
extraction engine and the following conclusions can be
made. First, the engine may correctly identify emotions in
the majority of sentences when applied in a chat
environment. Second, the engine may analyse large numbers
of sentences correctly when applied in the article analysis
context.

Most textual emotion sensing approaches are based on
rewrite rule analysis or statistical correlation information.
However, with the increase of complexity of sentence
structure, the error rate of the rewrite rule analysis will
increase. This will affect the performance of all the sensing
approaches. The emotion analyser is based on keyword
tagging. This method has numerous advantages (e.g. fast and
easy adopt etc.), however the defects are also obvious, which
are discussed below.



In some specific situations, a sentence containing emotional
words does not present any emotional feelings. For example,
the sentence "Research shows that happy images can cause
sad feelings." does not provide any emotional feelings
although emotional keywords are present. Our engine can
detect the emotional keywords and the referred subject, but
not the intended meanings in all circumstances.

The meanings of emotional words can be changed according
to context and time. One example is the emotional word
“thrilled". The word itself used to present a fearful feeling
but now this word is equal to happy.

To detect emotions in a sentence, the emotion analyser has to
detect emotional keywords first. However, some emotional
sentences may not provide any significant emotional
keywords, e.g., the sentence "I spent ten days on it and
finally I worked it out" presents a relief and happy feeling,
but no emotional keyword can be extracted.

The tagged dictionary was created solely for this project. The
tagging and rating (intensity decision etc) were agreed by a
group of staff members of Bournemouth University (a
developer, a linguistic and a user-centre expert) in order to
achieve a relatively fair rate. However, future enhancements
may involve checking the dictionary against the output of
established corpora.

The emotion analyser does detect multi-emotions presented
in a single sentence. However, as no discriminative features
can be found in mixed expressions (e.g. a mixed “happy and
sad” expression), the emotion analyser will always try to
display one single expression display by calculating
AWEMI. However, in some cases, AWEMI can not provide
a single expression display, then the mixed expressions will
be displayed separately (e.g. mixed ‘“happy and sad”
expression will be shown as a happy expression followed by
a sad expression).

Although the disadvantages exist, we believe the emotion
analyser still can be applied within Internet communication
contexts and achieve considerable performance. As the
technology develops, some of the present disadvantages may
be solved in near future.

CONCLUSIONS

We have developed a text-to-emotion detection engine
analyser and using the AWEMI and applied this to a number
of typical applications. The latest development of the
emotion analyser, which is based on keyword tagging, has
also been presented. The emotion analyser makes use of real-
world knowledge, grammatical knowledge and context. We
have discussed the operation and rule book of the emotion
analyser in detail. The emotion analyser engine is suitable
and has been designed for applications in the Internet
communication environment.

Although the engine was developed successfully, some
limitations still exist. The performance of the analyser has
been tested and the results illustrate that the analyser can be
used successfully within the designed environments.
Numerous future applications based on the emotion analyser
are possible.

The most immediate future work will examine how to apply
history mood and context information to negotiate
conflicting emotions. Finally a more extensive test of the
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emotion detection engine is desirable and will provide a
picture of the limitations of the keyword tagging technology
and other emotion sensing approaches.
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ABSTRACT

The human face in particular serves not only communicative
functions, but it is also the primary channel to express
emotion. We develop a prototype of a synthetic 3D face that
shows emotion associated to text-based speech in an
automated way. As a first step we studied how many and
what kind of emotional expressions produced by humans
during conversations. The next, we studied the correlation
between the displayed facial expressions and text. Based on
these results, we developed a set of rules that describes
dependencies between text and emotions by the employment
of ontology. For this purpose, a 2D affective lexicon
database has been built using WordNet database and the
specific facial expressions are stored in a nonverbal
dictionary. The results described in this paper enable
affective-based multimodal fission.

INTRODUCTION

Emotions play an important role in communication. They
are part of communication and control systems within the
brain that mobilize resources to accomplish the goals
specified by our motives. The instantaneous emotional state
is directly linked with the displayed expression (Ekman
1999).

Facial displays as means to communicate provide natural and
compelling computer interfaces (Nagao and Takeuchi 1994,
Schiano et. al. 2000). At MMI-Group TUDelft, there is a
project running on natural human computer interaction. We
have developed a synthetic 3D face (Wojdel and Rothkrantz
2005) based on Facial Action Coding System (FACS)
(Ekman and Friesen 1975). The system allows average users
to generate facial animations in a simple manner. It has a
dictionary of facial expressions (FED - de Jongh and
Rothkrantz 2004) that stores the facial expressions that
naturally occur in face-to-face communication.

* The research reported here is part of the Interactive Collaborative
Information Systems (ICIS) project, supported by the Dutch Ministry of
Economic Affairs, grant nr: BSIK03024
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Facial expressions do not occur randomly, but rather are
synchronized to one’s own speech or to the speech of other
(Pelachaud and Bilvi 2003, Ekman 1979, Condon and
Osgton 1971). The challenge is to find those relations.
Human face-to-face conversation involves both language and
nonverbal behaviour. We are used to convey our thought
through our (conscious or unconscious) choice of words.
Some words possess emotive meaning together with their
descriptive meaning. The descriptive meaning of this type of
words along with a sentence structure informs the
interpretation of a nonverbal behaviour and vice versa.
Seeing faces, interpreting their expression, understanding the
linguistics contents of speech are all part of human
communication.

Most existing face animation systems, to the best of our
knowledge, have not considered explicitly the emotions
existing in the speech content. The difficulty lies in the fact
that emotional linguistic content consists of entities of
complexity and ambiguity such as syntax, semantics and
emotions. The use of simple templates has proven to be
useful for the detection of subjective sentences and of words
having affective semantic orientation (Hatzivassiloglou &
McKeown 1997, Liu et.al. 2003). These simplistic models
describe how words with an affective meaning are being used
within a sentence, but fail to offer a more general approach.
Furthermore, current developments of affective lexicon
database (e.g. Ortony et.al. 1987 and Strapparava et.al. 2004)
are based on subjective meaning of the emotion words and
do not provide information about the (relative) distance
between words in regards to their emotion loading context.
The lack of a large-scale affective lexicon resource database
makes a thorough analysis difficult. As a consequence,
although important, an automated emotional expression from
natural language is still rarely developed.

Our developed system is able to convey emotions through
verbal and nonverbal behaviours. It can reason emotions
automatically from natural language text and show
appropriate facial expressions as its stimulus response to the
emotional content of the text. This research work is an initial
step for the development of a system to realize affective-
based multimodal fission. In the following sections we will
give an overview of the system we currently develop.
Further, we will concentrate on emotions analysis from text
as well as experiments to generate the reasoning and the
affective lexicon database.



SYSTEM OVERVIEW

Figure 1 shows the communication flows of the developed
system. The Emotion Analysis module receives text that
contains emotion words. It has a parser that associates the
text to emotions. The module exploits ontology and an
affective lexicon database. It transforms the input into XML
format as the communication language between modules.

Text CONTAINS EMOTION WORDS
Affective Emotion MAPPING
Lexicon Analysis TEXT to EMOTION
Database Module
Ontology ‘ Reaction MAPPING
Module EMOTION to FACIAL EXPRESSION
Facial l
Expressior DETAILS
Dictionary G‘:A“ega:'m SYNCHRONIZATION
XML odule TIMING
Animation GRAPHICAL REALIZATION
Module

Figure 1: The Architecture Pipeline

The Reaction Module processes the text-emotion mapping
result by assigning appropriate facial expressions. It connects
to a FED. For every facial expression, the dictionary contains
an emblem of the facial expression, a description of which
AUs are activated, semantic interpretations, and an example
using a synthetic face (de Jongh and Rothkrantz 2004).

The Generation Module plans and annotates the display of
the facial expressions synchronized with speech. It has the
estimates of word and phoneme timings and constructs an
animation schedule prior to execution. This module also
considers timings for sentence or clause boundaries. The
Animation Module generates facial animation based on a
“facial script language”, where basic variables are AUs and
their intensity. It has a parametric model for facial animation
and a method for adapting it to a specific person based on
performance measurements of facial movements (see Wojdel
and Rothkrantz 2005).

DATA ACQUISITION EXPERIMENTS

Emotion Expressions

Many theorists and psychologists tried to categorize
emotions, e.g. (Ekman 1999, Ortony et.al. 1988, Russell
1980). An experiment has been performed to recognize the
most expressive facial expressions used in conversations and
to determine a list of emotion expressions applied by our
system. We recorded dialogs in pairs of two participants. The
participants were requested to perform dialogues about
different topics and show as many expressions as possible.
The video recordings were stored in a database such that
video and sound are synchronized. Firstly, three independent
observers marked the onset and offset of an expression.
Secondly, we labeled the expressions according to the
context. The agreement rates between the observers in both
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steps were about 73%. Finally, we also collected emotion
words used in each expression.

The experimental results indicated that our participants
showed most of the time a neutral face. However, we
managed to capture in total 40 different facial expressions;
about 20-35 different expressions per participant in each
dialog, and 140 emotion words. Our experimental results
were endorsed by an experiment conducted by (Desmet
2002). He found 41 displayed emotion expressions actually
used to appraise a product (see table 1).

Table 1. Emotions in Eight Octants (Desmet 2002)

No | Valence-Arousal | Emotion Expressions

1. Neutral-Excited Curious, amazed, avaricious, stimulated,

concentrated, astonished, eager.

2. | Pleasant-Excited | Inspired, desiring, loving.

3. Pleasant-Average | Pleasantly surprised, fascinated, amused,

admiring, sociable, yearning, joyful.

Pleasant-Calm Satisfied, softened.

Neutral-Calm Awaiting, deferent.

Unpleasant-Calm | Bored, sad, isolated, melancholy, sighing.

bl El el

Unpleasant-
Average

Disappointed, contempt, jealous,
dissatisfied, disturbed, flabbergasted,
cynical.

8. Unpleasant-
Excited

Irritated, disgusted, indignant,
unpleasantly surprised, frustrated, greedy,
alarmed, hostile.

Correlation between Facial Displays and Text

Using the results of the previous experiment, we conducted
another experiment to study the relationships between facial
expressions and text (Wojdel 2005). We partitioned the
dialog (manually) into basic constituents (i.e. a single
sentence), and for each constituent into components (i.e.
single words and punctuation). Then, for each component,
we determined the time of its occurrence (number of frames
in which the given word is pronounced). The next, for each
selected facial expression, we determined the text that started
with the component synchronised with the first frame of a
given facial expression and ends with the component
synchronised with the last frame of this expression.

The experimental result showed that most of the facial
expressions (around 63%) corresponded to the text spoken.
For sentences with questions or exclamation marks,
distinguishably, “surprise” is the most common facial
expression displayed during a question; exclusively in short
and single-word question, e.g. “really?”, “sure?”. We noticed
that the sentences ending with exclamation mark were
usually accompanied by the expression “anger”. In the final
experiment, we focused on the mapping of shown
expressions to emotional words. The distance of a given
facial expression from a particular emotional word was
defined as the number of frames with the neutral face, which
appear between the facial expressions. The results showed
that 54.6% of the emotion words spoken by the participants
linked to facial expressions. We also compared results from
above with the analogous statistics for non-emotional words.
The comparison showed that the use of emotion words,
indeed, evoked emotions which were expressed by facial
expressions (see table 2). Although, with this experiment, we




still could not draw a direct link between the emotion words
with the facial expressions. It is because some words only
occurred once or twice and some other words in different
context were related to different facial expressions.

Table 2: Statistics of Emotion and Non-Emotion Words in
the Input Text Linked to Facial Expression

Words Total Linked to Expression
Non-emotion words 2206 1022 (46.3%)
Emotion words 119 65 (54.6%)

2D AFFECTIVE LEXICON DATABASE

Russell (1980) and Desmet (2002) brought subjective
meanings of the degree of pleasantness and the degree of
activation specifically for words that express emotions. The
words can be depicted in a 2D space. Although it can
categorize emotions, it proved that the approach is not
sufficient to differentiate between emotions. For example,
“anger” and “fear” fall close together on the circumplex.
Moreover, for automatic reasoning, quantitative data would
be more efficient. Kamps & Marx (2002) proposed the
differences between the relatively objective notion of lexical
meaning, and more subjective notions of emotive or affective
meaning by exploiting WordNet (Fellbaum 1998), such as:
(1) the smallest number of synonymy (SYNSET) steps
between two words, e.g.: MPL(good, bad) = 4 {good, sound,
heavy, big, bad}, and (2) the relative distance of a word to
two reference words, e.g. EVA*(proper, good, bad)=1 and
ACT*(w, active, passive). The latter equations differentiate
words that are predominantly used for expressing positive
emotions (values close to 1), for expressing negative
emotions (value close to -1), or for non-affective words
(values around 0).

A Active

e [Tos v |

Angry, apparent, attentive, comic, cordial,
courteous, covetous, curious, darling, dear.
eager, evident, fierce, fine, full, funny, furious

Affected, annoyed, aroused, close, confused,
contempnble crazy, choleric, defeated
d, disabled, disappointed,

disgusted, dlsplnted dlsturbed down, exclted,
frustrated, gentle, gloomy, horrible,

good, grabby, grasping, great, hearty, hot,
jovial, merry, mordacious, nice, palpable, plain,
respected, terrific, troubled, unquestionable,
warm, well

ill, impetuous , improper, intent, irascible.
irritated, lamentable, obsessed, obstinate, sad,
shamed, sick, stimulated, stirred, unhappy
unreasonable, upset, worriec

Y

Affable, anxious, appreciated,
bright, correct, cute, itchy, right
superb, sweet, treasured
ungratified, untroubled

T_anleasam Pleasanir

Accepted, approved,
bad, concentrated
desperate, elated,
fearful, isolated, joyful
joyous, mean, terrible
tired, uncertair

o

e

Agreeable, clear,
dead, hopeful
indignant, kind
obvious, petrified

4 | Comfortable
familiar, positive
prosperous

Passive

E | Amazed, astonished, astounded,
calm, considered, cozy, dazed
i d

fatigued, fit, flabbergasted, serene,
soft speechless, stupefiec

Figure 2: An example of 2D Space-Emotion Words in
Octants-Related Pleasantness-Activation

We aimed to use both the labels and emotion words, which
were found in the first experiment, as initial records of our
emotion words database, by classitying the words by plotting
them in a 2D space. The direction and distance of a vector
represents the quality and intensity of the emotion words. For
this purpose, we combined two approaches. Firstly, we used
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(Kamps and Marx 2002)’s relative distance rules to develop
a 2D space with bipolar dimension of Pleasant-Unpleasant
and Active-Passive. We added a new octant: NEUTRAL
with the EVA value = 0 and the ACT value also = 0. Figure 2
shows an example of the plotting. Using 140 emotion words,
we found that the degree of correctness by this approach was
between 78%.

Secondly, we applied multidimensional scaling (MDS) to
represent emotion words also in 2D space using information
relative to “similarity” (corresponding meaning) between
each couple of emotion words. This procedure finds the
configuration or cluster that approximates the observed
distances in the best way. As initial input, we still used
Kamps et.al.’s relative distances — the MPL of emotion
words— to construct an N x N matrix as the input matrix. The
Euclidian distances among all pairs of points were applied to
measure natural distances of those points in the space. By
lowering the degree of correspondence between the
Euclidian distance among points and the input matrix, the
best corresponding MDS map can be achieved. Figure 3
shows an example of emotion words after MDS mapping.
We found that the degree of correctness by this approach was
between 65%. For both approaches, manual checking was
still necessary to all mistaken placed emotion words.

e anxious .- ' elate}; /f"‘ flagbergasted 'n\
jonyI ’ @ amazed
~._ ® astonished .-

" tired
; N PRt
\. pais:;vjm / frustated "~
~serene .- : .glefeated
covetous ; ;
F d arabby o ihdignant disappointed :
curious e i
@ active Lo . unhappye
eager " [, 7 _ abhorrent ‘
...... K L Y :
anno e @ desperate .dlsgvl;gﬁ:ied
|rr|iated : ¢ sad ¢ exited L4
. hd heam;\» .éngry" :féai:’ful ®aroused o dlsturbéd
Cal. e -fierge . d|sp|r|teff
... furious “ X -
R N il L
o giéomy

Figure 3: An Example of MDS-Emotion Words Mapping

Our lexical representation consists of an orthographic form,
morphological ~ specification, sense definition, and
coordinates on 2D emotion circumplex and 2D MDS
emotion mapping. This information is stored in our system’s
ontology. We develop a heuristic function to manipulate both
2D spaces. The function receives an intended emotion type
as input. As initial searching points, the coordinate of six
emotion types u € U {sadness, happiness, fear, anger,
surprise, disgust} on the MDS-mapping space are already
stored. The next step is to calculate approximate distances
between the adjectives in the text T = {w;, Wy, ..., w,} and
other emotion words in E. Here, we are not interested on d;; =
the relative distance between w; € T and w; € E. However, it
uses g; = the relative distance of the degree of pleasantness
and a; = the relative distance of the degree of activation:
Negative value means wj is less pleasant or less active than
wi. The octant number of w; gives information whether the



meaning of w;is not in contradiction with w;’s. The function
also checks the relative distance between w; and uy. If the
distance is above a threshold #; (i.e. the average distance of
the nearest two u values), the process will ignore w;.

MAPPING TEXT TO EMOTIONS

Our developed system extracts emotion indications from text
using two approaches. First, the system analyzes the choices
of words. It uses both 2D space emotion words. The system
exploits WordNet to find matching synonym or antonym of
the word, if the exact match cannot be found. The results of
this process are the pleasantness degree of the emotion word,
its activation degree and its emotion type. Finally, the system
analyzes the emotion content of an entire sentence relatively
to the entire utterances. For this purpose, it uses three
approaches. Firstly, inspired by the language tagging of
BEAT (Cassell et.al. 2001), our system also converts the
input text into a parse tree. The root of the tree is the
UTTERANCE, which is operationalized as an entire
paragraph of input. The utterance is broken up into
CLAUSEs, each of which is held to represent a proposition.
Instead of dividing the clauses into the word phrases, the
system divides it into its thematic roles. Figure 4 shows an
example of a parse tree. The tree also indicates the tag
<\emotion-object> for the emotion word, and the tag
<\contrast> the contrast coordinate words (e.g. “but”) -, and
contrast subordinate words (e.g. “although”).

UTTERANCE

CLAUSE * CLAUSE

CONJUNCTION AGENT PREDICATE THEME

CONTRAST you treated me EMOTION-OBJECT

But, wrong

ADVERBIAL

Figure 4: An Example of a Parse Tree

To divide a clause into its thematic roles, we define a case
for every verb and follow the frame syntactic analysis used
for generating the VerbNet (Kipper-Schuler 2003). The
vocabulary is stored in the system’s ontology. A lexeme has a
link between the thematic roles and syntactic arguments. The
definition also defines required and optional roles. Figure 5
a case for the verb “treat”. Besides the verbs, we also store
vocabularies of nouns, adjectives, pronouns, proper-nouns,
conjunctions, and prepositions.

treat (action) agent theme
parent = accept

roles * *
agent (+ intentional)
theme (+ living-object)

\ 4

subject object

Figure 5: A Case of the Verb “treat”

According to Mulder et. al. 2004, emotions in language can
be defined as text having a positive or negative orientation,
an intensity, and a direction toward an object or event, which
is described using three attributes: the experiencer, the
attitude, and the object. Therefore, based on the thematic
roles of the sentence, we developed heuristic rules to
distinguish five types of emotional intentions: (a) emotionally
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active toward an object, e.g. “I am angry with you”; (b)
emotionally directed by an object, e.g. “you treat me wrong”’;
(c) emotions that provoked by an object, e.g. “his letter
makes me sad”; (d) emotions that experienced towards an
object, e.g. “this picture is really beautiful”; and (e) appraisal
toward an object, e.g. “she is ill”. Furthermore, other rules
are developed to associate the emotion intentions with
emotion type. A large number of corpora were analyzed to
have more insight how humans express their emotion on a
structure of words. The following is an example of rules:

If (agent € pronoun) and (theme is “myself”)

and (emotion-object is adverbial)
Then intention is “emotionally-directed”
If (intention is ”emotionally-directed”) and

(pleasantness is ”"unpleasant”)
Then emotion-type is “anger”

Table 3: Distance Values between Emotions (Hendrix and
Ruttkay 1998)

Happiness | Surprise | Anger | Disgust | Sadness
Happiness 0 3.195 | 2.637 1.926 2.554
Surprise 0| 3.436 2.298 2.084
Anger 0 1.506 1.645
Disgust 0 1.040
Sadness 0

Finally, we design the “emotion thermometer” to control the
intensity of the emotional state in an utterance classified by
six Ekman’s universal emotions: happiness, sadness, anger,
surprise, disgust, and fear (Ekman 1999). We classity
emotion expressions in table 1 into these six universal
emotions. If an emotion is active, the system will check its
correspondence with the universal emotions. It calculates all
thermometers (T) using the following equation:

T =T,(-D+1,.s
Vj#i, 1,00 =T,(t~1) —dlj.i]

Where, i is the active universal emotion type, s is a
summation factor, / is the emotion’s activation degree, and j
ranges over six universal emotion types. The distance
between two universal emotions follows table 3. The highest
value of the thermometers is considered as the current
emotion state. This emotion state and its value (as the
emotion’s activation —calm, average or excited) are the end
result of this process. A rule-base approach is used to govern
the calculation. An example of the rule is:
If (tag <contrast> is found) and

(emotion-object is not found)
Then set active emotion is NEUTRAL

<UTTERANCE>

<CLAUSE></emotion emotion-type=neutral>
<CONJUNCTION><CONTRAST>but</CONTRAST>
</CONJUNCTION>
<AGENT>you</AGENT>
<PREDICATE>have treated</PREDICATE>
<THEME>me</THEME>
<ADVERBIAL>
</emotion emotion-type="anger” degree="average”>
<EMOTION-OBJECT pleasantness="neg” degree="average”>
wrong
</EMOTION-OBJECT>
</ADVERBIAL>
</CLAUSE>

</UTTERANCE>

Figure 6: An example of the result XML-Tagged Text




The results of this mapping text to emotions are written as
XML-tagged text. Figure 6 shows an example.

EVALUATION

We conducted another experiment to assess whether or not
the developed system showed correct facial expressions for a
given text input with emotion words. Instead of using
dialogue recordings, we used our developed system by
inputting two different texts to the system. As a first step,
three independent observers marked the onset and offset of
an expression. In the next step, these expressions were
labelled according to the context of the text. The agreement
rates between the observers in both steps were about 89%.

The experimental results indicated that most of the facial
expressions (about 91%) showed by the 3D face correctly
correspond to the emotion loading of the text spoken (see
table 4). However the results also showed that some
expressions were dependent not only on the choices of words
but also on the context of the conversation. A word could
mean different things according to the context of the
dialogue. Thereby, the speaker or the listener might display
different facial expressions.

Table 4: Statistics of Correct Agreements for Some

Emotions
Expression | Happiness | Surprise | Anger | Disgust | Sadness
Mean 85% 78% 77% 92% 89%
CONCLUSION

A prototype of a text based 3D synthetic face has been
developed. The face is able to show synchronously with the
speech. The developed system contains a component that is
able to analyze the emotion content in the input text by the
employment of ontology and our developed 2D-space
affective lexicon database. The animation module of the
system uses a facial expression dictionary. The rule-based
approach for the emotion reasoning gives opportunities for
us to extend both the system’s believability and behaviours.

Our approach assumed that the emotion contents shown in
the input text are explicit emotions. The system is able to
show an appropriate facial expression as its stimulus
response to convey an emotion loading in the text. Although
our experimental results indicated that these expressions
were influenced both by the choice of words and by the
content of the conversation, it also showed the relation with
emotional word depends mostly on the context, not on the
word itself. It is caused by the fact, that a given word used in
various situations can have different meaning. Future work
will include emotion analysis from discourse information,
such as moods, personality characteristics, anaphoric
information and background contexts of the dialogue.
Furthermore, we will extend the system more modalities,
such as synchronized and coherence facial movements and
lip movements.
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ABSTRACT

At TUDelft there is a project aiming at the realization of a
fully automatic emotion recognition system on the basis of
facial analysis. The exploited approach splits the system into
four components. Face detection, facial characteristic point
extraction, tracking and classification. The focus in this
paper will only be on the first two components. Face
detection is employed by boosting simple rectangle Haar-like
features that give a decent representation of the face. These
features also allow the differentiation between a face and a
non-face. The boosting algorithm is combined with an
Evolutionary Search to speed up the overall search time.
Facial characteristic points (FCP) are extracted from the
detected faces. The same technique applied on faces is
utilized for this purpose. Additionally, FCP extraction using
corner detection methods and brightness distribution has also
been considered. Finally, after retrieving the required FCPs
the emotion of the facial expression can be determined. The
classification of the Haar-like features is done by the
Relevance Vector Machine (RVM).

INTRODUCTION

For the past decades, many projects have been started with
the purpose of learning the machine to recognize human
faces and facial expressions. Computer vision has become
one of the most challenging subjects nowadays. The need to
extract information from images is enormous. Face detection
and extraction as computer-vision tasks have many
applications and have direct relevance to the face-recognition
and facial expression recognition problem. Potential
applications of face detection and extraction are in human-
computer interfaces, surveillance systems, psychology and
many more. It is not so hard to imagine the importance of
face detection in the means of face and emotion recognition.
The importance of this subject can be ratified by the recent

The research reported here is part of the Interactive Collaborative
Information Systems (ICIS) project, supported by the Dutch Ministry of
Economic Affairs, grant nr: BSIK03024.
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terrorism bombings in London. Face detection and extraction
of biometric features helps in the identification of the
terrorists. In London, monitoring of people especially in the
public places is done by closed-circuit cameras and
televisions, which are linked via cables and other direct
means. These can too be found in casinos and banks for
instance. They are also used to aid in the prevention of
calamities using face detection, emotion recognition and
crowd behaviour analysis techniques.

Facial expressions are crucial in human communication.
Human communication is a very complex phenomenon as it
involves a huge number of factors: we speak with our voice,
but also with our hands, eyes, face and body. The
interpretation of what is being said does not only depend on
the meaning of the spoken words. Our body language i.e.
gestures modify, emphasize, and sometimes even contradict
what we say. Facial expressions provide sensitive cues about
emotional responses and play an important role in human
communication. Therefore, it is valuable if this aspect of
human communication can also be applied for more effective
and friendly methods in man-machine interaction. According
to Ekman et al. (Ekman and Friesen 1978) people are born
with the ability to generate and interpret only six facial
expressions: happiness, anger, disgust, fear, surprise and
sadness. All other facial expressions have to be learned from
the environment the person grows up. Humans are capable of
producing thousands of expressions that vary in complexity,
intensity, and meaning. Subtle changes in a facial feature
such as tightening of the lips are sufficient to turn the
emotion from happy to angry. And to think that the eyes and
eye brows can also take on different shapes, one may
imagine how complex the problem gets. In the past,
Morishima et al. (Morishima and Harashima 1993)
implemented a five-layered manual-input neural network
which is used for recognition and synthesis of facial
expressions. In (Zhao and Kearney 1996) a singular
emotional classification of facial expressions is explained
using a three-layered manual-input back propagation neural
network. Kearney et al. (Kearney and McKenzie 1993)
developed a manual-input memory-based learning expert
system, which interprets facial expressions in terms of
emotion labels given by college students without formal
instruction in emotions signals. Rothkrantz et al. (Rothkrantz
and Pantic 2000) proposed a point-based face model
composed of two 2D facial views, namely the frontal- and
the side view. Given a characteristic points based face model,
expression-classification rules can be converted straight-
forwardly into the rules of an automatic classifier.



RELATED WORK

The online Facial Expression Dictionary (FED) is an
ongoing project at the Man-Machine Interaction group of the
TU Delft (de Jongh 2002). The goal of the project is to
develop a non-verbal dictionary which would contain
information about non-verbal communication of people.
Resembling a verbal dictionary, instead of words the FED
contains facial expressions. This online non-verbal dictionary
allows people to issue a query using description of the
expression in terms of the expression classes (happiness,
sadness, jealousy, etc.) and in terms of characteristics of the
expression. Another interesting possibility of FED is the
labelling of a picture containing a face. In other words an
appropriate facial expression will be matched with the face.
In the current state of the system the latter requires the user
to select the region of the face and select the characteristic
points of the face. These points are predefined consistent
with the chosen face model. The face model used is that of
Kobayashi and Hara (Kobayashi and Hara 1997). The facial
expression recognition model is based on a three-tier
framework. The chosen approach splits the FED system in
three components, i.e. face detection, facial characteristic
point (FCP) detection, tracking and classification. To fully
automate the labelling process when inputting a picture, a
project has been started on automating the face detection and
the FCP detection part. This paper discusses the face
detection and the FCP detection module.

METHODOLOGY

In this section we describe the theoretical background and
the methodology of our research. The detection process is
based on the detectors described in (Viola and Jones 2001)
and (Treptow and Zell 2003).

Face detection
Haar-like features

In order to classify a face, some characteristic features need
to be extracted. For this purpose, we used Haar-like features.
These features have a rectangular shape and are fairly simple.
The processing of this kind of features is computationally
very efficient. In our face detection algorithm, five types of
rectangular features are used (see Figure 1). Type 1, 2 and 5
are calculated as the sum of all pixels in the dark area minus
the sum of all pixels in the light area. Type 3 and 4 are
calculated as half the sum of all pixels in both dark areas
minus the sum of all the pixels in the light area in the middle.
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Figure 1: The five basic types of Haar-like features used in
our approach

Each of the five basic features is scanned on every possible
scale and every possible position within a training sample.
Given that the sample’s dimension is 24x24, the complete set

of features that can be constructed is quite large, namely
162336. From this set of features, we want the most relevant
ones that best characterize the face. The best features are
chosen using the AdaBoost learning algorithm (Figure 2).
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Figure 2: Scheme representing the training of weak
classifiers

AdaBoost

The AdaBoost algorithm (Freund and Schapire 1995) aims at
boosting the classification performance. It is an aggressive
and effective algorithm used to select a low number of good
classification functions, so called ‘weak classifiers’, to form a
stronger classifier. The final strong classifier is actually a
linear combination of the weak classifiers. Each weak
classifier is restricted to the set of single feature functions.

In the algorithm of (Viola and Jones 2001) the training stage
for a single weak classifier involves the computation of a
threshold for the feature value to discriminate between
positive and negative examples. In our approach, the latter is
slightly different. Instead of using a threshold, the chosen
weak classifier is the Relevance Vector Machine - RVM for
discriminating between the positive and negative examples.
This means that for each feature, the weak RVM classifier
determines the optimal classification function such that a
minimum number of examples is misclassified.



The input of Adaboost is a predefined set of positive and
negative training examples. In our case the positive examples
are face images and the negative examples are non-face
images. At the testing stage of face detection process, a set of
scanning windows also called subwindows is extracted from
the original image. Each element from the set is used as input
for the cascaded classifier. The cascade generated at the
training step has the form of a generate decision tree.

The structure of the cascade reflects the fact that within any
single image on overwhelming majority of sub-windows are
negative. As such, the cascade attempts to reject as many
negatives as possible at the earliest stage possible (Figure 3).
Every layer consists of only a small number of features.
While a positive instance will trigger the evaluation of every
classifier in the cascade, this is an exceedingly rare event.
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Figure 3: Cascaded classifier with T layers
Evolutionary Search

AdaBoost implies a brute force search on the whole space of
rectangular Haar-like features. The process of training
162336 features would be time-consuming. Therefore it is
beneficial to use GA in combination with AdaBoost (Figure
2).

The purpose of Genetic Algorithms (GA) in our research is
to speed up the AdaBoost algorithm. This is done by
replacing the exhaustive search of AdaBoost by a genetic
search algorithm called Evolutionary Search (ES). The
crossover and mutation genetic operators that drive the ES
process are used for selecting features from the feature space.
The fitness operator measures the performance associated to
the use of a certain feature, for the all classification process.
The population consists of 250 features. At each stage, a
feature is selected so that it satisfies the fitness function for
minimum error for all the generated features. The process is
similar to the criterion AdaBoost uses to select weak
features.

Relevance Vector Machine

Tipping (Tipping 2000) proposed the Relevance Vector
Machine (RVM) to recast the main ideas behind SVMs in a
Bayesian context. A prior is introduced over the weights
controlled by a set of hyperparameters, one associated with
each weight, whose most probable values are iteratively
estimated from the data.

The results have been shown to be as accurate and sparse as
SVMs yet fit naturally into a regression framework and yield
full probability distributions as their output.

The results in the case of face detection given some kernel
functions are presented in Table 1. In the case of three
features, the most efficient kernel function is chosen by using
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ROC curves. By analyzing Figure 4, it can be concluded that
the best classification is obtained by using Laplace 4.0. This
kernel function is further used in EABoost and in the process

of constructing the final strong cascaded classifier.

Table 1: 2-fold cross validation results on three week
classifiers for face detection based on Haar-like features

Feature 1 Feature 2 Feature 3
Gauss 2.0 26.30% + 0.85 35.45% £7.71 38.60% + 1.84
Gauss 5.0 25.35% +5.30 32.40% +2.83 36.55% +3.61
Laplace 0.5 | 35.20% = 14.42 | 26.70% = 0.99 42.70% +9.62
Laplace 2.0 | 29.25% + 9.83 32.00% +7.50 41.60% +7.78
Laplace 5.0 | 26.20% +2.12 25.90% = 1.84 37.45% +7.57

ROC curve for Gauss 4.0, Laplace 1.0 and Laplace 4.0.
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Figure 4: ROC curves of three kernels, obtained by adjusting
each classifier’s threshold

Facial characteristic point detection

Facial characteristic points (FCP) consist of 30 facial points.
The detection of FCPs is based on a set of techniques that
include corner detection, RVM and hybrid projection
methods. The scanning of the whole picture is avoided by the
use of a corner detector as a primary step for mouth, eyes and
eyebrow FCP detection.

Fused corner detector

The corner detector of (Harris and Stephens 1988) takes into
account the edge information. It also considers the
neighborhood for corner decision, since the gradient swings
sharply around the corners. The algorithm of (Sojka 2003)
determines what neighborhoods are relevant for deciding
whether or not a point is a corner by using a probability
function. Where other corner detectors implicitly take into
account the corner angle, the Sojka corner detection
algorithm explicitly computes the corner angle. This helps to
reduce erroneous detection of corners on contrast edges.

A mixed Harris-Stephens and Sojka corner detection
algorithm is tuned to select enough corners so that the FCPs
are also included.



This is because neither of the two detection algorithms is
effective enough in detecting corners, which also includes all
corner points of the facial features (mouth corners, eye
corners, and eyebrow corners). Tests show that the efficiency
of detecting the corner FCPs is increased by using such a
combination. Given the selected set of corners, the next step
is to identify the FCPs.

Classification of candidate corners

To classify the candidate corners selected by the fused
detection algorithms, a set of RVMs is trained. For every
corner point type a different RVM classifier is trained to
distinguish the point from other points detected with the
corner detector. The training model for corners employs the
boosting of simple rectangle features. The set of features is
limited to five basic feature types.

Hybrid projection

Using the combination of corner detectors along with RVM
does not enable us to detect all facial characteristic points.
To detect the remaining FCPs, a projection method called the
hybrid projection (Zhou and Geng 2002) is used. The FCPs
can be located at the corresponding boundaries of a face
feature. To locate the horizontal boundaries of the features
we analyze the horizontal intensity variations in the image
containing only the face feature.

The final step aims at deriving the FCPs that were not
identified at the previous stages, by using a hybrid projection
method. This can be done by calculating a parabolic curve
through the detected FCPs.

IMPLEMENTATION AND RESULTS

Face detection

We designed a learning model to boost the performance of
RVM. This model consists of different techniques and
algorithms described in the current paper.

The learning procedure is based on the AdaBoost learning
algorithm. This algorithm is perfectly suited for the selection
of the best features that boost up the performance of the
classifier. As known for AdaBoost training, it is slow since it
contains a brute force search. In addition, training of the
RVM itself is relatively slow. And since they are combined,
there is a continuous feedback from RVM to AdaBoost and
the other way around.

A genetic search algorithm is added to improve the learning
speed. Instead of a training time in the order of
weeks/months, this is reduced to hours/days (on an AMD
Athlon™ XP 2200+ 1.80 GHz processor with 512 MB
RAM). Note that the size of the chosen training dataset is
also significant for the speed of the training. After the
learning procedure, faces can be distinguished from non-
faces using the trained RVMs.

A cascade consists of several layers of classifiers. Each
classifier is a combination of a number of RVMs. A practical
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problem that we encounter incorporating the cascade
technique is that a lot of RVMs need to be trained.

Table 2: RVM test results, both training and testing are
performed on MIT CBCL database

Kernel Nr. of test Detection Nr. of Nr. of
samples rate % false false
negatives | positives
Gauss 5.0 93.92 103 49
Gauss 7.0 2500 95.08 58 49
Laplace 2.0 83.88 339 64
Laplace 5.0 95.04 60 64

Given a few kernel functions, the results of RVM classifier
for face detection are presented in Table 2 for the same
testing set as the training set, and in Table 3 for different data
set for testing stage.

Table 3: RVM test results, the training is done using MIT
CBCL, the testing is done on CMU database

Kernel CMU database CMU database consisting
consisting of faces only of non-faces only
Laplace 2.0 22.03 100
Laplace 5.0 472 5191 5036 97.34
Gauss 5.0 38.77 96.68
Gauss 7.0 30.30 97.86

However, the test results show that improvement needs to be
made. In the current state, the face detector consists of only
five layers of classifiers. Recall that in (Viola and Jones
2001) a cascade of 32 layers with over 4000 features is used.
Better results are expected by involving more classifiers to
the face detector.

Facial characteristic point detection

The same learning model for training the face detection
classifier is used for the FCP detection component. Unlike in
the case of face detection, no databases of FCPs exist which
we can use as our dataset. These databases are extracted
manually by us from the BiolD and Carnegie Mellon face
database. For the detection of the FCPs, a corner detection
algorithm is used to filter out the non-FCPs. We have chosen
for a combination of the Harris corner detection algorithm
and the Sojka corner detection algorithm. Not all of the non-
FCPs can be filtered out by these corner detectors. For this,
we rely on the corresponding RVMs. The performance of the
RVM in the final system is actually determined by that of the
corner detectors.

For the FCPs that cannot be detected by the corner detectors,
we use the Hybrid Projection technique. This technique is
applied on the corresponding facial feature (eye, eye brow
and mouth) on which the FCP is localized. Therefore, RVMs
are trained to extract these facial features before applying the
projection method. The test results of the FCP detector (see
Table 4) show that some of the FCPs can be detected better



than others. The explanation for the relative poor
performance of some FCPs is probably that the FCP pattern
itself is non-stable from the recognition point of view. For
instance, the mouth can have different shapes and some
associated parameters could exceed the value ranges of the
samples used at the training stage, at different expressions.
To detect the FCPs we need to account that noise is very
probable at corner regions. Taking this into account it means
that at the training of the RVM noise is included in the
training samples. This affects the final performance of the
RVM. It is a trade-off that needs to be made. In the case of
invoking the projection method, finding the boundaries is
proven to be very robust, except if the feature boundary is
distorted.

Table 4: FCP Detection Results

True positive False positive

FCP

rate (%) rate (%)
Right eye inner corner 81.82 6.75
Right eye outer corner 81.82 16.67
Right eye upper corner 88.64 11.63
Right eye lower corner 88.64 11.63
Left eye inner corner 81.82 3.49
Left eye outer corner 63.64 5.94
Left eye upper corner 82.95 17.05
Left eye lower corner 82.95 17.05
Mouth left corner 86.36 3.24
Mouth right corner 90.91 4.71
Mouth upper corner 90.91 9.08
Mouth lower corner 90.91 9.08

CONCLUSION

We have presented an approach using a sparse learning
model as the first step towards a fully automatic facial
expression recognition system. This learning model is
applied on face detection and FCP detection. The test results
reveal that some improvements are still to be made.

In the current situation, a detected face cannot be further
processed by the FCP detection module if the face is slightly
rotated. Some of the FCPs can be occluded by other parts of
the face. The face detection module is trained on a database
with unaligned faces. Some of them are slightly rotated to the
left, some to the right, some looking up, etc. For the two
modules to work together perfectly, the face detector should
be trained strictly on full frontal aligned faces. This is
because the FCP detection module is designed to work with
these faces.

The model may be improved by considering a faster
implementation of the training application. Other variants of
the AdaBoost may also be considered. They differ in the
updating schemes for the weights. In the face detection
module, the scanning process can be speed up by other
techniques. Using edge detectors, plain backgrounds might
be filtered out and pruned from being scanned. This reduces
the overall scanning time on different resolutions. The
performance of the system can also be improved by using an
extended set of the Haar-like features. In our training model,
we used only 5 simple features. The detection rate during
training may be increased by incorporating the bootstrapping
method. This method uses misclassified samples as training
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input in the next iteration. This way we can force the learning
algorithm to adapt the output results from previous training
rounds. We have not implemented this procedure in the
current training model because this would certainly affect the
training time negatively.
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ABSTRACT

The characteristic of Internet traffic is responsible for tem-
porary overload phases and their impact on variable delay
and data loss as main indicators of quality of service (QoS)
degradation. We investigate statistical properties of the traf-
fic rate variability on ADSL broadband access platforms,
which presently connect 140 million residential users to the
Internet [4]. Measurement confirms smooth traffic profiles
aggregated via ADSL with less influence of long range cor-
relation than experienced for traffic on Ethernet LANs.

1 INTRODUCTION:
TRAFFIC IN DIFFERENT TIME SCALES

IP networks measurements usually include 5- or 15-minute
mean values of the traffic rate to determine the load of links
or a complete traffic matrix of flow intensities between the
edges of a (sub-) network. This data forms a basis for net-
work planning and a process of network resource upgrades
to adapt to the steadily increasing Internet traffic volume
[11]. The 5-/15-minute traffic samples can be collected
from standard statistics of IP and MPLS routers without
stressing the performance of the routing equipment. They
are appropriate to evaluate daily traffic profiles showing the
peak rates during busy hours, which are most relevant for
network dimensioning.

On the other hand, they do not include all relevant time
scales to ensure quality-of-service, since congestion may
arise on small time scales e.g. of some seconds being com-
pensated by alternating phases of low load which make
them invisible on longer time scales. The impact of traffic
variability on QoS is essential even in time frames below
1s. Buffers may be capable to bridge temporary overload on
account of delay for the buffered data, whereas long term
overload phases cause buffer overflow. Real time applica-
tions with strict delay bounds, e.g. less than 0.2s for conver-
sation, limit the waiting time and corresponding buffer sizes.

Since 1990 evaluations of IP traffic measurement revealed
long range dependency and self similar pattern over the
relevant time scales [10]. While most of this measurement
was conducted on Ethernet LANs, ADSL broadband access
is presently carrying a major and increasing portion of the
Internet traffic. Differences between ADSL and Ethernet
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traffic profiles are experienced by [2] based on traffic sam-
ples taken at ls intervals from the digital subscriber line
access modules (DSLAMs).

We investigate comparable traffic measurement at the inter-
connection of ADSL and the IP backbone. In Section 2, we
analyse the variability of samples at several time scales
starting below 1s. The implications of traffic profiles for
waiting times as the main QoS indicator are studied in sec-
tion 3 in order to estimate load thresholds on transmission
links which indicate critical QoS conditions.

2 IP TRAFFIC MEASUREMENT

For measurement purposes, we consider the amount of ar-
riving data in a time slotted system, where the time is sub-
divided into a series of subsequent intervals of length A. In
order to represent the process of arriving traffic in detail,
each arriving IP or MPLS packet can be registered with a
time stamp as well as its packet size. The storage for meas-
urement traces in this representation is increasing with the
line speed, where millions of packets may be counted per
second on high speed connections like a 10 Gbit/s link.

On the other hand, knowledge about the amount of data
arriving e.g. per millisecond allows to determine waiting
times as a main QoS indicator at the same precision of mil-
liseconds. Then a first evaluation step calculates the data
volumes d,, in byte for a series of time slot of length A. This
requires limited storage for M = S/A integers to represent a
traffic trace over S seconds independent of the speed of the
considered transmission line. The traffic rate in each time
slotis givenby R =d,/Aform=1,..., M.

Figure 1 represents corresponding traffic traces with inter-
vals starting at the time scale A = 0.01s. From a trace on a
time scale A, the traffic rates R for longer time scales
with intervals K- A are computed by the mean over K sub-
sequent intervals, (K =2, 3, ... ) such that

RI(KA) _\K RI(CA) /K, RéKA) _ ZZK

k=1 k=K+1

RM /K, .

Figure 1 includes 3 time scales A = 0.01s, A= 0.1s (K = 10)
as well as A = 1s (K = 100). It is apparent, that traffic be-
comes smoother when observed on longer time scales. As a
usual measure of variability we consider the coefficient of
variation, i.e. the ratio ¥/ of the standard deviation
and the mean, where

=" RO/M and o =TI RY -4 @) m
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Figure 1: Traffic variability at time scales of 0.01s, 0.1s and 1s
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Considering a longer time scale KA, the mean value is pre-
served u*® = 1/®_ The standard deviation and the coeffi-
cient of variation 6¥/4® are preserved if and only if the
traffic rate is constant for each sequence of K intervals

R;SIA<)+1 = R21A<)+2 == R;g(AI)<+1) =R forn= 0,1, -, (M/K)-1,

which are comprised on the longer time scale. Otherwise,
the coefficient of variation is smaller 6% / 4/ < 6™/ 4/®.
When R is a sequence of independent and identically
distributed random variables, then the coefficient of varia-
tion is decreasing with JK since

B A e [ G i
K KK

Traffic measurement has been studied at different time
scales by [2] starting from 1s intervals. In addition, this
work investigate modeling approaches including M/G/eo for
the arrival process. The analysis is carried out with different
assumptions on the distribution of the flow size, which im-
ply autocorrelated traffic rates R . Therefore Gaussian dis-

tributions of the traffic rate are confirmed as asymptotical
behaviour [8]. The standard deviation g9 (R) as well as

the quantiles y{i;) (R) of the aggregated traffic rate are shown

to increase with the square root of the mean rate ((R):

0" (R) =[5 Ju(R); i) (R) = u(R) + faps) | u(R) where
Pr{R" < u(R)+ £, \Ju(R) } =99%.

The factors £ and f,);) can be determined from the source

model with known distribution of the flow size or from
available traffic measurement on the network links.

As a criterion for sufficient QoS, the 99%-quantile of the
measurement in the time scale of 1s intervals is used by [2]
to indicate the demand for capacity C:

C 2 Yigl (R) = (R + fopo) | U(R).

The measurement is taken from the DSLAMs in ADSL ac-
cess platforms as well as for Ethernet traffic. The traffic
aggregates of the DSLAMs show a smooth pattern, charac-
terized by the fact that about 99% of the rates R{* ob-

served over ls intervals stay below u(R) +./u(R), where
the 5-minute mean value is taken as long mean ((R):

Pr{ R < u(R)+[u(R) } ~99% with rates in Mbit/s.
This corresponds to a factor f£,(s) ~1 where traffic rates are
represented in Mbit/s. The result is confirmed as a good fit

of the statistics at the DSLAM aggregation level with traffic
flows with mean ((R) < 20Mbit/s [2].

We consider comparable measurement taken at broadband
access routers of Deutsche Telekom’s IP platform, which
connects ADSL access regions to the IP backbone. In
Figure 1, the traffic rate variability of a 2.5 Gbit/s link is
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captured at time scales starting from A =0.01s. It is visible
that the variability becomes essentially smaller for longer
intervals.

Table 1 summarizes main parameters of our measurement
statistics over four time scales, including the coefficients of
variation, the 99%-quantiles Yoo, and the maxima in a 15-
minute time frame with mean rate u =781 Mbit/s. On all
those time scales, the distribution of the traffic rate is ob-
served to be close to a Gaussian distribution.

Table 1: Parameters of traffic profiles in multiple time scales

Characteri.stic.s.of . Max — 1t | Yoo =1t G

traffic variability in

multiple time scales H H H
A:10s (u=781Mb/s)] 0.051 0.051 0.021
A 1s 0.084 0.067 0.029
A: 0.1s 0.149 0.102 0.045
A: 0.01s 0.350 0.200 0.094

The classical results of Internet traffic measurement from
the mid of the 1990-ties on the contrary observed long
range dependencies over almost any time scale, which mo-
tivated the introduction of self-similar traffic models
[3][10]. Only a minor smoothing effect of the variability
was observed on larger time scales. Two reasons which may
account for such a change in ADSL platforms are:

» Most measurements showing self-similar pattern were
conducted on Ethernet LANs or on WANs with preva-
lent Ethernet access, which pose less restriction on the
access rate of each user than ADSL platforms. While
each Ethernet access is equipped with at least 10Mbit/s,
most ADSL access lines are still far below this rate. On
the other hand, the user population on ADSL platforms
is far larger than it had been in the 1990-ties on
Ethernet LANs. Therefore an essentially higher multi-
plexing level of many small and independent flows can
be expected for current ADSL traffic aggregates.

This trend is strengthened by the dominant traffic vol-
ume of peer-to-peer file sharing applications, which
subdivide the download of large files into many small
data units to be transmitted in parallel TCP connections
from different sources [1][7].

Thus a high fluctuation of TCP connections in short term is
to be expected for current ADSL broadband access, which
may detract from long range dependency. Traffic in Ethernet
environments is still experienced to be more variable than
over ADSL due to measurement compared by [2] and, as a
consequence, the authors do not recommend to transfer the
results on QoS criteria from ADSL to Ethernet traffic.

The assumption of uncorrelated i.i.d. rates R{» per interval
yields 6" = ¢/JK and thus the coefficient of varia-
tion 6"/ u®® is decreasing by the factor/K for increas-
ing interval length KA. Therefore factors of /10 ~3.17 be-

tween entries in the last column of Table 1 would corre-



spond to i.i.d. samples. The differences from a time scale to
the next one are smaller, thus indicating the presence of
autocorrelation in the measured traffic.

In order to check the QoS criterion proposed by [2], we
took the quantiles of the sequence of traffic rates R(* for 1s
intervals over a quarter of an hour in the same example
shown in Figure 1 and Table 1 and obtained

Pri{R{" < u(R)+1.5Ju(R) } ~99% and thus £, ~1.5

when the mean rates are again given in Mbit/s. Including
several other traffic flows with mean rates in the 1 Gbit/s we

observed factors in the range 1.4 < £,{;) < 2. In addition, a

number of MPLS flows with mean rates of 30 — 40 Mbit/s
have been evaluated, yielding 1.7 < £ < 2.5 for the 99%-

99%
quantile. In principle, this confirms the approach taken by
[2], where the variability is experienced to be up to 2.5-fold

higher in our measurements. Therefore the factor £

should be carefully determined from measurement.

3 LOAD DEPENDENT WAITING TIMES

Traces of the amount of arriving traffic per millisecond or in
other time scales A can be used to determine the course of
the waiting time at the same accuracy A. We presume

> a constant available bandwidth C in Mbit/s and
» abuffer size B in Mbit at the router interface.

Initially, the buffer is assumed to be empty and the waiting
time is zero. When the data is forwarded in the sequence of
its arrival, we can iteratively compute the waiting time after
the first, second slot etc. of a considered traffic trace. The
amount CA of data can be served per time slot.
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We assume that this capacity is already available for the
data arriving in the same time slot. The latter assumption is
optimistic, since the data may arrive non-uniformly over the
interval. But the difference to a pessimistic assumption that
none of the data arriving in the same slot is forwarded,
makes a difference of no more than A in the waiting time. Let

» A, denote the amount of data arriving in the k-th slot

» and W denote the waiting time after the k-th time slot.

Then the amount of buffered data is increasing by Ay - CA
in the £-th time slot, if the amount 4y of arriving data is lar-
ger. The waiting time Wy, after the k-th time slot can be
calculated from the waiting time W, beforehand:

Wk+1 = Max(Min( Wk + Ak /C — A, B/C), 0)

The formula accounts for a difference 4,/C — A in the work-
load and for a limited range [0, B/C] of the waiting time,
since data is dropped when the buffer size B is exceeded.
Considering a traffic trace over M intervals, a corresponding
series of waiting times W1, W, Ws, ..., W), after each time
slot is determined starting from W, = 0. Next we obtain the
relevant statistical parameters including the mean, maxi-
mum, and the quantiles of the waiting time. The analysis is
applied to the measurement shown in Figure 1, where we
assumed a time scale of A = 0.01s and an infinite buffer,
such that QoS degradation becomes visible only through
high waiting times. Then the computation of waiting times
is simplified: W, = Max(W, + 4,/C — 0.01, 0). The evalua-
tion in the course of a traffic trace is shown in Figure 2.

The analysis can be done for arbitrary capacities C and cor-
responding utilization #(R)/C. Figure 3 shows the maximum
and mean waiting times again for the example of the meas-
urement trace of Figure 1 for different utilization levels.
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Figure 2: Waiting times in the course of a one minute traffic trace for utilization at a QoS-critical threshold
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Up to now, the evaluations are carried out for the complete
traffic on a 2.5 Gbit/s link with mean rate close to 1 Gbit/s.
For smaller traffic aggregates in the ADSL access area, a
higher variability is expected. In the sequel, we investigate
single MPLS traffic flows over the measured link, which
can be separated by their label in the shim header preceding
each IP packet for multiprotocol label switching. An MPLS
flows is usually provided for traffic between a pair of edges
of the backbone network. MPLS flows with mean rates up
to 40Mbit/s are included in the measurement, which is well
below the total traffic on a link.
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Figure 3: Waiting times as a function of the utilization
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Figure 4: Waiting times as a function of the utilization for
three MLPS traffic flows with mean rates of 30 — 40 Mbit/s

Regarding the traffic profiles of the flows, Table 2 shows
the parameters of the traffic statistics for a typical example.
A comparison with Table 1 reveals that the coefficient of
variation and other measures of variability are 3 — 10 times
larger on all included time scales.

As a consequence, the QoS-critical thresholds of the utiliza-
tion become essentially lower for smaller traffic aggregates.
The resulting waiting times for different provided band-
widths and corresponding utilization levels are determined
in the same way as for the total link traffic. Figure 4 indi-
cates the thresholds, where the maximum waiting time is
again represented as a function of the admitted load ((R)/C
for three measured MPLS traffic traces with mean rates
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M(R) in the range 30 — 40 Mbit/s. For those cases, the wait-
ing times become critical already at 50% — 80% utilization.

Table 2: Parameters of traffic profiles in multiple time scales

Characteristics of MPLS| Max — I | Yooo— L [0}
traffic flow variability u u u
A:10s (=40 Mb/s) 0.34 0.34 0.122
A 1s 0.51 0.42 0.145
A 0.1s 0.73 0.49 0.174
A: 0.01s 2.40 0.94 0.322
A: 0.001s 14.31 3.00 0.887
CONCLUSIONS

The evaluation of the variability of traffic generated on
ADSL broadband access platforms shows that traffic in the
backbone is smooth owing to the statistical multiplexing
effect. Although the peaks and phases of possible overload
are essentially increasing in smaller time scales, the utiliza-
tion thresholds indicating QoS degradation are high on
backbone links. As a main indicator of the QoS properties
we calculate the maximum waiting time as a function of the
load based on traffic traces.

Nevertheless, for smaller traffic flows on the first aggrega-
tion levels of a broadband access platform, a higher vari-
ability is observed allowing for only medium utilization in
order to avoid critical QoS conditions.
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ABSTRACT

With the rapid rise in the demand for location related
service, communication devices such as PDAs or cellar
phones must be able to search and manage informa-
tion related to the geographical location. To leverage
location-related information is useful to get an in-depth
perspective on environmental circumstances, traffic sit-
uations and/or other problems. To handle the large
number of information and queries communication de-
vices create in the current ubiquitous environment, some
scalable mechanism must be required. In this paper,
we propose a peer-to-peer network system called “Mill”
which can efficiently handle information related to the
geographical location. To simplify the management of
the location related information, we convert two dimen-
sional coordinates into one dimensional circumference.
Using this technique, Mill can search information by
O(log N). Mill does not adopt any flooding method, and
it reduces the amount of search queries compared with
other P2P networks using flooding. DHT networks also
do not leverage flooding and have good features. Simu-
lation results show that the performance of Mill is good
as well as other DHT networks. DHTSs support only
exact match lookups. The exact match is not suitable
for searching information of a particular region. Mill
provides an effective region search, by which users can
search flexibly location-related information from small
regions to large regions.

Introduction

Today’s mobile devices such as cars, PDAs, sensors, and
other devices become powerful. In addition, these de-
vices have connectivity to the Internet and equip po-
sitioning devices such as GPS sensors. In ubiquitous
computing environment, these devices can immediately
collect and provide information anywhere.

If we use a large number of information these devices
provide, we can obtain detailed and real time informa-
tion. Gathering information based on geographical loca-
tion can be effective for judging traffic situation, weather
condition, and other circumstances. For example, if we
gather rainfall information based on geographical loca-
tion throughout a city, we know where rain clouds are
exactly. This information is useful to the people riding
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a bike, climbing a mountain, and doing other things.
However, if we can not immediately obtain this informa-
tion, the value of information will be lost. Therefore, to
immediately obtain some suitable information based on
geographical location, a management mechanism which
can handle a large number of mobile devices should be
required.

Japan Automobile Research Institute (JARI) [1] exper-
imented with IPcars (taxi; has some sensors and con-
nectivity to the Internet). This experiment showed that
gathered information from mobile devices is useful to
create detailed weather information. In this experiment,
a client-server approach was adopted. In the near future,
it will be expected that ubiquitous computing environ-
ment come out and the number of queries for location-
related information will much increase. Then servers
will be much overloaded.

To decentralize information and queries, peer to peer
(P2P) networks are widely studied. Especially, P2P net-
work with distributed hash table (DHT) are proposed
in many studies [5, 7, 8, 9]. DHTs are scalable to the
number of mobile devices and are effectively adapted
for entry and separation of nodes. DHTs can answer
queries even if the network is continuously changing.
However, there is serious defect. DHTs support only
exact match lookups because of adopting a hash func-
tion. If we deal with location-related information, exact
match will be disturbance. Despite geographical dis-
tance, all information is assigned absolutely different ID
by a hash function. If some information is geographi-
cally close, assigned IDs are not relevant. Therefore, the
exact match mechanism is not suitable for searching a
particular region.

There are several P2P networks considering location.
However, these P2P networks have some defects in deal-
ing with location-related information. LL-net [6] is lo-
cation based P2P network. This P2P network defines
an area as a square region divided by latitude and lon-
gitude. LL-net is optimized for context-aware service,
and this P2P network is efficient to find where node is
and what services node has. LL-net has two kinds of
special nodes (super peer and rendezvous peer). The
super peer manages information about all rendezvous
peers. All other peers should know the super peer in
advance. A rendezvous peer exists per an area. This
peer manages normal peers in its area. Besides, LL-net



can not deal with attribute of time and can not gather
location-related information such as temperature, speed
and other values of sensors, because LL-net manages not
location of information but location of nodes.

In this paper, we propose a new approach which can
handle information in terms of location. To simplify the
management of the location related information, we con-
vert two dimensional coordinates into one dimensional
circumference. Using this technique, our P2P network
named Mill, which can flexibly search arbitrary region
for information. Mill has a good performance as well as
DHTs. Mill can search information by O(log N) and an-
swer queries in mobile environment and does not require
a special node(e.g. central server). In addition, Mill can
flexibly search location-related information from a small
region to large region. Mill does not adopt a hash func-
tion. The strategy of creating ID is quite different from
DHTs. Mill can search consecutive IDs at one time.
Therefore, Mill reduces the number of queries for a re-
gion search.

The rest of this paper is structured as follows. Section 2
describes requirements for information management and
retrieval on ubiquitous computing environment. Section
3 presents the mechanism of Mill and explains several
of its properties. Section 4 shows Mill’s performance
through simulations. Finally, we summarize our contri-
bution in Section 5.

Requirements for ubiquitous environment

In ubiquitous computing environment, there are many
devices including mobile phones, desktop PCs, web cam-
eras and sensor devices. If we gather information from
these devices, we can obtain valuable information. How-
ever, there are several requirements that we have to cope
with.

e Scalability
In the near future, the number of information cre-
ated by mobile devices and other devices will much
increase. And centralized system as like client-
server model will much overloaded. It is required to
handle information and search queries created by a
large number of devices all over the place.

e Region search

If sensor devices provide location-related informa-
tion, we try to obtain useful information. For ex-
ample, someone wants to know weather condition
around his/her office and traffic situation between
his/her home and office. Therefore, a flexible search
mechanism is required, which can be applied to ar-
bitrary size of region.

e Fast search
If we try to obtain traffic situation or weather condi-
tion, the up-to-date information must be provided.
Therefore, a search mechanism should be fast.
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Figure 1: architecture

Mill: A new Geographical-based peer-to-peer
network

To meet the above requirements, we propose a new P2P
network system called “Mill” considering geographical
location. This section describes the mechanism of Mill.
Mill has several protocols, which are join and leave,
maintenance overlay network, store and search, opti-
mization of queries on searching several regions, main-
tenance of routing tables, and other protocols. Due to
the space limitation, we explain join, store, and search
protocols.

Overview

If we deal with information based on geographical loca-
tion, a P2P network system must support region search.
In mobile environment, it is difficult to comprehend
exact location of mobile devices in advance. There-
fore, when searching a particular point, we do not know
whether we acquire some information or not.

DHTSs support only exact match queries because of
adopting a hash function (e.g. SHA-1 [4]). If we search
a particular region, we should search all points in the re-
gion. For example, if a DHT system expresses a region
as 10 bits, we should search 1024 points. Exact match
causes the large number of queries on region search.

To support region search, Mill adopts not a hash func-
tion but a mapping mechanism optimized for location-
related information. Using this mapping mechanism,
Mill reduces search queries compared with other DHTs.
The architecture of Mill is similar to the DHTs. As
Figure 1 shows, the architecture is hierarchy structure.
If an application stores or searches location-related in-
formation, the application just specifies the latitude (y)
and longitude (x). The 2D-1D mapping layer converts
x and y into key-ID. This layer corresponds to a hash
function of DHTs. The lookup layer searches a particu-
lar node based on this key-ID. In case that there are N
nodes, a query can be resolved via O(log N) messages.
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Figure 2: 2D-1D mapping method

2D-1D mapping

Mill divides two dimensional space into a grid cell by lat-
itude and longitude. A grid cell is a small square region.
If Mill expresses the surface of the earth as 64 bits, a
size of grid cell is equals to milli-meter order. As Figure
2 shows, suppose that each cell is assigned a 4bit identi-
fier. Mill manages these IDs as one dimensional circular
IDs, and each Mill node is responsible for a part of cir-
cular IDs. The number of ID is created by alternating
x-bit and y-bit. For example, if an x-bit is 00" and a
y-bit is ’11°, a cell ID is '0101°. This method is called
"Z-ordering”. Here, ID space is very small (only 4-bit)
to explain simply, however in real use Mill’s ID space is
large 64-bits). A particular region can be expressed as a
range between “Start-ID” and “End-ID”. For example,
in Figure 2 ID range (0, 0) correspond a square cell (re-
gion A), ID range (0, 3) correspond quarter of the whole
square (region B), and ID range (0, 15) correspond the
whole square (region C). In fact, Mill expresses a partic-
ular square region as a consecutive of cell IDs and can
search range of IDs at one time for information. Mill
searches location-related information by a few queries
against arbitrary size of region. Because of this feature,
Mill can reduce the number of search queries.

Here, I summarize the features of ”Z-ordering” ( includ-
ing the features without explanation )

e locality of ID
— region search, load-balance
e consecutive ID
— reduce search queries
e create one-dimension ID
— simple management, fast & simple search

In some cases, altitude is needed. In urban areas, build-
ings are usually multi-story ones. Then, sensor devices
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Node(0) handles the
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Figure 3: handle ID-space and routing table

are installed on different floors. Therefore, it is neces-
sary to distinguish a sensor on first floor as being dif-
ferent from another sensor on second floor. It is easy to
expand Mill network into 3 dimensions. The IDs of Mill
network are created by alternating x-bit, y-bit and z-bit
in 3 dimensions.

Join protocol

Each node has a responsibility to handle a part of the
circular ID space. And each node communicates with
two clockwise side nodes and two counterclockwise side
nodes. As Figure 3 shows an example, the overlay net-
work is consist of 7 nodes (0, 4, 6, 9, 11, 12, 14). The
node whose ID is 0 handles a part of the circular ID
space from ID 0 to 3. This node has 4 connections with
other nodes ID 4, 6, 14, and 12.

A new node joins Mill network by the following protocol.
Figure 4 shows an example.

1. The new node creates an ID from the actual loca-
tion (X, y). We define this ID as Node-ID. The new
node knows an IP-address of at least one node in
advance. We define this node as initial node. And
the new node sends Node-ID and IP-address to the
initial node. As Figure 4 shows, the new node cre-
ates 12 as Node-ID according to its an actual loca-
tion. Then, the new node sends Node-ID (12) and
IP-address to the initial node (Node-ID: 6).

2. The initial node sends this message to clockwise
side node, and the clockwise side node sends this
message in the same way. As each node send the
message repeatedly, finally this message reaches a
particular node which handles the ID space includ-
ing the Node-ID. The initial node (Node-ID: 6)
sends the message to the node (Node-ID: 8). And
the node (Node-ID: 8) sends the message to the
node (Node-ID: 9) which handles the ID space in-
cluding the new node’s Node-ID (12).
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Node-ID: 6
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Node-ID: 12

Figure 4: join protocol

3. The node which handles ID space including Node-
ID assigns a part of ID space to the new node and
reassigns own ID space. And this node also informs
the new node about Node-ID and IP-address of
neighbor nodes. The node (Node-ID: 9) assigns the
ID space (12, 13) to the new node and informs the
new node about Node-ID and IP-address of neigh-
bor nodes (Node-ID: 8, 9, 14, 1). And the node
(Node-ID: 9) reassigns the ID space (9, 10, 11) by
itself.

4. The new node informs neighbor nodes about own
Node-ID and IP-address. Then neighbor nodes up-
date their routing table. The new node (Node-
ID: 12) informs neighbor nodes (Node-ID: 8, 14,
1) about own Node-ID and IP-address.

Through the join protocol, the new node can be assigned
particular ID-space and knows neighbor nodes.

Store and search protocol

A message flow of store protocol is similar to join proto-
col. First, if a node gets information, the node records
the ID of the location where the information is got. This
ID is created by the 2D-1D mapping mechanism. Sec-
ond, this node sends the ID and own IP-address to clock-
wise side node. And the clockwise side node sends this
message to the next clockwise side node. Sending the
message clockwise, a particular node which handles the
ID-space including the ID is received this message. This
node manages the ID with the IP-address.

The search protocol is similar to the store protocol. If
a node wants to get some location-related information,
a search query including “StartKey-ID” and “EndKey-
ID” is issued. Figure 5 shows an example. The node
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(Node-ID: 14) wants to search the region from ID-8 to
ID-11. In this case, StartKey-ID is 8 and EndKey-ID
is 11. First, the search query is sent clockwise until the
node handles the ID-space including 8 is found. Second,
the node (Node-ID: 6) replies to the node (Node-ID:
14) with IDs and IP-addresses related with ID-8. And
this node sends the search query to the clockwise side
node (Node-ID: 9). The node (Node-ID: 9) replies to
the node (Node-ID: 14) with IDs and IP-addresses re-
lated with ID-9, 10, and 11. Then the node (Node-ID:
14) knows IP-addresses of nodes which have information
related with ID-8, 9, 10, and 11. Connecting to these
IP-addresses, the node gets information. If the nodes
(Node-ID: 6, 9) do not find any information, they reply
to the node (Node-ID: 14) with the message meaning
that information is not found.

In practice use, information consists of ID, time, type,
and value. Therefore, Mill can supports not only region
search and but also time based search and type based
search.

Improvement of routing algorithm

The clockwise liner search is not scalable, because a
search query is sent through a sequence of O(N) other
nodes toward the destination. To reduce a searching
cost, each node manages information of power of two
hops away nodes as like 1, 2, 4, 8, 16 hops away. First,
to know the information of a 4 hops away node, each
node communicates with a 2 hops away node. Second,
to know the information of an 8 hops away node, each
node communicates with a 4 hops away node. Repeat-
ing this communications, a size of routing table is larger.
The maximum size of rouging table is no more than
O(log N). This routing table is likely to have more en-
tries for closer nodes and fewer entries for further nodes.
This list structure is called skip-list.

Figure 6 shows a search example and a clockwise routing
table of the node (Node-ID: 18). The node gets the
information related with ID (34) by the following search
protocol.



the routing table of the node (Node-ID: 18)
hops Node-ID |P-address

1 20 fe80::6
2 21 fe80::7
4 25 fe80::8
8 31 fe80::9

Figure 6: skip-list search

1. The node (Node-ID: 18) compares 34 with Node-
IDs on the routing table.

2. On the routing table, the closest Node-ID is 31 ( 8
hops away node )

3. The node (Node-ID: 18) sends the search query to
the node (Node-ID: 31)

4. The node (Node-ID: 31) passes the search query to
the node (Node-ID: 33)

5. The node (Node-ID: 33) handles the ID-space in-
cluding 34 and reply to the node (Node-ID: 18) with
IP-addresses related with the ID (34).

This routing table reduces the searching cost to
O(log N). This routing table also enhances stability of
Mill network. Mill network can recover itself to find
alive nodes by using this routing table even if several
nodes are disconnected at the same time.

Load balance

DHTs use hash-function for creating IDs. Based on
hashed IDs, information generated by nodes is dis-
tributed. On the other hand, Mill does not use hash-
function but z-ordering algorithm for creating IDs. On
the face of things, information is not distributed in Mill
network. However, in fact, information is distributed.
I explain how to distribute information in Mill network
as follows.

In Mill network, each node has responsibility for a part
of ID space. The size of IDs each node has is determined
by the distance between one node and next node. In the
area where density of nodes is high, the distance between
two nodes is short. In these areas, lots of information
is generated, however the size of IDs each node has is
small. The size of IDs is inverse of density.
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Table 1: simulation environment

CPU Pentium4 2.4GHz
Memory 1GB
OS WindowsXP SP2

Java 2 SDK verl.4.2
10 — 2,560
(4,096 X 4,096)

random walk

programing language
the number of node
ID-space
transfer method

224

= e

(]

Click to search
the target region

target region ) . : ©
o

it~ Get information on
the target region

Figure 7: Application Example

The information amount each node has is not effected
by density of nodes because of locality of Z-ordering.
Every node manages almost same size of information,
and load balance is realized in Mill network.

Evaluation

In this section, we evaluate the performance of Mill sys-
tem. We have made a simulator to evaluate Mill system
by Java 2 SDK. Table 1 shows the simulation environ-
ment.

Application example

We make a sample application on the simulator. This
application creates the weather information. In this ap-
plication 100 mobile devices are moving around, sensing
temperature. After running the application, every node
communicates with some other nodes and creates Mill
network. Figure 7 shows a snapshot of this application.
Small circles represent mobile nodes and dots do infor-
mation of temperature. First, users determine a target
region and click the bottom related with the target re-
gion. Second, users get information on the target region.
The temperature information is plotted on the target re-
gion as dots. After we search several region, we can see
the atmospheric temperature profile.
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Path length

We define the path length as the number of nodes re-
laying a search query. As Figure 8 shows, if a searching
method is skip-list search, the path length is O(log N)
and if a searching method is clockwise liner search, the
path length is O(N). In fact, the path length is almost
half of log N, because each node has clockwise and coun-
terclockwise information of nodes on a routing table.
Figure 9 shows how many search queries reach the des-
tination. In the 160 nodes system, 80% of search queries
reach the destination through 4 hops. In most cases, al-
most all search queries reach the destination through 8
hops. As the Round Trip Time (RTT) of mobile phones
is around 500 (msec), search queries reach the destina-
tion by 3 or 4 (sec).

Now, we compare our Mill network system with other
P2P network system. We express target region as “0”
bits, the number of nodes in the target region as “m”
nodes, and the number of nodes in the network as “N”
nodes. DHTSs only support exact match queries. In a
DHT network, a node searches all points in a target
region. Then, the search cost is 2¢ x log N. In the Mill
network, a node searches sequential IDs at a time. In the
target region, a search query is sequentially sent from a
node to a node. Then, the search cost is log N +m. Let
“7, “m”, and “N” be 16, 20, and 10000 respectively,
each search cost is as follows.

e DHT : 216 x log 10000 = 603609
e Mill : log 10000 + 20 = 29

On region search, DHT's create much larger queries than
Mill does. However, if “m” increases, the performance of
Mill becomes worse. The performance-degrading factor
is sequential search in the target region. It seems that
adopting routing table is effective in the target region to
solve this degradation. We need to consider the relation
between the quality of information, the density of nodes,
and the routing table. This optimization is one of the
future works.
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LL-net has hierarchical ID spaces to improve search
mechanism. However, as the number of hierarchical lay-
ers becomes larger, the management cost increases. If
one of the layers consists of very small areas, user can
search very a small region. On the contrary, as the num-
ber of rendezvous peers increases, the super peer should
manage a large number of rendezvous peers.

The performance of DHTs and LL-net are directly af-
fected by the size of ID space. One of the Mill’s advan-
tages is that the performance of Mill is not related with
the size of ID space.

Management cost

In a message of Mill, there are 2 types. One type is join-
leave message. This message is sent if a node joins or
leaves Mill network. Another type is keep-alive message.
A node sends this message to recognize a link status
of other nodes. We evaluate the number of processed
messages per node. As Figure 10 shows, if a searching
method is clockwise liner search, the number of pro-
cessed messages becomes larger as the number of nodes
increases. On the contrary, if using skip-list search, the
number of processed messages is almost O(log V).

In the Mill network, the order of search cost and mainte-
nance cost is log N. In DHT networks, the order of these
costs is also log N. O(log N) is effective for the increas-
ing number of nodes, and Mill and DHTs are scalable
to the number of nodes. In the LL-net network, infor-
mation of every area is centrally managed by the super
peer. Therefore, it seems not to be a scaleable to the
number of nodes.

Robustness

We evaluate the robustness of Mill network. It is impor-
tant to work Mill network even if link status of nodes
is continuously changing. We define the normal condi-
tion of Mill network as that every node appropriately
handles ID-space and circular ID-space is not divided
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anywhere. If Mill network works well, each node can
put and get information. In this simulation experiment,
a particular percent of nodes is forced to be disconnected
at once. Alive nodes try to recover Mill network to find
other nodes by adopting a routing table. As Figure 11
shows, Mill network can recover itself perfectly (100%)
until disconnected rate is about 15%. Each routing ta-
ble has information of neighbor and distant nodes, and
Mill network can recover itself by this routing table even
if several nodes become disconnected at once.

Concluding remarks

In the ubiquitous computing environment, communica-
tion devices can provide information anywhere and any-
time. Therefore, information should be shared among
communication devices based on geographical location.
Mill enables communication devices to share informa-
tion based on geographical location. In an N-node net-
work, Mill can search information by O(log N) and each
node maintains routing information for about O(log N)
other nodes. Mill can recover the overlay network, even
if 15% nodes become disconnected at the same time.
In addition, Mill does not adopt any flooding methods,
therefore Mill can reduce the number of search queries
compared with other P2P adopting flooding mecha-
nism. DHTSs also do not adopt flooding methods and
have good features. However, DHTs only support ex-
act match queries. Exact match queries is not suitable
to searching a particular region, because users should
search all points in the region. Mill can search consec-
utive IDs at one time by 2D-1D mapping mechanism.
Mill can also support effective region search and users
flexibly search information from a small region to a large
region.
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ABSTRACT

The term “Quality of Service” is used to define network’s
ability to provide specialized services under different traffic
models. We can use network backbones with ATM
(Asynchronous Transfer Mode) switches as structural
elements, in order to provide QoS.

This research examines the effect of quality of service
algorithms on ATM switches. It examines algorithms that
are applied or used on theoretical level on ATM switches
and the way they affect QoS parameters. A set of algorithms
are applied on a network simulator and according to
network’s behavior we estimate the effect of different
algorithms on networks’ performance and behavior.

We derive significant conclusions about the conditions for
which an algorithm could be more efficient than another one
in a network and the factors that we must consider before
taking any decisions about the routing algorithm to use.

INTRODUCTION

ATM is a cell switching and multiplexing technology. Cell
is the main data transferring unit at ATM networks. Cells
have the ability to get multiplexed asynchronously in time,
so that we have flexible bandwidth distribution for different
communication services and have the ability to transmit
through virtual paths (VP) and Virtual Circuits (VC).
Bandwidth allocation to the services is done on demand. The
use of small size cells and of high transmission rates admits
the support of high rate services. (M. Naraghi-Pour et al)

There are two main signaling methods at ATM networks:
User-to-Network Interface (UNI) and Network-to-Network
Interface (NNI). UNI signaling is used to connect ATM end
systems to an ATM switch. NNI signaling is used between
switches in the same ATM switch network. UNI signaling is
converted at the incoming ATM switch to NNI signaling and
later it is converted reversely from NNI to UNI at the outgoing
ATM switch.

Two routing protocols are used at ATM networks: IISP
(Interim Interswitch Signaling Protocol) and PNNI (Private
Network-Network Interface). (C.Tham et al, 1996). PNNI
provides routing based on quality of service by using a routing
protocol based on the current network topology. Knowledge of
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the network topology, including the links state and parameters
about nodes state, is included in PNNI topology state packets —
PTSP.

These packets are exchanged periodically between the
nodes or activated by specific events. Moreover, all nodes
can synchronize their information databases about the
available network resources and accessibility of the
network. According this information database, a node can
choose the optimal path which satisfies the requested QoS.

The “contract” between the source and the destination in
a network is represented by three parts: Traffic parameters,
QoS demands and Service category.

The first part of the “contract” (traffic parameters) concerns
the traffic load that can be satisfied, the second determines the
quality of service and the third defines the service category for
the calls served and depends on the two other parts of the
“contract”.

The parameters that give us information about traffic and
represent the connection traffic descriptor, are the following:
e  PCR-Peak Cell Rate
MBS-Maximum Burst Size
SCR-Sustainable Cell Rate
MCR-Minimum Cell Rate
CDTV-Cell Delay Variation Tolerance

The quality of service parameters, which define the
performance of the network are:
CLR-Cell Loss Ratio
CTD-Cell Transfer Delay
CER-Cell Error Ratio
SECBR-Severely Errored Cell Block Ratio
CMR-Cell Misinsertion Rate
MCTD-Mean Cell Transfer Delay
CDV-Cell Delay Variation

Based on traffic parameters and QoS parameters, we
define five service categories for the transmission of the
ATM cells:

Constant Bit Rate (CBR) service

Real time Variable Bit Rate (rt-VBR) service

Non real time Variable Bit Rate (nrt-VBR) service
Available Bit Rate (ABR) service

Unknown Bit Rate (UBR) service

MRS



possibility to admit calls with bigger demands to be sent. (S.
Alla et al. 2001)

SIMULATION MODEL

OPNET Modeler provides an auxiliary development
environment for the design, simulation and analysis of the
performance of communication networks. It can support a
wide range of communication networks from a simple LAN
to a wide satellite network. Systems performance and
behavior can be analysed by using discrete events
simulations. (S. Hedge et al. 2002)

The full software packet of OPNET provides a number of
tools that allows manufacturers to design models with
special specifications, to identify the components of a model,
to execute the simulation and analyze the results produced.
(X. Chang. 1999)

More specifically OPNET has three main types of tools:
development tools, simulation tools and result analyzing
tools. (T. Rereira, L. Ling. 2002)

Using those tools we defined different scenarios. We applied
different routing algorithms for different traffic loads and we
compared the simulation results of each scenario and the
performance of different routing algorithms under different
traffic loads.

,,,,,,,,

Figure 5: ATM network

We used Solaris SDE V. 1.2 operating system and the
simulator was OPNET Modeler 6.0.L.. We used a simple
network with alternative paths for each destination, using as
node component the ATM switch. We compared the results of
the use of the different QoS routing algorithms in the cases of
low and high traffic load. The network we used was the one in
figure 5 and was consisted of 5 ATM switches, 2 ftp applications
client and the corresponding server, 2 video conferencing clients
and the corresponding server and 3 voice conferencing clients.

We used OC3 links so that the supported bandwidth to come
up to 155 Mbps. We also applied the advanced models of uni-
clients and uni-servers. The advanced and the intermediate node
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models had some extra definitions capabilities. (R. Goyal et al.
1998)

The following traffic categories were considered:
- VIDEO clients under rt-VBR traffic
- VOICE clients under CBR
- FTP clients under ABR
- FTP server accepting only ABR calls
- VIDEO server accepting only rt-VBR calls

In table 1 we present the differences between the two traffic
cases, with low and high traffic load.

Table 1: Differences between low and high traffic load

Parameter Low Load|High load
FTP Average File Size (Bytes) 5.000]  50.000
Video Average Conference Duration Smin| 15 min
Video Frame Rate (Frames/sec) 10 15
Voice Encoder Scheme G.729 G.711

We applied the Weighted Round-Robin Scheme and we
defined three queues, one for each traffic category,
assigning 50% of the bandwidth to CBR calls, 25% to
ABR and 25% to rt-VBR. Applications started running
after 10 seconds of simulation and the total simulation time
was 60 seconds for each scenario.

We considered watching the ATM QoS parameters and the
fip (ABR), voice (CBR) and video (1t-VBR) traffic
parameters.

We implemented the simulations applying on the properly
modulated ATM switches two different algorithms and we
compared the results of low and high traffic cases.

The different scenarios that we examined were:
1. Scenario A: low traffic load case with LLR algorithm.
2. Scenario B: low traffic load case with MFCR.
3. Scenario C: high traffic load case with LLR.
4. Scenario D: high traffic load case with MFCR.

SIMULATION RESULTS

A synopsis of the results is presented at table 2. We
observed that for low traffic, data delay at the network is
smaller using MFCR algorithm but this changes as traffic
is growing in favor of the LLR algorithm. Moreover, delay
variation is smaller with MFCR when traffic is low but this
changes as traffic is growing, in favor of LLR.

In the two traffic load cases, the analogy of the total
amount of data LLR/MFCR which satisfy the QoS
demands is for low traffic 1,224 and for high 0,985. That
means that LLR satisfies the QoS demands of more calls in
low data traffic conditions than MFCR and so the data sent
are more with the use of LLR and network’s performance
is better. The opposite happens when traffic is high.

Table 2: Best Algorithm for each parameter




functions that can significantly affect network ability to provide
the best QoS.

One of the reasons that QoS becomes lower relies on the fact
that the routing table can not be optimum or the buffering
method used could be shared by many ports, instead of
providing buffering at each port or VC. So, buffering can
become deficient and create congestion conditions at the
network.

Other reasons which degrade QoS are errors based on the
transmission mean, traffic overload, assignment of more
bandwidth then we need for a specific traffic category and cell
loss because of function break of a port, link or switch.

FUTURE WORK

Our aim was to show the significance of using a suitable
routing algorithm at the switching components of an ATM
network in order to ensure Quality of Service.

After many tests with several network structures we ended
at the cases we presented above and we had the results that
we mentioned and analyzed above.

Our aim was to examine if an algorithm could become
more efficient then another one in a network, under different
conditions. Moreover we wanted to see which factors we
should consider to make a better choice of the routing
algorithm we should use. So, we did not examine many
different cases of algorithms.

We also did not examine the different switching
architectures, mostly because we didn’t want queuing
methods to affect our results, which would had make our
research much more complicated. We only considered the
case of heterogeneous sources with no statistical
multiplexing, without examining other cases.

We intend to extend our cases studies by applying
different network structures and by increasing the number of
network nodes. Also we intend to apply more algorithms
under the above configurations in order to present a
guideline for ATM performance under different network
parameters.
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ABSTRACT

The growing use of multimedia resources across a wide
range of networks and on a large number of different
devices emphasizes the need for more efficient video
coding algorithms. In order to fulfil these demands the
state-of-the-art H.264/AVC video coding standard was
developed, providing very high compression efficiency at
the cost of increased computational complexity. This paper
presents an architecture for hardware/software co-design
for an H.264/AVC intra frame encoder. We determined a
partitioning of the functionality for an H.264/AVC intra
frame encoder, followed by an examination of the
communication between the processor and the dedicated
hardware device, which is in this case a Field
Programmable Gate Array (FPGA). Using the results from
the partitioning and the communication analysis, we
implemented an architecture that is able to outperform both
the software-only solution and related implementations.

INTRODUCTION

The H.264/Advanced Video Coding (H.264/AVC) standard
(ITU-T and ISO/IEC 2003), developed by the Joint Video
Team (JVT) of the ITU-T and ISO/IEC, is gaining
widespread acceptance as the state-of-the-art video
compression standard. H.264/AVC provides improved
compression efficiency over previous standards, at the cost
of increased computational requirements. In this paper, we
consider an H.264/AVC intra frame encoder, which uses
pixels of already encoded macroblocks in the current frame
for prediction. In H.264/AVC, the intra prediction is
performed on both 16x16 and 4x4 block sizes. Intra
prediction can be used in video applications that do not
allow inter frame prediction, in order to permit easy
viewing and editing of individual frames, such as in
broadcasting or production environments. Intra coding can
also be used for still image coding, for example as an
alternative for JPEG or JPEG2000. As is shown in (Huang
et al. 2005), H.264/AVC intra frame coding is competitive
with JPEG2000, in terms of both coding performance and
computational complexity. For more information on the
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algorithms used in H.264/AVC intra frame coding, the
reader is referred to (Wiegand et al. 2003).

The computational complexity of the algorithms used for
H.264/AVC video compression poses a challenge to the
limited capabilities of general purpose processors. In this
paper, we examine the possibility of partitioning the
workload of an H.264/AVC intra encoder between
hardware and software in order to speed up the total
encoding process. This implies that we have to identify the
functional blocks of the intra encoder that are best suited
for hardware implementation, and those that are best
executed in software.

In (Amer et al. 2005), an FPGA-based hardware reference
model was proposed for the transformation and
quantization. The overall integration with the reference
software however, resulted in a slowdown of the encoding
process. In this paper, we extend the functional blocks that
are implemented in hardware. We show that it is possible to
obtain a hardware/software partitioning that allows the
CPU and the hardware component to function
simultaneously, which results in an acceleration of the
encoding process. The hardware component used for
implementation is a WildCard-II board, developed by
Annapolis Micro Systems. This component was also used
in (Amer et al. 2005). The WildCard-1I is based on a Xilinx
Virtex-II XC2V3000 FPGA, and uses a CardBus-interface
for communication.

THE H.264/AVC STANDARD

The overall design of the H.264/AVC specification
contains many functional blocks that are also present in
previous video coding standards, such as H.261/MPEG-1
Video, H.262/MPEG-2 Video, H.263, or MPEG-4 Visual.
By optimizing these blocks and adding new coding tools,
significant improvements in coding efficiency are achieved.
As a drawback, the algorithms are computationally more
complex and are more demanding regarding memory
consumption.

The H.264/AVC specification was developed bearing in
mind the possibility of a straightforward implementation in
hardware. This means that the algorithms avoid the
excessive use of costly multiplications or divisions. An



example is the integer variant of the discrete cosine
transform, which uses only bit shift operations and
additions. Other algorithms are less-suited for hardware
implementation, such as the highly efficient entropy
encoding algorithms used in H.264/AVC, CABAC
(Context-based Adaptive Binary Arithmetic Coding) and
CAVLC (Context-based Adaptive Variable Length
Coding). Because of the sequential nature of the dataflow
in these algorithms, they are less likely to benefit from a
parallel execution on hardware.

The supported functionality of the examined intra frame
encoder is present in all profiles as defined in the
H.264/AVC video coding standard. This means that the
encoder consists roughly out of the following blocks (see
Figure 1): the (integer variant of the) discrete cosine
transform and the quantization (T/Q), the corresponding
inverse algorithms (iQ/iT), the actual intra prediction using
4x4 and 16x16 modes, the mode decision, and the CAVLC
entropy encoder.

Video H.264
Bitstream
sequence Entropy
g—; TQ coding

QAT

Intra prediction
Mode decision

Figure 1: Intra frame Encoder

Profiling tools were used to get an initial view of the shares
of these functional blocks in the total execution time, and
this for a number of different encoding parameters. In
Figure 2 the average results are given. The exact numbers
can vary depending on the used parameters (such as the
quantization parameter), or on the actual implementation of
the software. These results were derived from the
H.264/AVC reference software, Joint Model 8.6. Note that
in our tests we do not make use of the rate-distortion
optimization option of the reference software encoder.

| & Intra prediction BT/Q B Mode decision @ Entropy O Other‘

8%

40%

Figure 2: Run-time Percentages of the Functional Blocks
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HW/SW PARTITIONING

By hardware/software (HW/SW) partitioning, we mean the
process of identifying the parts of the encoder that are best
implemented in hardware and those that are best
implemented in software (De Micheli et al. 1997). In order
to be able to advance to this partitioning, we have to
distinguish the characteristics of and differences between
an FPGA and a CPU. FPGAs are composed of a regular
array of logic cells, also called Configurable Logic Blocks
(CLBs). Each CLB consists of a number of FPGA slices
i.e., a grouping of programmable function generators and
flip-flops. Because of the large number of distributed logic
cells, the FPGA is best suited for applications which can be
processed in parallel. Another advantage of FPGAs is that
they can be reconfigured on the fly. Typically, the FPGA
works at a relatively low clock frequency. A CPU on the
contrary works at a much higher clock frequency. Its
general purpose character makes it harder to exploit
possible  parallelism in  algorithms. These two
characteristics make CPUs more suitable for executing
sequential algorithms.

The HW/SW partitioning has to take into account several
constraints in order to obtain a design that can outperform
the software-only solution. A first constraint is imposed by
the algorithms to be implemented. It is clear that not all
algorithms or functional blocks in the intra encoder are
eligible for hardware acceleration. If an algorithm is
essentially a sequential algorithm, the hardware
implementation is less likely to outperform a regular CPU.
This means that the entropy coding algorithms, CAVLC
and CABAC, are less-suited for hardware implementation.
Other H.264/AVC algorithms, however, such as the
transformation and quantization, contain a large amount of
parallelism.

A second constraint is related to the communication.
Measurements on the response time of the FPGA show that
the minimal overhead for communication runs up to 70us
(tc). This implies that the functional blocks transferred from
software to hardware have to be large enough in order to
obtain a hardware acceleration of the encoding process. As
a consequence, transferring only the transformation and
quantization to hardware, as was done in (Amer et al.
2005), has a serious negative impact on the overall
performance. In our approach, aside from the trans-
formation and quantization, we also transfer the intra pre-
diction (including the mode decision) to hardware. In this
way, we also limit the amount of hardware calls needed.
The transformation and quantization are performed on 4x4
blocks of pixels. If we extend this with the intra prediction,
only one call is necessary for every macroblock of 16x16
pixels. The intra prediction and mode decision in the
reference software, combined with the transformation and
quantization, require 280us (ts) for one macroblock. As we
will see in the results, the time required by intra prediction
on hardware (ty) is fast enough, so that tg >ty + tc.



A third requirement has to be satisfied in order to obtain a
maximum degree of coprocessing. It is beneficial to
partition the encoder functionality in such a way that both
hardware and software can operate at the same time. In
other words, we have to minimize the ‘stall time’ of the
CPU. Because of this restriction, we did not use memory
mapped [/O. In memory mapped I/O, the processor is
master of the system bus and invokes all data transfers.
Memory mapped 1/O is often an inefficient mechanism
because the processor stalls while it could be working on
other, more important tasks. As an alternative for the
exchange of large amounts of data, we used the Direct
Memory Access (DMA) mechanism. The DMA controller
is programmed by the processor with information about the
data transfer. After the DMA controller has been granted
access to the system bus, the transfer of data is executed by
the DMA controller.

Another advantage of the DMA mechanism is that large
transfer speeds are achieved. The transfer speed was tested
for the implementation device. As mentioned above, the
WildCard-II has a CardBus interface. The CardBus
interface (clock speed: 33MHz, buswidth: 32 bits) has a
theoretical maximum transfer speed of 132 MB/s. We
executed tests to measure the performance of DMA
transfers over the CardBus interface (see

Figure 3). If we transfer blocks of 10 kB or more, the
transfer rate is 70 MB/s (main memory to FPGA) and 90
MB/s (FPGA to main memory). For the tests, we used a
laptop with a Pentium-M processor at 1.5 GHz, with 512
MB of RAM, running Windows XP.
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Figure 3: DMA Transfer Speed

Taking into account the previously mentioned restrictions,
we obtained the hardware/software partitioning as shown in
Table 1.

Table 1: HW/SW Partitioning

Functional block HW/SW
Intra prediction HW
Mode decision HW
T/Q and iQ/iT HW
Entropy coding SW

Other SW
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HARDWARE DESIGN

First, we implemented the H.264/AVC transformation and
quantization. The transformation and quantization allow for
a fast implementation in hardware. The transformation is
applied on 4x4 blocks of residual values and consists of
two steps. First, an operation is performed on the rows,
followed by an identical operation on the columns. An
example of both operations is given in Figure 4, where X
are the input residual values, Tj; are the output transformed
coefficients, and S; represent intermediate values
(1,j=0,....,3). In steady state, the hardware implementation
of the transformation and quantization can output one
coded block at every clock pulse.

Figure 4: Fast Implementation of the Forward Transform

Since the intra prediction uses prediction pixels from
surrounding blocks that were already coded and
reconstructed, we also implemented the dequantization and
inverse transformation in a similar way. The intra
prediction and the mode decision were implemented using
a pipelined approach. The intra coding component performs
both the 4x4 intra prediction (nine prediction modes) and
the 16x16 intra prediction (four modes). All the modes are
executed in a pipelined way, in order to use the logic on the
FPGA in an optimal way.

As a final step before transmission from the FPGA to the
main memory, the residual values were run-level coded.
This minimizes the amount of data that has to be
transferred, and prepares the residual values for the
CAVLC entropy coding. The run-level coded output is sent
back to the main memory of the computer where the final
encoding steps are performed, including the entropy
coding.

The resulting hardware design consists of the implemen-
tation of the discussed hardware blocks together with a



controlling unit. The controller is the supervisor on the
FPGA leading the processing by passing through a finite
state machine. In every state, the controller can interact
with the on-board and the off-board memory modules and
can operate with the components for intra prediction and
transformation. The architecture is visualized in Figure 5.
Both the original and the reconstructed frames are stored in
the external memory. The intermediate results are stored
into the small but easily accessible memory blocks on the
FPGA itself. The elementary unit of processing in
H.264/AVC intra frame coding is the macroblock, so all
processing is done on a macroblock basis.

External Memory (2 MB)
i FPGA
Controller
A I
Intra Prediction -
Mode decision TQ iQAT
DMA
Controller
System bus
! !
\ 4
Main Memory CPU

Figure 5: Hardware Design
HW/SW COPROCESSING

The most efficient architecture for a HW/SW co-design is
coprocessing, i.e., the CPU works in conjunction with a
dedicated hardware component to deliver a specific
application (De Micheli et al. 1997). The degree of

In our design, the CPU controls the encoding of the video
and invokes the dedicated hardware component at the right
time. During the intra prediction stage of the current
macroblock, the processor is working on the entropy
coding of the previous macroblock. In this way, every form
of parallelism is exploited. The most important
dependencies between the different operations on a
macroblock are eliminated, and the processor and the
dedicated hardware component are active at the same time.

With all mentioned ideas in mind, the following procedure
for fast intra coding of a frame was derived and
implemented (see Figure 6):

1. The CPU programs the source address, the destination
address, the transfer count, and other information to the
DMA controller.

2. A complete frame is transferred from the main memory
of the computer to the memory on the FPGA using the
DMA mechanism.

3. After the intra prediction and transformation on the
FPGA, the results of the first macroblock are sent back to
the main memory of the computer again using the DMA
mechanism.

4. Then the FPGA generates an interrupt to confirm that the
results are available in the main memory of the computer.

5. The CPU processes the new results, they are copied into
the structures maintained by the reference software.

6. The CPU confirms the interrupt, so the FPGA can
continue processing the next macroblock.

This concludes the processing for the first macroblock in
the frame. From this point on, steps 3 to 6 are repeated for
the subsequent macroblocks until the end of the frame.

RESULTS

After the implementation of the proposed architecture, we
synthesized our design for use on the Xilinx Virtex-II
XC2V3000 FPGA. In Table 2 some properties about the
design on the FPGA are presented.

Table 2: Used WildCard-II Resources

parallelism depends on the architecture: the processor can Clock Frequency 38.12 MHz
stall when the dedicated hardware component is operational CLB Slices 9518
(low degree of parallelism) or the processor and the Multipliers 33
dedicated hardware component are active simultaneously Flip-flops 8102
(high degree of parallelism). ZBT RAM 50688 bytes
Main
Memory
@] ® ®
FPGA | . |
cv L

Figure 6: HW/SW Coprocessing
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The clock frequency on the FPGA is much lower when
compared to the clock frequency of modern CPUs because
it is determined by the longest path of operations that are
performed in one clock cycle. Another notable fact is the
high usage of FPGA slices. The explanation is twofold, 1)
the hardware implementation of the intra encoder and the
forward and reverse transformation require a considerable
amount of logic because they represent advanced
algorithms and ii) a lot of additional logic is allocated by
the controlling components for addressing the memory
modules and the interface with the DMA controller. We
tested our HW/SW co-design on different test sequences
(QCIF, 100 frames). In Table 3 the average execution times
are shown. These numbers show the performance of the
HW/SW co-design of our hardware blocks and the
H.264/AVC reference software, compared to the software-
only version. We obtained an acceleration of the total intra
encoding process by approximately 20%. Also, the time for
intra prediction is seriously reduced by 80%. The resulting
execution time in case of the HW/SW co-design is no
longer restricted by the communication delay between the
computer and the FPGA.

Table 3: Time Measurements

| SWonly | HW/SW

Total encoding time 8311 ms 6640 ms
Total time of intra prediction | 2775 ms 530 ms
Intra prediction of one MB 280 ps 53 ps

CONCLUSIONS

In this paper an architecture for a hardware/software co-
design was presented that is able to divide the workload of
H.264/AVC intra frame coding by exploiting the benefits
of both an FPGA and a CPU. The proposed design satisfies
a number of constraints that are essential to the successful
cooperation of hardware and software. First, a partitioning
of the functional modules of the intra encoder was made
keeping in mind the advantages and disadvantages of an
implementation in hardware or software. Secondly, the
partitioning was made in a way that allows a maximum
degree of parallelism between the CPU and the FPGA. This
led to a system that allows both hardware and software to
be active at the same time, while minimizing the stall time
of the CPU. The communication between the components
(in this case the host CPU and an FPGA connected via
Cardbus) can have a significant impact on the overall
performance of the system. Special attention was paid in
order to minimize the overhead caused by the interchange
of large amounts of data. This was accomplished by using
the DMA mechanism instead of more traditional memory-
mapped 1/O. The performed tests show an acceleration of
about 20% and a reduction of the intra prediction process to
a fifth of its original execution time. The methodology as
explained in this paper will in a later stage be extrapolated
to an entire H.264/AVC encoder, including the inter frame
motion estimation and motion compensation.
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ABSTRACT

E-learning, which is based on various multimedia contents,
has even become popular in higher education. However,
printed learning materials are not obsolete — in fact
textbooks seem to be preferred for systematic study.
Multimedia contents and printed materials have been
considered as totally different learning environments where
learners can only obtain its alternative merits. Augmented
reality (AR) has potential to bridge the gap between
multimedia contents and printed learning materials. This
paper describes the concept of augmented instruction as a
new type of learning environment. The functions of
molecular visualization tools are discussed and compared in
terms of application for research, presentation, and
publication. A VRML export function was developed as an
optional module so that molecular scientists themselves can
author 3-dimensional contents for augmented instructions.

INTRODUCTION

Multimedia systems provide learners new ways to interact
with various educational resources. Since the Internet in
particular has become widely used, learners can obtain a
large amount of information from the sources that they look
out using search engines. Even traditional printed materials
often provide access information to online resources, such as
URLs, so that readers can easily find additional relevant
information [Dummies]. In molecular chemistry or
bioinformatics, up-to-date research results are viewed with
high quality graphics that have been prepared using
visualization tools.

A multimedia system provides information not only in the
form of sounds and images but also displays animated and
simulated data. Such a system includes interactive
capabilities that allow learners to set parameters for what
they are not easily or physically able to experience. For
example, a learning tool for system dynamics in control
engineering has been developed [Schmid, 1999], that
provides a flexible learning environment where learners can
make simulations and see their results in animation with
computer graphics.

Although multimedia contents have been favored for
obtaining complementary knowledge, they have not been
widely used for systematic studies. Printed materials, such as
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textbooks, are more preferred for systematic studies.
Multimedia contents and printed materials have been
considered as totally different media that yield distinct
learning environments, and learners can only get its
alternative merits at each environment.

Our approach is to apply augmented reality (AR) to enhance
users’ comprehension of the real world by superimposing
computer graphics images onto real scenes [Azuma, et al.,
2001]. We believe that AR bridges the gap between
multimedia contents and printed materials. AR creates a new
environment that seamlessly connects a virtual space to the
real world, which offers advantages such as spatial
awareness [Biocca, et al., 2003] over the real world and
tangible interaction [Poupyrev, et al., 2002] over a virtual
space.

Various applications have been developed based on AR’s
potential. However, authoring/editing AR contents currently
requires computer graphics expertise and computer
programming knowledge, which is one of the reasons that
AR has not become widely used. The ARToolkit [Kato, et
al., 2000] is a set of open-source libraries used for tracking
objects based on markers. The ARToolkit allows users to
work with a single camera operating under visible lighting
conditions. The advantage of the ARToolkit is that
programming skills are not required for just using the
runtime sample of attaching virtual reality modeling
language (VRML) models to markers.

Authoring Environments

Professors

Visualization Tool for |
Molecular Structures

- . 5

Aumented Instructions

Figure 1: Learning style of augmented instructions

Users only prepare VRML models for presenting molecular
structures in an AR environment. However, some
explanations should at least be annotated on molecular
structures so that three-dimensional (3D) information of the
molecular structures works as learning materials. It is
difficult for molecular scientists to use 3D graphics tools or
3D modelers, such as 3D Studio Max, Maya, and Softimage,
for authoring VRML models. A solution to this problem is to



add a VRML export function to the tools that molecular
scientists are familiar with for presenting molecular
structures in their researches. Figure 1 shows the learning
style of augmented instructions. In this paper, we describe
the concept of augmented instructions and a VRML export
function added to a molecular visualization tool, Molfeat
[Molfeat], to visualize molecular data, such as PDB (Protein
Data Bank).

AUGMENTED REALITY

Users can enhance real scenes with AR by superimposing
virtual objects onto real scenes. This improves a user’s
performance in and perception of the world. The user can
see virtual objects in the same position and orientation as
real objects in the scene. Unlike virtual reality, AR has the
following unique features.

Awareness of the real world: Virtual objects that are
superimposed onto a real scene function as landmarks of real
objects that are important but do not attract a user’s attention
[Foyle, et al., 1993]. AR may also support spatial cognition
by spatially relating information to physical objects in the
real world based on suggestions about the relationship
between spatial location and working memory [Kirsh, 1995].

Personalization: A user is able to see virtual objects which
position and orientation are adjusted to keep geometrical
consistency in the real scene depending on the viewpoint.
That is, AR can present 3D graphics with geometrical
information customized to each individual user.

Tangible interaction: AR gives us a new approach for
flexible interaction between humans and computers. A user
can interact with virtual objects in an intuitive and seamless
way by manipulating corresponding physical objects and
preventing the information space from disrupting the user’s
sensory perception [Poupyrev, et al., 2002].

Using the above features, many AR systems have been
developed for demonstrations, with some systems having
targeted education for their applications. Earth-Sun
Relationships [Shelton and Hedley, 2002] presents seasonal
variation in light and temperature, and the virtual sun and
earth are manipulated on a small handheld platform that
changes its orientation in coordination with the viewing
perspective of the student. Construct3D [Kaufmann, 2002]
was designed as a 3D geometry construction tool for
mathematics and geometry education and has provided
interactive learning environments through various scenarios.
Augmented Chemistry [Fjeld, et al., 2003] is a virtual
chemistry laboratory where students view simple atoms and
acquire their own complex molecules while being bound by
subatomic rules. Multimedia Augmented Reality Interface
for E-learning (MARIE) [Liarikapis, et al, 2002] has been
developed as an application for engineering education to
enhance traditional teaching and learning methods.

MOLECULAR VISUALIZATION

There are many tools to visualize molecular structures,
which have similar functions as Molfeat. Here, we introduce
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some of the software dedicated for visualizing molecular
data and creating graphics materials for presentation or
publication. We focus on their visualization functions rather
than the theoretical calculation of the molecular properties.

DSViewerPro [Accelrys] provides access to flexible
rendering options to examine 3D molecular models. A user
can interactively rotate and scale molecules and apply a wide
variety of display styles to highlight key structural features.
DSViewerPro has a number of add-on modules that extend
its computational capability. The software includes html
browser-based interaction to access and manipulate
molecular structures from a Web page.

PyMOL [PyMOL] is a molecular graphics system designed
for real-time visualization and rapid generation of high-
quality molecular graphics images and animations.
Furthermore, PyYMOL can edit PDB files. The software is an
open source via Python, and users can modify and extend the
program to better meet their needs.

CueMol [CueMol] is a freeware software to view molecular
structures with a user-friendly interface that enables users to
manipulate molecular data with a mouse. This software also
has high-quality graphics rendering for publications using
POV-Ray and for presentation with Microsoft PowerPoint
using the ActiveX Control.

Chime [MDL] has the capabilities to display chemical
structures, reactions, and textual content from various
databases. This software also allows users to combine
chemical structures with other data in HTML format for
Web publications or for insertion into Microsoft Office
applications. The plug-in is distributed from the MDL Web
site.

MOLDA [MOLDA] is a molecular-model building program
that supports various data formats, such as Xmol, Chem3D,
MDL Mol, PDB, and CIF. 3D molecular structures in
VRML can be generated by combining a variety of
molecular science programs. Moreover, MOLDA for Java
works on various platforms, such as Windows, Mac, and
UNIX.

Molfeat

Molfeat is a 3D graphics tool that enables molecular
structures to be visualized for research purposes and to be
authored for presentation and publication. There is no
specialized function in Molfeat. Although relatively
inexpensive and having minimal functions, Molfeat allows
users to prepare a series of functions to create molecular
structures.

For example, Molfeat provides users with the following
functions: visualization of molecules (by balls, molecule
surface, and ribbon), visualization of electron density
(editing the range, position, and color), annotation in a 3D
space (3D layout of characters and manipulation with a
mouse), arrangement of molecular models (transformation of
coordinates and superimposition of molecules), calculation
and visualization of static potential (investigating potential



hydrogen bonds), point mutation (replacement of a residue
with another residue), output of high-quality image using
ray-tracing (for publication), and ActiveX control (for
interactive presentation with the Microsoft PowerPoint).

Figure 2 shows a Molfeat control panel that acts as a
graphical user interface. The user can view molecules in
their favorite modes and easily control the viewpoint and
scale of molecules through mouse manipulations. The user
can also edit the molecules using the editing panel, which
the user selects with the selection panel. The sequence view
function shows the type of atoms, the name of residues, and
the 2D structures as a sequence.
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Figure 2: Molfeat control panel

Figure 3 shows examples of annotations to a molecule (a) in
Japanese and (b) with uppercase letters. The user can insert
letters and characters into the 3D space where required and
point out the residue with an arrow. Figure 4 shows an
example of an interactive presentation using Microsoft
PowerPoint. The user can prepare presentation materials for
molecular structures that can be interactively controlled with
a mouse.

(a) Japanese annotations {b) Uppercase letters

Figure 3: Examples of annotations to molecules

Here, we compare the main functions of Molfeat with other
software in terms of molecular visualization, as listed in
Table 1. The ‘O’ indicates the function is available, and the
“*” indicates the function requires additional modules or has
some limitations. According to Table 1, Molfeat supplies the
basic requirements for visualizing molecular structures and
creating presentation materials.
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Figure 4: Interactive PowerPoint presentation

Table 1: Comparison of main functions

1 |2 [3 |4 |5 ]6 |7
DSViewerPro O[O O
PyMOL (0] (0]
CueMol 0 0 0
Chime 0O *
MOLDA 0O 0) *
Molfeat OO0 |* |]O]O]O |O
1: Visualization of electron density
2: Annotation in 3D space
3: Arrangement of molecular models
4: Calculation and visualization of static potential
5: Point Mutation
6: Output of high-quality image using ray-tracing
7: ActiveX control

AUGMENTED INSTRUCTIONS

Although multimedia systems are being used more often in
various fields, traditional printed materials are not obsolete.
Textbooks are a very popular medium in lectures and self-
learning. There are many teachers who believe that printed
materials are the best way to learn and understand essential
information.

There are various advantages to using printed materials: 1)
they are convenient when serious thought is required, such
as solving complicated equations, 2) they are helpful for
systematic studies, 3) they aid memory augmentation by
relating descriptions to places in the text, and 4) there may
be less eye fatigue than when looking at a computer monitor.

Textbooks are generally well organized based on the level of
readers. In addition, textbooks involve many elements, such
as concepts, rules, analogies, and imagery, so that
information may be stored in long-term memory.
Augmented instructions enable users to use a learning style
based on printed materials while simultaneously accessing
additional information using AR.

Supposing flexibility of learning is interpreted that learning
methods become more interactive and individual, AR is
considered to offer the good option for improving learning
flexibility by interactively presenting information at the



user’s favorite viewpoint. Augmented instructions would be
more flexible if the learning materials were chosen
according to the level of the learner’s performance.

The basic concept of augmented instructions is the same as
the MagicBook [Billinghurst, et al., 2001], which consists of
a transitional AR interface that uses a real book to
seamlessly transfer users from reality to virtuality. The
MagicBook has basically been developed to demonstrate the
potential of AR applications. The development of
MagicBook did not significantly take into account the
benefits that printed media offers as a traditional learning
tool.

A head-mounted display (HMD) was used as a device to
present information in the MagicBook, though it was
adapted for a handheld display. An HMD can present virtual
objects at the user’s viewpoint, but current HMDs have
insufficient resolution and inadequate field of view for users
to read the small fonts that are usually printed in materials.
Prolonged use of an HMD can tire users, therefore such
devices do not commonly suit in learning [Asai, et al., 2005].
Besides, although an inertial tracker was used for tracking
head orientation, the devices may not be available for usual
learners. Thus, we targeted augmented instructions for
general learners and mainly considered supporting their
study based on printed learning materials by simultaneously
presenting multimedia data.

Markers or tags in augmented instructions are added to text
pages to identify information related to descriptions in the
text, and are detected with an image-processing tool,
ARToolkit. The multimedia contents superimposed over the
markers or tags are preinstalled into an AR system. 3D
geometric information may be especially effective for a
learner’s comprehension when used in augmented
instructions because texts are limited to two-dimensional
presentations.

Figure 5: Overlaid 3D molecular structure

When the descriptions in the texts are sufficient for a learner
to understand the content and additional information is not
required, the learner only needs to use the printed materials.
That is, augmented instructions support learning based on
printed materials by using AR technology when required.
Figure 5 shows an example of 3D molecular structures
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overlaid onto a real scene captured by a camera. The user
can control the viewpoint of the molecular model by shifting
the position and orientation of the printed material.

Visualizing molecular structures

It is not practical to implement all the functions of molecular
visualization tools to augmented instructions, because the
user interface becomes complicated as well as the
implementation costs a lot. However, there are the minimum
requirements of the functions when visualizing molecular
structures. For example, one of the basic parameters for the
molecular visualization is a visualization mode such as
ribbons, ball-and-stick, and space-filled.

The molecular structure in Figure 5 was presented at the
ribbon mode. Figure 6 shows examples of the visualization
modes for the ball-and-stick and space-filled. The helix
structure was presented at the ball-and-stick in the left, and
the sheet structure was the space-filled in the right. The
ribbon mode is better than the ball-and-stick or space-filled
at visualizing the whole structure of thousands of molecules.

Figure 6: Visualization modes:
ball-and-stick (left) and space-filled (right)

The other parameters of molecular visualization tools
include (1) visualizing secondary structures (for example, a-
helix and B-sheet), residues, and ligands and water; (2)
changing the setting of colors, labeling, bonds, potentials,
and rotation; and (3) classifying amino acids into the
properties such as acidic, neutral, and basic categories,
charges, polarity, and hydrophobisity. Changing the setting
should be done on designating the specific parts of the
molecular structure.

The current augmented instructions use the VRML runtime
sample of the ARToolkit for visualizing molecular structures,
and do not have any functions to control the parameters,
even though the VRML files keep the above information.
Therefore, the parameter change must be performed through
markers, preparing all the VRML files for all sorts of
parameters in advance using the visualization tools.

Another key element for efficient use of augmented
instructions is that users themselves can author contents.



Embedding all the components of molecular visualization
into AR systems requires graphics expertise and computer
programming skills. Even adding annotations to molecular
models requires users to have proficient skills with a 3D
graphics tool or a 3D modeler. Our solution is to provide the
current molecular visualization tool, Molfeat, with a function
to convert information of the molecular data to the format
that gets embedded into the AR system.

VRML export in Molfeat

The ARToolkit is basically used as a marker-based system
for detecting the position and orientation of markers and
overlaying VRML models over images of the real scene. If
a molecular visualization tool produces VRML files, even
molecular scientists themselves can create 3D molecular
contents for augmented instructions. Therefore, we
developed a VRML export function as an optional module in
Molfeat. Another advantage of this function is that it allows
users to use a general plug-in for presenting VRML models
in a Web browser.

All objects presented in a scene window are output as a
VRML file, except for clipping (cutting of the objects). The
file format supports VRML 2.0. The text node for
annotations is treated as a 3D model, which can vary the font
size with zoom-in and -out of the model. The billboard
function works for annotations that face a virtual camera all
the time. Because of compatibility between Molfeat data and
VRML specifications, the following information is discarded
in the conversion: the line width of wireframes, broken line
of wireframes, size of molecular dots, clip plane, and fog
expressions. Illumination is performed with a default light
setting (headlight).

The VRML export function is achieved with a single
conversion processing of a Molfeat file to a VRML file.
Figure 7 shows a schematic of the software architecture. The
sequential scenes from presentation data are transferred to
the VRML scene builder module from the presentation
manager. The scene data is converted to the VRML scene
graph data through the VRML scene graph processing. The
VRML file is created at the VRMLO97 parser. The user
interface provided allows drag-and-drop manipulation in the
application, as shown in Figure 8. When a user drops a FMP
file (the Molfeat data format) to the dropping area, the
corresponding VRML file is created at the same directory,
showing the conversion status in the status window.
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Figure 7: VRML converter architecture

Do Hor 1

Dropping Area

i
G

fy
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

Faat w20 ot .
WilFpat LA o Srm s PP -2 WRRL 20 a4

o fon pamgie g ernon 21140

Status Window

e
o Tl

S

Figure 8: VRML converter user interface

Implementation

The prototype system was implemented into a laptop PC
(IBM, ThinkPad) with a compact USB camera (Creative,
WebCam Notebook). Square markers were attached to
documents of the printed materials. Figure 8 shows a typical
displayed image using augmented instructions. Sample
articles were prepared for the demonstration in which the
chemical properties were explained. Some words were
annotated at the important parts of the molecular structure,
helping understand workings of the components. A learner
could study the molecular structures of the protein by
reading the printed texts and viewing the 3D geometrical
model from the learner’s favorite viewpoint.

In general, HMDs have been used in AR to present
information, but a laptop PC was used here because of its
compatibility with printed materials and its ability to reduce
mental load that is often associated with prolonged use of
HMDs. Despite many educators believing that AR has the
potential to be used as an educational interface, limitations
associated with HMDs have prevented AR from being
widely used. The drawbacks are 1) cost of the required
hardware, 2) insufficient resolution of the display, 3)
difficulty focusing virtual objects, and 4) motion sickness. A
laptop PC may reduce the effects of these drawbacks while
still keeping some personalization.

Figure 8: Molecular model with annotations



SUMMARY

We described augmented instructions for learning molecular
structures in which AR was used to bridge the gap between
multimedia contents and printed materials. We discussed and
compared the functions of molecular visualization tools. A
VRML export function was developed as an optional
module in Molfeat that enables molecular scientists to author
3D contents for augmented instructions by themselves.

A major benefit of AR is that a user can seamlessly interact
with virtual objects by manipulating real objects. Future
work includes improving the user interface for augmented
instructions with tangible interaction. Acoustic information
will also be used to play sounds in augmented instructions.
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ABSTRACT

The research described in this paper concentrates on reaping
the benefits of streaming media web lectures at the
university level through various rounds of fine-tuning,
customization and expansion. User feedback is crucial in
determining advantages and disadvantages. Therefore, web
lectures are deployed as part of a university level usability
engineering course, students are requested for feedback and
this feedback is analyzed. Based on this feedback and a
streaming media technology survey, this research strives to
find the best solutions regarding web lecture composition,
educational framework setup and pedagogical models for
deploying streaming media educational software.

INTRODUCTION

Although the traditional lecture setting is prevalent in
academia, there is no solid evidence from learning sciences
that supports its effectiveness in the learning process of
students. It is a mode of learning that is, unfortunately, till
this day firmly entrenched in custom and tradition which has
rarely ever been questioned. Like all paradigm changes,
making a transition from this traditional manner of teaching
to implementing a more efficient and hence superior
framework is not only very difficult, but is usually
blackballed by the establishment and powers that be.

The development of effective educational software is a
highly complex affair. On top of the coordination of multi-
disciplinary teams, which is a feat in itself, a pedagogical
model must be developed that is tailored to the application
area at hand. The various methods for the development of
pedagogical models find their basis in a number of different
educational theories (Alessi 2001).

The field of educational software relies on a large wealth of
previous research on learning and the resulting educational
theories. There are numerous approaches that can be taken
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towards teaching with technology. Key factors in
determining the exact approach are the context, subject
matter and available technology (Van der Mast 1995a, b).

Streaming technology offers a completely novel approach to
accessing media over the Internet. Instead of waiting for an
entire file to download to the user’s computer before being
able to playback, streaming media playback occurs
simultaneously with file transfer. The data is first
transmitted across the Internet, played back, and then finally
it is discarded. Furthermore, streaming media offers the user
control over the stream during playback. This is something
that is not possible with a standard Web server.

For the purpose of this research, where streaming media
technology is the technology of choice, and the web lecture
is the actual educational software vehicle that is used to
deliver knowledge, a pedagogical model has been chosen
whereby a two-layered delivery approach is employed.

The choice of this two-layered delivery has solely to do with
certain constants, such as the certain allotted live lecture
hours per week for a given course. Instead of squandering
precious live lecture time with inefficient propagation of
knowledge (traditional lecture), a first layer is introduced
whereby a web lecture is administered pre-class in order to
deliver synopsized knowledge on the subject matter to be
handled in class. Then, in the second layer, which is the live
lecture, a more engaging activity is substituted for the
traditional lecture.

EDUCATIONAL SOFTWARE

The “cone of experience” is a very straightforward model
devised by world-renown educational researcher Edgar Dale
(1969). Active learning is promoted on the lower levels of
the Dale cone by means of involving the student as a
participant. These lower levels offer extra stimuli and
enhanced natural feedback. In this manner, a purposeful
experience is built up by the student, making use of all five
senses if need be. Due to this direct, purposeful experience,
the learning experience becomes more memorable and so
the student is able to retain the subject matter much more
easily.



The higher levels of the cone basically endeavor to
economize on resources by compressing the educational
material into more and more compact forms. This enables
faster delivery of the information. However, in these cases,
the student has less time to process the information. The
highest level on the Dale cone, verbal symbols, is actually
the traditional academic teaching method. Being at the
highest level, Dale’s cone tells us that this is, surprisingly,
the most ineffective way in which to teach. At this level,
students simply do not have the time, ability or mental
framework to effectively process the information being
thrown at them.

Technology can support learning in many ways; attempts to
use computer technologies to enhance learning began with
the efforts of pioneers as early as in the sixties. Two
contrasting views on the use of computer technology in
schools still exist: the romanticized view is that “its mere
presence will enhance student learning and achievement”, in
contrast is the view that “money spent on technology, and
time spent by students using technology, are money and
time wasted”. The contemporary conception (based on
literature reviews by several groups) is that “technology has
great potential to enhance learning as long as it is used
appropriately” (Bransford 1999). The potential of
technology to support learning lies in the possibility to
create learning environments that extend the possibilities of
books, blackboards, radio and television shows. Also,
learning environments implemented in software offer a
range of new possibilities.

Van der Mast (1995a, b) presents a new theory for the
development of educational software. The emphasis is laid
on integrating various disciplines and media to achieve a
synergistic effect. Three case studies provide a test bed for
the theory, the aim of which is to enhance the practical
organization of the development of educational software
when working in multi-disciplinary teams. From past
experience, the development of educational software is
recognized as an extremely difficult problem for the vast
majority of subject matters in various contexts. Interactivity
is the central issue in educational software. In the past, the
focus was on the technological problems in developing
educational software and the creation of tools to support the
task of programming. Nowadays, the focus has shifted to
the pedagogical aspects of educational software because it
has been determined that sound didactic strategies that are
tailored for the subject matter and context under
consideration are key to producing successful educational
software.

Web lectures are nothing more than a specific application of
streaming media technology for educational purposes. The
ultimate goal is to teach a given subject to a student
population. Depending on the subject matter and
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educational goals, a specific type of web lecture must be
chosen. The web lecture type relates mainly to teaching
methods and layouts. Various options exist that suit various
contexts. Some examples include: sports instructionals, art
instructionals, university lectures and various commercial
educational products. In Figure 1, a typical example of the
web lecture format is given. On the left you see the video
and the control buttons. On the right you see a slide of the
show running. The learner can control the flow of both the
slides and the video (or audio voice-over) independently.
The video and the slides are always synchronized.

Figure 1: Example of a Web Lecture Format of the
Collegerama System of Delft University of Technology

STREAMING MEDIA TECHNOLOGY

Streaming media is a real time phenomenon. A hyperlink is
used to access the streaming media. A short while after the
access, the requested media is played back. This
functionality also makes live broadcasts possible, something
that cannot even be considered in the case of downloaded
files. An important point to note is that because the
streaming media packets are discarded after the playback,
streaming media offers a very suitable degree of copyright
protection.

Streaming media user control over the input stream can be
likened to playback control on a VCR or tape deck. This
type of control is not available with downloaded files until,
obviously, the entire file is downloaded. Intermediate access
is not possible in that case since the client can only make
sense of the bits once the entire package is received due to
the nature of the coding of the file. User interactivity is one
of the most salient advantages of streaming media.



Streaming media is realized through the -clockwork
functioning of a number of different units of software.
These units communicate on a number of different levels. A
basic streaming media system has three components:

Player — The software that viewers use to watch or listen to
streaming media

Server — The software that delivers streams to audience
members

Encoder — The software that converts raw audio and video
files into a format that can be streamed

These components communicate with each other using
specific protocols. They exchange files in particular formats.
Some files contain data that has been encoded using a
carefully chosen codec. A codec is simply an algorithm, the
purpose of which is to reduce the size of files.

Three streaming media production tools were evaluated.
The first one, Microsoft Producer, is a free tool. The

PowerPoint
slides

Microsoft
Producer

Microsoft
PowerPoint

Import
Marrate slides with
audio/video

Web Lecture

following two, WM Recorder and RM Recorder are
commercially available. We will describe our chosen tool,
Microsoft Producer, briefly here.

MS Producer is a very simple presentation recording tool
based on PowerPoint. The basis of each presentation is a
collection of PowerPoint slides regarding a given topic.
These slides are imported into MS Producer. Once
imported, the user can then record an audio and/or video
presentation while navigating through the slides. The end
result is a web lecture which can then be published via MS
Producer. The publishing process involves converting the
result into a Windows Media Technology streaming format
and uploading this to a streaming server. The server can
then be accessed via a browser and the web lecture can be
viewed. The entire process is shown in Figure 2. In Figure 3
an overview is given of the main editing screen of MS
Producer.
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+ HTML

Streaming Web Browser

Server

Publish

View lecture

Figure 2: The Web Lecture Production Cycle using MS Producer (Groeneweg 2004)
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EXPERIMENT

The empirical component of this research is carried out
using the course Usability Engineering (5 ECTS) at the
Delft University of Technology as a vehicle for testing the
deployment of web lectures.

The human-computer interaction (HCI) research field is
quite broad and fragmented. No single unified theory of
HCI exists. In introductory HCI courses (usually Bachelors
level), students are generally introduced to some basic
approaches and are given a foundation with respect to
human (especially cognition), computer (especially
components) and interaction (especially user interface and
dialogue styles).



The Usability Engineering course is a one-semester
Masters level course that builds upon previous HCI
foundations and provides a coherent approach to HCI. The
book used for the course is “Usability Engineering:
Scenario-Based  Development of Human-Computer
Interaction” by Rosson & Carroll (2002). By following the
prescribed method, the Usability Engineering course offers
a general framework to extend and apply previously
acquired usability related knowledge. Using this
framework, elaboration is given on current theories,
methods and technologies for establishing advanced
(intelligent) user interfaces and for interactions with
complex information and communication systems.

After some initial setup meetings, a general vision for the
web lectures was developed based on Mark’s idea to have
each web lecture given by a different guest speaker from
TNO Human Factors in Soesterberg, The Netherlands, and
Rabobank.

This idea evolved over the course of a series of discussions
between us and eventually it was finalized. Various
potential guest speakers were approached. The majority of
these were his known colleagues and they gladly
participated in the project and looked forward to what was,
for them, also a new experience — namely, recording a web
lecture. This recording was instead of visiting our campus
to give a live lecture. This recorded web lecture could be
reused.

After having arranged the web lecture side of things, we
went back and looked at how the rest of the Usability
Engineering course would have to be modified to take into
account the introduction of web lectures. It was of critical
importance not to overload the students and to keep within
the ECTS credit limit of the course. Our ideal web lecture
length (and the length we requested all speakers to attempt
to stick to) was 15 minutes, give or take a few minutes. On
top of this, each speaker was asked to provide a short
homework assignment related to the web lecture produced.
The aim of this was to give the students some hands-on
experience with the specific subject matter dealt with in
each web lecture before coming to class.

Due to the introduction of web lectures and homework
assignments, the weekly paper summary was scrapped
from the roster and instead each project group had to do
just one presentation each on a pre-determined paper
related to the usability engineering field. Each group was
assigned a paper to present.

The eventual proposed educational framework looked like
this:

1. The web lectures should be exciting and offer a fresh
view into the field of usability engineering.
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2. There should be a change of scenery in each web
lecture — a different speaker presenting a different
topic should be available for each web lecture.

3. The web lecture should ideally be 15 minutes in
length.

4. The students should not be overloaded due to the web
lectures and homework — i.e. the course should stick to
its 5 ECTS limit.

5. The web lectures should serve as pre-class knowledge
propagation vehicles with the goal of having students
actively use that knowledge during the live lectures in
the form of engaging activities such as discussions
and/or assignments.

6. Each web lecture should be accompanied with a short
homework assignment designed to provide some
practical experience with the topic covered

7. In-class engagement should strive to provide the
student population with memorable, practical and
applicable experience of usability engineering.

It was decided that the final grade would be determined
using the following weights: project 50 % of final grade,
remaining 50% of final grade, broken down as follows:
presentation on article 10%, homework assignments 20%,
oral exam 70%.

The recording took place using the same setup as described
in (Groeneweg 2004). Most recordings were made in the
office of the presenter using a camera connected to the
recording laptop via firewire interface, and using some
small lights. The camera was a standard home digital video
camera. On the laptop MS Producing was running the
slideshow under control of the presenter using a remote
device in his hand. An extra LCD monitor was positioned
just below the camera to show the slideshow to the
presenter online.

16 students signed up for the Usability Engineering 2005
course. Four groups of four participants each were formed
for this course. Four of the students were on the Erasmus
International Exchange Program and were taking this
course in order to diversify their academic package. The
remaining students were all TU Delft students. Of these, all
save one were Media and Knowledge Engineering
students. The remaining one student was a Geodetics
student and was taking this course as part of his “Free
Electives” credits. Usability Engineering 2005 was a truly
multicultural affair, with the following student nationalities
in the entire mix: Dutch, Turkish, Portuguese, Swedish,
Chinese, Swiss, Indonesian and Indian.
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Figure 4: The Menu at the Streaming Server
The web lectures can be started from the left column, the
slides can be loaded for later use from the right column.
Also presenter, date and length is shown.

The course followed the schedule described in (Satbhai
2005). A web lecture evaluation homework questionnaire
(see Table 1) was given at the end of the nine web lectures
and focus groups were held at the end of the course (see
Agenda in Table 2). In Figure 4 the menu of the streaming
server is shown. In Figure 5 a screenshot of a web lecture
on cognitive load is depicted.

Figure 5: The Web Lecture on Cognitive Load with
Complex Tasks
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Table 1: The web lecture evaluation questionnaire

Web Lecture Structure

1. What did you think of the overall quality of the web
lectures?

2. What did you think of the speakers?

3. What did you think of the PowerPoint sheets?

4. What did you think of the lighting?

5. What did you think of the flow of the web lectures?

Web Lecture Content

1. Do you feel that the web lecture prepares you well for
class?

2. Does the speaker explain the material on the
PowerPoint effectively?

3. Given the choice, would you prefer a course with web
lectures or without?

4. Would you rather view a web lecture in preparation
for class, or do you feel an article to read would be more
effective?

5. What added features would you like to see in a web
lecture?

General

What are, according to you personally, the advantages
and disadvantages of the web lectures?

The purpose of the focus groups was to gauge the
effectiveness of the web lectures and homework
assignments that accompanied the Usability Engineering
course this year.

The proposal was to hold 4 sessions: one session for each
project group (1, 3, 4 and 5). (Group 2 had been dissolved
early on during the course due to the withdrawal of a
participant from the course.) This means that the proposal
was that 4 focus group sessions were to be held, each
session consisting of 4 people. Although sizes of 6-12 are
recommended for focus groups, the most important
variable in determining group composition for focus
groups is homogeneity of the group members. In this case,
the members of each project group carried out their project
together for 2 semesters and thereby developed a working
relationship. In the course of their working relationship,
they formed a collective opinion on the entire course based
on their mutual experiences and communication.
Therefore, retaining this project group status seemed like
the best option for focus group composition.

The goal for each focus group was to jumpstart a
discussion about their overall experience of the Usability
Engineering course, with a focus on the web lectures and
homework assignments.

The aim was to record each focus group with the video
camera and laptop setup from the Delft lab. The duration of
each focus group was not to exceed 20 minutes



Table 2: Agenda for the focus groups at the end of the
course

1. How did they like the Usability Engineering course?
Would they recommend it to others?

Did they find it useful in the framework of their overall
education?

What did they think of the academic level of the course?

Do they think such a course belongs in a technical
university?

What did they think of the live lectures?

How was the overall course workload? Too high? Too
low?

What did they think of the project?

2.  What did they think about the web lectures?

Were they interesting?

Did they think the web lectures provided a fruitful
addition to the course?

What would they think of web lectures for every course
at the university?

In case of negative response — Why?

Regarding the composition of a web lecture, would the
addition of interactivity be a good idea?

How was the accessibility of the lectures?

Would they prefer the current streaming media setup or
would they rather receive the web lectures on a CD?

3. What did they think about the homework
assignments?

Were they interesting?

Were they too long or short?

Were they too easy or too difficult?

What would they change about the way the assignments

are administered?

RESULTS

Upon examination of the web lecture evaluations and the
focus groups, a few common threads can be identified
running through all the results generated during this
research.

The students would prefer web lectures over any other type
of pre-class preparation, such as reading articles, making
summaries, etc.

This is overwhelmingly apparent from the results.
Everyone feels that reading articles and making summaries
takes too long and that it is, in general, more boring and
harder to maintain concentration. The web lectures are
easier to get into and since they flow naturally and
automatically, it is easier to go along and maintain a longer
attention span.

The students were not happy with how web lectures were
employed for the Usability Engineering 2005 course.
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Two main reasons for the overall displeasure with the
deployment of web lectures for Usability Engineering 2005
were identified:

The main reason for displeasure with the web lecture
system for Usability Engineering 2005 was that most of the
in-class time did not make use of the pre-class preparation,
but instead repeated what was handled during the web
lectures. This defeated the purpose of the web lectures
entirely.

This was the greatest flaw in Usability Engineering 2005.
With all the time and effort that went into the production of
the web lectures themselves, the second - equally
important — in-class component was neglected. The in-
class time should have been used far more efficiently and
meaningfully. It is really ludicrous that, in some cases, the
web lecture material was almost entirely repeated during
class.

The second reason for displeasure with the web lectures
system for Usability Engineering 2005 was the varying
quality of the web lectures. Most of the web lectures were
considered to be lackluster and badly presented. However,
other web lectures were enjoyed by all. Furthermore, the
inclusion of some Dutch PowerPoint slides in a few web
lectures caused irritation among some of the student
population who do not speak Dutch.

A number of complaints were consistently present
regarding the deployment of web lectures for Usability
Engineering 2005. First and foremost, the quality of the
web lectures was deemed substandard on virtually all
fronts. The lighting was not to liking. Most of the speakers
were not considered good. The sound quality was not up to
par. There were some accessibility issues with students
who used other platforms (Apple).

If the pedagogical model was fine-tuned and the in-class
structure adjusted to make proper use of the pre-
knowledge delivered by the web lectures, the majority of
students would not be against web lectures for all courses
at the university — provided they were tailored in each case
to suit the subject matter (e.g. mathematics differs a lot
from usability engineering).

It is indeed true that designing a specific pedagogical
model per subject matter and context is crucial to
successfully propagating specific domain knowledge
(Satbhai 2004). Therefore, web lectures would need to be
suited for any particular context. This tailoring process
would rely heavily on previous teaching experience in
specific domains, for example mathematics, arts,
languages, etc. Using past experience, an effective
structure and related content could be devised for the web
lectures.




DISCUSSION

This research has investigated the use of web lectures to
assist in the teaching of a university level usability
engineering course. The pedagogical model involves a
two-tiered setup, in which the web lectures serve as
vehicles to deliver introductory knowledge on a specific
topic pre-class. In this manner, the intention is to use in-
class time for more engaging and hence effective learning
activities.

MS Producer has proven to be more than adequate at this
evolutionary stage, where the focus lies on reaching a
suitable pedagogical model for various university level
subjects. This research only investigated application of
web lectures to usability engineering and started where
[Groeneweg 2004] left off. No doubt, others will continue
where this research has ended. After each subsequent pass,
a more thorough and solid pedagogical model will emerge
until finally a new standard could potentially be reached.
At that stage, the focus can turn to cosmetic issues and
maybe a commercial streaming media production tool can
be investigated. However, up until that point, the focus
must remain on researching solid pedagogical models for
this teaching setup, and tools should only be secondary.
For now, a tool such as MS Producer is fine for the
purposes of research.

Making sure of student participation in such experiments is
a trivial matter. If participation is simply set as a
requirement for the course at hand, participation can be
guaranteed. Having the homework assignments, which can
only be completed upon watching the related web lecture,
count as 10% of the final grade immediately assures
student population cooperation.

Quality control regarding the speakers for the web lectures
is an important issue and should be planned in advance. In
this case, speakers were simply chosen ad hoc and the
disparity in quality was apparent. The idea of a different
speaker each time was much appreciated by the students
due to the variety and freshness for each web lecture, but
quality control was lacking. It should be noted that the
quality was not lacking because the presenters were bad as
such, but because they were not used to recording web
lectures. Even experienced speakers took some time to get
used to speaking to a camera. The key issue here is
sufficient time to develop the web lecture. In this research,
most sessions were far too hurried due to time constraints
on all involved. In future, more recording sessions with
fewer speakers and more takes per session would be a wise
move.

Properly developing the in-class phase of the two-tiered
approach is absolutely crucial to making any of this
worthwhile. This research showed overwhelmingly that the
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system failed here because the in-class time was not only
not particularly engaging, but a waste of time in quite a
few cases because it was nothing but a repeat (in one case
exact repeat!) of the web lecture. This is currently the weak
link in the chain and must be the focus of any subsequent
work in this area.

The overall positive attitude of the students, despite the
bugs in the current pedagogical model, is very encouraging
and hence this area should certainly be explored further. As
mentioned, it was not possible to carry out an extensive,
comparative study such as those detailed in (Groeneweg
2004) and (Day et al. 2005). However, in future, with
sufficient time and the necessary interest, there is no reason
why such a study could not be carried out at Delft. It would
be a most beneficial research endeavor. One item to
suggest as part of any future research in this area would be
to look in depth at the cross-platform compatibility issue,
as this issue is currently the biggest bottleneck on the web
lecture accessibility front. A fruitful avenue to explore for
the solution of this issue would be Macromedia Flash,
which is a platform independent multimedia player.

CONCLUSION

The advantages of using web lectures to modify the

existing pedagogical and organizational frameworks within

academia lead to a number of very real advantages:

¢  Modularization of education

e FEase of reuse of educational components

e Immediate, more convenient and
accessibility of educational content

¢ Flexibility on various levels, from the student level to
the academic organizational level

persistent

Looking at the road slightly ahead, web lectures could
potentially be used by students to prepare for any course
they may encounter in the future. For example, students
could follow various web lectures on their own while
following related courses. In this way, they could compare
various web lecture sets produced for the same course and
choose the web lectures that they like the most. For
example, the Delft University of Technology shares web
lectures with Georgia Tech. There is an ongoing
cooperation in this field between these two institutions.
Georgia Tech maintains a great web lecture repository. A
student at the TU Delft may get an assignment to watch a
locally produced web lecture and another one on the same
topic produced at Georgia Tech, and then asked to compare
the two. This would further enable the gauging and fine-
tuning of web lecture quality.
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ABSTRACT

Virtual Reality Exposure Therapy (VRET) involves
exposing a phobia patient to a virtual environment
containing the feared stimulus instead of taking the patient
into a real environment or having the patient imagine the
stimulus.

This paper describes how virtual environments for the
treatment of agoraphobia are implemented based on
requirements from therapists. Research has been done on
the requirements for the creation of a valid and anxiety-
provoking virtual world for the treatment of agoraphobia.
This paper describes the implementation of a prototype of a
system. The evaluation by therapists is reported.

INTRODUCTION

Virtual Reality Exposure Therapy (VRET) is an evolving
technique that has attracted a lot of research. Traditional
exposure therapies (also called exposure in vivo) expose
patients, who suffer from a phobia, to real world
environments  that contain the feared stimulus
(Emmelkamp et al. 2004). Virtual Reality Exposure
involves exposing the patient to a virtual environment
containing the feared stimulus.

It has been proven that VRET is effective for patients with
acrophobia (fear of heights), arachnophobia (spider phobia)
and fear of flying (Witmer and Singer 1998). The
effectiveness of VRET in other anxiety disorders like
claustrophobia, fear of public speaking, fear of driving,
posttraumatic stress disorder, and agoraphobia also holds
promise for the future (Emmelkamp et al. 2004). At Delft
University of Technology a generic system for treatment of
phobia has been developed, taking into account specific
human-computer interaction issues (Gunawan et al. 2004).

This VRET system we developed so far provides
interactive virtual worlds including many objects but
without virtual humans, and a friendly user interface for
the therapist to control a session. We decided to investigate
the requirements for worlds to treat agoraphobia, one of the
more complex phobias. For this treatment the VRET
system had to be enhanced with more complex basic
functionality. Several research projects have been
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conducted on the efficacy of VRET in treating agoraphobia
(Botella et al. 2004). Agoraphobia with panic disorder is
the most common form of agoraphobia. It happens when a
person that suffers from panic disorder is afraid of being in
places or situations from which escape might be difficult,
or embarrassing, or in which help might not be available in
the event of a panic attack. For example a person that has
had several panic attacks in a crowded subway, can avoid
the subway in order to prevent the panic attack. In the
worst case a person might stay housebound, because he or
she has had several panic attacks in several places (like the
elevator, a crowded square or a subway) and avoids all of
these places and situations. So in fact panic can be seen as
the precursor of agoraphobia. Agoraphobia with panic
disorder is a combination of panic attacks and avoidance
behavior. The core element of agoraphobia is “the fear of
the fear”. One of the problems with VRET for agoraphobia
is that the patients were not able to feel present in the
virtual environment.

The goal of this study was: investigate the requirements
therapists have for a usable and controllable VRET system
for agoraphobia; design and evaluate anxiety-provoking
virtual worlds for the treatment of agoraphobia based on
these requirements; implement a prototype for the
treatment of agoraphobia, and evaluate it with experienced
therapists by inspection, as a first step to prepare controlled
experiments with many patients.

THEORETICAL BACKGROUND
RESEARCH

AND RELATED

Agoraphobia

Agoraphobia with panic disorder is the most common form
of agoraphobia. It happens when a person who suffers from
panic disorders is afraid of being in places or situations
from which escape might be difficult, or embarrassing, or
in which help might not be available in the event of a panic
attack. For example a person that has had several panic
attacks in a crowded subway, can avoid the subway in
order to prevent the panic attack. In the worst case a person
might stay housebound, because he or she has had several
panic attacks in several places (like the elevator, a crowded
square or a subway) and avoids all of these places and
situations. So in fact panic can be seen as the precursor of



agoraphobia. Agoraphobia with panic disorder is a
combination of panic attacks and avoidance behavior. The
core element of agoraphobia is “the fear of the fear”.

One of the most characteristic features of agoraphobia is
the avoidance aspect. In the case of agoraphobia with a
history of panic attacks, the number of situations that cause
anxiety are as diverse as the number of persons that suffer
from agoraphobia, because it depends on the persons panic
attack history. Agoraphobia is a fear of fear and not so
much a fear of certain places. But the central theme is “not
being able to leave” or “being stuck”. So for patients to
feel present in the virtual world (or place) and really
experience anxiety the patients have to get the feeling that
they are not able to leave or escape the situation or place.

Another aspect of Agoraphobia that has to be taken in

account is that most agoraphobics experience a decreased

anxiety when accompanied by a trusted person. So they

often avoid being alone.

A few example situations are as follows:

- Standing in a queue

- Being in a large shop or shopping center

- Traveling by public transport (bus, train or airplane)

- Crowds, busy streets, large gatherings

- Driving a car on a motorway (the impossibility of
turning on the road)

- Being in a traffic jam

- Crossing a bridge or being on a bridge

- Sitting at the barber’s

- Being in conversation with some person on the street

The VRET

An important aspect of the treatment is exposure. When
people that suffer from a phobia are gradually exposed to
the anxiety provoking situation, it helps them to create
more neutral memory structures that ‘overrule’ the old
anxiety provoking ones.

VRET is a technique that is progressing a lot, because the
numerous research projects that have been done. Recently
there has been a plenary discussion at the NATO Advanced
Research Workshop on novel approaches to the diagnosis
and treatment of posttraumatic stress disorder (Van der
Mast et al. 2006). Basic functions for a VRET system were
provided and the promising future of tele-care were
discussed. The former system we developed is described
in (Schuemie and Van der Mast 2001). This system is
developed since 1999. We learned about the architecture
required for optimal VRET.

ANALYSIS OF THE PROBLEM

In this section we present the results of a requirement and
task analysis based on interviews and discussions with
therapists who know our current VRET system (Schuemie
and Van der Mast 2001). and who are experienced in
treating agoraphobia with the traditional methods. It is
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emphasized that we try to design a new VRET system
using a user-centered method in order to achieve good
usability. During initial discussions with the therapists we
choose to implement a virtual environment simulating a
well known square in the Netherlands: The Market in
Delft. We choose the Market for its large surface, historic
background, international identity and its diversity.
Primarily the large surface and diversity create a lot of
opportunities for this research, because these aspects
contribute to the anxiety provocation for agoraphobics.

Requirements analysis

During our research on the parameters that are necessary
for creating valid and anxiety-provoking virtual
environments for the treatment of agoraphobia, we came
up with the following conclusion (Hooplot 2005):

The necessary parameters for creating valid and anxiety-
provoking virtual environments for the treatment of
agoraphobia can be divided into two groups: one common
group of parameters that contribute to the feeling of
presence Schuemie et al. (2001), which are suitable for any
phobia. For these parameters we used the general theory of
presence. All of the five parameters constitute to one of the
three forms of presence. A second group of anxiety
provoking parameters contributes to the level of fear that
the patient experiences. This last group of parameters is
phobia specific.

We also concluded that these two types are closely related.
For example when the feel of presence is high, but the
situation (in the virtual environment) is not provoking any
anxiety the effectiveness is low. Also, when the virtual
environment is a provoking situation, but the patient does
not feel present, the effectiveness is also low.

For the exhaustiveness we give a summation of the two

parameter groups for presence and anxiety provocation.

e Level of realism. Of course the more realistic the
virtual world is, the more the feel of presence will
increase.

e Virtual body. A representation of a user’s body in the
virtual environment, contributes to the feel of personal
presence.

e Number of sensorial modalities. Sensorial modalities
are visual, auditory, tactile (feel, touch) and olfactory
(sense of smell) The more sensorial modalities the
system covers, the more the user feels present in the
virtual environment.

e The level of interaction with and existing of other
creatures in the virtual environment. The more the
patient is able to interact with other (virtual) people in
the virtual environment, the more he/she will feel
present in the environment. Avatars with expressions
and inferred-gaze could have a positive impact on
perceptions of communication and thus on the feel of
being present (Garau et al. 2003).



e Jevel of interaction with the environment. This
accounts for the degree to which users of the medium
can influence the form or content of the mediated
environment.

The following parameters contribute to the level of fear
experienced by the patient. These parameters are phobia
specific. According to (Botella et al. 2004), panic disorder
and agoraphobia sufferers usually avoid two different kinds
of stimuli. External and introceptive stimuli. So parameters
that contribute to the level of fear can also be subdivided
into two types. Simultaneously conducting these
parameters will show best results.

e Level of possible escape. This parameter accounts for
the situation that is simulated by the virtual world.
Agoraphobics fear situations from which escape is
hard or impossible. So this parameter should be kept
as low as possible. Next follows a list of situations
where the level of possible escape is very low as we
saw earlier on. Standing in a queue; being in a large
shop or shopping center; traveling by public transport
(bus, train or plane); crowds, busy streets, large
gatherings; driving a car on a motorway (the
impossibility of turning on the road); being in a traffic
jam; crossing a bridge or being on a bridge; sitting at
the barber’s; being in conversation with some person
on the street.

e Level of habituation. By no means may the patient get
habituated to the environment, because this causes a
decrease in the patients level of fear. The level of
habituation should be kept as low as possible. This can
be achieved with a virtual environment that has as
much variation as possible.

e Number of (agoraphobia specific) bodily sensations.
This is the number of agoraphobia specific bodily
sensations that can be simulated with the system. (E.g.
blurred vision, tunnel vision)

Resulting requirements

The above parameters have to be taken into account for the
implementation of the world. However a trade-off has to be
made between the effectiveness and costs. From the above
parameters we can easily fill in some of the requirements
for our virtual environment that will be built. These
requirements are listed in (Hooplot 2005).

We take a look at the anxiety-provoking parameters to
extract requirements for the new system. The level of
possible escape shows a strong relation with the situation
that the virtual environment simulates. In order to keep this
parameter as low as possible we choose one of the
situations from the list of anxiety provoking situations by
Emmelkamp: “Crowds, busy streets, large gatherings”.
This situation is realized in the form of a large square, with
a crowd on it.
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As we saw earlier, the level of habituation must be as low
as possible. This can be done by making the world heavily
adaptable. Examples for our case are the change of
weather, day and night, the textures of the houses or the
number of people on the square. This way the participant
will not get the chance to habituate to the environment.
Also using different environments for the same situation is
a suitable option.

From the list of bodily sensations, we decided to choose
only the ones that could be simulated with auditory- and
visual modalities. Thus we have the following bodily
sensations: Increasing/decreasing heart rate., Shortness of
breath, Blurred vision and Tunnel vision. The first two
bodily sensations however, are simulated with auditory
modalities and are not the actual heart rate and breath of
the participant. In fact they are used to fool the patient.
According to (Emmelkamp et al. 2004) the sound of an
increasing heart rate, causes the participant to have an
increasing heart rate. Also the sound of a decreasing heart
rate has the opposite effect. This also accounts for the
sound of breathing.

Task analysis

During our research on the parameters that are necessary
for creating valid and anxiety-provoking virtual
environments for the treatment of agoraphobia, we
interviewed therapist 1°. After this interview we came up
with a detailed task analysis, that was approved by
therapist 1.

DESIGN

Modular structure

In our design we tried to have a modular structure. In
contraction with our task analysis we came to the following
modules, see Figure 1.

In figure 1 we see the modular structure of the virtual
environment. The world control objects can be seen as the
interface towards the user. These objects can be widgets
like slidebars, buttons, radio buttons etc. The virtual world
module is the actual 3D realization of an environment.
Each world is constructed of a few modules. There are two
main groups, namely the world controls and the world
elements. The world elements are the visual or hearable
parts of the world, which are brought to the senses of the
user. These world elements have parameters like position,
material etc. The world controls make use of these
parameters to control the world elements. So the world
controls and elements communicate with each other
through a two way communication channel. Each world
element module has a separate dedicated world control

* Therapist 1 is experienced in treatment of many kinds of
anxiety disorders including agoraphobia. He is also
experienced in using our VRET system for acrophobia and
fear of flying.



module. These control modules handle all the input from
the user and the system itself in order to supply the world
elements with the proper actions. World controls do not
necessarily have to have a user input. For example people
that randomly walk over a square, without any input from
the user, still have to have a control that calculates their Al
movements (standing still, walking, going to the next
destination).

Each world definitely has some world controls and world
elements. But the content of these controls and elements
may differ for each world.

One special world control object is the navigation, because
it has no visual or audio representation in the virtual world,
but it actually controls what the participant sees. It

World control objects

Virtual World

&

Figure 1: Modular structure of a virtual environment including world elements and world controls. Arrows indicate the
direction of dataflow.

is somewhat the control of the viewport, through which the
virtual environment can be seen. This module can have
user input (E.g. the therapist who is moving the patient in a
certain direction). This module however doesn’t
communicate with any world elements. It only uses
external user input and external parameters from the
tracker system. The output has effect on the virtual world.

IMPLEMENTATION

After a comparison of some state-of-the-art VR developing
tools (CAVElib, CaveUT, EONReality, MetaVR,
MultiGen, Quest3D, Virtools and Vizard, see (Hooplot
2005), we chose for Quest3D as the best for this research
project.

But Quest3D is not really object oriented. An average
program in Quest3D consists of a complex network of
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channels, ordered in directories and sub directories. So it is
quite difficult to map the modular design to the working
environment of Quest3D. It is up to the programmer to
bring as much structure in to his or her program as
possible.

Our first concern for the agoraphobia world, was how to
make a 3D world of the Market in Delft. There are
numerous ways to do this. We could for example measure
all the elements and buildings on the market and rebuild
them in the 3D world using these measurements. This
method is very time consuming and almost impossible,
thus we chose to use another method.

We decided not to make a 3D representation of each
building. Instead we decided to take four planes (one for
each side of the square) and put a large transparent texture
on these planes. First we took pictures of all the buildings



on the square. We did this by taking a series of overlapping
pictures of the front of the buildings. This resulted in a
large set of pictures. These pictures also had perspective
and because we wanted to use these pictures as textures for
planes we had to remove all the perspective from the
pictures. This was done using the crop tool in Adobe Photo
shop. The pictures all had to have the same color dept in
order to get a smooth transition when we overlap them.
Eventually we had to remove everything from the image
that is not a part of the building. This was mostly the sky
and parts of the ground. This was necessary because these
parts where going to be transparent in the virtual world.

After the buildings were constructed we had to place the
elements on the square, like the statue of “Hugo de Groot”,
the lampposts and more. All these objects were modeled in
Maya3D and than converted to Quest3D using the X-file
exporter plug-in from Quest3D. This plug-in can be
installed in Maya and allows Maya to export 3D objects
and 3D environments to the X-file format, that can be
imported by Quest3D. The coordinate system of Quest3D
differs from that of Maya. So we had to flip the X-axis in
order to get the 3D objects right. For the church we choose
to make a 3D model. We had to make pictures of each side
of the church, in order to get the right textures for the
model. We used a UV map to do the texturing of the
church. This process was also necessary for the lampposts,
the signposts and the statue.

During the implementation we noticed that the ambience
sounds show a strong relation with the events in the virtual
environment. Therefore we decided to slightly change this
aspect within the implementation. We coupled these
ambience sounds to the events in the virtual environment.
E.g. When the number of people on the square increases,
the sound of mumbling people automatically increases.

Camera setup

To begin with, the virtual environment is constructed of
multiple camera-viewports that are mapped onto the
screen. In our example we also have a separate camera for
the user interface, which can be replaced by an external
user interface.

In figure 2 we see the setup that runs with one computer,
with two monitors. The therapist view and patient view are
actually identical except for their resolution. The therapist
view has a smaller resolution in order to appear on the user
interface. On top of these viewports there is a separate
camera viewport for the simulation of thunder. This is
actually a camera pointed at a white surface. This surface

81

.
i
o

User Inderface

Figure 2: Composition of multiple (camera) viewports
changes it’s transparency as we will see later on in the
weather control and elements. The last viewport is that of
the user interface.

Crowd control and elements

This is one of the more complex modules within the
agoraphobia world. The human characters have to wander
and walk around on the square, sometimes stand still and
randomly choose their own path.

There are two types of human characters in the
agoraphobia world: Characters that walk and sometimes
stand still on a random position and characters that
constantly stand still on a fixed position. First we will
describe the implementation of the walking characters, and
after that we will explain the implementation of the
characters with a fixed position.

Walking characters

The human characters are skinned characters. This means
that they consist of a bone structure, which is enwrapped
by the 3D object of the structure (the skin), eventually a
texture is mapped onto the skin. In figure 3 we see an
example of this skinning process. By moving these bones,
the skin also moves along. Thus the character can be
animated by moving these bones. A set of bone movements
can be stored as a motion set, containing the animation.



Figure 3: From left to right: 3D bone structure, 3D Skin
and the eventual textured 3D result

All characters can move over grid-like network. This is a
collection of nodes, which are completely or partially
connected. The whole path-finding system revolves around
this 3d graph. In our example the environment has a 3d
graph that consists of 38 nodes in the range of [0,37]. The
motion planning channel gives the human character a
destination node (node number) and the human character
then automatically calculates a path to that node. Matrix
calculations are used to make sure the character faces the
destination node that it is heading for.

Character Al

The human characters have to act automatically and
naturally. They have to randomly find their path through
this network of nodes and sometimes even stand still. In
order to reach the effect of a crowded square the characters
all have to circle around the participant (camera). This is
implemented in the system.

A problem that arises is when two or more character have
the same destination node and all reach this node before
the timer reaches zero. We then have two or more
characters standing on the same spot. To deal with this
problem, we defined the global variable ‘stop distance’. In
our case the stop distance is one. This means that the
character has successfully reached a destination node as
soon as it is in a range of one of the nodes’ position. This
way characters that reach the node coming from a different
direction will all stand still on a different position.

Weather control and elements

The part of the weather control and elements actually
consists of two parts. One part controls the actual weather,
say clear, rain or thunder and the other part controls the
night and day.

82

Vision control and elements

The vision control and elements consist of two main
groups: The tunnel vision and the blur vision.

The tunnel vision partially uses the same technique as the
thunder. We set up a separate camera pointing at a partially
transparent surface. This surface spreads across the whole
screen and overlaps the complete virtual environment. This
surface has one texture that is completely black and four
different alpha textures.

We also implemented blurred vision. The therapist can
switch all these effects on and off at his user interface.

Heartrate & Breathing control and elements

According to (Emmelkamp et al. 2004) the simulation of
an increasing heartrate and breathing, has an anxiety
provoking effect on the patient. This is mainly because the
patient recognizes these bodily sensations and thus evokes
the anxiety. There was some discussion if the heartrate and
breathing should increase and decrease simultaneously. In
the interview we had with therapist 1, we came to the
conclusion that it would be realistic if the heartrate and
breathing increase and decrease simultaneously. In the real
world they are also closely related.

Navigation

In the current system, navigation is done using a fixed
path. The therapist can navigate the patient forward and
backward on this path using different speeds. We
experimented with this type of navigation using Quest3D.
We implemented an example of a staircase. In Quest3D
this is quite easy to implement. For the virtual world of the
square in Delft, we choose to use another navigation. Using
a fixed path on a square was not suitable, because there are
too many directions you can go in. Instead we choose to
use a free navigation, where the therapist can move in all
of the four directions and the patient can look around using
the HMD.

EVALUATION

After the completion of the implementation we evaluated
the virtual environment with a therapist 2° of a clinic of
psycho-medical care in the Netherlands, see Figure 4a and
Figure 4b. This therapist 2 was involved in previous
projects at the Technical University in Delft regarding
VRET. The therapist tested and evaluated the worlds for

® Therapist 2 is a professional therapist working in a clinic
and is experienced in using VRET for acrophobia.



“fear of flying”, claustrophobia and more. We choose to
evaluate this world with therapists instead of patients,
because the therapists are specialists on the phobia and are
also end users of the application. The therapist has

(b)
Figure 4 a and b: Screenshots of the virtual environment
for agoraphobia, the Market place in the city of Delft. (a)
Market place with variable numbers of walking humans.
(b) Market place during night with bad weather.

experience with the current framework and current worlds,
but the new agoraphobia world which we evaluated, was
completely new to her. We had a set of questions regarding
the user interface and the virtual environment itself. It must
be said that the user interface that was used for this
prototype is not necessarily the same user interface that is
going to be used for the new framework. The comments of
the therapist can however be used for the design of the new
user interface. We asked the therapist to point out what she
thought of the different elements that we showed here. We
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R P N ER

World controls

Vision control °

Heartrate & Breathing °
control

Weather control °

Crowd control °

Navigation °

World elements

Vision elements °

Heartrate & Breathing °
elements

Weather elements °

Crowd elements °

Table 1: Result of the evaluation by therapist. Legenda: ++
“outstanding”, + “sufficient”, -+ ok, but could use some
adjustments”, - "needs adjustment”, -- “insufficient”)

first demonstrated the element and subsequently recorded
her comments and recommendations. In Table 1 we give
an overview of the comments by the therapist, grouped by
subject.

CONCLUSIONS AND RECOMMENDATIONS

During this project we designed and evaluated anxiety-
provoking virtual environments for the treatment of
agoraphobia based on requirements from therapists. We
implemented a “prototype virtual environment” for the
treatment of agoraphobia, based on these requirements,
which can serve as an impulse towards a new framework
for VRET of phobias. Finally we gave an evaluation of the
software and techniques that were used to implement the
“prototype virtual environment” for the treatment of
agoraphobia.

We have done interviews and evaluations with therapists.
This resulted in a list of requirements and
recommendations. We managed to implement most of the
requirements, in order for the virtual environment to serve
as a prototype for virtual environments that will be built
within the future framework. The level of habituation in
this prototype virtual environment could be improved. In
the current virtual environment the level of habituation can
be decreased by the therapist changing the look of the
world, using the world controls.

In this study we also evaluated the software and techniques
used to implement this virtual environment. Quest3D,
which was used to implement the virtual environment, has
many advantages, but also some disadvantages. If we are
going to use Quest3D for the implementation of virtual



environments in the future framework, we have to take in
to account the complexity that it brings. A simple virtual
environment, with a few functionalities can quickly
become a complex network of interconnected channels in
folders and subfolders. Also the fact that Quest3D is not
object oriented is a main drawback.

During our interviews and evaluation we collected a few
future recommendations, which will be discussed in the
following. For the agoraphobia world it would be a surplus
value if the sounds or visuals of an ambulance and a hearse
were implemented. According to therapist 1 this provokes
a high level of anxiety for agoraphobia patients. It would
also be a surplus value if a concentrated group of people
was created somewhere on the square. The therapist can
then navigate the patient to this heavily crowded spot. This
would also save performance costs of the system, because
we only crowd a small piece of the square instead of the
whole square. The current system consists of a collection
of different files on each computer. In order to make the
system work these files have to be placed manually in
directories and subdirectories on different hard drives. It
would be an improvement if the files could reside in one
directory or in the optimal case could automatically be
placed in a proper destination using an installer. Finally, it
would increase the usability of the system, if the user
(therapist) could switch between environments, without
first having to shut down the application and run a new
one. In the optimal case the different virtual environments
are interconnected. For example: One can move from a
square to take the subway, that brings you to the airport,
where a flight can be taken.
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ABSTRACT

This paper proposes a workflow model that can be used as a
decision support system for legislation changes. The primary
objective of this model is to manage the hierarchical
decision and information flow that is originated from the
primary European Union (EU) legislation. The case study
chosen for the demonstration of this model is the legal
framework for public procurement in EU, which has caused
the interference of European Commission in several
countries’ decisions. Furthermore, there were major political
conflicts in Greece due to the non-conformity of the recently
revised Greek Constitution with the corresponding European
laws. Two enterprise modelling techniques were selected to
carry out this research effort: the IDEFO function modelling
tool to construct the workflow model and the GRAI
architecture which contains the legislation components. The
e-Government dimension in this workflow model is not
related to the use of Internet but lies in the application of
Information Technology for administration purposes..

INTRODUCTION

In order to construct a modern democratic society, all
levels of governance must accelerate their functional
transformation and implement administrative innovation,
with the core objective to provide better public services to
citizens. All governmental decisions depend on the
information grasp: proper decisions must be based on
abundant and accurate information.

Ignorantia legis non excusat — ignorance of the law does
not excuse — is a centuries-old law maxim familiar to
everyone: all are presumed to be familiar with all the laws
that concern them or face the costs of their ignorance.
Nowadays, European laws and regulations exist at all levels:
at the town, province, region, nation level up to the EU level.
Despite many promises of reduction, the efficiency of the
legislative machinery is remarkable and corpora are
constantly growing.

E-Government is the wuse of information and
communication technologies in public administrations to
improve public services and democratic processes and to
strengthen support to public policies (EUROPA 2005). Itis a
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way for public administrations to become: more open and
transparent, and to reinforce democratic participation, more
service-oriented, providing personalised and inclusive
services to each citizen, and productive, delivering
maximum value for taxpayers' money.

E-Government has proven to be a durable and popular
public management reform option over the last decade,
attractive to elected officials and stakeholders who see its
political benefits (Coursey and Killingsworth 2000). Public
management scholarship on e-Government focuses on the
beneficial effects of new technologies and examines the
reasons why and how technology adoption occurs (Fountain
2001, Moon 2002, Ho 2002).

Research in the e-Government field has not directly
questioned the basic premise that using Information
Technology (IT) in public administration is a positive and
inevitable route to improvement, progress and cost
effectiveness. Certain e-Government proponents argue that
declining rates of trust in government can be reversed
through the use of technology, either indirectly because of
greater citizen satisfaction with more convenient services or
directly through enhancing civic participation in the public
sphere. Fountain (2003) argues that IT can enhance
democracy by making public information more accessible
and by enabling a range of civic discourse that otherwise
would not occur: from facilitating citizen-initiated contacts
through the Web (Thomas and Streib 2003), to enabling a
representative and meaningful discourse that replaces
complicated administration processes (Shi and Scavo 2000).
However, the potential of e-Government in this area has
remained largely unfulfilled (West 2004).

This paper addresses the issues of legislation changes in
national level that should take place because of the
introduction of European laws. It has been often observed
that the latter create conflicts during the harmonisation
process of the legal frameworks. Furthermore, there is
another phenomenon in the opposite direction: laws are
introduced at a national level and afterwards they are
challenged by the European Commission (EC) due to their
content and nature. In the context of this research, we
propose a workflow model based on IDEFO method that
identifies the steps for handling legislation changes and the
GRALI architecture, which is comprised of the laws under
consideration. The case studies that served as the motivation
of this research concerning public procurement comprise the
second section of the paper, which is followed by the



description of the proposed workflow model along with the
presentation of the tools used. In the last section, the
conclusions and further research are discussed, as well as
issues on the advantages and disadvantages of the proposed
workflow model.

MOTIVATION FOR THIS STUDY

In this section, we describe the current situation in the
public procurement domain at the Member States that should
apply EU law according to the EC guidelines (EC Reports a,
b, ¢, d 2005). EC decided in several cases against seven
Member States either to refer those Member States to the
European Court of Justice (the Court) or to formally request
them to correct breaches of EU public procurement law.
Requests of this kind take the form of “reasoned opinions”,
the second stage of the infringement procedure under Article
226 of the EC Treaty.

Case study 1: Germany

Several infringement cases were pursued against Germany
over the award of service contracts and concessions without
competition. In December 1999 the municipality of Hinte in
Lower Saxony awarded a service concession to the
Oldenburgisch-Ostfriesischer ~ Wasserverband  for  the
provision of waste water disposal services. No transparent
award procedure was carried out as required under EU law
as interpreted by the Court (C-324/98, Telaustria). Germany
argued that the municipality of Hinte had not procured a
service on the market but rather that the service had been
transferred between public bodies, which, it maintained, are
not covered by the EU rules on public procurement. This
view was not accepted, since the Court has established that
contracts concluded between public bodies are covered by
the obligations of EU law. Thus, EU law was broken by the
award of the service concession and the Commission
therefore decided to refer the case to the Court.

Case study 2: Greece

The Hellenic Public Power Corporation launched a call for
tenders for the construction of a thermoelectric plant in
Lavrio. The two companies that reached the last phase of the
procedure (submission of financial bids) did not meet the
conditions set out in the call for tenders, despite the fact that
in the announcement of the call and the invitation to tender it
was explicitly stated that any bid not meeting the specific
requirements would be rejected.

Case study 3: Spain

Spain was brought before the Court in connection with a
case of incorrect implementation of Directive 89/665/EEC
on the application of review procedures to the award of
public supply and public works contracts. The EC
considered that Spanish law is not in line with the Directive
on the grounds that by allowing the award to coincide with
the conclusion of the contract it denies unsuccessful
tenderers the possibility of challenging, in good time, the
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validity of the award decision and taking legal action against
it at a stage when infringements can still be rectified. It was
considered that making a declaration of invalidity subject to
an exception for the protection of the public service could
also render the provisions of Directive 89/665/EEC
ineffective, since, under Spanish law, the scope is very
broad, covering, in addition to cases of (automatic) absolute
invalidity of decisions, the pure and simple cancellation of
illegal decisions.

Case study 4: Italy

Italy was brought before the Court for infringement of
Community law on public procurement. The EC considered
that this provision was contrary to the Community rules to
the extent that it authorised contracting authorities in Italy to
renew a public supply or service contract without any
tendering procedure. A reasoned opinion was sent to Italy on
the direct award, without prior competition at Community
level, of the construction and operation of the motorway
linking the Ospitaletto toll-area (A4), the new Poncarale toll-
area (A21) and Montichiari Airport in Lombardy. This direct
award constituted a infringement of Directive 93/37/EEC,
which stipulates that contracting authorities wishing to
conclude a public-works concession contract must announce
their intention by means of a notice published in the Official
Journal of the European Union.

Case study 5: Austria

In 2001, the City of Villach concluded a waste disposal
service contract for a minimum period of 15 years after
selecting a service provider from a limited number of
companies operating in Austria that already had an
establishment in the Austrian State of Carinthia. The
Austrian authorities claimed that the contract concerned a
service concession and did therefore not fall under the scope
of the specific rules on public service contracts set out in
Directive 92/50/EEC. However, the contract was covered by
Directive 92/50/EEC and should have been advertised in
accordance with the rules applying to public service
contracts. But even if it did qualify as a service concession,
the selection procedure applied by the City of Villach would
breach the general principles of the EC Treaty, and in
particular the principle of non-discrimination on grounds of
nationality. A reasoned opinion has therefore been sent to
Austria.

Case study 6: Portugal

Two cases of incorrect implementation by Portugal of
Directives 93/38/EEC and 92/13/EEC were brought before
the Court. The first of these Directives concerned the
coordination of procurement procedures in the water,
energy, transport and telecommunications sectors, while the
second was aimed at ensuring effective application of the
first by providing suppliers, entrepreneurs and service
providers with effective remedies in the event infringement
of Community law in that field. Portuguese law was not in
conformity with Community legislation, particularly as



regarded its scope and application thresholds, competition
and abnormally low bids.

Case study 7: Finland

A reasoned opinion was issued against Finland concerning
a decision by the Ministry of Finance to award a framework
contract for air-travel services for government officials using
discriminatory award criteria and thus infringing the public
services Directive 92/50/EC. The Ministry of Finance had
awarded the contract on the basis of non-published criteria,
compared ticket prices that were not based on equal or
similar terms, and included a destination among the routes to
be served that was already reserved for a certain Finnish air-
line company thus making it impossible for others to tender
for this route. The estimated value of the contract was € 30
million.

EU Primary law versus Constitutional processes: Greece

The EC decided to ask Greece for its observations on the
compatibility with EU law of Greek national law preventing
companies “interconnected” with Greek mass media
businesses from obtaining public contracts. This request
took the form of a letter of formal notice, the first stage of
the infringement procedure under Article 226 of the EC
Treaty. EU public procurement markets are worth over €
1.500 billion, more than 16% of total EU GDP. The existing
EU public procurement Directives have increased cross-
border competition in procurement markets and reduced by
around 30% the prices paid by public authorities for goods
and services.

The conflict with the EU primary and secondary
legislation lies on the Article 14(9) of the Greek Constitution
and the implementing law 3310/2005, which declare a total
and absolute incompatibility between any activity or
shareholding above a certain level in mass-media companies
and the performance of public contracts. It is considered that
this is contrary to both secondary Community law (the
Directives on public procurement), in that it lays down
exclusion criteria that are not provided for in the Directives,
and primary Community law (the EC Treaty), in that it lays
down measures that impede, or render less attractive, the
exercise of almost all the fundamental freedoms
acknowledged by the EC Treaty.

THE PROPOSED WORKFLOW MODEL

The workflow model under consideration attempts to
address the unconformities that exist in the multiple
legislation levels. The two complementary methodologies
are firstly described, the IDEFO and GRAI

The IDEF0 modelling tool

The IDEFO modelling method is designed to model the
decisions, actions, and activities of an organisation or
system. It is not only the most widely used, but also the most
field proven function modelling method for analysing and
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communicating the functional perspective of a system
(Malhotra and Jayaraman 1992). IDEFO was derived from a
well-established graphical language, the Structured Analysis
and Design Technique — SADT (Marca and McGowan
1988). The IDEFO modelling method establishes the scope
of analysis either for a particular functional analysis or for
future analyses from another perspective.

The basic activity element of an IDEF0O model diagram is
represented by a simple syntax. A verb-based label placed in
a box describes each activity. Inputs are shown as arrows
entering the left side of the activity box while the outputs are
shown as exiting arrows on the right side of the box.
Controls are displayed as arrows entering the top of the box
and mechanisms are displayed as arrows entering from the
bottom of the box. Inputs, Controls, Outputs and
Mechanisms (ICOMs) are all referred to as concepts.

An IDEFO model diagram is then composed of several
activity boxes and related concepts to capture the overall
activity. IDEFO not only captures the individual activities,
but also reveals the relationships among activities through
the activities’ related concepts. For example, the output of
one activity may in turn become the input, control or even a
mechanism of another activity within the same model.

A strategy for organising the development of IDEFO
models is the notion of hierarchical decomposition of
activities. A box in an IDEFO model represents the
boundaries of an activity. Inside that box is the breakdown
of that activity into smaller activities, which together
comprise the box at the higher level, as shown in Figure 1.

CONTROL

INPUT OUTPUT

MECHANISM

Figure 1: Hierarchical decomposition of an IDEF( diagram

The GRAI methodology

A tool for handling the decisional and informational flow
in a system is the GRAI Grid, which is a part of the GIM
(GRAI Integrated Methodology) architecture (Girard and
Doumeingts 2004). The GRAI Grid provides a general view
of a selected process of the system, from a high-level
perspective. The main objective of the GRAI Grid is to
analyse the functional areas of the system and to identify the
most important decision centres that are responsible for the
decisions that are taken. The GRAI model proposes a
framework in which any system can be described. It is based



on the system theory, the hierarchical theory and the activity
theory. The system is divided into three parts: the operating
system which converts input entities into output entities, the
decision-making system which controls the above
conversion and the information system which links up the
operating system and the decision-making system and also
supports the link with the environment.

Decision

System
Information
System l
Input Operating Output
Entities System Entities

Figure 2: The conceptual model of a system

The GRALI architecture, was developed twenty years ago in
order to design the manufacturing system and, more
recently, the enterprise system. It is based on the GRAI
model which acts as a conceptual reference model that
describes basic enterprise concepts on a conceptual level. To
give concrete expression to these concepts, the GRAI
architecture uses a set of formalisms combined with graphic
representation in order to facilitate use of the concepts by the
modeller. Based on a structured approach, several modules
are defined in order to provide an answer to various
problems such as re-engineering, the choice and
implementation of software, performance indicators and
business plans.

Combining IDEF0 and GRAI

The scenario on which we will build our model is based on
the introduction of a new law at a national level. The
workflow for checking the compliance of the new Member-
State legislation with the existing EU legal framework is the
following:

1. Construct the GRAI Grid with the three levels of
legislation: EU primary legislation (treaties), EU
secondary  legislation  (Regulations,  Directives,
Decisions) and Member-State legislation (Constitution,
Laws). The columns are classified in the following
categories (Agriculture, Biotechnology, Civil Society,
Culture, Economic and monetary union, Education and
Training, Employment and Social affairs, Energy,
Enterprise, Environment, Food Safety, Technology and
Innovation, security and justice, Information Society,
Public  Procurement, Regional policy, Research,
Development, Space, Sport, Taxation, Trans-European
networks, Transport, Youth, Budget, Fight against fraud,
Grants).

2. Identify the decision and information flows among the
decision centres of the GRAI Grid. The decision flow
defines the top-down relation among the three levels of
legislation and imposes the rules for the hierarchical
organisation of the decision centres.
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3. Classify the new law in the GRAI Grid. There is high
possibility that the new law falls into more than one of
the categories described in step 1. In this case, there is a
detailed scanning of all the different decision centres,
which are related to the lowest hierarchically level under
consideration.

4. Recognise unconformities with existing legislation in the
different categories of the GRAI Grid.

5. Rearrange the Member-State introduced law so that there
is compliance with the primary and secondary EU
legislation.

6. Test the revised law in the GRAI Grid to validate its
conformity. In case minor non-conformities are traced,
they are eliminated in this step.

7. Update the GRAI Grid at all levels with the new
legislation corresponding to the appropriate decision
centers.

Concerning the case of Greece where there is a conflict
between EU Primary and the Constitutional processes, we
propose the GRAI Grid that is shown in Figure 3.
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Figure 3: The GRAI Grid for the public procurement case

IMPLEMENTATION OF THE MODEL

The proposed model was realised with the software
GraiTools 1.0 (GRAISOFT 2005) to test the coherency
among the decision centres and to demonstrate it as an e-
Government application for the top level administration.
This software is composed of four graphical integrated
editors which allowed us to present the various models of
our study: the IDEFO editor was used to present the
functional view (workflow) and the model of the physical
system, the GRAI Grid editor described the global model of
the decisional system, the GRAI Net editor was used to
present a more detailed view of the decisional system, and
the Entity/Relationship editor was used to model the
informational view. The coherence links between the various
models are managed by the software. GraiTools also
proposes a dictionary in order to associate terms specific to
the legislation level with more generic terms usually used in



the area of enterprise modelling. By this way, the legislation
framework can be used within the models and the user is not
constrained to use the generic terms.

CONCLUSIONS

The combined IDEFO/GRAI workflow model examined
the case where EU Member States are dealing with
legislation change, when introducing a new law. It is an e-
Government application destined to be used by the
government officials and public servants who make
decisions on various issues. As shown above, it is a usual
phenomenon that EC acts on national legislation that is not
according to EU legislation by bringing Member States to
the Court and imposing fines in case of non-conformity.

The advantages of adopting this workflow model for
managing law change lie on the premises of making the right
decisions at first instance. This e-Government information
system can save valuable resources from the national
parliaments that vote for legislation, by checking the
conflicts of the decision centres of GRAI Grid. Even though
it is not web-based as the majority of e-Government
applications, it serves one of the basic objectives of e-
Government, which is to deliver maximum value for
taxpayers' money.

The disadvantage of the proposed model is that only
Member States with statute law, that is, written law enacted
by a legislative body, are able to exploit the features of this
workflow model. For EU countries with common law, which
is a system of jurisprudence developing under the guidance
of the courts so as to apply a consistent and reasonable rule
to each litigated case, is not possible to implement this
model.

Future research will be focused on the use of software
agents (Artificial Intelligence) aiming at the faster
processing of the steps of the proposed model. However, the
integration of agents with the IDEFO/GRALI tools is not an
easy task, since there are deterministic factors which
constrain the behaviour of agents.
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ABSTRACT

Knowledge management provides companies with a means
to support their business goals by providing an explicit
representation of the knowledge of the staffers. This
knowledge can then be used by co-workers or by expert
systems to solve future problems.

A great disadvantage lies in the large expenses and
difficulties to make implicit knowledge accessible and
distributable. Furthermore, great parts of the knowledge and
the authority of the employees are purely based on empirical
experiences, therefore leading to uncertainties whether this
experience-based knowledge is correct.

In the project RESOV, the company AGETO and the
University of Applied Sciences Zwickau have represented
the experiences and the knowledge for the sale of products
on public market places in an expert system, in order to
provide forecasts for the best placement of a commodity.

Additionally, the available sales data and possible
influencing factors on customer behaviour were collected
with Business Intelligence techniques. Based on these data,
classification numbers are currently developed to provide
retailers with easily useable information, thus enhancing the
quality of the forecasts.

INTRODUCTION

Decisions in enterprises are based on internal and external
information. The project RESOV is settled in the domain of
e-commerce and uses Knowledge Management to handle the
decisions of the best placement of an auction on virtual
marketplaces like eBay.

The change to information society leads to increasing
challenges for enterprises. On the one hand, there is an ever-
growing amount of information which could be the base for
successful decisions. On the other hand, there is a lack of
time to analyze the information due to hustling decisions.

92

Enterprises acting on a global market become more and more
dependant on specialized knowledge of their employees. In
the 90’s the necessity of “Knowledge Management” was
perceived.

Major tasks of Knowledge Management consist of the
extraction of knowledge from different sources, the
transformation and storage of generated knowledge and the
supply of knowledge according to requirements. (Kuppinger
and Woywode 2000)

As the main knowledge carriers are the individual
employees, Knowledge Management leads to a fundamental
change of the corporate and management philosophy.
Therefore, technologies are used for saving knowledge and
making it available to the organisation. But to be successful,
it is even more important to motivate each employee to share
his knowledge with his co-workers to integrate it into the
work process. To fully understand knowledge sharing, you
need to analyze the sharing process. As seen in figure 1,
knowledge can be shared by socializing in the organisation.
If you are part of the organization, you will learn what the
other members of the organization already know. But this
process is very slow and inefficient. In a time of quick
organizational changes, the structures are changing too
rapidly. It is more efficient to transform the knowledge into
explicit knowledge, which can be shared more easily. This
step is also leading to discussions with other experts doing
their work (slightly) different. So the explication of
knowledge leads to discussions about the knowledge
artefacts and therefore to organizational learning. And this is
rather fruitful to really make mistakes only once. The key
factor of this learning process is the explication of the
implicit knowledge of the employees. To encourage the
transformation, the employees revealing their knowledge
should be honoured and their position in the enterprise
should be strengthened. Often, the employees are anxious,
that their knowledge could be used by colleagues and they
will be discriminated with their career. Above all, within
global enterprises, cultural differences should be paid
attention to, as they are of high importance and thus a great
challenge (Grebenstein et al. 2003). In this way the
knowledge of the employees become the human capital of
the enterprise.
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Figures 1: Knowledge flow model (Nonaka and Takeuchi)

The company AGETO GmbH developed a multi-channel
sales system for e-commerce, the AGETO eBay Web
service, which facilitates a simple and fast access to online
marketplaces without in-depth knowledge of e-commerce
processes. The solution shall utilize the potential of online
marketplaces to gain a measurable economic success for the
enterprises.

A
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FROCESSING ORDERE

L M

Figures 2: Architecture of AGETO eBay WebService

The AGETO eBay Web service establishes channels to
online marketplaces to enrich existing e-commerce systems
of retailers and manufacturers, or provide completely new
business opportunities for enterprises which are not yet using
such systems. This Web service permits a simple integration
into existing corporate processes and legacy systems and can
be adapted easily to individual needs. The product
descriptions, which are part of the product representation in
the legacy systems, are extracted automatically. The user of
the AGETO eBay Web service can choose for which
products offerings on the electronic markets should be
created automatically. He can also choose between different
kinds of offerings, depending on the market places. After
ordering the product (either by direct selling or after an
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auction), the orders are routed to the legacy system of the
user for further processing (payment process and delivery of
products).

In the initial system, auctions are placed automatically at the
public market by setting the parameters placement time, total
quantity and minimal distance of two auctions. There is no
warranty of success for the placed auctions because the
placement doesn’t necessarily fits to the search and buying
patterns of the buyers on the market place.
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Figures 3: Architecture of AGETODSS (phase I)

One result of the project RESOV is the AGETODSS, a
knowledge-based decision-support-system for e-commerce
(see figure 3). In the future, the AGETODSS will optimise
the placement times and thereby gain sales advantages. This
is achieved by the inclusion of knowledge, like the general
sales behaviour of the customers or special influences of
weather and holidays, in a decision support system. Beyond
that, the sellers can determine whether the auctions should
optimise achieved prices or sold quantities.

PROBLEM DEFINITION

In the project RESOV, the practical knowledge of power
sellers is adopted into the knowledge base of the expert
system, which is based on the public domain shell
Mandarax. The supplied rules and facts enable forecasts for
an optimal placement time on public market places like
eBay. In the first phase of the project, this knowledge was
represented by explicitly writing rules and facts reflecting
the knowledge of the power sellers. One example for this
knowledge is the customer behaviour on eBay, which
periodically changes over the week. So the following rule
was entered into the system:

“If the product you are selling is of category Antiques the
end time of the auction should be on weekends.”

But the knowledge of power sellers is usually based on
empirical observations and experiences. Verification or
quantification of the predication hardly can be done by the
experts themselves.

In addition, electronic commerce channels are not as trend
steady as the normal retail trade. They are characterised by a
higher frequency of changing customer behaviour. This is



caused by a high number of buyers and sellers on the
electronic markets and by a greater transparency. Products
are more comparable than on classical markets. Besides, the
special experience of a power seller for computer articles
cannot be simply transferred to the sales of wines.

The sellers can be comfortably supported by decision-
support systems. But if these systems use outdated
knowledge, suggestions for an optimal placement of
products are not helpful at all. It is necessary to update the
knowledge base frequently, based on current trends (which
can be product specific).

Fortunately, knowledge stored in an expert system, can be
rather easily changed and enhanced in comparison to the
implicit knowledge of the salespersons. After the extraction
of the implicit knowledge of the human capital, the explicitly
formalized knowledge can be easily verified and adapted to
new situations as soon as the changes become remarked.

SOLUTION

The knowledge base of the expert system was extended by
adding additional empirical information, and quantifying the
impact of influences - such as weather, determined holidays
or events - on sales numbers (see figure 4).

placement
time

image of
the
product

Figures 4: Influences on the development of prices

This should be briefly explained for the influence of weather
to the price. It is quite obvious that there are a lot of products
whose attractiveness depends on weather conditions. As
example use ski suits, which are rather unattractive when
there are no winter sports conditions. So the prices for ski
suits are directly dependant on the weather. (Similar
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observations could be derived for sun glasses or fans.)
Normally these products are known as seasonal products, but
in reality they are often bought at the moment when it is
quite obvious that they soon will be used.

If this observation can be included into the rules for the
knowledge base, higher prices or higher sales numbers could
be achieved easily than without this knowledge.

To include this behaviour in the knowledge base, data from
the weather forecast were collected in the system and a
correlation analysis was made on the weather conditions and
the sales numbers.

A database was built using techniques and strategies of
Business Intelligence, to derive information on the different
influences on customer behaviour at public market places.
The data originate from the transaction and auction data
bases of eBay and external sources providing information on
the external influencing factors.

Figures 5: System architecture of the project “RESOV”

The task of the last phase consisted of a combination of the
results: Classification numbers were generated from the
stored information of the Data Warehouse by visualization of
the connections with reports and statistic procedures. These
classification numbers are dependant on products as well as
on markets.

IMPLEMENTATION

The concepts of the Data Warehouse, a central data
collection, were developed as a solution to the problem of
inconsistent and redundant data sets. At the beginning of the
90's, the term Business Intelligence was defined to
denominate software tools extracting enterprise-internal and
external data on one hand and transforming them into a
database model and finally producing decision-relevant
information on the other hand. (Gadatsch 2002)

Improvements in the process of extraction, transformation
and loading the data into the Data Warehouse (ETL process)
and, even more recently Enterprise Application Integration
tools, have accelerated data collection. OLAP technologies
are enabling a faster analysis of the data. Business



intelligence has emerged as the art of sieving through large
amounts of data, extracting information and turning that
information into applicable knowledge.

In the project, a data warehouse was built using a
PostGreSQL database. It served as a starting base for the
application of analysis tools. PostGreSQL was chosen
because of its offered functionality of stored procedures
(written in an own programming language called PL/pg-
SQL), and low license costs.

An approach with five steps for building the data warehouse
was chosen (cf. figure 6).
Step 1 L ocate Dot Sotirces -

Step 2 Build Fact Tables

Step A Bulld Dimension Tables

Step 5a Analysis Tier

Step 5h: Reporting

Figures 6: Procedure Model of Phase 11

The first step comprises the identification of the necessary
data sources and the analysis of the source data concerning
quality and quantity. One result of this analysis was the
special format of the external data from the weather service,
because the meteorological categories and technical
classification of the weather phenomena that are used have to
be adjusted to the project data base. The weather service
provides weather forecasts for a variety of local towns and
regions. These data cannot be included in their entirety, but a
transformation rule has to be applied to the weather data to
get some greater categories of weather which are suitable for
greater regions. Goal of this transformation is the derivation
of something like a general weather situation for a country.
The problems in this phase are similar to the problems of
classification and we had to use some ideas from fuzzy
theory to achieve useful results for the next steps.

This already leads to the second step, where the ETL process
is performed. This process is transferring the data from the
operational data bases and external sources into the Data
Warehouse (see figure 7). In the ETL process the fact tables
are filled. To provide an optimal format for a later analysis,
the data have to be converted by de-normalizing and by
compressing the data base in an appropriate way. The fact
tables are the central data base of the concept of a central
Data Warehouse. As an example for this step, all the
different bids on one auction on eBay are collected and
condensed to one entry in the fact table. With this step, the
details of the bids are lost. So it is very important to collect
different information in different facts of the database. So
one bid is not only used as a counter for the number of bids
on a special product, but it is used as well for a statistic of
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bidding times on a product category. This can be used for
customer analysis purposes.

Figures 7: Data sources and ETL-interfaces

PostGreSQL is a relational database system. So it is
necessary to provide beside the fact table so-called
dimensional tables. They have to be built to accelerate a later
production of reports and to perform on-line analysis. The
dimensional tables are providing the effective multi-
dimensional access to the data (cf. figure 8). So they are used
to provide slices along interesting dimensions for analyses.
For example, monthly reports on different products are very
common, so it is useful to provide the dimension of the
month in a dimensional table. This can be used to partition
the data.

time

customer transactions category transactions

mandant

transaction data

Figures 8: Multi-dimensional access in the Data-Warehouse

The reports produced by the summarized data of the Data
Warehouse provide an accurate visualization and analysis of
sales figures or attendance of auctions. The transactions and
auctions are summarised by category (cf. figure 9). They can
be enhanced with a representation of possible influence
factors on the success of the auction, like weather or special
events. If the reports are showing evidence of associations
between influencing factors and sales numbers, a hypothesis
could be formulated and further statistical methods like
regression analysis could be used to verify the hypothesis. If
such correlations between external factors and sales numbers
are found, new rules could be introduced into the expert
system reflecting those connections.



Figures 9: Average hits of the auctions of the category
“collecting & rare”

The experience-based rules for best placement times on
public market places depending on specific times or weather
conditions could be confirmed and even quantified with
statistic measures. These dependencies were verified for
example for the correlation between the period weekend and
sales numbers for wine.

wosr dwE wrow: wrowr B owx s B e wr W om

Figures 10: Bids-quotient of the category “wines”

The weekly distribution of a quotient of the number of bids
for the auctions and the actual number of auctions for the
eBay category wine is represented in figures 10. Even
without statistic analysis it is possible to diagnose a higher
rise of bids at the weekends (marked days). The significance
was statistically proven by evaluation with the t-test.

The characteristic numbers won by statistic procedure are
stored in a specific table in the Data Warehouse. A table is
computed in the Data Warehouse to serve as an equivalent to
the facts of the knowledge base. It consists of the time
(represented as fixed-length time slices) together with the
possible sales margins, and is re-computed frequently to
provide actual numbers. Additionally, tables are available
quantifying the influence of the weather on sales numbers by
characteristic numbers. In a following step the characteristic
numbers are transferred into the knowledge base of the
expert system.
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SUMMARY

Software solutions like AGETO DSS enable a simple and
fast access to decision knowledge for special applications
like online marketplaces by using technologies and
procedures of knowledge management and artificial
intelligence.

On the other hand Business and Market Intelligence facilitate
a current view of the condition of the enterprise and the
markets. The operational and strategic management are
supplied with decision supporting facts by techniques like
OLAP or reporting. But the evaluation of the supplied
numbers and diagrams can only be done with domain
competence and is rather time-consuming.

Nowadays, small and medium-sized enterprises also have a
need for decision support systems reacting fast and
automatically to constantly changing conditions of the
markets they are acting upon.

By the combination of the measures of knowledge
management and artificial intelligence, a system for forecasts
of “optimal” sales times on public virtual marketplaces like
eBay could be developed. This is performed with explicit
knowledge of power-sellers.

Via the procedures of Business Intelligence current sales
numbers and influence factors on the behaviour of customers
can be collected and provided in a database.

In the end of the project “RESOV”, the results of Knowledge
Management / Artificial Intelligence and Business
Intelligence / Data Warehousing were combined in a
feedback process (see figure 11). Characteristic numbers
were computed from the information stored in the Data
Warehouse, thus describing auctions of specific products on
different market places.
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Figures 11: Final architecture of project RESOV

These characteristic numbers were integrated into the
explicit knowledge of the expert system to enable more exact
and trend-dependent forecasts. The static rules of the expert
system have been changed to dynamic rules through the
integration of the characteristic numbers. Then the expert
system could include actual changes of the behaviour of the



customers on the market into its decision process. This
makes the expert system reactive to new trends on the
market and changing preferences of customers.
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ABSTRACT

Digital signature and its associated protocols are a new area of
interest and many standards have emerged. Indeed, these
technologies offer several advantages: identification,
authentication and non-repudiation capabilities during Internet
transactions. This article deals with the modelling and the
evaluation of document transfer and their security on the web.
The study discusses the protocol of electronic signature and its
associated processes. For this study, we use some tools and
formal methods that have already proved their efficiency in
the framework of modelling and analysis. We use, Petri Nets
(PN) and the theory of linear systems in (max, +) algebra. We
introduce these two formalisms with the aim to describe the
graphical and analytical behaviours of studied process. The
resolution of (max, +) model that describes the system enables
us to evaluate the process performances in terms of

occurrence dates of various events that compose it
(authentication, hash coding, signature, time stamping,
storage).

INTRODUCTION

The security of the information systems presents a paramount
task because of a strong growth of the technology. Actually,
the treatment technique of the information occupies a
dominating place in the data-processing applications. With the
growth of the electronic interchanges, the security becomes
increasingly crucial (Kae, 1999). To improve the quality of
service (QoS) of the electronic interchanges, it is necessary to
have the means of analysis and the appropriate methods. This
QoS must be validated with specification of models that
repose on formal properties like robustness, reliability, etc.

The information systems constitute a particular class of
dynamic discrete event systems (DDES) whose dynamic is
governed by various phenomena as synchronisation and
parallelism (Bac et al, 1992). These systems result essentially
from the human design, according to a certain point of view,
their activities are due to asynchronous occurrences of
discrete events. It is thus possible to model them via various
adapted and dedicated tools.
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The objective of this paper, which enters within the
framework of the modelling and evaluation of electronic
documents transfer and electronic signature, is to study
processes evolving in a space of discrete states. Our
contribution concerns, more precisely, the adaptation of the
concepts and the theoretical results which formalized
graphically by PN and mathematically by (max, +) algebra
(Baccelli et al, 1992), (Nait, 2003). This is in order to model
and analyse the electronic data interchange between various
confidence actors in the process of electronic delivery of
signature (Cott et al, 03). Our study is thus concretized by the
development of formal models able to bring solutions to the
problems of safety and improvement of service quality of
electronic signature. These models facilitate the structural and
behavioural analysis of signature process. Before proceeding
to the modelling and evaluation of this process, we give some
elements and definitions about the electronic signature and its
associated processes.

DIGITAL
BASICS

SIGNATURE AND MESSAGE SIGNING

Digital Signature

A digital signature makes it possible at the reception of a
message to ensure its origin. It represents the coding of the
digest of the message by the private key of the author. It is the
result of many researches on asymmetrical cryptography and
hash coding (NIST, 1995, 1999, 2000).

When a sender entity (a person, a server, etc.) needs to
securely send a message to a receiver entity, it encrypts the
message using the receiver’s public key (RSA, 1993). This
key is published so that any sender can make use of the
receiver’s public key to encrypt data. The encrypted message
is then unintelligible and can not be decrypted without the
corresponding private key. This key must be securely stored
by the receiver that does not publish it. Only the receiver
would be able to decrypt the encrypted message. Asymmetric
key cryptography achieves privacy and confidentiality. The
most widely used asymmetric key cryptography algorithms are
RSA (R.S.A, 1993), triple-DES (NIST, 1999).

One in the manners for guaranteeing the integrity is to provide
with the secrecy a concise digest of the sent message. At the
reception, a concise digest of the same type is extracted from
the message, and it is compared with the one received. The



generation method of this digest is called "hash coding
function”.

Digital signature generation is the simple application of

asymmetric key cryptography over streams hash codes. Unlike

data encryption, digital signature’s purpose does not consist of

data confidentiality but rather in providing (Kaeo, 1999):

= Data integrity: digital signatures enable to detect data
modification sources, i.e. unauthorized data modification;

= Authentication: as the signature key is (theoretically)
owned by the signer only, it is impossible for anyone else
to generate the sender’s signature on a given data stream.
The data are authenticated by comparing the signature
with the signer’s corresponding verification key;

= Non-repudiation: this service based on authentication is a
proof of transaction effectiveness. The signature entity can
not deny being the signature author because nobody could
create such a signature on a data stream.

Digital signature is generally computed on hash codes rather
than directly on the data. Although digital signature makes it
possible to authenticate the received data, it does not make it
possible to identify the data origin (the signer). Thus, any
irrefutable link exists between the signer and its signature key.
Such identification is provided by electronic certificates. The
following section gives some elements about the electronic
certificates.

Electronic Certificates

A qualified electronic certificate is the identification link
between the public key and the identity of his owner. It is a
normalized document, duly filled out, joins to the public key
of the certificate holder, and signed by the private key of the
certification authority (CA). That makes it possible to ensure
the membership of the public key used for the coding of the
message, and vice versa: the membership of the private key
used to affix the signature. The certification is ensured by a
Certification Authority who is accredited by governments or
their representatives. This authority delivers certifications by
affixing its signature with its private key. Certificates can be
then used for the identification. The structure of a certificate is
normalized by the X.509 standard of the ITU (International
Telecommunication Union). The contained informations in
the certificate are:

- The name of the certification authority with its signature;

- The name of the certificate owner;

- The validity date of the certificate;

- The encoding algorithm used (MDS5 or SHA-1);

- The public key of the owner.

Certificates are valid until they are revoked or until their
expiry (Figure 1.). In both case, a new certificate can be re-
emitted by the CA. A certificate revocation intervenes when
its owner is informed that its certificate is corrupted, or that an
unauthorized entity could use it. It is also possible for a
government or the CA to revoke a certificate in the case where
its owner made a fraudulent use of it.
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So the CA proposes a service of revocation which results in
the publication of a List to Revoked Certificates (LRC)
(Housley, 2002) consultable on-line or locally after download.

' ¢ A—

Figure 1. Certificate life cycle.
Confidence actors

PKI (Public Kay Infrastructure)

A PKI, also called IKM (Infrastructure of Keys Management)
is a whole of physical components (computers, smart cards),
human procedures (checks, validation) and software (system)
who participate to create and to manage the life cycle of the
numerical certificates. The creation of these certificates is
relatively simple; what makes the complexity of a PKI, is the
set of the mechanisms of internal audit for the various
operations of creation, renewal, revocation of the certificates.
These precautions are related to the fact that the numerical
certificates can have a legal value by allowing an electronic
signature which is equivalent to a handwritten signature.

A PKI provides four functionalities:
- Generation of bi-keys;
- Certification of public key;
- Certificates Revocation;
- Management of the function of certification.

A PKI is constituted of three authorities:

- The Local Recording Authority (LRA): entity indicated
by a CA to help other entities in certificates requests,
revocation (or suspension if the entity is entitled), or both, like
in the approval of the requests. The LRA is not the
representative of the certificate applicant. An LRA cannot
delegate its power of approval of the request for certificate.

- The Principal Recording Authority (PRA): entity entitled
to register other entities and to assign them a relative
distinctive value such as a distinctive name or a condensed
value of a certificate. The inscription procedure of each
domain warrants that each registered value is unambiguous
inside the domain.

- The  Certification  Authority (CA): confidence
organisation which emits suspends or revokes a certificate.
CAs are identified by a distinctive name on all certificates and
Certificate Revocation List (LCR) which they emit.

Signer



It is the principal entity in the signature process. It is the
person receiving the benefits to affix its signature on a
document. The signature process starts while affixing the
signature by the signer.

Time stamping actor

The certification of the date, even of the precise hour, of a
document under electronic form can be carried out by a
person receiving benefits of time-stamping. This person
presents the guarantees of independence and necessary
competences. Such services lie on reliable systems founded on
the asymmetrical cryptography. The time-stamping permits to
prove that a person signed a document or a message at a
defined date.

Storage actor

Electronic storage enables to preserve electronic writings in
order to use them as proof later, or with aim of constituting an
informational patrimony of the company. This function, taking
into account its complexity, is often entrusted to the storage
actor within the framework of a specific contract. The stored
Data, protected against major risks, are restored in the
technical state of origin where those were received.

Obligations of the Storage actor are:

e Conformity to Z 42-013 standard;
Confidentiality: users identified by contract and encoding;

e Not use of data or programs on a purely personal or
individual basis;

e Restitution of the stored files in the state where they have
been entrusted by the client;

e Transmission of the stored files of any other Storage actor
or the client at the end of the contract;

e Destruction of the documents at the end of the contract or
on request of the client.

The signature process

The signer needs a numerical certificate; he makes a
certificate request near a Recording Authority with a strong
authentication (request for rent receipts or phone invoice).
During the request, two keys are generated: a private key
stored on a smart card which will be sent by the CA to the
signer and a public key which is sent to the Authority of
Certification. The Recording Authority records the request
and checks the identity of the person. The PRA sends its green
light to the CA as well as necessary documents. The CA
generates the certificate and publishes it in its public
repertories (LDAP: Lightweight Directory Access Protocol)
then sends the smart card containing the certificate and the
private key to the PRA or LRA. Also it sends the password as
well as convocation to the signer to recover his smart card at
the PRA or LRA.

To sign a document, the signer must have a locked signature
key and stored on a personal and confidential support (CD-
card, smart card, token, key USB). The security is in general
ensured by a secret code, but other means can be used
according to the desired level of security (retinal
identification, digital, thermal).

100

The document to be signed is « hashed » in order to obtain a
single digest (NIST, 1995). These digest “will be signed” by
the private key of the user. One thus obtains a signature which
is referred to a single document. This signature is then
subjected to one or more time-stamping actors which affix
their signatures (dates) and preserve a trace of the transaction
as well as the digest of the document.

When the time-stamping actor is not online, the time-stamping
operation cannot take place. Nothing prevents the user from
affixing his signature, but this one will be valid only at the
time when the time-stamping actor will be available and will
have delivered a fixed time.

Delivered dates by different time-stamping actors can differ
from a few moments (network, answer times of time-stamping
machines, queues and breakdown). From where the need of
defining a generation and validation protocol of time-
stamping calling upon several time-stampings machines
(Cottin, 2003)

Once the time-stamping validated, the document can be stored
by the storage actor if this one is available. It can also be sent
directly to the recipient if the storage act is not needed.

PROCESS MODELLING
Graphical Modelling

Basic Petri Nets Definitions

In this section, we recall the basic Petri net tool that we will
use in our modelling. A complete introduction can be found in
(René and Alla, 1992). A PN is a graph composed of two
nodes: places and transitions. The oriented arcs connect
certain places to certain transitions, or conversely. With each
arc, we associate a weight (non negative integer). In a formal
way, a PN is a 5-uple PN = (P, T, A, W, Mo) where:

- P = {P1, ..., Pn} is a finite set of places;

- T={Ti, ..., Tm} is a finite set of transitions (represented
with line segments);

- A c (P xT) (T x P) is a finite set of arcs;

- W=A —{1, 2 ...} is the weight function associated with
arcs;

- Mo=P —{0, 1,2 ...} is the initial making of graph.

An important class of PN that we will use in this paper is
Timed Event Graph (TEG). In this class, each place has only
one input and one output transition. The aim of using this tool
is to be able to describe, in a simple way, the behaviour of the
process by mathematical and linear equations in (max, +)
algebra (Baccelli, 1992) and (Nait, 2003).

Petri net Model

In order to comprehend the process working, we represent it
by a graphical model with using a PN. In this model, the
transitions model the events (authenticity, hash coding,
signature, etc.) and their firings model the occurrence of these
events. The places (resp. associated times) model the transit
(reps. necessary times for transit) from one operation to
another. The figure 2 presents the associated model to the
considered process.
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Figure 2. Petri net model of the global signature process.

Notice 1: The place named “Certificate” is associated with
two upstream transitions and one downstream transition. This
behaviour prevents the obtained PN model to being a GET.
But knowing that only one certificate is sufficient to sign all
documents, then the transitions that model the PKI are fired
only once during the process. This lets us to consider that the
transition “Certificate” is associated only with one upstream
and one downstream transition; what gives the TEG behaviour
to the obtained model.

The presence of a token in the upstream place “P” of the
transition “Signatory” models the fact that the signer is
available to sign a next document.

Mathematical Modelling

In the second time, we describe the considered signature
process by a state representation in (max, +) algebra. First of
all, we give some elements of this algebra (Baccelli, 1992 and
Gaubert, 1992).

Some elements of (Max, +) Algebra
We denote by Ry, the dioid (RU{-}, ®, ®) where the
operators ‘@’ and “‘®’’ are respectively "max" and "the
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usual addition" (¥ a, b in Ry,, a ® b=Max(a,b)anda® b =
a + b). The neutral elements for the operators @ and ® are
respectively g = -cand e =0 (V aec R, a @ g=a,a®e = a).
Like other algebraic structures, the (max, +) algebra have a
properties and characteristics, such that the associatively of
addition, and the multiplication, the commutatively of
addition, the distributivity of multiplication, existence of zero
element (denoted ¢), etc. Let us consider a and b two elements
in a dioid D, the quantity a'®b is the smallest solution of the
equation x = a ® x @ b, where the expression of a’ (called
Kleene star) is given by: a'=e®a®a2®.... In addition, each
solution x satisfies x =a ®x. The greatest solution of f(x) = a
® x @ b is: x =b / a. The operator ‘*/’’ (resp. ‘‘\’’) represents
the subtraction in the right (resp. the left) in the (max, +)
algebra. Finally, from a scalar dioid D, let us consider
AeD™" and BeD™®, the sum and product of matrices are
defined conventionally from the sum and product of scalars in
D. In what follows, and without no risk of ambiguity, we omit
“®” and let us write a ® b like ab or a.b.

(Max, Plus) linear model
In order to interpret the obtained graphical model with the
mathematical equations in (max, +) algebra, we associate a
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Figure 3. Graphical Model of the global signature process: introduction of variables and temporisations.

variable to each model transition (Figure 3). Thus, we
associate with input transitions the input variables (denoted uy,
Uy, u3 and uy), with internal transitions the state variables (x1,
X, ..., X13), and finally we associate output variables (denoted
y; and y,) with the output transitions. Also, we affect a
temporisation, which represents the necessary average time
between the end of an operation and the beginning of another,
to each model place. By introducing these new variables and
temporisations, we obtain the graphical model of the figure 3.

We denote by x(k), called dater, the time of the K" firing of
the transition x. By using the associated dater to each model
variable, we can express all equations that describe the
analytical behaviour of the considered process.

Notice 2: In the level of (max, +) equations, the content of the

notice 1 is expressed by the “freeze” of the firing of all

transitions which model the PKI starting from k = 2. Formally,
.V k=2, ui(k)=x;(k)=x4(k)=xe(k)=x3(k)= &.

The system (1) represents the (max, +) model that represents
this signature process.
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V k>1

[Xl(k) =T ® uy(k)
X2(k) = Ty ® uy(k) © Ty ® xg(k)
x3(k) = T3 ® uz(k)
x4(k) = Ty ® x,(k)
x5(k) = T5 ® x,(k) @ T ® x3(k)
x6(k) = T7 ® x4(k)

x7(k) = Tg ® x5(k)

< xg(k) = T1o ® x4(k)
Xo(k) = Ty ® x5(k) ® Tap ® x;3(k)
x10(k) = T12 ® x4(k)
x11(k) = T3 ® x5(k)
x12(k) = T15 ® x10(k) @ Ti6 ® x11(k)
x13(k) = T3 ® uy(k) @ Ty7 & x2(k)
y1(k) = T1o ® xy3(k)

\y2(k) = iy ® xo(K)

ey

In order to write this system in the matrix form, we define the
following vectors:

Uk) =
X(K) =
Y(k) =

[ (K), uy(K), us(k), wy(k)]" : input vector;
[x1(K), X2(K), ..., X12(k) ,X;3(k)]" : state vector;
[y1(K), y2(k)]": output vector.

With using these vectors, we obtain the following matrix
form:



VK21,
{X(k) = A X(k) ® B U(k) @)
Y(k) =C Xk 3)
With Ae RIP . Be RIZY and ce R2S are the

characteristic matrices of the model and whose elements
represent the date of system.

Resolution of the state model

The equation (2) is an implicit equation. In order to solve it,
and find all dates where various operations of process occur,
we replace in the second member of (2), and in iterative way,
X(k) by its expression, thus we obtain:

Vk=1,
X(k) = A (A X(k) @ BUK) @B UK) = A2X(Kk) ® AB
U(k) @ B U(K)

=A"XK) @A BUK ®ABUK @®..®AB
Uk) ® B U(k)
=A"XK O A" ®AD ... ® A®E)B UK)

Where n is the order of the matrix A (in our case n = 13). E is
the identity matrix in dioid algebra (it composed of the
element “e” on diagonal and “€” elsewhere).
In the expression of X(k), it figures the quasi-inverse of the
matrix A (denoted A* = A™' @A™ @... ®A @ E, and called
Kleene star). As A" = ¢, (because the graphical model in figure
3 does not contain no strongly connected component), then
the smallest solution of the equation (2) is given by:
Vk2>1,

X(k)= A" B U(K) 4)
From (4), the expression of the output system that expressed
by (3) is given by:
Vk=1,

Y(k)=C A" B U(K) (5)
With the given solutions by the expressions (4) and (5), it is
possible to evaluate all occurrence dates of various process
operations: authenticity, signature, time stamping and storage
of documents. Moreover, it is possible to reuse the graphical
model in order to recover the equations (min, +) which enable
to evaluate the number of documents signed, time-stamped
and stored at a given moment “t”. This will be the subject of a
next contribution.

CONCLUSION

After describing the electronic signature as well as the various
operations of its process, we have treated a problematic
related to the modelling and the evaluation of process
behaviour. For this problematic, two complementary tools are
used to represent this process. We have used then Petri nets
and (max, plus) algebra, and showed the possibility and the
efficacy of these tools to model the considered process. In this
study, we are interested in the case where the synchronisation
between the process actors is considered (synchronisation
between: document and signer, document and time-stamping
actor or storage actor, etc.). It has been shown that the use of
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the (max, plus) algebra enables to describe and analyse the
behaviour of the graphical tool then the considered process.
By analysing the obtained (max, plus) model, we could
evaluate various dates where different operations of process
occur.

This study has shown the feasibility of use of Petri nets and
(max, plus) algebra to model and analyse the information
systems and particularly the electronic signature. This
demonstration of feasibility must enable us to develop a more
complete model and introduce a control policy for the good
management and the control of the electronic interchanges.

Among the objectives of this study, we aim to apply the
proposed models for developping a decision-making aid
software applying to the public markets like invitation to
tender. This software will enable to the users a better temporal
management of steps to follow in order to answer these
processes. It will also be used to enable the users to take better
decisions at the solicited moments.
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Abstract

The scalability of the existing Collaborative Virtual
Environment (CVE) systems is limited due to the constraints
in computer processing power and network bandwidth. To
address the scalability issues, we have developed a mobile
agent-based large-scale CVE (LCVE) system to support a
large number of concurrent participants in a CVE with a
large amount of evolving virtual entities. In our approach, the
system tasks /services are modeled as mobile agents, which
are not bound to any fixed nodes as the traditional CVE
architectures do. The mobile agents can migrate between
different system nodes. Thus, nodes can be treated as a kind
of system computing resource, which is independent of the
services they provide. The mutual independence of services
and nodes provides large freedoms for the LCVE system to
utilize the computing resource efficiently. Furthermore, any
overloaded service mobile agent can autonomous reproduce
itself and transfer the cloned one to the less-loaded nodes to
share its workload, i.e. the communication architecture of the
service will be extended autonomously at run-time to ensure
the system scalability. This paper is an extension and
refinement of our previous work to include our latest work in
system prototype and experimental results of the proposed
approach. Our experiment of the proposed architecture in
supporting real-time interaction among 1000 concurrent users
in LCVE demonstrated the effectiveness of our method.

Keywords collaborative virtual environment, scalability,
mobile agent, CVE architecture

1. Introduction

Collaborative Virtual Environment (CVE) systems support
multiple geographical dispersed human-to-human & human-
to-machine communication and real-time interaction in a
shared virtual environment. CVE provides users a three-
dimensional shared virtual world over the networks, where
participants can interact with each other naturally. One of the
main issues in CVE its scalability in supporting large number
of participants geographically distributed over the Internet to
interact in a common virtual world with large number of
virtual entities including static, dynamic and evolving
objects. Extensive research work in LCVE has been done by
both academia and industry. There exist numerous systems
supporting LCVE, such as AVIARY [1], BrickNet [2], DIVE
[3], MASSIVE [4], NPSNET [5], PARADISE [6], RING [7],
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SPLINE [8], VLNET [9] and VELVET [10]. These systems
they adopt specific mechanisms or technologies for some
aspects of a particular application to achieve the scalability.
For example, MASSIVE adopts Awareness Management to
reduce the unnecessary communication traffic; NPSNET
adopts IP-Multicast technology to improve the transmission
efficacy; SPLINE adopts Locale notion to confine the
information exchange in a small group, etc. However, the
scalability of the existing system architecture is still an issue
in an unpredictable network traffic environment over the
Internet or an ever-evolving VE system. In this paper, we
address this scalability issue from the aspect of system
architecture by proposing a mobile agent-based LCVE.

Mobile agent is an autonomous entity that can migrate from
one machine to another in a heterogeneous network.
Compared to traditional distributed computing schemes,
mobile agents promise (at least in many cases) to cope more
efficiently and elegantly with a dynamic, heterogeneous, and
open environment which is characteristic for today’s Internet
[11][12]. Thus, we apply mobile agent paradigm to LCVE to
support a large number of concurrent participants in a VE
with a large amount of evolving virtual entities.

This paper is organized as follows. Section 2 will review the
related work; Section 3 will discuss the design of the
proposed system; Section 4 will present system prototype
and experimental results; Section 5 will draw conclusions
and outline the future work.

2. Literature Review

A number of existing CVE systems have attempted to
address the issue of scalability. In this section, we review
some well-known LCVE systems.

NPSNET

NPSNET [13] (Naval Postgraduate School Networked
Vehicle Simulator) is a 3D networked virtual environment
system developed at the Computer Science Department of
the U.S. Naval Postgraduate School in 1993. It is designed to
support large-scale military training and simulation exercises.
NPSNET-IV is the most successful system to support LCVE.
It complied with the Distributed Interactive Simulation (DIS)
protocol to interoperate with other simulation system, and
incorporates the dead-reckoning algorithms and IP Multicast
protocol to reduce network traffic to achieve scalability.

NPSNET-1V is the first CVE system to adopt the multicast.
And it is also the first successful LCVE system. In NPSNET-



IV, it logically partition virtual environments by associating
spatial, temporal, and functionally related entity classes with
network multicast groups. An entity can belong to several
groups. For example different media communication can
belong to different multicast group, say, position message
and audio message. Multicast can save the bandwidth,
filtering different kinds of traffic in the network interface
hardware and does not consume processor cycles. What’s
more, it makes communication architecture easy to realize.

However, NPSNET is running at dedicated hosts and
networks; the requirement of NPSNET system is extremely
demanding in terms of network and computational resource
[14].

MASSIVE

e MASSIVE [15] aims to be a large-scale multi-user
virtual environment with rich facilities to support user
interaction and cooperation. Though, it does not fully address
the scalability issue, MASSIVE propose a spatial model of
interaction that is useful for the later research. In MASSIVE,
the clients communicate through peer-to-peer connections
and the spatial trader serves as an aura manager to check for
aura collisions. If aura manager detect a collision it will
notifies any objects concerned to set up a peer-to-peer
connection and find out about each other. When the peer-to-
peer connection is enabled, the communication is managed
according to mutual levels of awareness which are negotiated
through the use of focus and nimbus. The calculation of
mutual awareness levels is the responsibility of the peer
objects. This model can decrease the unnecessary
communication traffic.

However, the communication between spatial trader and each
peer is still a client/server mode. The spatial trader will
become a bottleneck of the whole system as the number of
participants increases to a certain level.

SPLINE

SPLINE [16] (Scalable Platform for Large Interactive
Networked Environments), developed at the Mitsubishi
Electric Research Laboratory in 1996, is a software platform
suitable  for  implementing  multi-user  interactive
environments. SPLINE aims to make the multi-user Virtual
Environment large in spatial extent, large in number of
objects, and large in numbers of users interacting with the
environment.

One of the most interesting features of SPLINE is the
definition of locales. The concept of locale is based on the
idea that even in a very large virtual world, most of what a
single user can observe at a given moment is nevertheless
local in nature. Locales divide a virtual world into chunks
that can be processed separately. This division is purely an
implementation issue—it is not apparent to the user. A user
sees several locales at once—generally the locale containing
the user’s point of view and those neighboring it.

Each locale is associated with a separate set of multicast
addresses, which guarantees the efficiency of the
communication. Each locale has its own coordinate system,
which guarantees precise position and velocity information
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about objects that are arrayed across a large volume of space.
Each locale can has arbitrary shape, size, and orientation
which allows designers to create parts of a virtual
environment separately and combine them together later[17].
The locales notion can make VE spatially scalable to an
arbitary extend. However, similar to NPSNET, supporting
heterogenous LCVE is still an issue.

DWTP

e DWTP (the Distributed Worlds Transfer and
communication Protocol) [18] is an application layer
protocol proposed by Broll from GMD. It provides a flexible
and scalable network architecture for LCVE, which is not
based on Client/Server approach. It uses a set of different
daemons to provide particular services to the participants.
Each daemon is responsible for a duty.

These daemons can either be combined in a single program
to provide all the services required to realize a single shared
virtual environment or they maybe split among several hosts.
The basic communication architecture of DWTP is based on
[P multicasting groups [19]. The heterogeneous architecture
of the approach also allows non-multicast capable
participants to join shared virtual worlds [20].

This architecture is flexible that the individual daemons can
be distributed on several hosts to reduce the load at each host.
Additionally most daemons (except the reliability daemon)
can be replicated to split the load of a particular daemon
between several hosts. However run-time autonomous
adapting system architecture to support evolving virtual
entities and participants is not possible in this approach.

3. Design of Mobile-Agent based LCVE

We attempt to enhance the existing system architectures by
proposing a mobile agent based LCVE system [21, 22]. In
our proposed approach, each mobile agent in a LCVE system
will be responsible for an independent task for the LCVE,
such as the management of the VE contents, maintenance of
consistency and persistency of a LCVE. Mobile agents will
execute in system-registered nodes, and when necessary,
agents will move from time to time to other system-
registered nodes. The features of mobile agents (e.g. cloning,
autonomous decision making and computing, and dynamic
movement in a network) will be exploited in order to achieve
scalability and extensibility of LCVE. The following sections
will present the system architecture and design of the mobile
agent based LCVE.

3.1 Classification of LCVE Nodes

In a LCVE, there are a large number of computer hosts
(nodes) connected to the virtual environment. In this system,
the participating nodes are divided into two types: User
Nodes and Service Provider Nodes. The classification is
made based on the functional roles played by each of the
nodes. User Nodes are the participating nodes that logged on
to the system. Service Provider Nodes are hosts owned by the
LCVE owner. User Nodes and Service Provider Nodes are
both further divided into sub-types. User Nodes are divided
into Normal User Nodes and Trusted User Nodes:



Normal User Nodes are nodes that perform only basic
actions such as navigating inside the virtual environment and
interacting with virtual entities and other CVE participants.

Trusted User Nodes are nodes that have a higher computing
ability that can be used to assume some of the task in the
LCVE management. Thus, besides performing basic actions
as Normal User Nodes, these nodes also take part in system
management. Because of this, it is very important for these
nodes must meet the requirement set by the LCVE owner,
and notify the system when they are logging off from the
system such that the computing task assigned to them can be
re-assigned accordingly.

Service Provider Nodes are also divided into two types of
nodes:

Controlling Nodes are nodes owned by the system owner
that performs some tasks for LCVE system management and
maintenance.

DB Nodes are nodes owned by the system owner that
provides database support for the system.

Trusted User Nodes and Controlling Nodes both are used to
share the workloads in performing computing tasks for
system management. Therefore, both of them are further
classified together as System Controlling Nodes (SC
Nodes).

3.2 System Architecture

The proposed mobile agent-based LCVE is a fully distributed
system. It comprises of mobile agents, each mobile agent is a
software component that performs one of the management,
maintenance, and control task by collaborating with other
agent(s). The agents will be deployed to different
participating nodes and able to move and reproduce
themselves when necessary. The system architecture is
visualized by Figure 1.

VE Run-time
State
Management

VE Resource Management

Agent Resource Management

Computing Resource
Management

VE Entry

Database Resource Management Management

Figure 1 Mobile Agent-Based LCVE Architecture

It can be seen from Figure 1 that the system architecture
consists of three parts: VE Resource Management, VE Run-
Time State Management, and VE Entry Management. Mobile
agents are allocated to each of the three to perform the
corresponding management tasks as described in the
following paragraphs.

VE Resource Management is the resource provider that
handles all tasks related to system resource management, and
it is further divided into:
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Agent Resource Management (ARM): responsible for

managing all mobile agents. In particular, it is responsible in
the registration of the mobile agents, allocating them to
members of the nodes for them to perform their tasks, and
upgrading the agents with new functionalities. ARM is also
responsible for allocating SC Nodes to different groups for
different functionalities, monitoring them, and balancing
workload among them.

Computing Resource Management (CRM): responsible for

managing the computing resources (processing power,
bandwidth) which are shared among the SC Nodes.

Database Resource Management (DRM): responsible for

managing the database resources in the system. The database
is distributed among the DB Nodes in order to support the
large size virtual environment. DRM is responsible for
registering active DB nodes, monitoring the storage and
fetching capacity of the active DB Nodes, and performing
load balancing among the DB Nodes. This will ensure that
the database management is done efficient and effectively.

VE Run-Time State Management is the content provider
that maintains and manages the run-time state of the virtual
environment. It is responsible for sending relevant part of the
virtual environment to participating nodes and maintaining
the virtual world states’ persistency and consistency. The
run-time management is achieved by the collaboration of
Region Agents, Cell Agents, Persistency Agents, and
Consistency Agents .

VE Entry Management is the entry service provider that
handles the joining of new participants into the system. It is
responsible for user authentication and directing the user
node to the VE Run-Time State Management. This is done
by way of Gateway Agents to which users will be registered
when first joining the system.

In this system, each of the management aspects mentioned
above is achieved by one or more type(s) of mobile agents,
several of them have been mentioned briefly. So mobile
agents working in this system are divided into several types
and each agent performs their tasks accordingly. The
classification of agents is shown in Table 1.

Management Aspects

Agent Resource ARM Agent
Management
VE Computing Resource | CRM Agent,
Resource Management Group Manager Agents,
Management Node Agents
Database Resource DRM Agent,
Management DB Agents
Region Agents,
VE Run-time state Management Cell Agents,
Persistency Agents,
Consistency Agents
VE Entry Management Gateway Agents

Table 1 Classification of Mobile Agents based on Logical
Aspect



3.2.1 VE Resource Management
Agent Resource Management (ARM)

ARM is achieved by ARM Agent. When LCVE first
constructed, all agents need to register to ARM Agent.
Likewise, when there is new agent joining the system at run
time, it will need to register to the ARM Agent. After ARM
Agent has received the information regarding the existing
agents, it is responsible to distribute the mobile agents to
different nodes based on the current states of the system. This
is to achieve a distribution of tasks, load balancing, and to
enable system extensibility.

Task distribution is especially important during system’s
initialization and evolvement. During LCVE system
initialization, ARM Agent will distribute the task of
managing the run-time state by allocating the agents of the
VE Run-Time State Management to the nodes to do the
necessary system setup. When the CVE content evolves,
ARM will distribute mobile agents to manage the newly
extended environment. Another case is when new SC Nodes
are joined to the system, CRM can ask ARM to allocate
Group Manager Agent to manage the new group of SC
Nodes.

ARM also has the responsibility to upgrade the mobile agents.

Examples of upgrading scenarios are when there is new
management mechanism introduced to the system or when
there is a newer version of mobile agent. In those cases,
ARM Agent will be the one responsible to replace/upgrade
the agents currently running in the system.

Computing Resource Management (CRM)

In this system, workload is distributed between Service
Provider Nodes and Trusted User Nodes. Therefore, Trusted
User Nodes have to be part of User Nodes that have the
computing resource above certain requirement and are
willing to contribute its resource for the management task of
the system. Besides avoiding bottleneck, this mechanism also
enhances the system’s reliability. The responsibility of CRM
is to manage the computing resources such that a sufficient
amount of resources can be allocated to each computing task.

Each node belongs to the SC Nodes has Node Agent running
in it. This Node Agent is responsible for the local computing
resource management of its host. To make the system nodes
more manageable, the SC Nodes are divided into groups, and
each group is controlled by a Group Manager Agent which
runs in a node called Group Manager Node. Group Manager
Agent is responsible for monitoring and ensuring balancing
of workload between nodes in its group. When there is one
node whose workload has exceed its capability, Group
Manager Agent has to first try to find within the group a
suitable node with which the workload can be shared. If the
ideal node is not found locally, Group Manager Agent will
communicate with the CRM Agent to negotiate with other
Group Manager Agent to search for the ideal node in other
groups.

In this system, hosts belong to the same subnet are most
likely to be put into the same group. This is under the
assumption that those belong to one subnet tend to have a
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higher communication speed. Thus, they can communicate
faster to facilitate task transferring.

CRM Agent manages the node groups. When a SC Node first
joins the system, it will register to CRM Agent, and CRM
Agent will allocate it to one of the node groups. Node groups
can be created dynamically, for example when existing node
groups have reached their limit. If that need arises, CRM
Agent will request ARM Agent to send a new Group
Manager Agent to manage the newly formed node group.

Group Manager Agent (as
responsible  for managing
management within its group.

explained previously) is
the computing resource

Node Agent monitors its host’s computing load and network
traffic. When the load exceeds certain limit, the Node Agent
can negotiate with other Node Agents to share and balance
the load. This can be done by cloning or transferring mobile
agents to other nodes.

Database Resource Management (DRM)

The database of LCVE consists of a large number of VE
content and configuration data. The database is distributed
among the DB Nodes, and new DB Nodes can be added to
the system at run time to support extensibility. DRM has the
responsibility to register the DB Nodes, monitor DB Nodes’
computing and fetch capacity, and manage the data storage.
To achieve this, there are two types of agents involved in
DRM: DRM Agent and DB Agent. DRM Agent is
responsible to manage all the DB Nodes in the system. All
DB Nodes need to register to DB Agent, and their storage
and fetch capacity will be continuously monitored by DRM
Agent. DRM Agent maintains a table containing the DB
Nodes addresses for each cell (the smallest spatial unit of
VE). DRM Agent also responsible in allocating DB Nodes
for extending VE content and for load sharing when there is a
DB Node which has reached its limit. When a DB Node is
allocated to share storage load with another DB Node, there
might be times when data retrieval must be done from both
of the DB Nodes.

DB Agent resides in each of DB Nodes and is responsible to
continuously monitor its own node’s computing and storage
capacity to be reported to DRM Agent. DB Agent is also
responsible for the reading and writing of data to the
database portion stored in its node.

3.2.2 VE Run-Time State Management

The virtual environment is spatially divided spatially to a
number of manageable regions. Each VE region can be
further sub-divided into more child regions and cells if
required. The child regions can also have their own child
regions and cells. So the division of regions can be recursive
and forms nested regions. As mentioned before, cell is the
smallest spatial unit of virtual environment. It is the basic
unit for virtual entity downloading, communication,
persistency and consistency. Communication within a cell is
achieved using multicast. Figure 2 shows the example of a
VE region’s composition where a region, namely Region A,
which consists of 1 child region and 4 cells. As explained
before, a child region can be further sub-divided into child



regions and cells. That is what happened to Child Region 1.
As shown in the figure, Child Region 1 is sub-divided into 1
child region and 1 cell. This architecture is just like the file
management system in a computer Operating System, a cell
is like a file while a region is like a folder. Region is used to
manage cells just as a folder is used to manage files. By
having this kind of spatial division of

Clell of Child
Hepion

cell cell cell cell

Child
Region
1 cell

cell cell cell

T/'(jfhild Region of

Region A Child Region 1

Figure 2 Example of Region Composition

virtual environment, the system will be easier to manage,
ensuring that there will not be any region or cell that is so
crowded beyond certain limit.

The VE Run-Time State Management is achieved by the
collaboration of Region Agents, Cell Agents, Persistency
Agents, and Consistency Agents. The relationships among
those agents are shown in Figure 3.

Region Agent

manages

(Child) Region Agent

Cell Agent

Cell Agent |

Persistency Agent

Cell Agent Consistency Agent

Figure 3 Structure of Agents for VE Run-Time State
Management

Figure 3 shows Region Agent is in the top of the hierarchy.
Region Agent can manage several other Region Agents and
Cell Agents, depending on how the region is divided (refer to
Figure 2). There are also Consistency Agent and Persistency
Agent running in each cell and managed by the
corresponding Cell Agent. Below are the functionalities of
each agent:

Region Agent does not directly manages the VE content.
Instead, it is responsible for managing the hierarchy of VE
content. It monitors the relationship between the child
regions and cells and it also stores the information regarding
the network address of the (Child) Region Agents and Cell
Agents respectively.

Cell Agent tasks are to download the VE content of its cell
from the database, maintain the cell VE content, maintain the
information of users who are active in the cell, and deliver
the current cell VE content to new users.

Persistency Agent is responsible for cell persistency. It
maintains the cell VE content by sending the cell history and
the latest status of cell content to the database periodically.
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Consistency Agent is responsible in maintaining cell
consistency. It ensures that any interaction occurs in the cell
are sent to those users who need to be aware of the changes
( e.g. users active in the cell). Consistency Agent also ensures
that there is no ownership conflicts of virtual entities among
the cell members.

It is important to note that the regions and cells can be
divided or merged dynamically. For example, Region Agent
can merge several cells and child regions if all of them have
very few active users. After the merging, Region Agent can
re-divide the newly merged region into child regions and
cells in a different manner according to the need.

During navigation time, users in a cell may only see a portion
of the whole virtual environment at one point of time
depending their viewpoint. This portion may include the
current cell and its neighboring cells. So each time a User
Node joins a cell, it needs to download the VE content of its
own cell and also the neighboring cells. When the user
moves to another cell, the Cell Agent of the new cell in
which the user currently residing will contact its parent
Region Agent to get the neighboring cells so that the User
Node can download the new VE content correspondingly. To
ensure smooth navigation, contents of the neighboring cells
can be pre-fetched based on user’s location and moving
vector.
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VE Entry Management is responsible in authenticating users
and directing users into the VE. This management is done by
the use of Gateway Agent. When users first connected to the
system, they will need to provide their profile/authentication
information to the nearest Gateway Agent along with the
destination VE that they would like to go to. Gateway Agent
then perform authentication based on the user information. If
authentication succeeds, the user will be directed to the
destination. Thus, Gateway Agent is also responsible in
maintaining the record of region names and addresses. If a
user is identified as a Trusted User Node, Gateway Agent
will direct it to CRM Agent for registration and allocation to
a Node Group.

When a User Node leaves the CVE, the Gateway Agent is
responsible to store the user’s login history in the system
database. If the User Node is a Trusted User Node, before
leaving, the current tasks assigned to the node needs to be
transferred to other SC Nodes. The CRM Agent will also be
informed of its leaving the CVE.

VE Entry Management

4. System Prototype and Experimental Results

As the existing mobile agent platforms is designed for
general purpose which is not suitable for real-time multi-
agent communication required in LCVE, we have
implemented our own mobile agent platform with our own
mobile agent communication protocol designed for LCVE
application. Figure 4 illustrate a sample screen capture of
mobile agent environment. Figures 8 and 9 show sample
screen captures of a LCVE user interface developed based on
our platform. It can be seen from the interface, the display of
the virtual world itself is complemented with interface to
facilitate users’ collaborative interaction of adding, removing,



or modifying the objects within the virtual world to evaluate
the effectiveness of the proposed approach. There are also
small display areas for monitoring the state of the entities and
avatars in the currently displayed cell. Other features like
chatting and file transfer between users in the cell have also
been implemented in the system. In our experiment, 1000
concurrent users (including real users, and simulated users
which generate random user movement and interaction
messages based on the scene contents) can interact with each
other in real-time in a large-scene with various interactive
virtual entities with which the users can manipulate and add
or remove as shown in Figures 5 and 6. The scene
consistency is maintained by the Consistent Agents to
provide the sense of CVE while its persistency managed by
Persistent Agents to allow the virtual world to evolve without
interruption.
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Figure 5. Sample Screen Capture of Mobile Agent based
LCVE User Interface with 1000 concurrent users in a large

scene with various interactive virtual entities.
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Figure 6. Sample Screen Capture of Mobile Agent based
LCVE User Interface with 1000 concurrent users in a large
scene with various interactive virtual entities.

To study the agent migration impacts on CVE users, we do
experiments to study the effect of number of concurrent users
and the number of entities in a cell on the migration time
spans of a Consistency Agent. The reason we choose to study
Consistency Agent migration is that its migration is most
complex among all types of agents and it has most impacts to
users.

The migration of a Consistency Agent includes 3 steps: (1)
transferring the agent code to the destination; (2)
synchronizing the agent state; (3) shifting the agent control.
Transfer & Synchronization Time measures the time required
to transfer the agent code and synchronize the agent state.
The Transfer & Synchronization process will not directly
affect users’ collaborative interaction in the CVE as it can be
done in a separate thread while the CVE system tasks are
performed by the current mobile agents. Handover Time
measures the time required to shift agent control which will
affect users’ collaborative interaction in the CVE. Thus it is
particularly important to evaluate the delay caused by the
Handover Time.

As shown in Figure 7, we observe from our experiment that
the Transfer & Synchronization Time increases with the
increase of the number of current users, whereas the
Handover Time is relatively stable which is 425.0 ms when
the concurrent user number reaches 1000 in a cell. In Figure
8, we observe that the Transfer & Synchronization Time
increases with the increase of the number of entities, whereas
the Handover Time is relatively stable which is 344.4 ms
when the number of entities in the cell reaches 3000. A
temporary short delay of less than half a second in updating
scene state caused by the Handover Time will have little
impact on the performance of a CVE with a large number of
concurrent users and virtual entities. We found from the
experiment that the users would not feel the migration of the
Consistency Agent as the user interaction with the LCVE
will not be affected during the agent transfer and
synchronization period while the agent control handover time
is short enough to avoid apparent interruption.



6000
5000 - —a—Transfer & Synchronization| _ _ _
Time

’g 4000 - —a—HandoverTime | =~
<
g 004 A/ =
3
€200+ #+—" -
=

1000 + -~ - - -

e A1
0 A T Y "
0 200 400 600 800 1000
Concumrent User Number in a cell

Figure 7: Consistency Agent Migration Time on Concurrent
User Number

3500
—a— Transfer & Synchronization
3000 + Time |77 T 7T
—a—Handover Time
'g2500 -
~200+4 - - =
c
21500 4~~~ —— === == - AT -
Q
£1000 f e
|_
5004
—a— e, —
0 1 v " T T
0 500 1000 1500 2000 2500 3000
Entity Number in a cell

Figure 8: Consistency Agent Migration Time on Entity
Number

80
70 -
260 |
£50 -
Q

© 40 -
&

230—
& 20 1
10

—a— 4 Cell Agent
—e— Single Cell Agent

50 100 150 200 250 300
User Request Rate (Requests/Minute)

Figure 9: CPU Utilization at Controlling Node

—a&— 4 Cell Agent
—e— Single Cell Agent

Traffic Rate

O N DO
)

50 100 150 200 250 300
User Request Rate (Requests/Minute)

Figure 10: Outgoing Traffic at Controlling Node

111

5000
m
%4000 7| —a—4 CellAgent
—&— Single Cell Agent

£ 3000 - 9 g
2
35 2000 -
©
o
£ 1000
)
a

0 - : . . ‘

50 100 150 200 250 300
User Request Rate (Requests/Minute)

Figure 11: Scene Data Download Time

Our experiments show that Consistency Agent migration
does not affect the real-time interaction of the CVE users,
and so do other types of agents. Therefore, our proposed
MACVE will improve the scalability of LCVE without
compromising its performance.

To study effect of Cell Agent clone on the scalability of
LCVE system, we do experiment to compare the scene
delivery performance of a cell having only one Cell Agent
with that of a cell having one Master Cell Agent and 3
Cloned Cell Agents. In the experiment, Master Cell Agent
runs at a Controlling Node and the 3 Cloned Cell Agents run
at 3 different Trusted User Nodes. Under the same density of
a CVE scenario, more concurrent users result in more user
requests to the Cell Agent to cache the scene data. Therefore,
we measure the CPU utilization at the Controlling Node,
outgoing traffic rate at the Controlling Node, and the basic
scene data (the 3D geometric description of the cell)
download time over ever increasing user request rates.

As shown in Figure 9 and 10, when there is only one Cell
Agent, the CPU utilization and outgoing traffic rate at the
Controlling Node increase steadily as the user request rate
increases. Whereas, when the Master Cell Agent spawns 3
Cloned Cell Agent at Trusted User Nodes, the CPU
utilization and outgoing traffic rate at the Controlling Node
increase at significantly slower pace. This indicates that
pervasive shared caching can alleviate the workloads of
delivering scene data at the Controlling Node.

As shown in Figure 11, when there is only one Cell Agent,
the time for downloading the 3D geometric description of the
cell increase rapidly as the user request rate increases. At the
number of 300 for the user request rate, the downloading
time reaches 4,673ms. This delay will interrupt user’s
continuous navigation. Whereas, when there is 4 Cell Agent
work together, the downloading time is relatively stable. And
the delay is only 294ms when the rate reaches 300. This
indicates that pervasive shared caching can significantly
reduce the time for users to download the scene data.

From Figure 9, 10 and 11, we also observe that when the user
request rate is below 100, the difference between the two
methods is marginal; whereas, when the rate is above 100,
pervasive shared caching present a much better performance.
This indicates that pervasive shared caching is more effective
for large number of concurrent users.



This experiment shows that by cloning Cell Agent at Trusted
User Nodes, MACVE can significantly improve the scene
delivery performance for cells.

5. Conclusions and Future Work

In this paper, we have proposed a novel fully distributed
mobile agent-based architecture for LCVE. This architecture
is flexible and autonomous in ensuring the scalability of
LCVE. Experiments of our prototype system of the proposed
architecture demonstrated its effectiveness in supporting
large number of concurrent users with real-time interaction in
LCVE.

In our future work, we will develop real-time self-learning
intelligent decision making methods for different mobile
agents in our system. These self-learning mobile agents will
be able to make decision in response to the evolving CVE
contents or changing activities in the CVE, and adapt to the
requirement of VE size and complexity and the number of
concurrent users. The system will also provide autonomous
and intelligent scheduling of mobile agents to ensure the
scalability and extensibility of LCVEs. We intend to make
our platform available for free to academic non-commercial
use to allow further research and development in this area.
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ABSTRACT

For successful composition of web services there are
several key requirements. They may serve for comparison
when selecting the most appropriate one from the existing
methods and may be useful in developing of new methods.

INTRODUCTION

The composition of web services is based on different
kinds of knowledge (Lee et al 2004). The compositional
knowledge consists of syntactic, semantic and pragmatic
knowledge. The syntactic knowledge relays on syntactic
constraints that concerns to correct I/O conditions. The
syntactic constrains guarantee the service data flow. The
semantic knowledge defines the proper order of composed
services as semantic constraints forms rules for service
integration. The semantic composition rules often require
extensive domain expert knowledge. The pragmatic
knowledge may be expressed by sets of rules. Pragmatic
knowledge concerns to the goals of the consumer of the
service flow and includes QoS or preferences refinement.
Mechanism of business process management together with
semantic web and semantic web services technologies can
provide suitable techniques for these kinds of knowledge
and their representation (Hepp et al 2005).

All kinds of knowledge are used in different manner in
different types of web service composition methods to
ensure useful result for the given user request.

WEB SERVICES COMPOSITION METHODS

The wide ranges of developed composition methods take a
variety of forms depending on realization of every one of
the following phases. The phases are (Rao et al., 2003):

. presentation of single service;

. translation of the languages;

. generation of composition process model;
. evaluation of composite service;

. execution of composite service;

Building composite Web services with an automated or
semi-automated tool is critical to the success of the Web
service applications.

The web service composition methods could be considered
in three groups:
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workflow-based composition; Web Service Composition
via Al Planning ; Service Composition using Program
Synthesis. (Rao et al., 2003)

Using workflow-based composition methods, one should
distinguish the static and dynamic workflow generation.
The static one means that the requester should build an
abstract process model before starting the composition
planning.

The abstract process model includes a set of tasks and their
data dependency. Each task contains a query clause that is
used to search the real single Web service to fulfill the
task. In that case, only the selection and binding of single
Web service are done automatically by program. The most
commonly used static method is to specify the process
model in graph. On the other hand, the dynamic
composition both creates process model and selects
services automatically. This requires the requester to
specify several constraints, including the dependency of
services, the user's preference and so on.

Web Service Composition via Al Planning -many
research efforts tackling Web service composition problem
via Al planning have been reported. DAML-S (also called
OWL-S in the most recent versions) is the only Web
service language that announces the directly connection
with Al planning This kind of methods have been reported
frequently in recent years, they classify the methods into
five categories, namely, the situation calculus, the
Planning Domain Definition Language (PDDL), rule-
based planning, the theorem proving and others.

Service Composition using Program Synthesis
Program synthesis is a method of software engineering
used to generate programs automatically. There are three
different approaches to program synthesis:
transformational, inductive and deductive program
synthesis. Deductive program synthesis is based on the
observation that proofs are equivalent to programs because
each step of a proof can be interpreted as a step of a
computation. This transforms program synthesis into a
theorem-proving task. The key ideas of this approach,
namely the correspondence between theorems and
specifications and between constructive proofs and
programs are presented in (Manna et al., 1992).

There are several languages proposed for service
composition. The first generation of composition
languages - IBM’s Web Service Flow Language (WSFL)
and BEA Systems’ Web Services Choreography Interface
(WSCI), were not compatible, so the second generation
was developed as Business Process Execution Language



for Web Services (BPEL), which combines WSFL and
WSCI with Microsoft — XLANG specification, but
regardless of that there is no standards for aggregation,
choreography and composition on process level still. By
this reason some developments suggested for web services
compositions will be considered in the paper. After that
their comparison will be made according how they
correspond to the requirements for the web service
composition.

Several proposals for Web services composition are
examined here comparing how they meet some
requirements.

SERVICE-ORIENTED WORKFLOW

The workflow-based composition is based on the Business
Process Management (BPM). Business process can be
described as a set of activities provided certain business
goals, and business applications represent these activities
as business process. BPM performs integration of
individual applications to form business processes
(http://www.ilog.com/products/jviews/workflow/). The
wide accepted standards for such web services
composition are BPEL (Web services Business Process
Execution Language) (Andrews et al., 2003), WSCDL
(Web services Choreography Description Language)
(Kavantzas et al., 2004) and BPML (Business Process
Modelling Language) (Aalst et al., 2002).

The BPM methods use WSDL (declared operations and
data-typed messages) for extending and supplement of
composition scheme. All of these standards are in a
category of static composition (design-time). In industry
the workflow-based composition is used for service
integration within the enterprise (Enterprise Application
Integration) and during B2B cooperation.

In the workflow management the application logic is
realized by composing autonomous applications. This
allows defining of increasingly complex applications by
progressively aggregating components at higher levels of
abstraction. So the workflows are a collection of
coordinated tasks designed to carry out a well-defined
complex process. The process modeling in workflow
management can be divided into two basic categories:

e activity-based and
e communication-based.

The communication-based approach focuses on the
communication between people and the commitments that
follow from it; the activity-based approach focuses on the
activities people engage in and the results of those
activities. Five most relevant workflow aspects are as
follows: the functional, behavioral, informational,
organizational, and operational aspects.

The workflow management is analogous to composing of
web services where the business logic of the client is
implemented by several services.

An approach in (Jaeger et al., 2004) identifies abstract
composition patterns, which represent basic structural
elements of a composition, like a sequence, a loop, or a
parallel execution.
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The patterns are used to model the structure of a
composition. The composition patterns are based on
structural elements as used in workflow descriptions.
Translation process has to transform the composition into a
target web service-oriented workflow language as
workflow patterns. The composition model of service
composition supports nesting of one composition into
another one.

The end-user requirements for the composite service can
consist of functional as well as non-functional
requirements.

BPEL

BPEL (www.ibm.com/developerworks/library/ws-bpel) is
an XML language that supports process oriented
composition of web services (Narayanan et al., 2002). It
was developed by BEA, IBM, Microsoft, SAP, and Siebel.
With BPEL the composition is accomplished by
interoperation with a set of web services with the aim to
solve some specific task. The result of the composition is a
process, participated services are partners, and message
exchange or intermediate result forms an activity. In such a
way the process contains a set of activities, and its relation
with external partners is realized through WSDL interface.
For determination of the process the following is used:

» a BPEL source file (.bpel), which describes activities;

* a process interface (.wsdl), which describes ports of a
composed service; and

* an optional deployment descriptor (.xml), which contains
the partner services’ physical locations (a partner service’s
implementation and location can be changed without
modifying the source file).

BPELIJ as combination from BPEL and Java (http://www-
128.ibm.com/developerworks/webservices/library/ws-
bpelj) has been realized subsequently which allows to
developers to include Java code inside the BPEL file. The
Java snippets can be used to implement internal
transformation such calculations of different values in
documents, make up and decompose documents by using
information forms from other documents and variables and
useful calculations for the flow controls. They can perform
sideward activities without creating Web services.

Interdependences between BPEL and Web-services
standards are shown in Gartner Group, 2004. Accepting
the BPEL as a technology for web service composition
reflects on developing of Enterprise Application Servers,
for example Oracle Application server (Bultan et al.,
2003), Microsoft BizTalk server (Berardi et al., 2003),
and stand-alone tool from IBM, BPWS4] (
http://www.alphaworks.ibm.com/tech/bpws4;).

Limitations in BPEL rely on expressivity of XML / XML
Schema and it is insufficient for task automating.

SEMANTIC  WEB-SERVICES COMPOSITION
METHODS

The composition of Web Services is also an issue for
contributions about describing services with semantic
information.



The semantic description of services can be used as a
criterion for the selection or dynamic binding of services.
The fundamental precondition for the semantic web is the
extending of current web interface into the format that is
accessible to software programs. Applying to the web
services composition this brings along with automatic
selection and execution. Automation is achieved with
semantic description of web services that allows
advertising of different services and accomplishment of all
decisions connected with service composition both from
client side and from system side. These decisions include
selection of appropriate services, their real combination
and define how the composition reflects on criteria
specified by the client.

In the literature the process of composing services based
on semantic annotations has taken two paths:

e similar annotations using domain ontologies,
meta-data, rules, etc.

e methods to combine services whose annotations
match based on some notion of similarity.

DARPA’s OWL-S (Ontology Web Language for Web
services) is a leader in investigation of semantic
composition realizations. OWL-S (Dean et al., 2004),
(Ankolekar et al., 2001) ontologies give mechanisms for
description of functions of web services and make them
possible for automatic discovering and integration. In
(Sirin et al., 2003) the OWL-based method for dynamic
composition is described, where semantic service
description is used for discovering of the required from the
client service at every stage during the composition as its
execution is accomplished through direct access to the
service (grounding). In another method the list of tasks is
created by using Artificial Intelligence planning technique,
which combines service selection and their appropriate
integration according to the client request.

In (Mcllraith and Son, 2002) the Golog — Al planning
Reasoner is used for automatic composition while in the
same situations other methods (Wu et al., 2003), (Nau et
al., 1999) realize automatic service composition through
Hierarchical Task Network (HTN) planning paradigm.

At present despite the enthusiasm of many semantic web
research groups the way for creating of flexible frame of
the interoperation of intelligent agents and proposed tools
for delivering of meaning in Semantic Web Services is
only outlined.

The goal of semantic services composition languages is to
allow discovering, composing and invoking be satisfactory
when the complex services are used. DARPA Agent
Markup Language (DAML) extends XML and Resource
Description Framework (RDF) to ensure set of concepts
for creating of machine understandable ontologies and
information mark-up. This language is matched with
Semantic Web and is a Web Ontology Language for
Services (www.daml.org/services). OWL-S (known before
as DAML-S) can provide for automatic discovery,
invocation, composition, interoperation, and execution
monitoring (Ankolekar et al., 2002).
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The OWL-S models ontologies are divided in three parts:

e service profile — describes what the service
requires from the clients and what it can give to
them;

e service model — specifies how the service acts;
service grounding — give information how to use
the service.

The process model is a sub-class of the service model,
which is in terms of inputs, outputs, preconditions,
postconditions and is necessary in terms of its own sub-
processes. In the process model it is possible to describe
composition of processes and their processes,
dependencies and interactions. In OWL-S processes are
grouped into three types: atomic, - the process that does
not contain subprocesses; simple to which it is no direct
addressing, but it can be used as abstract element in atomic
process and in composed process; and composite process
that contains sub processes. The compound process is
specified by using flow-control constructs:

e sequence, split, split+join,
e unordered, choice, if-then-else, iterate
e repeat-until.

In (Mcllraith and Son, 2002) methods for transformation
of OWL-S descriptions in Prolog, and in (Narayanan and
Mcllraith, 2002) — into Petri-net based notation for
preparing verification analysis are examined. The
transformations into Prolog are made manually, which
give the possibility for discovering for appropriate solution
(plan) for web services composition according the goals of
the description. With given repository of web services the
inference rules can be used for automatic service selection
for the given task. The transformation to Petri-net is
automatic and is suitable for the tasks of simulation,
validation, verification, composition and performance
analysis.

In  http://www.w3.org/Submission/OWL-S-related  the
relationship of OWL-S to selected Web services and
Semantic Web technologies is discussed, in the hope that it
may clarify the possible using of OWL-S, and perhaps it
gives some guidance to its potential place in the realm of
activities at W3C. The technologies and languages
discussed are: WSDL, SOAP, UDDI, BPEL4WS, CDL,
ebXML, OWL, WSMO.

A number of initiatives based on the WSMF framework
(Fensel and Bussler, 2002) have started. WSMF is an
extension of the UPML framework (Fensel and Motta,
2001) revised to integrate fully with web services and to
support ecommerce.

Three related initiatives associated with WSMF have
recently begun. These are WSMO (WSMO, 2004) which
is developing ontology for WSMF, WSML (WSML, 2004)
that aims at providing a formal language for representing
the WSMO based descriptions and WSMX (WSMX,
2004) developing a reference implementation. The IRS-III
(Domingue et al., 2004) ontology is basically an
implementation of WSMO standard D2v02 (WSMO,
2004) with some additional attributes.



WEB COMPONENTS

The method of Web components (Yang and Papazoglou,
2002) treats services as components that support the main
principles of software development as reuse,
specialization, and extension. The basic idea is to find the
composition logic of information that represents the
method of Web component. The general interface of the
Web-components can be published and used for discovery
and reuse. The composition logic comprises composition
types and corresponding messages. The composition types
can have two forms:
e  Order — defines how the component performs the
compound services: consecutively or in parallel.
e Alternative execution — shows when the given
component can invoke alternative service for
reaching the goal.

Corresponding messages determines input and output of
composed message and are formed in three types:

e Synthesis generates a composed service’s output
message by combining the output messages of
constituent services.

e Decomposition binds the composed service’s
input messages into the input messages of
constituent services.

e Message mapping allows custom mapping
between constituent services’ inputs and outputs.

The Web component approach supports several basic
composition constructs: sequential, sequential alternative,
parallel with synchronization of results, and parallel
alternatives. They are augmented with condition and
while-do constructs. Composition integrates (through calls)
several pre-built components or software parts.

ALGEBRAIC PROCESS COMPOSITION

Algebraic Composition of resources aims at achieving a
description like other methods. It models services as
mobile processes to ensure verification of such properties
as liveness (correct termination, for example) and
resources management. The theory of mobile processes
(Milner et al., 1993) is based on n-calculations which main
essence is
e the process itself (it can be empty);
e selection of several 1/O operations and their
duration;
parallel composition;
e recursive definitions or recursive addressing.

I/O operations can be input (receive) or output (send).
Some processes can be accomplished in parallel and they
can use compatible channels. Describing the services in
such a way is necessary for checking of composition
correctness (Meredith and Bjorg, 2003). With algebraic
process composition, the general question is what
information to type. Typing too little can make it
impossible to verify some properties, such as security. On
the other hand, typing too much creates a complexity that
renders verification unusable or impractical.
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PETRI NETS

Petri nets are proved method for process modeling. They
represent an organized two side connected graph in which
the nodes are places; transition and symptoms have these
places. When at least one symptom is present in every
connected place for transition then the transition is
possible. One possible transition can start by putting of one
symptom (symbol) to every input place and putting every
symptom to every output place. The services can be
modeled by Petri nets through appointment transition
being systems and state places (Hamadi and Benatallah,
2003). Every service is connected with Petri net, which
describes the behavior of the service and possesses two
ports - input and output. In every moment the service can
be in one of the following states: not instantiated, ready,
running, suspended, or completed. After the defining the
net for every service the compositional operators perform
sequence, alternative (choice), unordered sequence,
iteration, parallel with communication, discriminator,
selection, and refinement. The correct ending of the
composed service is from great significance, so the
confirmation is necessary.

MODEL  CHECKING
MACHINES

AND  FINITE-STATE

This method for web service composition consists of
controlling and modeling of the composition as Mealy
machines and automatic composition by using finite-state
machines (FSM). The model verification is used for
checking of the formalization of finite-state coordinated
systems. The temporal logic is used for describing the
system specification, following by refutation and
verification for model checking to see whether the
specification is supported (Fu et al, 2002). It is
recommended also conversation specification for web
service composition (Bultan et al., 2003). The method
models services as Mealy machines, which are FSM with
input and output. The services are connected by sending of
asynchronous, and every service in the queue waits for
further instructions. A global observer follows the course
of events and keeps in touch with the situation with all
messages. The interaction begins as a sequence of
messages. By investigating and understanding of
interoperations properties of this method it is possible to
provide new means for analysis and design of good
accomplished service composition. In (Berardi et al., 2003)
a framework for describing of web services behavior as a
tree on implementations is presented. After that it produces
transformation to the FSM. The algorithm for verification
of existing composed web services and retrieving those of
them that are proved to be suitable is proposed. During
composition process the correct composition and complex
calculations are ensured which lead to automatic
composition with confidence that it will be accomplished
by finite number of steps.

HYBRID METHODS

Great efforts for realizing of automatic service
composition by their semantic description are in progress
in parallel but isolated from the development of workflow-



based standards, which are preferred from the industrial
organizations. These organizations would rather use ready
made composition techniques that support their business
needs and are oriented to their specific requirements then
immature dynamic service composition that is oriented
first and foremost to the automation of the service
composition process. The hybrid solutions are presented in
(Mandell and Mcllraith 2003; Traverso and Pistore 2004)
that connect the two methods and combine their advances
by introducing semantics to workflow-based composition.
This alliance of semantic with business is shown in
(Akkiraju et al., 2005; Sivashanmugam 2003), where the
semantic annotation is accomplishing inside WSDL-files
to make the service discovery and selection -easier.
Another hybrid method (Osman et al, 2005) uses
ontologies together with WSDL-files for describing the
service domains and defining incrementally any
mismatches in the provider’s services. The logical
execution for the unification of domain specific WSDL
and domain specific ontologies elements is supported by
using ontology reasoner and coding in membership
verification module. The membership module scans the
service participant’s ontology files for equivalent
properties. In (Mandell and Mcllraith 2003) the method of
interpretation of web services in BPEL is proposed; the
OWL-S based description is used for connecting partners’
services in run-time. The execution contains OWL-S-
profiles from given repositories and uses semantic profiles
for estimation of needed partners during selection of
desired properties. The method ensures selection of
partners in run-time; in contrast to the corresponding
selected in design-time BPEL model of the process. The
execution includes SDS (Semantic Discovery Service)
module, which works as a broker for the semantic service
discovery. SDS is a connection between BPEL process
engine (BPWS4J) and Web-service partners. The method
uses Semantic Web Technology for automatic meaningful
selection of services. However, the problem for realization
of real automatic composition is not discussed because of
the composition logic is constructed manually for the
selected services. In (Osman et al., 2005) the composition
produced by the service composer is considered. This
composer categorizes possible partners according their
domains and provides to them domain specific interface
(WSDL+OWL). This interface works as necessary
condition in relation to the domain. By this method first
the expected requirements are declared and after that the
domains are fulfilled with appropriate services in contrast
to the method described in (Osman et al., 2005), which
uses OWL-S profiles for the selection of partners provided
services through service description. The method (Osman
et al, 2005) allows constructing general program
framework for service selection from particular domains
and their automatic composition.

REQUIREMENTS FOR
COMPOSITION

WEB SERVICES

The access point to documentation or code (either source
or binary) for service-oriented computing (SOC), for
developed applications and for users is realized only
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through basic (primary) WSDL functional description. The
services are performed in different containers and the
composition mechanism has to satisfy at least the
following requirements: connectivity, nonfunctional
quality-of-service properties, correctness, and scalability
(Milanovic and Malek 2004). Every method for service
composition has to guarantee connectivity. Through
checking the connectivity it is possible to define which
services are composed and what are the reasons for
input/output messages. This is because of the web services
are based on message exchange but during development it
is also necessary to address nonfunctional QoS properties,
such as timeliness execution, safety and security.
Composition correctness requires properties verification of
composed services. Beside that the complex business
transactions may cause very complicated services in
comprehensive access chain. The composition framework
has to be coordinated with possible large total number of
composed services.

METHODS COMPARISON
Connectivity and Nonfunctional Properties

All methods ensure connectivity. Though the services
themselves are modeled in different manner then the
interaction at the low level is reduced to mapping and
orchestrating of input and output messages between ports
of different partners services. Most methods do not take
notice of nonfunctional QoS properties, such as security,
dependability, or performance characteristics. Only OWL-
S allows to set some nonfunctional properties (namely,
quality of service), but these potential possibilities have
not be completely specified yet.

Composition Correctness

Correctness  verification depends on the services
themselves and specification of the composition. BPEL
and OWL-S have no possibilities for correctness checking.
BPEL is a Turing-complete language related more to
operation (execution), then to specification so it is difficult
to provide formalism for correctness verification of BPEL
flows. Other methods provide means for verification in
other ways. OWL-S, when is combining with Prolog or
Petri nets, ensures estimations for correctness but the
methods for such checking are different for Prolog and
Petri nets.

The method of Web components proposes means for
compatibility and coordination verification. T -
calculations provide for powerful algebraic proofing for
determination of liveness, security and quality of services.
Applying of such proofing however depends on when and
how the services are modeled as processes. Petri nets use
complex algebra for verification which is compatible with
n—calculations. There are methods that can confirm that
specification of service composition come nearer to the
model although their using may be connected with some
difficulties on calculation and time-consuming testing.



Automatic Composition

Methods for service composition are oriented to automatic
composition that promises faster application development
and flexibility during interaction of users with the complex
set of services. Using automatic composition the end user
or application specifies the goal as the main problem is
how to identify candidates for services, to compose them
and to verify them so they replay to the user request. The
FSM method is considered as the most promising for
automatic composition.

Composition Scalability

The methods for composition support connectivity through
messages passing via the ports. Accomplishment of
composition of two services differs from composing of 10
or 100 services. So it is interesting how the proposed
methods relays to the number of services being integrated.
Using BPEL in composition of many services the process
is prolonged, because XML-files became bigger.
Unfortunately BPEL has no standard graphical notation
yet. Some orchestration proposes UML-like notations.
There are some such publications for OWL-S. The Web
component method provides for good scalability by class
of definition, but the additional time is needed for
combination and synchronizing of definition class and
XML. The n—calculus method proposes short annotations
with powerful reducing mechanisms that facilitate
complex service specification. The Petri net are not very
scalable modeling technique. FSM models depend on the
checker type and machine state operations and can be
better in this respect from Petri net and compatible with n-
calculus method.

CONCLUSION

The methods to be preferred for service composition are
those that cover the all four requirements, outlined in
(Milanovic and Malek 2004), to them. The main problem
for methods aiming at becoming industrial standards (like
BPEL and OWL-S) is correctness verification. From the
other side the formal (abstract) methods do not reflect
industrial needs. From the correctness verification point of
view they have a certain advantage, but it is necessary to
pass from WSDL and SOAP to elegant mathematical
solutions formalized in abstract methods. It is expected
that the perspective research works will be oriented to
adapting and jointly using of the most proved
investigations among abstract and industrial methods for
the web services composition.
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ABSTRACT

In the paper the Semantic Web Services (SWS)
composition is considered as a process of manipulating of
complex service-oriented ontology-based workflows.

The task for the composition is formulated as combining
of existing semantic web services into package of services
using service templates as composition patterns.
Fulfillment of this objective is achieved by developing of
workflow-based tool for graphical creation of SWS
compositions using WSMO services and domain
knowledge represented as WSML ontologies. The main
aim of the proposed approach is to facilitate the reusing of
software services.

The Semantic Web Services Composer is a part of
Semantic Web Unit (Atanasova et al, 2005) within the
INFRAWERBS project. The SWS INFRAWEBS Composer
is considered in the Design time and in the Run time. The
Design-time Composer is intended to construct templates
of semantic services combinations. On the base of these
pre-defined plan templates and logical discovery the Run-
time Composer will realize binding of concrete web
services and will assist user in constructing its own
composite service. Both Design-time and Run-time SWS
Composers use the previous service compositions.

INTRODUCTION

The area of web service composition attracts the attention
of numerous researches. Current solutions for service
composition based on business web services (using
WSDL, BPEL, SOAP etc.) or semantic web services
(using ontologies, goal-directed reasoning etc.) are both
piecemeal and insufficient (Au et al, 2005). There is still
no general solution. The web services composition is not
standardized yet. The main requirements to which every
method has to be compared to ensure stable and reliable
solution for web services combining are not defined too.
It can be pointed that the information modeling for the
semantic web services composition is challenging (Kumar
et al, 2005) in the following aspects:

- planning methods in representation of complex

actions,

- handling of rich typed messages,

- dynamic object creation,

- specification of multi-partner interactions
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- visual representation of the service composition is
also an aspect of future development

- up to now (d’Aquin et al, 2005) there are no case-
based realizations in the area of the semantic web.

It is agreed that semantically rich descriptions are
necessary preconditions for user-friendly discovery
automatic management, and composition of entities in web
applications.

In the paper the Semantic Web Services (SWS)
composition in the ongoing EU/FP6 INFRAWEBS project
is considered. The composition has two aspects — design
time and run time. The design-time composition is
performed from the service provider side and constructs
service templates using business logic and abstract service
definition. The run time composition takes place on the
client side and provides binding services to selected
abstract services templates assisting user in creating its
own package of services. As a framework for the Semantic
Web  Services description the WSMO (WSMO
Specification, 2005) methodology is accepted.

BUSINESS USE CASE REQUIREMENTS

In the paper the semantic web services composition will be
considered on the base of e-business like classical travel
agency and e-government use cases.

The business scenarios can be described with following
characteristics:

»  The scenarios are based on business logic;

*+ The processes are spanned across several
organizations (hotels, airplane companies, car
rent, etc. and different authorities);

*  The scenarios are independent on the technology

realization;

*  The catalogue/registry should contain established
packages;

* The scenarios combine complex and

heterogeneous services.
WORKFLOW-BASED COMPOSITION

Workflow provides a formal method for expressing the
tasks that need to be completed in order to fulfill some
goal. Workflow has been proven method for describing
metamodel for business processes. It is closely connected
to the composition problem (van der Aalst et al, 2003).
Traditional workflow provides very basic model for the
resources involved in a business process. A resource is an



entity that can execute the task. Task execution is outside
the workflow management system. The traditional
workflow only partially is compatible with service-
oriented engineering of resources.

Workflow composition is based on the idea that a
workflow as sequence of tasks makes a plan implicitly
defined by the pre-conditions and post-conditions of all the
tasks in the domain. The initial and final states of such a
plan are determined by the business goal requirements.
Composition of tasks can transform an initial world state
into a final required world state.

Encoding business rules into the workflow template is
possible for many business applications where the steps in
business process are fixed. But partners in transactions are
selected at run-time and services used for a specific
instance may vary.

It is pointed that there are different consideration about
using workflow templates for web services:

- the activities in the workflow may be bound to an
existing service in design time or

- the activities may be defined in terms of abstract
definitions that will be matched with available
services at run-time.

Each service provider has its own business rules for
processing of web services that can be encoded into
workflow. Autonomous and heterogeneous units have to
be coordinated and data flow of compositions has to be
managed which makes the implementation of web services
composition hard.

A promising solution for processing of the complex model
generated via composition of particular services is
involving semantic. Past knowledge may be reused in the
workflow design and synthesis of new solutions. The
reuse of existing, verified compositions may help to avoid
errors during semantic service composition. But the
representation of previous composition sets some
questions that have to be resolved:

- how to refer specifically to the services used inside this
composition;

- how to classify a template's suitability to the user for the
adaptation process;

- how to quantify the appropriateness of a structure.

APPROACH DESCRIPTION

INFRAWEBS SWS Composition deals with the
combination of different semantic services to obtain a new
complex Semantic Service. The Semantic Web Services
(SWS) Composer is a part of Semantic Web Unit (SWU)
(Atanasova et al, 2005) within the INFRAWEBS project
(Nern et al, 2004). The Composer is only one module in
the INFRAWEBS framework. The main INFRAWEBS
project focus and objective is the development of an
application-oriented  software toolset for creating,
maintaining and executing WSMO-based Semantic Web
Services (SWS) within their whole life cycle. The
specifically developing tools aim at providing such
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functions as design, discovery, storing and maintenance of
semantic descriptions, monitoring and execution.

SWS use ontologies to describe web service. The semantic
description provides information about input/output types
and logical constraint, internal structure of the process and
encoded business rules.

The Case-based memory (Agre et al, 2005) is used in
INFRAWEBS Composer to support workflow model
reusing during the workflow design. The composed
semantic service is a service again; it is described
semantically and it is published in a semantic repository.
The preconditions and effects of semantic web services
functionality may be used for reasoning.

The INFRAWEBS Composition model retains overall
structure of traditional workflow, but instead tasks the
semantic web services are involved. It should be mention
that:

- The tasks from a traditional workflow are equivalent to
the service description in the Composer;

- The interaction between different services realized
specific activity is independent from providers that cover
these activities - flight booking is an independent as a role
from the company that proposes the service;

- The roles of participated partners are presenting in the
INFRAWEBS Composer as abstract services.

- The granularity and the complexity of involving services
can vary.

The SWS INFRAWEBS Composer is considered in the
Design time (from complex service provider side) and in
the Run time (from the client side). The INFRAWEBS
Design-time Composer is intended to construct plan
templates of semantic services combinations. On the base
of these pre-defined plan templates and logical discovery
the INFRAWEBS Run-time Composer will realize binding
of concrete web services and will provide the intelligent
assistance to the user.

Both INFRAWEBS Design-time and Run-time SWS
Composers use the previous service compositions. Such
compositions are represented by Service Composition
Templates (SCT), which semantically describe control and
data flows between several sub-services.

The INFRAWEBS Design-time Composer first produces
abstract semantic service descriptions that represent the
roles of the services. The abstract semantic services are
composed by the provider as a semantic service-oriented
ontology-based workflow that satisfies the desired
functionality.

The INFRAWEBS Run-time Composer is a part of
semantic service composition oriented to finding of
corresponding service instances to the given process
template. The aim of the Run-time Composer is to bring
forward process of dynamic cooperation between
independently developed services. This is a non—trivial
problem and involves a number of issues related to QoS
optimization, satisfying non-functional requirements, data



flow orchestration, data type matching and invocation
protocol matching. While some of these issues can be
resolved in an automated manner, others might require
human interaction from a developer supervising the
composition process.

The Run-time composition involves following activities:

discovery of appropriate services
accommodate inter service dependencies

e selecting suitable services to bind for a given
process.

e  assistance to the user on the base of SCT

DESIGN TIME COMPOSITION

The task of the design-time composition is formulated as
preparing of composition templates on the base of
workflow management systems that implement the desired
functionality and publishing such semantic Service
Composition Templates (SCT) in the local repository of
semantic services.

Workflow in INFRAWEBS Composer is considered as
goal-oriented process that is reflected on expected user
behavior. There is a template that corresponds to the
predefined goal. The templates are base for discovering
and binding of web services that implement the desired
functionality.

As a result of design-time composition new semantic web
service description is produced. The consideration the
complex composite service as only a service allow us to
avoid the problem of defining of orchestration in WSMO
(that is not specified yet) and to use a choreography
specification to link different services.

The general flow of INFRAWEBS composition process is
defined as:

First the desired functionality is identified. Then a query is
formulated to the case-based memory. In the result of the
similarity matching between the query and service
description the appropriate services is retrieved from
semantic service repository. The selected services are used
for creating of workflow that encodes the desired business
logic. The generated complex service is publishing in the
repository.

The composition process in the design time consists of the
following main steps:

e  Design of SCT of composed services according to
the desired functionality;

e  Associating semantic services with corresponding
ontologies to the SCT components.

In the INFRAWEBS Composer there is a difference
between service roles and instances. In the beginning the
composition of services is produced as a general plan by
Design-time Composer using service roles (for example,
travel plan: flight booking, hotel reservation and renting a
car, followed by confirmation and payment). Then the plan
is concretized into an executable plan by selecting the
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appropriate services instances that is governed by the Run-
time Composer.

So the Composer needs:

e repository of services
descriptions;

e description of goals as requirements for the
composed services;

e tools for graphical designing a composition of
available services with desired functionality;

e tools for indexing and publishing of the
composite service.

with their semantic

The SCT are based on description of services combined
into designed workflow and corresponding ontologies
from the application domain. The components that
contribute to a composite service can be distributed, but
application provider (travel agency, for example) employs
a central control point.

The INFRAWEBS Design-Time Composer separates the
workflow logic and the implementation technology that
means the indirection between a capability described by
abstract service and web service that implements this
capability. The following consideration discusses this in
more details.

Creating of abstract service description

For generating an abstract template we need first to create
abstract descriptions from the service instances before
composition. The abstract service description has no
instance variables nor is it grounded. The variables are
subsumed by ontologies concepts.

The proposed algorithm is:

while 3V instance variable

refer to corresponded ontology
replace instance variable with the
ontology concept

end

All variables instances in SWS description are replaced
with concepts from corresponding ontologies (Figure 1).

Abstract components retrieving/indexing/publishing

According to WSMO, a template is described by its non-
functional properties, a set of imported ontologies as well
as its capability. The abstract template is considered as a
service again, so it is natural to suppose that all
INFRAWEBS steps for publishing, indexing and querying
can be applied to it.

Creating of abstract service description

Abstract service definitions (ASD) should be generic
enough and some of the features should be fixed to allow
dynamic discovery and automatic accomplishing of
possible matching. ASD represents a role that the semantic
service should play in the constructed workflow.

When an existing composition has to be used to achieve
some goal, part of or all of the composition is retrieved,
appropriately abstracted and then stored in repository. It



can be retrieved a combination of services that can provide
the required functionality.

WSMO service abstraction SCT

Figure 1. SCT creation from abstract service
descriptions

Defining composition patterns

A SCT as semantic workflow is an abstraction of a
business process in the INFRAWEBS Composer. It
comprises a number of logic steps, dependencies among
services, routing rules, and participants.

In WSMO framework a service state is described by an
ontology (Roman et al, 2005), and transition rules express
changes of states. For every composition template
(workflow pattern) the abstract WSMO service is
associated with its Non-Functional Properties (NFP),
Capabilities and Interface.

Templates can be indexed and retrieved by:
e type of service that they present;

e main ontological concepts
definition;

e keywords used for natural language description.

used for their

Creating of Composition Pattern (SCT)

A specific set of workflow patterns defines an
orchestration among the integrated components. A
workflow of business processes in INFRAWEBS Design-
time Composer is constructed according to the use cases.
When creating a new SCT (travel package), the
identification of the functionality originates from the
problem that needs to be solved.

Composition patterns creation is based on Aalst work
(Aalst et al, 2002). The approach is modified by involving
of components technology to make it possible to include
semantics in the workflow description. The SCT (semantic
workflow) is constructed in such a way that every
workflow pattern is binding with one operation from the
given operation set. So the abstract components are used
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according to the most suitable parameters. The service
availability in run time is not considered during the design
time composition.

The composite service SCT (Package) is modeled by
starting from scratch, designing of graphical view of the
process as a workflow, assigning for the each workflow
pattern appropriate semantic abstract service and then
publishing the constructed template (Figure 2).

The template is composed of one or more semantic
services which can be situated in own semantic repository
or in partner’s repository.

The WSMO descriptions are queried from the repository
and the matching is applied. Messages and operations of
services are associated with workflow domain concepts.

Publishing composition patterns

The SCT (Package Description) is stored in the semantic
repository and indexed in distributed registry.

Choose a Stored SCT

Choosing of stored SCT is made using Case-Based
Memory. Indexing of stored SCT is provided according
service ontologies and taxonomies and similarity
measuring between packages reflects both semantic and
structural similarity.

SCT that use the same template may differ in the set of
constraints - part of the axioms and functions of the
ontologies in which the services are defined.

The existing template SCT can be modified and adjusted.
Characteristics of Design-time Composition process

e FElements for composition are
annotated services

e The composed process has an explicit control
flow

semantically

The service templates are grouped in taxonomies
e The template may be selected from a list
The template is creating by graphical tool

Case-based Memory Usage during Design Time
Composition

The INFRAWEBS Design-time SWS Composer is
intended to explore the reuse of existing semantic services
descriptions. The reusing will lead to more efficiency in
the composition process. The application development can
be accelerated and the user’ needs can be more complete
satisfied (Limthanmaphon and Zhang 2003). Case-based
memory can provide advices for service composition at the
process- and component-related level.

Semantic Web Services are available and usable by
advertising their capabilities. Describing services in terms
of their capabilities allows SWS services be located on the
base of service ontologies. Expressing services as blocks
of components (WSMO) is another point in the Composer.
For reusing of templates the descriptive and functional
service aspects has to be taken into account: NFP and
domain ontologies, operations, parameters, concepts in



transitional rules, etc., because the goal of the template is
to define a sequence of appropriate services.

The minimum of the required information is the operation
name, its input and output. All of them may be described
using ontologies concept that allows ontological querying.
Only metadata describes all service aspects for abstract
service description. There are no implementation details.

Queries formulation

The Semantic Web Services have NFP, Capabilities and
Interface. The Capabilities and Interface are logical terms
and expressions, and may be used for reasoning about the
retrieving of the process template too.

Matching and ranking

Finding the requested service is based on the matching
process and ordering of the services by their ranks.

Two-step Discovery process used in INFRAWEBS is
exploited here. Ranking and ordering is also provided by
the discovery mechanism.

Case-Based Semantic Web Services Composer

The presumption is that Service provider maintains a
repository of semantic web services. When a new complex
service requirement arises, it can be expressed in the
context of domain ontology. The service composition
environment can then be used to generate potential
workflows for achieving the desired functionality by
reusing existing web services, aggregating several simpler
services into a higher-level service — meta-service.

Composition of multiple semantic web services into an
integrated service consists of following steps:

1. services are described semantically, classified into
categories and put into registry.

2. the composed “meta” service is specified; the most
suitable combination of semantic web services is defined
across several businesses and shared interfaces.

3. the composed service is published in the repository.

In the case-based memory the web services are organized
in taxonomies that provide means for an ontological
organization of the domain available service space.

The case-based memory is a meta-meta-model layer,
WSMO ontology represents meta-model, WSMO element
(service instantiation) is a model. Defining a service as
S={Name, Description, NFP,
Choreography, [Orchestration]}  allows
representing a composite service template as feature
vector.

The process of service composition is case-based, which
means that the user may ask the Case-based Memory for
providing of some services and templates similar to that
with expected functionality.

Asking for the assistance is implemented as a process of
satisfying the user query describing what will be the
service composition about.
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Figure 2. Steps for SCT creation

General Requirements to the Design-time SWS
Composer

Ontologies and semantic descriptions are basic elements in
the abstract service templates (patterns). They allow
reusing services.

The existing semantic web services are categorized in
taxonomies and they are registered in SWS repositories.
For each category of services there are several different
services. These services may have different structures and
interaction models. Any service is implemented as
WSML-file with variables and concepts of ontologies.

Abstract activities (tasks, services, operations) in templates
can be used to specify the characteristics of services and
services can be discovered and used to generate semantic
workflow. The abstract service definition is not connected
to the concrete grounding.

A composition template (workflow) describes the activities
that are needed to perform the task. Generic template can
be configured and customized through parameterization
with variables for a specific instance based on the user
requirements in run-time.

WSML capabilities with associated ontologies are used in
defining of composition patterns. The composition pattern
describes the abstract services; the concrete services are
selected on the base of user input.

As a result of design-time composition new semantic web
service description will be produced. The composition
templates (ontology-based workflow patterns) can be
publishing and discovering.

This abstract workflow is passed to the Run-time
Composer that then matches all the component services in
the workflow with available implementations.

RUN-TIME COMPOSER

The role of the Run-time Composer is to ensure
environment for combining semantic web services in run
time that respond to user needs. The full automation of the



composition process is still the objective of ongoing
research activities. In the proposed approach a human
holds control of the definition of the composition, but the
discovery and invocation of services according to an
abstract representation of users’ requirements is carried out
by the machine. However, the approach introduces
additional features such as the intelligent assistance for the
user. The tool guides users in a step-by-step composition
process. The composition starts with the selection of the
desired service from the list received in the result of user’s

query.

The start point is that the semantic services and SCT
already exist. Once the ontology and semantic contents are
well prepared and shared, they can be reused to provide
knowledge support.

The Run time Composer is an intelligent assistant that help
user to select needed service template or construct the
desired set of services together with formulating of
necessary constraints for their composition.

The interactive workflow composition in Run-time
includes 1. semantic web services descriptions with
associated ontologies; 2. discovery mechanism for
matching of abstract descriptions to concrete services; 3.
retrieving of matching templates; 4. suggestions on
needed data to be provided; 5. intelligent assistance for the
user to select needed service template or construct the
desired set of services together with formulating of
necessary constraints for their composition.

The intelligent assistance is needed to avoid errors during
manual creating of workflow, to make suggestions about
additional constraints, to automate the workflow
construction by generation of its parts and to support in
such a way the development of valid composition with
specific data.

According the business use case the user may start from
top-down selection of services with their abstracting
representation or from selecting already prepared by
provider composition of services from different partners
and specifying then the concrete data. The semantic
descriptions of the WSMO-based workflow components
allow reasoning and analyzing on it as whole and in parts
according to the input/output parameters, organizing the
services in taxonomies, discovery and matching.

Generating potential workflows SCT from composition
patterns for achieving the desired functionality and
reusing existing semantic web services

A package of semantic web services is created using the
templates and specific parameters for each service
obtained from the customer interaction with the interface.
We consider Package as a complex Service, but a service
again, that will be instantiated in run-time.

Different instance selection

Concrete semantic services are found by means of Case-
based memory and using discovery mechanism for
selecting suitable services for the package.
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Characteristics of Run-time Composition process

* A specific instance for every control activity is
finding by analyzing constraints

* In order to satisfy the goal a composition process
will locate the right set of services combining
existing own services with foreign services

* In the proposed approach a human holds control
of the definition of the composition

* The intelligent assistance is supported by SCT
organized in Case Based Memory

RELATED WORK

The creation of composite services is investigated in wide
range of works. The research on web services (WS)
composition is based on such scientific areas as process
algebra, theory of automata, temporal logic, situation
calculus, Al planning and so on.

In the industry track, initiatives are focused lately on
BPEL. The most practical approaches for web services
composition use the theory for controlling of workflows as
a model of composition process to achieve the
formalization of control and data flows. The main
shortcoming of this approach is that the static composition
is performed in which the service selection and control
flow is accomplished manually and preliminarily. Another
possibility is to use composition techniques based on the
Semantic Web (Akkiraju et al, 2005; Cardoso and Sheth
2005), for example, OWL-S (The OWL Services
Coalition) in which ontologies are used to ensure web
services description mechanism in machine understandable
form for their automatic discovery and integration. This
allows realizing dynamic integration of compatible web
services and possibility of their discovery in real time in
the composition scheme. Developing of these methods is
still at the starting phase and unfortunately largely is far
behind from the results achieved in static (design-time)
composition.

The composition problem is naturally connected with
planning. Planning problem is formulated in terms of tasks
(task is an abstract activity). The resulting plan is a
sequence of operations. The work of (Kumar et al, 2005)
differentiates web services types from services instances
and introduces the notion of roles to help avoiding of
ambiguity in input/output parameters. Hierarchical
network planning (HNP) is an example of template-based
composition (Sirin et al, 2005). But classical HNP has a lot
of restrictions. Both investigations consider OWL-S
described services and propose to extend the current
OWL-S ontology with additional kinds of services.

The OWL-S composer described by (Sirin et al., 2004)
supports users in the composition by narrowing the list of
Web services based on the match of their inputs and
outputs or by applying filters over their non-functional
properties. This approach is, however, too restrictive.

A similar approach is used in CAT (Kim et al 2004). CAT
also integrates planning techniques to track relations



among the composition components, but as the OWL-S
composer, CAT does not support the use of mediators and
control operators.

While OWL-S provides a service composition model the
WSMO specification for composition is not specified in
details yet. In spite of that the IRS-III (Domingue et al
2004) is a framework and implemented infrastructure
which supports the creation of semantic Web services
according to WSMO. Three models for orchestration are
developed on different paradigms, namely, state-machine
model, structured model and dataflow model. The models
extend WSMO ontology and represent its orchestration
component. Users of IRS-III directly invoke Web services
via goals. The capability-driven service invocation extends
the WSMO goal and Web service concepts.

Using goals provides a certain level of dynamism for
compositions, in a sense that, suitable Web services are
discovered during the execution time to fulfill every
component Goal. Another important advantage of models
and tool is the use of mediators. Mediators are essential
features of WSMO and IRS-III. But it is necessary to
create specific mediators and reasoning on them. As
WSMO is still intensively developing (WSMO
Choreography and Orchestration, 2005) its orchestration
model may adopt any of the approaches or a combination
of them.

CONCLUSION

At present in spite of enthusiasm of many semantic web
research groups the way for creating of flexible frame of
the interoperation of intelligent agents and proposed tools
for delivering of meaning in Semantic Web Services is
only outlined

Web service composition is a very complex and
challenging task. Mechanism of workflows as business
process management together with semantic web and
semantic web services technologies can provide suitable
techniques for the knowledge representation that can
facilitate the composition.

At present:

e composition of Web Services is static; it is made
in design-time;

e dynamic service discovery, run-time binding,
analysis and simulation are not supported
directly;

e the composition structure is not addressed in the
way that reflects the occurring patterns in
workflows

We can summarize that SWS Composition within
INFRAWEBS:
e is a task of combining and linking of semantic
web services;

e is based on workflow-based templates which
ensure structure that allows to integrate services,
to change parameters without changing the
structure of the process;
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e should not react to any changes from affiliated
partner to the service provider, but use the power
of distributed registries;

e needs more investigation on the optimization of
quality constraints.

Human interaction is needed in defining the actual logic of
service template in the composition model presented. The
automation of this task would require a complex planning
and reasoning facilities according to specification of
WSMO orchestration.

The composer architecture includes development
environment with a graphical user interface to compose
semantic web service components and it is associated with
WSMO-described services.

The SWS Composer uses the previous service
compositions that form the abstract services. The
similarity-based retrieval of an appropriate semantic
services and templates is supported by Case-based
memory.
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ABSTRACT

The paper presents an approach for using case-based
reasoning to facilitate the task of creating complex logical
description of a semantic Web service capability according
to WSMO Framework. The case-based memory provides the
service designer with descriptions of existing semantic Web
services similar to her request represented by a query form.
Such a form allows expressing the user’s intentions on how
the different part of the service under design should look like
using both natural language and ontology-based words.
Some possible approaches for measuring similarity between
a query (a description of a problem to be solved) and a case
(a description of another, already solved problem) are
discussed and several similarity functions are proposed. All
of them are asymmetrical, which is argued by a principal
difference in the amount of known features used for
describing objects to be matched. Evaluation of similarity is
based on a specific, non-logical representation both of a
query and a service. Such a representation allows an
arbitrary WSMO object to be treated as a specially
constructed text document.

INTRODUCTION

Case-based reasoning (CBR) is an Al paradigm that can be
synergistically combined with other approaches to facilitate
a broad array of tasks (Aha and Daniels 1998). The main
intention of CBR is to reuse previous experiences for actual
problems. It was the main reason to include CBR into the
process of designing and composing of semantic Web
services in INFRAWEBS Project (Nern et al. 2005).
The INFRAWEBS Framework consists of coupled and
linked INFRAWEBS semantic Web units (SWU), whereby
each unit provides tools and system components to analyze,
design and maintain Web services realized as semantic Web
services within the whole life cycle. All SWU components
may be split in the following three groups:

Information structures — intended for storing and retrieving

semantic and non-semantic information:

»  Distributed repository of semantic Web services
(DSWS-R) is aimed at effective storing and retrieving all
elements of the Semantic Web according to the WSMO
Framework (WSMO objects) (Roman et al. 2005):
goals, ontologies, SWS and mediators written on
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WSML language (Bruijn et al. 2005). Each DSWS-R
consists of two parts: Local Repository — a place where
all WSMO objects created in this Unit are stored; they
are accessible only from components of this Unit, and
Local Registry — a place where the advertisements of
WSMO objects are stored. Such advertisements may be
a part of service descriptions (e.g. service capability) or
the whole descriptions of WSMO objects (e.g.
ontologies) that have been published by some tools
belonging to this local Unit as well as by some
components of external friendly SWUs. It is expected
that such “friendliness” will be actually defined by
business contracts between SWUs in the real life.

= Similarity-based oM contains non-logical
representation of the WSMO objects stored in DSWS-R
as well as some additional non-semantic data e.g.
graphical models of SWS and “natural language”
templates for WSMO Goals needed for modifying or
using these objects. OM is a Web service
implementation of a case-based memory.

= Semantic Information Router (SIR) contains description
of Web services (WSDL files) used for execution of
semantic Web services created in a local SWU. Sir also
proposes some methods for Web services annotating
and categorization.

Tools — intended for storing and retrieving semantic and

non-semantic information:

= Case-based Service Designer is aimed at designing a
WSMO-based semantic Web service based on the
description of an existing non-semantic Web service.

= Case-based Service Composer is aimed at creating a
Semantic Web service through composition of existing
WSMO-based semantic Web services.

= Case-based Goal Editor is aimed at creating predefined
WSMO-based goals and their “natural language”

templates needed for  designing = SWS-based
applications.
Environment — responsible for communicating with

different users, agents and other SWUs. The INFRAWEBS
Environment contains Discovery, Executor, User Interface
Agent and Security components.

The INFRAWEBS Conceptual Model reflects a novel
approach for solving problems occurring during creating
SWS applications - the tight integration of similarity-based
(CBR) and logic-based reasoning. The similarity-based
reasoning is used for fast finding an approximate solution,
which is farther clarified by the logic-based reasoning.

The main purpose of this paper is to describe the usage of
the case-based (CB) memory in the Capability Editor — a



sub-module of the INFRAWEBS Designer responsible for
creating capability description of WSMO-based semantic
Web services. The structure of the paper is as follows: the
next section starts with an analysis of methods for creating
the appropriated description of the problem to be solved
(new case). Such a description is represented as a query,
which the user sends to the CB memory. After the analysis,
some methods for query formulation as well as some
concrete representations for queries and cases are proposed.
In the next section several methods for evaluating similarity
between a query and a case are discussed. Some
asymmetrical similarity functions useful for measuring
similarity between different sections of case and query
descriptions are considered. Representation of query results
and a way for communication with the CB memory are
presented as well.

QUERY TYPES

According to the WSMO Framework, a semantic service
description consists of the following main parts (Roman et
al. 2005):
= Top level concepts — describing service name spaces,
used ontologies and mediators as well as service
nonfunctional properties.
= Service capability — describing what the service can do.
The description is separated into four sections —
assumptions, preconditions, postconditions and effects
represented as WSML logical expressions (axioms). The
connections between them are the common set of
ontologies used as well as a set of global (so called
“shared”) wvariables (optional). In the INFRAWEBS
Designer an axiom is created in a graphical way by
means of a tool called Axiom Editor (Agre et al. 2005).
= Service interface — describing how the service works.
The service interface is represented by service
choreography and service grounding. The choreography
defines how the user can communicate with the
semantic service while the grounding is responsible for
communication with the corresponding Web service
represented as a WSDL file.
Creation of the service capability description (WSML
axioms) consists of sequential designing its four sections and
specifying the service shared variables. The order of section
creation depends only on the user — the semantic service
provider. Moreover, the user can start creation of an axiom
without initial specification of its role, i.e. whether it will be
served as service preconditions or postconditions etc. Such a
specification may be done after completing the axiom. The
process of creating an axiom in the INFRAWEBS Capability
Editor is case-based, which means that the user may ask the
case-based memory for providing her with axioms similar to
the one she is going to construct. Asking for assistance is
implemented as a process of satisfying the user’s query
describing how the desired axiom should look like. The
more detailed the user’s query is, the more similar will be a
found axiom proposed to the user as a template for creating a
new axiom. That is why just the diversity of the user-
supplied information available during an axiom construction
may be used for classifying the types of different queries to
the memory.
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Query by loaded ontologies

This is the simplest type of queries, which ask for existing
services described by the same (or almost the same) set of
ontologies as ones imported by the service under
construction. The rationale behind this is an assumption that
services using the same set of ontologies are likely to belong
to the same problem domain. Practically such a query is
equivalent to browsing capabilities of available semantic
services from the same problem domain and may be useful
only for receiving some initial ideas of how the desired
service capability should look like. It is not expected to
receive a good selectivity from such type of the query.

Lexical or “natural language” queries

“Natural language” queries are intended for searching
existing semantic services, whose descriptions contain
natural language words specified in the query. Since natural
language is used mainly for describing nonfunctional
properties of a semantic service (e.g. title, publisher,
description, etc.) such a query will be matched against these
properties of a service. The queries may be unstructured or
structured. In the first case the matching is performed against
all nonfunctional properties of the service including
nonfunctional properties of service axioms, while in the
second - the similarity is evaluated only for service
nonfunctional properties whose names are specified in the
query. For example, one can search for the similar services
created by a concrete organization (service publisher) or
written in a concrete natural language or even created by a
concrete person.In order to guarantee the compatibility of
the found service descriptions with the already selected set
of ontologies, such “natural language” queries are normally
(by default) considered in conjunction with the first type of
queries (queries by loaded ontologies).

Query by ontological terms

The only information available to the user before creating a
description of the first service capability axiom is an initial
set of ontologies, which was selected as the most appropriate
for semantic describing of the Web service. So the only way
to represent more clearly the “meaning” of the new axiom is
to express it as a query containing a set of concepts and
relations that user intends to include into the axiom
description. Since an axiom can exist only as a part of a
semantic service capability description, the meaning of such
a query is to find a set of existing semantic Web services,
whose capability descriptions contain the set of ontological
concepts specified in the query.

Unstructured queries

Even in the situation, when only a set of ontologies to be
used are known, it is possible to formulate queries with
different meanings:

e A query for a semantic service, whose capability
description as a whole contains (is similar to) a
specified set of ontological concepts.



e A query for a semantic service containing one or several
axioms, whose descriptions separately contain (are
similar to) a specified set of ontological concepts.

In the first case the similarity is measured based on all
ontology concepts used for representing a// axioms
participated in the service capability description. In other
words the query is matched against a compound axiom
constructed by merging all service capability axioms. The
most similar service will be a service whose capability
axioms as a whole have the highest average similarity with
the query.

In the second case the query is matched against each

capability axiom separately. The most similar service will be

the one containing an axiom which has the highest similarity
to the query.

Structured queries

The next natural step is to allow the user to construct
structured queries. In such queries the user can specify not
only the ontological concepts the desired service capability
description should have, but also which part of such a
description (i.e. postconditions, assumptions etc.) should
have a specified set of ontological words.

For example, it is possible to search for an existing semantic
service whose preconditions are the most similar to the set of
ontological words specified in the query; or to find such a
service whose preconditions are similar to one ontological
word set and postconditions are similar to another set of
such words defined in the query. In such case the most
similar service will be the service with the highest average
aggregated similarity to the structural query.

Query by example

As it has been already mentioned, the creation of a service
capability description is a sequential process of constructing
the axioms. Thus, an already constructed axiom (or axioms)
may be used for formulated more precise request for the
existing service containing similar axioms. The main
assumption is that a service containing similar axioms in the
corresponding  service  description  sections  (e.g.
preconditions) will probably have the similar axioms in its
other parts (e.g. postconditions). That is why after the
completion of an axiom and assigning to it a given role the
user can query the CB memory for finding existing semantic
services, which have similar axioms playing the same roles
as specified in the query.

In fact, such type of query is a kind of the structured queries
in which structured parts are constructed from already
prepared axioms of the service under construction.

Complex queries

It is possible to construct complex queries combining
ontological-based and natural language-based sets of words
(either structural or unstructured). For example, one can ask
for similar services containing specified ontology words in
their postconditions and created by a specified organization.

FORMULATING QUERIES

A way for formulating a query depends on a concrete
situation. The following situations are possible:
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1) Neither ontologies nor some axioms are known: the main
approach for converting a Web service into a semantic Web
service using INFRAWEBS Service Designer is “bottom-
up”, i.e. starting from selection of a desired Web service,
selecting a set of appropriate ontologies and applying them
for annotating the service in the Grounding Editor, and then
creating service choreography and capability. So in such a
scenario an initial set of ontologies used in the Capability
Editor has been already selected before designing a first
capability axiom. However, in order to increase the
flexibility of our tool and to ensure its compatibility with
other WSMO-based tools for semantic service creation (e.g.
WSMO Studio (Smirnov et al. 2006), which main paradigm
for semantic service creation is “top-down” (i.e. starting with
creating a service capability description first), we do not
impose on the user any restrictions on the way she is going
to construct a new semantic Web service. It is exactly the
situation, when the user is going to construct her first axiom
but does know precisely neither what ontologies are needed
for this nor how the axiom should look like.
However, even in this situation the user is able to describe in
“natural language” what the desired axiom should be about
and use the constructed “description” for finding “similar”
existing axioms. Such a request may be accomplished by
formulating a natural language query, which is the only
type of queries available for use in such a situation.
Formulating a query is implemented as a process of filling a
query form containing named text fields describing possible
nonfunctional properties (NFP) of the desired service
according to the WSMO Framework (e.g. title, creator, type,
etc.). A query form will contain also a “functionality
description” field, in which the user can describe the desired
functionality of a service. This description will be matched
against NFP of the existing service axioms.
If the user has filled only the “functionality description”
field, the corresponding text will be used for matching
against all NFP occurring in a semantic service description.
If some of structured text fields of the query form have been
filled, services matching such a structured query will be
searched.
2) Only an initial set of ontologies has been already loaded.:
this is a “normal” situation observed before starting the
process for creating the first capability axiom description.
Now the user can facilitate her work by attempting to find
“similar” existing services which use:
= Similar set of imported ontologies. The user is able to
do this by formulating a query by loaded ontologies,
which is the first of the two types of queries available to
her in such a situation. As in the previous case, the
query is represented by its query form describing NFP
of the desired service. However, now such a “natural
language” description will be used only for ranking
existing services, which capability descriptions are
constructed by the terms from the same (or similar) set
of imported ontologies.
= Similar set of ontological terms in the axiom
descriptions. The user is able to do this by formulating
a query by ontological terms. In this situation the query
is represented by the query form describing NFP of the
desired service extended by additional five fields:
e service assumption
e service precondition



e service postcondition

o service effect

®  service functionality
Each of these fields may be filled by an unrestricted
number of ontological terms selected from the loaded
ontologies. The first four fields are used when the user
searches for similar services containing the same
ontological words in the specified sections of the
service capability description. The last one (“service
functionality” field) is used for indicating that it does
not matter for the user in which section of the
capability description of a service the specified terms
are used. In other words, the content of this field will
be matched against the aggregated content of all
capability description sections of a service except those
that have been filled in other ontology-related query
form fields.
The information provided in the NFP fields of the
query form now will be used only for ranking existing
services similar to the query formulated by means of
ontological terms.
Both types of queries (by loaded ontologies and by
ontological terms) may be implemented as a single
query by ontological terms: if the additional (ontology-
related) fields of the query form have left unfilled, the
query will be treated as a query by loaded ontologies,
otherwise — as a query by ontological terms.

3) Some of the capability axioms have been already

constructed: this is a normal situation reflecting the

sequential character of the capability description
construction process. Finding a “template” for the next
axiom the user is going to create may be accomplished by:

» Formulating a query by ontological terms. The user is
able to repeat again a query by ontological words by
specifying the content of the corresponding capability
description section by means of words selected from the
loaded ontologies.

» Formulating a query by example. In this situation the
similar services are searched by comparing descriptions
of already constructed axioms as a template for finding
the existing services containing similar axioms in the
corresponding sections of the service capability
descriptions.

=  Combining query by example with query by ontological
words, i.e. describing a content of a desired axiom by
means of some ontological terms and using the
descriptions of the previously constructed axioms as an
additional template for restricting the search.

A query by example may be represented as a query by
ontological terms in which some of the ontology-related
fields are filled automatically from the description of the
corresponding axioms. That is why all three types of queries
mentioned above in this section may be implemented
uniformly as a single query by ontological terms:

e if some of the ontology-related fields are filled manually
(by selection from the set of loaded ontologies) the
query will be treated as a simple query by ontological
terms;

e if the query contains the only ontology-related fields
filled automatically (or specified as to be used as an
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example) than such a query will be treated as a query by

example;
e a query containing both fields filled will be treated as a

complex type query.
Summarizing, it is possible to conclude that formulating a
query may be implemented in a uniform way as a process of
filling a unified query form. Depending on the current
situation, such a form will consist of one or two parts:
textual — to be used for formulating structural (or
unstructured) “natural language” queries, and ontological —
to be used for formulating queries (also structural or
unstructured) based on ontological words. Content of the
both parts may be used for formulating rather complex
queries. The proposed schema for query formulation allows
implementing a very flexible process of finding similar
services and personalizing the Capability Editor for working
with the user having different level of knowledge and skills.

REPRESENTATION OF CASES AND QUERIES
Representation of cases

In order to be reused, WSMO descriptions of semantic Web
services and other objects (goals, ontologies, mediators) are
considered in the INFRAWEBS Framework not only as
logical (WSML) representations of these objects but also as
a special class of text documents, containing natural
language and ontology-based words. Such special “text”
representation serves as a basis for constructing case
representation of such WSMO objects.

The main object of a case-based memory is a case. Generally
a case is a pair {P, S}, where P is a description of a problem,
and § is its solution. Since the main objective of the
INFRAWEBS case-based memory is to provide the user
with a set of WSMO objects similar to that the user is going
to use, each case may be considered as a special description
of a WSMO object (semantic Web service, WSMO goal,
etc.): P is a special structured feature vector representation
of this object, and S is a pointer to the place in a local
DSWS-R where the WSML description of the object is
stored. More precisely, since the memory provides an access
to different types of WSMO objects, an INFRAWEBS case
is a triple {7, P, S}, where T is a type of the WSMO object
stored. This parameter determines the structure of the
corresponding feature vector representation of the object.
For example, for cases of type T = service, the structured
feature vector representation (SFVR) is
P=<NFP,0,Cp,I>, where NFP is a SFVR of

nonfunctional properties of the service, O is a feature vector
of names of ontologies imported by the service, Cp is a
SFVR of service capability and I is a FVR of service
interface. In its turn Cp = <As, Pr, Ps, Ef>, where As is a
feature vector corresponding to the service assumptions, Pr
— a feature vector corresponding to service preconditions, Ps
is a feature vector corresponding to service postconditions
and Ef - a feature vector corresponding to service effects.

Representation of queries

A query is represented by a triple O = {T, Pq,Sn}, where T is
the type of an object requested for searching in the CB



memory (e.g. service, goal, etc.), Pg is a SFVR of the
desired object and Sn is a type of a query. The query type
may take two values — design-time and run-time and
determines the range of objects to be searched by the
memory for satisfying the query. In the first case the
memory would return similar WSMO objects stored in the
whole DSWS-R, while in the second case — only in the
“public” part of DSWS-R — its Registry.

EVALUATING SIMILARITY

In his famous work “Features of Similarity” (Tversky
1977), which is a classic book for all contemporary work
on studying the similarity, Tversky claimed that the
similarity between two objects is a function of three
variables:

= A number of features common for both objects;

= A number of features unique for the first object;

= A number of features unique for the second object.
Most of existing similarity functions using these three
variable (e.g. Jaccard coefficient) are symmetrical and
defined on the interval [0, 1] or [0,] .

Unfortunately, we can not apply such an approach directly to
our problem. The main reason for this is that one of the
objects to be compared (the query) has a principally
incomplete description, thus the value of similarity between
such a partially described object and a fully described object
is only an approximation for “real” value of similarity of
these objects described at the same level of granularity.

The main consequence of this fact is that our similarity
function should be asymmetrical, since the importance of
features unique for the first and for the second object now is
not the same. Indeed, the uniqueness of some features
belonging to the second object (the case) detected during the
matching now is not so important since it may be caused
simply by incompleteness of the description of the first
object (the query) rather than explained by real dissimilarity
between the objects. From another side, the uniqueness of
some features belonging to the first object (the query) now
becomes more important since they really reflect the
dissimilarity between the objects under comparison.

The concrete form of the similarity function depends on the
level of completeness of the query description and that is
why should be explicitly defined for different types of
queries.

Calculating similarity for ontological words queries

A similarity between an ontological query Q = {service, Pq,
Sn} formulated by ontology keywords the user expects to be
occurred in the service capability, and a case C = {service,
Pc, Sc} is calculated as average similarity between the
corresponding parts of capability descriptions specified in
the query and in the service:

Sim(Q,C) = Sim(Pq, Pc) =

= Sim(< Asy,Pry,Psy, Efy > <As,Pre,Ps Ef >) =

s, (Vg V) M
Z VV! VoePy Veele

where W; is a coefficient weighting similarity between
corresponding sections of the query and the case description,
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and sim; — is a function evaluating the similarity between
such sections.
A feature vector V, eCp={As.,Pr.,Ps.,Ef.} of a section

of service capability Cp is represented as a vector of
weighted ontological words w; occurring in the

J
corresponding section: V, =<k;;wy;,....k,,w,; >, where n; is a

number of different words in the section i. In the simplest
case, when all ontological words have the same weights, the
coefficient k; is the number of occurrences of the word wj in
the “ontological text” extracted from the logical description
of section i. In more complex situation such a coefficient
may reflect not only the number of the word occurrences but
the importance of the concrete word as well. For example,
one can assign lesser importance to the names of attributes
of ontological concepts than to the concepts themselves.
When the query is constructed by selection of words from
available ontologies, it is expected that each section of such
a query will not contain repetitions since the meaning of
such a query is to find a service, which capability description
contains specified ontological words in the corresponding
capability description section. That is why the similarity
between feature vectors of the corresponding sections of a
query and a case is a normalized number of identical words
calculated according to the following formula:

sim (Vi€ V€)=

Onto

= 5im; " (K Wi sees Wy > < kieWic s Kye Wye >) =

n,
1 EQ Onto

=—X 5 (WjQ,<k1CW1C,...,knCWnC >),
"o o,

where :

2
L if Wi, = Wi

o
(W0, < ke Wi, ke Wy ) =<and I, ={l¢,....nc}

0, otherwise

In practice, such a similarity function calculates the size of
intersection between two sets of ontological words (without
repetitions) and normalizes it by the size of the set of words
mentioned in the query (np).

It should be mentioned, that such a function is not
symmetrical, sim, (V2 VEY = sim,VE,VE).  The
asymmetry is caused by the normalizing factor — the number
of ontological words used for formulating the query. This
similarity function may be seen as an asymmetrical variant
of Jaccard coefficient with neglecting features unique for the
second object (the case).

ie.

Calculating similarity for ontological queries by example

The situation, when the user is looking for a service by
means of a query by example, is rather different since such a
query can contain several occurrences of the same
ontological words in each its section. For example, it will be
the case, when the “example” is a logical expression
containing several variables (attribute values) that are
different instances of the same ontological concept. That is
why an existing service description containing the closest
number of such words in the corresponding section of the



capability description should be selected as the most similar
to the query.

In this situation the elements of the feature vectors are
numerical values (integers) and hence the similarity between
such vectors may be calculated by means of a function
“inverse” to the distance between the vectors.

However, as in the previous situation, the new similarity
function should not be symmetrical again. Since the query is
used as a template, the service, which capability section
description contains more occurrences of a given word than
the specified in the query, should be ranked as more similar
than another case containing lesser number of occurrences of
the same word. The rationality behind such asymmetrical
definition of similarity is the difference in the degree of
utility of the found service description, which in this case
may be interpreted as the simplicity for further adaptation of
the solution found (i.e. logical expression). It is simpler to
remove some ‘“‘unnecessary”’ additional terms from an
expression rather than to extend (or refine) it by addition of
some new terms.

That is why we propose the similarity between feature
vectors of the corresponding sections of a query by example
and a case to be calculated according to the following
formula:

SimiExmp(VigaViC) =

= sim™™ (< KigWigse s KoWag > < KicWic oo KcWoe >) =

n

1 X1
= ) Sk gwig, <hicMic o kucWoe ) ()
=1
ke
j=1
where
ke —k,
_CTe i =,
kic +kjo 2 ¢
and kic 2 k0,1, ={lcssnc}
SEm (e <k k >)= 1——ka ~hc if w, =
ioWios<KicWig, s KpeWae >) = k»Q , 0 ij =W,
J
and kic <k;g, 1, ={lcssnc}
0, ifij =Wy,

Of course, the proposed atomic similarity function 57 is
an example of an asymmetrical function defining similarity
between two numerical values (ko and k¢). In general case,
such a function may be defined via the distance between the
values:
Slhgoke) ={1—WL>< \kg —ke |, if ke <kg, 0<w, <1

L—wpx|kg —kc |, if ke 2kg, 0Swy <1

“)

where the weighting coefficients reflects the degree of
asymmetry of the function.

Calculating similarity for queries by loaded ontologies

A query by a set of loaded ontologies may be seen as a mix
of queries by ontological words and queries by example. As
in the case of queries by example this type of query is
formed automatically — the names of all ontologies loaded to
the system are used as an example for searching similar
services. However, the feature vector constructed from the
names of these ontologies does not allow any repetitions and
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can be treated as a “normal” feature vector constructed by
ontological words. Since the set of ontologies imported by a
semantic service can not also contain repetitions, the
similarity function for such kind of query may be naturally
defined as an intersection of both sets as it has been defined
for queries constructed by ontological words:

. ¢

sim (V2. V) =
- Import

= SIS Wi e W >5< Wig oo Wy >) =
13

Imort

=—x 25 O (1 < Wi W ), ®)

0 Jj=lg

L if Wiy = Wi
Tmort
where 0 (Wip, < Wic.sWye >) =qand l. ={lc,....nc}

0, otherwise

and ny is a number of imported ontologies defined in the

query description.

There is no sense to punish the presence of additional

imported ontologies in the description of a found service

since:

o The modular structure of WSML ontologies: an
ontology may refer to some concepts described in other
external ontologies. Such external ontologies can be
loaded in the INFRAWEBS Capability Editor on-
demand, i.e. when in the process of constructing a
WSML logical expression (axiom) the full structure of a
concept belonging to such an ontology is requested by
the user (see (Agre et al. 2006) for details). That is why
there is no guarantee that such “additional” (in this
moment) ontologies will not be requested by the user in
the future, when she will start creating a new axiom.

o The relative simplicity of possible adaptation of the
found service description: even if the presence of
additional ontologies is caused by using “unnecessary”
concepts from such ontologies, removing of such
concepts from the capability description of newly
created service will automatically remove the
corresponding ontologies when such a description will
be stored (see again (Agre et al. 2006) for details).

From another side, the lack of some of the requested

ontologies in the service description is the sign that the

corresponding service axioms may significantly differ from
that the user is going to create.

Calculating similarity for lexical queries

The lexical similarity between a natural language query and
a case representing a WSMO object is carried out in two
stages:1) Preprocessing the query and 2) Matching the
preprocessed query to the correspondent section of the
object feature vector. The goal of the query’s preprocessing
is to unify the words used in the query with those used in the
object’s feature vector. As opposed to the ontology-based
similarities where only a limited number of terms is used, in
the case of a natural language query the user can freely
choose the words to search by. This is why a query’s
preprocessing is needed. The preprocessing includes non-
alphabetical letters excluding, composite words tokenization,
stop words exclusion, synonyms substitution and similar
words substitution. The preprocessed query is matched
against the “lexical” part of the object feature vector.



The following formula is used to calculate the similarity
between the feature vector corresponding to a NFP section
of a natural language query and a feature vector of the
corresponding NFP section of a stored case:

. Y C N _
Simypp (Vgp s Vapp) =8

=imypp (<kigWig sees kyg Wig > <kicWic s Ky W,c >) =

ngFp(kaWjQKk1cW1C’---aknCWnc >)
B .

- n n
D kg + DTk oW g5 < KW KW )

m=1 Jj=1

where:
ka +k,c,ij =W,
Onrp (koW 0, <kicWic s kycW,e >) =qand 1 ={L,...,n} ,

0,w;0 # wic

kcerWio =W,
oclk oW, <kieWicss KycWae >)=1and I ={,...,n}
0, w0 # wyc

The result is given as the sum of weights of co-occurring
words in the query and case feature vectors normalized by
the sum of all weights of words presented in the query’s
feature vector and the weights in words common for the case
and the query. The neglecting weights of words unique for
the stored case makes this similarity function asymmetrical
again.

As it can be seen, the formula is similar to the formula (3)
but it takes into account the weights of the co-occurring
words from both sides — the query’s feature vector and the
case feature vector. The rationale behind this is that an
object (case) having more occurrences of a word given in the
query is more relevant as result for this query.

Calculating similarity for complex queries

A complex query is represented by a query form in which
both NFP and “ontological” sections are filled. Each of these
sections may be described either by structural or
unstructured “simple” query. Since in WSMO Framework
NFP of a semantic service are optional, we have decided to
use “lexical” similarity only for ranking the services
matched the ontological part of a complex query.

That is why a similarity of a complex query Q to a service S
is measured by two values — ontological similarity and
lexical similarity:

Sipyp1e(0s ) = Sty (< NFFp, Cp,>,< NFP,C5>) =

=< Simlexical(NFPQ9NFPS )’SimOnto logical (CQ9CS) > (7)

where NFP and C with the corresponding indexes are
nonfunctional properties and capabilities of the query and
the service participated in the matching.

The ontological similarity is the main element evaluating the
utility of the service found and the lexical similarity is used
only for ranking services with the same degree of
ontological similarity.

complex

QUERY INTERFACE
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Query Result

A result of a query is a list of existing semantic Web services

ordered by the value of ontological similarity of a service to

the query. Each entity in this list is represented as: <Title,

Simonoiogicat, SiMexicar, Pointer>, where:

= Title is the name of a service (if available). This value is
the filler of the service NFP “dc#title”). If the
corresponding filler is unfilled, the title of such a service
will be “unknown”.

" SiMonoiogicar 15 @ rteal number in the range [0, 1]
evaluating the ontological similarity between the query
and the service found. In a case of a pure lexical query,
this value is “undefined”;

= Simpecqa 1s a real number in the range [0, 1] evaluating
the lexical similarity between the query and the service
found. In a case of a pure ontological query, this value
is “undefined”;

= Pointer is a pointer to the place in the DSWS-R where
the semantic description of this service is stored.

The first three items are used for visualizing the query
results; while the fourth item is used for loading the
corresponding service description if it has been selected by
the user.
The number of entities in the list forming the query result is
controlled by two user-supplied parameters:
N — is a maximum length of a list containing matched
services (N > 1),
B — is a similarity threshold (0 < B < 1); only services which
similarity (ontological — in the case of ontological or
complex queries or lexical — in a case of pure natural
language queries) greater or equal than this threshold will be
included into the list with the query results. The default
values of these parameters are set during the system
initialization; however, the user can change them by
specifying the desired values in each query.

Communication with the case-based memory

The communication with the similarity-based OM, which is
a Web service implementation of the case-based memory, is
carried out through the SOAP protocol (Nern and Boyanov
2006). The OM Web service provides a method called
SearchForWSMOObjects accepting as input a query
represented according to the rules described in the previous
section. The output of the SearchForWSMOObjects method
is of type SearchResult and contains result elements
represented by an object title and identifier in the form of
IRI. Lexical and ontological similarity coefficients are also
given for each element and used for ordering the elements.
An example of such query result in XML form is as follows:
<SearchResult>

<SearchTime>20<SearchTime>

<ResultSet>

<ResultElement>
<Title>WSMO Object 1</Title>

<OntologySimilarity>0.85</OntologySimilarity>

<LexicalSimilarity>0.78</LexicalSimilarity>
<ldentifier>http://dsws-
r.infrawebs.org/1.wsmo</Identifier>
</ResultElement>



<ResultElement>
<Title>WSMO Object 2</Title>

<OntologySimilarity>0.77</OntologySimilarity>

<LexicalSimilarity>0.86</LexicalSimilarity>
<ldentifier>http://dsws-
r.infrawebs.org/44.wsmo </Identifier>
</ResultElement>
</ResultSet>
</SearchResult>

CONCLUSION

In the present paper we have discussed possible ways for
using a case-based memory for creating semantic service
descriptions in the INFRAWEBS Framework. The case-
based memory provides the service designer with
descriptions of existing semantic Web services that are
similar to the user requests represented by means of a query
form. Such a form allows the user to express her intentions
on how the different part of the service under design should
look like using both natural language and ontology-based
words.

We have also discussed some possible approaches for
measuring similarity between a query (a description of a
problem to be solved) and a case (a description of another,
already solved problem). Several similarity functions have
been proposed. All of them are asymmetrical, which has
been argued by principal difference in the amount of known
features used for describing objects to be matched.

In INFRAWEBS Framework the case-based memory may
be used not only for facilitating the process of constructing a
semantic service description, but also for service
composition, as well as for goal and service discovery (Agre
and Boyanov 2006). For example, during service discovery
the memory is able to restrict the search space of potential
services by retrieving a set of such services that are the most
similar to the formulated goal represented as special text
documents.

In the INFRAWEBS Framework the case-based memory
will be implemented via INFRAWEBS similarity-based
Organizational Memory (OM). A detailed specification of
OM describing the organizational structure of the case based
memory can be found in (Nern et al. 2006).
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ABSTRACT

The possibilities for creation of web services composition
through WSMO specification are investigated in this
paper. WSMO is in its intensive development and a
snapshot for the combination of semantic web services on
its current state is made. The most likely problems are
marked.

INTRODUCTION

Semantic Web Services are integrated solution for
realizing the vision of the next generation of the Web.
WSMO (Roman et al. 2005) and OWL-S (Martin et al.
2004) are main initiatives to describe Semantic Web
Services, aiming at describing the various aspects related
to Semantic Web Services in order to enable the
automation of Web Service discovery, composition,
interoperation and invocation.

WSMO is examined in its capacity of European initiative
in the semantic web technologies sphere. On account of
the fact that the specification is in progress of development
an investigation for the potentialities for composition and
interaction between semantic web services is not trivial
problem.

WSMO defines four top-level modeling elements for
describing aspects of SWS:

- Ontologies provide the terminology used by other
elements; define an agreed common terminology by
providing concepts, and relationships between the
concepts;

- Goals specify the problems that should be solved by
services (queries) and the potentially satisfy desires that to
be reached by service execution;

- Service descriptions depict services that are demanded by
service requesters, covered by service providers, and
agreed between service providers and requesters;

- Mediators are connectors between components with
mediation facilities for handling heterogeneities ( on data
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mediation level, protocol level, process level -
ooMediators, ggMediators, wgMediators, wwMediators).
(Roman et al. 2005) (de Bruijn et al. 2005)

SEMANTIC WEB SERVICES

WSMO web services represent the non-functional (non-
functional properties), functional (capabilities) and
behavioral/usage (interface) aspects of the web services.
Service description definition includes: namespace,
keyword webService and its identifier, non-functional
properties (Accuracy, Contributor, Coverage, Creator,
Date, Description, Financial, Format, Identifier, Language,
Network-related QoS, Owner, Performance, Publisher,
Relation, Reliability, Rights, Robustness, Scalability,
Security, Source, Subject, Title, Transactional, Trust,
Type, Version), imported ontologies , used mediators
(ooMediator, wwMediator), functional capability and
interfaces.

Capability definition shows the functionality: non-
functional properties, imported ontologies, used mediators
(ooMediator, wgMediator), all-quantified shared variables,
preconditions (necessary conditions before the execution),
assumptions (describe the state of the world before the
execution), postconditions (result of service execution
delivered to the user), effects (describe the state of the
world after the execution). (Roman et al. 2005)

The interfaces are defined by specifying non-functional
properties, imported ontologies, wused mediators,
choreography and orchestration and provide how the
functionality of the Web service can be achieved.

The choreography defines the communication from the
client's point of view. It includes non-functional properties,
the state signature and the transition rules. A (world) state
is represented by ontology which defines the state
signature over which the transition rules are executed,
ooMediators, a set of statements defining the modes of the
concepts and relations (static, in, out, shared, controlled
and lists of entries — as the meaning specifies itself from
that who can change/read/write the instances of concept or
relations - the choreography execution, the environment or
both). The grounding information is defined by the
withGrounding keyword followed by a list of IRIs.
Transition rules are if-then rules, forall-with—do rules,
choose-with-do rules that specify transitions between
states. A set of fact modifiers which are of four different



types  (add(fact),  delete(fact), update  (fact™),
update(fact™  fact™)) is used to change instances
to/from concepts and relations. Usually it models a single
transition rule for each of the service's operations.

The orchestration describes how the overall functionality
of the Web service is achieved by means of cooperation of
different Web service providers but it not fully specified

yet. (Feier 2005; Scicluna et al. 2006)

COMPOSITION

Stepping on the current level of WSMO specification
development an attempt at bringing out principles for
automatic SWS composition from existent semantic web
services is made.

Composition is the process of selecting and combining
web services to achieve a user’s objective. The target is to
aggregate web services into a complex functionality.
Available semantic web services in the travel area are
single for every aspect (booking of a hotel, booking of air
tickets, etc.) and for every company. But to achieve the
costumer request moreover faster it is necessary at this
stage to pool selected semantic web services. And they
stand sub-services of the new one. The union will be
fulfilled on the level of every structural part from WSMO
specification for web services — mnamespaces, non-
functional properties, imported ontologies, used mediators,
capabilities, interfaces. The elements, which are doubled,
are not allowed. The others are added. The identifiers of
the keywords and the definitions will be changed because
they have to be specified by means of synonymity.

In the interface part problems are more complicated. A
choreography model describes collaboration between a
collection of services to achieve a goal. It captures the
interactions in which the participating services engage to
achieve this goal and the dependencies between these
interactions, including: causal and/or control-flow
dependencies (i.e. that a given interaction must occur
before another one, or that an interaction causes another
one), exclusion dependencies (that a given interaction
excludes or replaces another one), data-flow dependencies,
interaction correlation, time constraints, transactional
dependencies, etc. (Bussler 2005). That’s why the
suggestion is to keep transition rules of the choreography
not changed. The orchestration is not investigated yet.

The approach for composition is valid for services with
similar functionality.

When the functionality which have to be achieved is more
complex, rules that govern behavioral characteristics
relating to how a group of Web services interact can be
applied as a workflow generation method. The approach
demands a composite service to be defined in an abstract
manner, e.g. with regard to offered functionality and
constraints. It models an abstract process that defines the
order of the business logic. The abstract process model
includes a set of tasks, their data dependency, conditions
that have to be carried out, different interaction scenarios
etc. The process can be showed by a graph as the nodes
automatically are bound up with services. These services
have to be abstract described too. The principles of
composition should be similar like the above.
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WSMO discriminates between abstract and concrete
services — a concrete service provide different concrete
(value) services to the user by means of different types of
invocations of itself, while an abstract service is a set of
concrete services each of which providing the use with
actual values by respective service invocation to achieve
the given goal (request). (Roman et al. 2005)

An abstract service abstractly describes the behaviour of
the service with respect to an invocation instance of a
service, independent of implementation details.

The approach for abstraction is to substitute concrete
instances and values for concepts from related ontologies
which are imported into the semantic web service and are
known preliminary. The element “State Signature” with
its parts: a set of statements defining the modes of the
concepts and relations and a set of update functions and
respective grounding have to be omitted because they give
some kind of concreteness. The non-functional properties
are generalized.

After abstraction the concrete service provided by abstract
service should be covered by its (abstract) capability.

The abstract service has its own instance store linked to
this ontology in which there are instances specific to the
web service.

These semantic abstract services may be called: abstract
service templates for concrete functionality. They allow
some of the features to be fixed in all possible suitable to
the occasion services as well as they are generic enough so
all relevant services to be found.

The Figures 1 and Figures 2 show a concrete postcondition
from semantic web service and an abstract postcondition
from the same semantic web service.

postcondition

nonFunctionaiProperties

dotidescription hasValue “The output of the service is
a NH hotel reom booking. An instance of a MH hotel room
booking has been created. This booking has an identificator, a
ticket, and the hotel stay info has been obtained from the service
providers data base and satisfy the booking buyer preferences.
The hotel stay info has: checkin and checkout date, room or
rooms, the hotel.”

endMonFunctionalProperties

definedBy

?HotelRoombookingRequest member{3f
hb#hotelRoombookingRequest implies
exists {?HotelRoomBooking, ?Buyer, BuyerContactInformation,
?HotelStay, ?MhotelServiceProvider}

?HotelRoomBooking sernber(f
hb#hotelRoomBooking[
bookingldentifier kas¥alue ?Bookingldentifier,
bookingTicket kas¥ alue ?HotelRoomBookingTicket,
hotelStay kas¥alue 7HotelStay,
buyer hasValue ?Buyer,
seller hins¥akue ?MhotelServiceProvider,
paymentMethod kas¥ aiue ?Points]
and
?Buyer member(3f cuffcustomer|
contactInformation hias¥alue ?ContactInformation]
and
?BuyerContactInformation member{3{
cu#customerContactInformation [
emailaddress hasValue ?InputBuyerEmail]
and



?HotelStay member(3{ hb#hotelStay [
checklIn fasValue 2Checkln,
checkOut hag¥alue 2CheckOut,
room has¥alue 2Room,
hotel hasValue ?Hotel]

and

?MhotelServiceProvider member{3{ hb#HotelServiceProvider [

hasCompanylD hasValue “MH Hotels”,

allowPets has¥Value boolean(“false™),
allowGroupsReservation has¥alue _boolean(“true”),
minStars basVaiue 4,
hotels hasValue {?Hotel}]
).

Figures: 1

Posteondition
nonFunctonalProperties
detdescription hasValue “The output of the service is

a hotel room booking. An instance of 2 hotel room booking have

been created. This booking has an identificator, a ticket, and the

hotel stay info has been obtained from the service providers data
base and satisfy the booking buyer preferences. The hotel stay
1fo has: checkin and checkout date, room or rooms, the hotel.”
endMonFunctienalProperties
defined By

?HotelRoombookingRequest member{}

hb#hotelRoombookingRequest imnpiies

exists {?HotelRoomBooking, ? Customer, ? Customer

ContactInformation, ?HotelStay, ?HotelServiceProvider}

(

?HotelRoomBooking mesmber(3f hb#hotelRoomBooking[
bookingldentifier has¥alue ?Bookingldentifier,
bookingTicket kas¥alue ?HotelRoomBookingTicket,
hotelStay kas¥Vakue ?HotelStay,
buyer has¥Value ?Buyer,
seller has¥Value ?HotelServiceProvider,
paymentMethod BasValue ?Points]

and

?Customer member(3f cuffcustomer|
contactInformation kas¥Value ?ContactInformation]

and

?CustomerContactInformation mesmber(3f

cuffcustomerContactInformation [
emailaddress hasValue ?InputCustomerEmail]

and

?HotelStay memberOf hb#hotelStay [
checkIn has¥aiue ?2Checkln,
checkOut hasValue ?CheckOut,
room has¥alue 2Room,
hotel has¥aiue ?Hotel]

and

?HotelServiceProvider member(3f hb#HotelServiceProvider [
hasCompanylD hasValue YHotel,
allowPets BasValue boolean,
allowGroupsReservation has¥alue _boolean,
minStars kas¥alue 2minStars,
hotels kas¥alue {?Hotel}]

).

Figures: 2

CONCLUSION

The composition of abstract service templates allows
paying attention to the functionality and to the important
constraints and features i.e. to control flow — not to the
specific data of the concrete services and it is more
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suitable in a dynamic environment where the available
services and the requirements are constantly changing.
(Sirin et al. 2005)

And like one farther step it is possible to use these abstract
service templates to build the WSMO goal template which
will represent the some eventual desire of the customer.
The goal templates ease the usage of the systems which
like customers to the semantic web services since they
hide the WSMO description complexity. (Lopez-Cobo et
al. 2006)

ACKNOWLEDGEMENT

This work is carried out under EU Project INFRAWEBS -
IST FP62003/IST/2.3.2.3 Research Project No. 511723.

REFERENCES

Arroyo, S., Lara, R., Gomez, J. M., Bereka, D., Ding, Y., Fensel,
D. 2004. Semantic Aspects of Web Services. In: Practical
Handbook of Internet Computing. Munindar P. (Ed.)
Chapman Hall and CRC Press, Baton Rouge

Bussler C., A. Duke, D. Roman, M. Stollberg. 2005. Proceedings
of the First International Workshop on Web Service
Choreography and Orchestration for Business Process
Management. In conjunction with the Third International
Conference on Business Process Management (BPM 2005),
Nancy, France, September 2005.

De Bruijn J., C. Bussler, J. Domingue, D. Fensel, M. Hepp, U.
Keller, M. Kifer, B. Konig-Ries et al. 2005. Web Service
Modeling Ontology (WSMO). W3C Member Submission 3
June 2005. http://www.w3.org/Submission/WSMO/

Feier C., D. Roman, A. Polleres, J. Domingue, M. Stollberg, and
D. Fensel. 2005. Towards Intelligent Web Services: Web
Service Modeling Ontology (WSMO). In Proc. of the Int'al
Conf on Intelligent Computing (ICIC) 2005, Hefei, China,
August 23-26, 2005.

Lopez-Cobo J.-M., A. Lopez-Perez, J. Scicluna. 2006. A
semantic choreography-driven Frequent Flyer Program.
Accepted for the EASST-EU Workshop, 2006.

Martin D., M. Paolucci, S. Mcllraith, M. Burstein, D.
McDermott, D. McGuinness, B. Parsia, T. Payne, M. Sabou,
M. Solanki, N. Srinivasan, K. Sycara. 2004. "Bringing
Semantics to Web Services: The OWL-S Approach”,
Proceedings of the First International Workshop on Semantic
Web Services and Web Process Composition (SWSWPC
2004), July 6-9, 2004, San Diego, California, USA.

Roman D., H. Lausen, U. Keller. 2005. Web Service Modeling
Ontology (WSMO). WSMO Final Draft 10 February 2005.
http://www.wsmo.org/TR/d2/v1.1/20050210/ .

Scicluna J., A. Polleres, D. Roman. 2006. Ontology-based
Choreography and Orchestration of WSMO Services. WSMO

Working Draft 3rd February 2006.
http://www.wsmo.org/TR/d14/v0.3/.
Sirin E., B. Parsia, J. Hendler. 2005. Template-based

Composition of Semantic Web Services. In AAAI Fall
Symposium on Agents and the Semantic Web, Arlington,
Virginia, USA, November 2005.

Stollberg M. 2005. Reasoning Tasks and Mediation on
Choreography and Orchestration in WSMO. In: Proceedings
of the 2nd International WSMO Implementation Workshop
(WIW 2005), Innsbruck, Austria, 2005.

Stollberg, M., C. Feier; D. Roman, D.Fensel. 2006. Semantic
Web Services - Concepts and Technology. In N. Ide, D.
Cristea, D Tufis (eds.): Language Technology, Ontologies,
and the Semantic Web. Kluwer Publishers, 2006 (to appear).



AUTHOR
LISTING



142



Agre G. e 130
Asai K. creeeirirecrecreeees 63
ASAI Y. teeeeeirceeenenaas 15
Atanasova T....ccccvveennes 115/122
Boucouvalas A............. 23
Chalhoub G....coeeevverenns 10
Chan W. .uceeeeiiieeeeceeens 33
Chbeir Rovcvieeirieeirevenns 10
Daskalova H.......cccveuvee. 115/122
Datcu D.coeeveeeeeeeeeceeeeees 33
Davison A. cueceveveeireneenns 5
De CocK J. weeevrmirenrnnnns 56
Eberhardt G. ................ 98
Fitrianie S..ccvreveeeeeenne. 28
Garofalakis J.D. ...ccuueee. 53
Goulas D.S. .iieiveirenns 53
Grebenstein K. .......uuee.. 92
Grigorova V.....cccevvveennns 138
Hadzilias E.A................ 87
HafBllinger G. ....oocceiuneees 41
Hideki S. wivreireireeireeees 46
Hooplot F.S. ..o 77
John D. o, 23
Kassel S..veeevreieeieeees 92
Kazutoshi F.....coeeevvenree. 46
Kobayashi H. ............... 63
Kondo T. cieeeeireirenreneens 63
Kotani A. ceeeeeeeieeeceeennes 15
Kusuma l..coeeeireirennrnneen. 105

AUTHOR LISTING

143

Lambert P..cooeveevenennnnn.e. 56
Lin Q. ueeereereirmrenemnennnes 105
Mituyama Y ...ccceeeeiiiennnns 15
Nait-Sidi-Moh A. ........... 98
Nakamura Y..ccceeceeeennes 15
N I=To 21 ) P 105
Notebaert S. .....ccovvevnnee. 56
Onoye T..coovvmemrrrerrinnnnns 15
Rothkrantz L.J.M. ......... 28/33
Satbhai S....ccoveeiireirennns 69
Satoshi M..ecovevrecereirnnnes 46
Takase N. .coveireirenirnnenns 63
Tanemura Y. cceceemveecenns 15
Triantafillou V.D. ........... 53
Van de Walle R............. 56
van der Mast C.A.P.G...69/77
Wack M. 98
Wong W.S. .o, 33
XU Z. o orireiieirmirmrenemnennns 23
Yetongnon K.....ccceeeeenn. 10
Zhang L. .cccoeeviiiniiiiinnnns 105



	first pages
	book

