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PREFACE

The EUROMEDIA conference is the annual EUROSIS meeting aimed at exploring
the latest in state-of-the art multimedia research, technology, management and art.
As in previous years, the conference seeks to bring together researchers and
practitioners in academia and industry, who are interested in exploring and exploiting
new and multiple media to create new capabilities for human expression,
communication, collaboration, and interaction. EUROMEDIA covers a broad range of
topics, from multimedia computing: theory to practice, over underlying technologies
to applications. The present event is no exception, providing an ideal forum for the
presentation and exchange of research relating to the design and use of state-of-the-
art multimedia and networked systems.

The EUROMEDIA 2012 conference, which is held at the JW Marriott Hotel,
Bucharest from April 18-20, 2012, runs concurrently with the ECEC and FUBUTEC
conferences, this year covers presentations in the field of Cloud Computing, Online
Communities, Learning and Diagnosis, Telecom Systems and Secure Telecom
Systems.

Next to the regular presentations contained in this book, the conference also features
invited presentations by Herman Van der Auweraer, LMS International, Heverlee,
Belgium on “Innovation Engineering by Simulation” and by Professor Valentin Cristea
of the University POLITEHNICA of Bucharest, Bucharest, Romania on “Challenges
and Trends in Software Service-Based Systems”, plus a tutorial by Ignazio Infantino
from ICAR-CNR, Palermo, ltaly on “Detection of Human Activities and Human
Intentions through Cognitive Architecture”.

We also would like to thank Philippe Geril, whose continued dedication and hard
work as the conference organiser has enabled us to maintain the standard expected
of the EUROMEDIA 2012 conference, to EUROSIS for the opportunity to be involved
in the organization of EUROMEDIA 2012, to the University POLITEHNICA of
Bucharest and LMS for their support of the event, to all members of the Scientific
Committee for their reviews and significant contribution for the high quality standards
of EUROMEDIA 2012, to all sessions chairs for their effort for the smooth running of
all scientific sessions of EUROMEDIA 2012, to our Keynote and Invited Lecturers
and to all Authors for sharing their excellent works during EUROMEDIA 2012 and
last but not least to all attendees that enrich and validate the purposes of
EUROMEDIA 2012.

Prof. Dan Stefanoui

University POLITEHNICA Bucharest
EUROMEDIA2012

General Conference Chair
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ABSTRACT

In our research we focus on providing essential char-
acteristics such as performance, availability, reliability
and security for cloud computing systems, which are be-
coming more and more popular. In this paper we accu-
rately describe the capabilities that our project provides
to its end-users and also specify all the functional and
non-functional requirements that the application imple-
ments. We also describe some of our design choices for
our solution, along with how we intend to integrate our
solution into other existing virtualization solutions and
cloud computing software.

INTRODUCTION

Cloud Computing to put it simply, means Internet
Computing. Cloud computing (Vaquero et al. 2009)
is a model for enabling convenient, on-demand net-
work access to a shared pool of configurable comput-
ing resources (e.g., networks, servers, storage, appli-
cations, and services) that can be rapidly provisioned
and released with minimal management effort or service
provider interaction.

This cloud model (Keahey et al. 2009) promotes avail-
ability and is composed of five essential characteristics
(on-demand self-service, broad network access, resource
pooling, rapid elasticity and measured service); three
service models (cloud software as a service (SaaS), cloud
platform as a service (PaaS) and cloud infrastructure as
a service (IaaS)); and, four deployment models (private
cloud, community cloud, public cloud and hybrid cloud).
Key enabling technologies include: (1) fast wide-area
networks, (2) powerful, inexpensive server computers,
and (3) high-performance virtualization for commodity
hardware.

The cloud computing model offers the promise of mas-
sive cost savings combined with increased IT agility. It
is considered critical that government and industry be-
gin adoption of this technology in response to difficult
economic constraints. However, cloud computing tech-

nology challenges many traditional approaches to dat-
acenter and enterprise application design and manage-
ment. Cloud computing is currently being used. How-
ever, security, interoperability, and portability are cited
as major barriers to broader adoption.

The Internet is commonly visualized as clouds; hence the
term “cloud computing” for computation done through
the Internet. With cloud computing users, for example,
can access database resources via the Internet from any-
where, for as long as they need, without worrying about
any maintenance or management of actual resources.
Besides, databases in the cloud are very dynamic and
scalable.

Cloud computing is unlike grid computing, utility com-
puting, or autonomic computing. In fact, it is a very
independent platform in terms of computing. The best
example of cloud computing is Google Apps where any
application can be accessed using a browser and it can
be deployed on thousands of computers through the In-
ternet.

We are going to talk in detail about the capabilities
of the application that we are going to develop. The
main goal of this paper is to present a unified and self-
contained platform and framework on top of which end-
users can develop custom application in a secure and
reliable mode. The users will benefit from the full power
of the cloud computing framework in order to reach their
desired performance and security degree.

RELATED WORK

Many projects tackle the problem of dynamically over-
laying virtual resources on top of physical resources by
using virtualization technologies, and do so with differ-
ent resource models. These models generally consider
overhead as part of the virtual resource allocated to
the user, or do not manage or attempt to reduce it.
A common assumption in related projects is that all
necessary images are already deployed on the worker
nodes. Our requirements for dynamic deployment of
advanced reservations (AR) and as soon as possible
(ASAP) workspaces make it impossible to make this as-
sumption.

Amazon Elastic Compute Cloud (EC2) (Ama 2011) is
a central part of Amazon’s cloud computing platform,



Amazon Web Services (AWS). EC2 allows users to rent
virtual computers on which to run their own computer
applications and allows scalable deployment of applica-
tions by providing a web service through which a user
can boot an Amazon Machine Image to create a virtual
machine, which Amazon calls an “instance”, containing
any software desired. A user can create, launch, and ter-
minate server instances as needed, paying by the hour
for active servers, hence the term “elastic”. EC2 pro-
vides users with control over the geographical location
of instances which allows for latency optimization and
high levels of redundancy. For example, to minimize
downtime, a user can set up server instances in multi-
ple zones which are insulated from each other for most
causes of failure such that one backs up the other.

The XGE (Fallenbeck et al. 2006) project extends Sun
Grid Engine so it will use different VMs for serial batch
requests and for parallel job requests. The motivation
for their work is to improve utilization of a university
cluster shared by two user communities with different
requirements. By using the suspend/resume capabili-
ties of Xen virtual machines when combining serial and
parallel jobs, the XGE project has achieved improved
cluster utilization when compared against using backfill-
ing and physical hardware. However, the XGE project
assumes that two fixed VM images are predeployed on
all cluster nodes.

The VIOLIN and VioCluster (Ruth et al. 2005) projects
allow users to overlay a virtual cluster over more than
one physical cluster, leveraging VM live migration to
perform load balancing between the different clusters.
The VioCluster model assumes that VM images are al-
ready deployed on potential hosts, and only a “binary
diff” file (implemented as a small Copy-On-Write file),
expressing the particular configuration of each instance,
is transferred at deploy-time. This approach is less flex-
ible than using image metadata, as COWs can be in-
validated by changes in the VM images. Furthermore,
our work focuses on use cases where multiple image
templates might be used in a physical cluster, which
makes it impractical to supply all the templates on all
the nodes.

The Maestro-VC (Kiyanclar et al. 2006) system also
explores the benefits of providing a scheduler with
application-specific information that can optimize its de-
cisions and, in fact, also leverages caches to reduce im-
age transfers. However, Maestro-VC focuses on clusters
with long lifetimes, and their model does not schedule
image transfer overhead in a deadline-sensitive manner,
and just assumes that any image staging overhead will
be acceptable given the duration of the virtual cluster.
Our work includes short-lived workspaces that must per-
form efficiently under our model.

The Shirako (Irwin et al. 2006) system developed within
the Cluster-On-Demand project uses VMs to partition
a physical cluster into several virtual clusters. Their in-
terfaces focus on granting leases on resources to users,

which can be redeemed at some point in the future.
However, their overhead management model absorbs it
into resources used for VM deployment and manage-
ment. As we have shown, this model is not sufficient for
AR-style cases.

The In-VIGO (Adabala et al. 2005) project proposes
adding three layers of virtualization over grid resources
to enable the creation of virtual grids. Our work, which
relates to their first layer (creating virtual resources over
physical resources), is concerned with finer-grained allo-
cations and enforcements than in the In-VIGO project.
Although some exploration of cache-based deployment
has also been done with VMPlant, this project focuses
on batch as opposed to deadline-sensitive cases.

CONTEXT

Cloud computing is cost-effective and the cost is greatly
reduced as initial expense and recurring expenses are
much lower than traditional computing. Maintenance
cost is reduced as a third party maintains everything
from running the cloud to storing data. The cloud is
characterized by features such as platform, location and
device independence, which make it easily adoptable for
all sizes of businesses, in particular small and mid-sized.
However, owing to redundancy of computer system net-
works and storage system cloud may not be reliable for
data, but it scores well as far as security is concerned.
In cloud computing, security is tremendously improved
because of a superior technology security system, which
is now easily available and affordable. Yet another im-
portant characteristic of cloud is scalability, which is
achieved through server virtualization.

The main form of abstracting the hardware resources,
and also the main method of providing the scheduler
with information is the lease. The concept of leases is
also used in other systems available. Basically, a lease is
like a renting contract existing between the user that re-
quests certain resources and the system that offers them.
This contract specifies the duration of the renting and
is based on the fact that the user will be responsible in
that for the resources allocated.

The information that is going to be retained in these
leases varies from system to system, but mostly they
contain details regarding the processor, the memory
that is going to be allocated. More exactly, our sched-
uler will accept leases that contain the following in-
formation, which will be joined together under a lease
id: processor architecture, processor vendor, processor
speed, processor number of cores, memory size, storage
capacity, network bandwidth, network protocol, lease
start time, lease end time, lease duration.

GENERAL SYSTEM ARCHITECTURE

The system presented in the following paper has a mod-
ular architecture. All modules are described in detail.



It is easy to see that the whole ecosystem is actually
pluggable and it can be extended with other modules or
plugins.

(D) INTRUSION DETECTION FILTER

) ReC2S API

(6) | .. | CyInterface |

Figure 1: Components of the system

The entire system is composed from 6 layers. We present
them briefly to offer a general idea of the components
and how they fit in. In the following chapters we present
each of them in detail.

The first layer is responsible for filtering the requests
that come from outside the cloud. It basically checks
the legality of a certain request to the cloud system.
The second layer is the API layer. The API represents a
set of primitives that are offered to the user and permits
interaction with the cloud systems. It is presented as a
web front-end and a static API. For example an authen-
ticated user can request to start/stop/restart a certain
virtual machine, can push a job to the cloud system or
a specific virtual machine, can retrieve answers from the
job that he pushed, etc.

The third layer is responsible for checking that the ac-
tions that the user specified or requested are actually el-
igible for executing. The main goal is security - anomaly
request detection.

The fourth layer and the most important one is the core
of the system. It is responsible with interaction with the
cloud systems that he manages. It does a load balancing
of the requests it receives, both in the same autonomous
system or inter autonomous systems and it runs a lease
based scheduler.

The fifth layer is responsible with the preparation of
the virtual machines that are going to be loaded. This
includes finding the appropriate virtual image in the
content repository, and, if necessary, installing different
software stacks inside.

The sixth layer is responsible for communication directly
to a specific cloud system interface.

Intrusion detection filter

This module is the entry point in our system and it is
responsible with its security. It is designed in such way
that it can detect attacks that originate from outside. It
detects malicious actions like flooding and DoS/DDoS
attacks.

ReC?S API

This module offers a way to the user to interact with the
system. In our current evolution state we provide means
to add new leases. The requests are registered and sent
to validation, to the proper module. In order to be more
interactive, we provide a graphical user interface, in the
form of a webpage.

This module is split in two separate layers. The first
one represents a REST-full API implementation and the
second one the proper implementation. In our imple-
mentation, the API wrapper must permit the use of the
following actions:

o setting the lease details. In this section, the user
must provide a series of information about the lease
that he’s creating, like:

— processor architecture. The user can choose
between a 32 or 64 bit architecture. This is
important because in this way he can take ad-
vantage of different optimization and speedups
available to certain processors;

— processor vendor. The user can choose be-
tween Intel or AMD processor type. Also this
is important for certain applications that are
optimized for a specific vendor;

— processor speed. This is the actually speed of
the CPU;

— number of processor cores. This is the number
of processor/cores that the virtual machine(s)
from this lease will have available;

— memory size. This is the amount of RAM
available to the virtual machine(s);

— storage capacity. This is the amount of disc
space required for the virtual machine(s) to
run;

— network bandwidth. This is the speed of
the virtual network card that the virtual ma-
chine(s) will have;

— lease start time. This is important when
adding a lease because it impacts the way in
which the virtual machine(s) are added and
started. This time is used in the different
scheduling policies inside the core. The user
can choose between a determinate or infinite
time for the virtual machine(s). An infinite
time is the same as having a persistent lease.
The determinate time can be a certain times-
tamp in the future or even a certain event (ex:
the user wants to start a lease when data is
ready to be processed);

— lease time end. This is important when adding
a lease because it impacts the way in which
the virtual machine(s) are ran, stopped and



preempted. This time is used in the different
scheduling policies inside the core. Also the
user can choose between a determinate or in-
finite (persistent) lease;

— lease duration. This, in conjuncture with the
preemptible part can be used in help of the
users that are not running very important
tasks and they can permit the virtual machine
to be paused and resumed for running more
important leases. Also, this is a good way of
reducing cost and achieving the desired elas-
ticity. The user can choose between a timed
or infinite (persistent) lease;

— preemtible. This offers the user the chance to
make his lease prone to pausing and resuming
if the scheduler decides to do that.

e setting the virtual machine(s) details. In this sec-
tion, the user can customize settings for the virtual
machine(s) that is (are) going to be run with this
lease, like:

— minimum instances. This is the minimum of
virtual machines that the user wants at a cer-
tain period, and their number mustn’t never
get bellow this value;

— maximum instances. This is the maximum
number of the virtual machines that the user
wants in heavy load periods. The scheduler
must be careful when using this feature to
start the machines when a heavy load is de-
tected and stop the extra virtual machines
when not needed. This is good for the user
because it helps in achieving desired elastic-
ity;

— the type of the template. This is the operating
system that every virtual machine involved in
a lease must run. It’s implemented as a lease
in order to maintain an uniform view of the
virtual machines for the scheduler. Currently,
the only base template in use is Ubuntu Server
10.04. Later, these templates will be enriched
with other Linux operating systems, or even
let the user upload their own virtual machine
template;

— network configuration. This is the IP or IP
pool of the virtual machine(s) that is going to
be used by the user to connect to them.

e setting the packages that the users want to de-

ploy on each virtual machine. This lets the
user to auto-install some software on each of the
running virtual machine(s). This can include a
Java/Python/MPI/etc development framework, a
database, etc;

e saving the request for future uses. This is useful for
the user because he can save the settings made to
the lease, and also the lease itself for future uses.

After adding a lease, the user can access its details and
information like:

e lease administration. This permits the user to stop,
pause or restart the lease at his desire;

e alerts. This permits the user to have him atten-
tion on events like: before starting the lease with
T minutes, on lease start, on lease stop, when the
scheduler decided when to start the lease.

API action validation

This module receives requests to add new leases in sys-
tem. Every new request is checked for consistency and
validated. If the request is legit and the user making the
request is authenticated, the new lease is transformed in
a job for our system and it’s properly inserted in the job
queue.

Core

This module is the most important from the entire sys-
tem. The core is composed from 4 sub-modules. We
present each of them briefly in order to make a good
idea of the core module.

System Manager
& Scheduler

Load Distribution Layer |

'stem Load Balancer

Figure 2: System core

The job and lease manager mainly consists of a form
of data replication and partition. It provides real-time
data aware routing, elastic data access and caching. The
job and lease store is basically a sub-module of the lease
manager that is responsible for storing in a reliable way
the things that the cloud system manager and scheduler
will process.

The load distribution layer is a sub-module responsible
with horizontal scaling the requests received from the
scheduler. It runs an application framework in order to
decouple the code from the existing underneath runtime.
The system load balancer is responsible for vertically
scaling the requests received from the scheduler.

The system manager and scheduler is the most impor-
tant sub-module. Its main purpose is the scheduling
of jobs and leases efficiently between the virtual ma-
chines. It also discovers new instances of new services



and virtual machines managers, load balancers, load dis-
tributions. It has a pluggable interface in order to be
scalable.

Job and lease store

This is the sub-module that stores all lease requests from
the outside. These requests are stored as objects in the
queue. This sub-module can be implemented in a lot
of ways, but at our current stage is implemented as a
message queue. When choosing a particular queuing
system we analyzed features like: the speed of the sub-
system, support for different programming languages
(Java, C, C++, etc), standard compliant, data secu-
rity, data replication, support for different frameworks
(Spring, etc), support for different communication pro-
tocols (TCP, SSL, UDP, multicast, etc). All these re-
quirements were filled successfully by the open-source
library, Apache ActiveMQ.

Job and lease manager

This is the sub-module that connects the entire core
part to the job and lease store. This is implemented
in a generic form and has to provide access methods
like getting an element from the store, putting an ele-
ment to the store. Because the underneath store can
be implemented in different ways and using different ar-
chitectures, this sub-module should be implemented in
a plug-and-play manner, using a pluggable system, so
that every access to the store should be made using a
specific plugin.

Every plugin must register to the manager. We recom-
mend this approach in order to avoid having to re-deploy
and restart the manager every time a store is added, or
the store API is changing. If this is not a problem for
the environment, the whole sub-module can be stopped,
modified and then started again.

As we have said above, the manager must provide an
interface to the outside world. In our current imple-
mentation we used the following ones:

e addLease(L). This call will add to the specific store
the lease L. This call must return to the caller a
proper value that will reflect if the lease is added
to the store and it’s ready to be processed, or if
the adding the lease to the store has failed. This
return value is necessary in order to the caller to
take proper actions: either inform the user that
everything is good and to wait for the access to
the virtual machine(s) that he requested or retry
adding the lease to the store;

e getNextLease(). This call will return to the caller
the next lease that is going to be processed, if it
exists. If the store doesn’t have any leases the caller
must get an empty store alert in order to retry to
call this until there are available leases to process.

In order for this manager to work properly it provides

real-time data aware routing. The only abstraction be-
ing the underneath store, starting from the upper layers,
the system has proper knowledge of the leases that are
requested and offered to the caller. This is necessary
for providing elastic data access, meaning that the sub-
module itself must be capable of auto-balancing in case
of high network traffic. Also this shall happen if the
stores that it manages are heavily loaded and/or the re-
quests are coming in too fast for one manager to handle.
Caching must be another important feature that this
module has to handle. The leases requested from the
underneath store are kept in cache for a certain period
of time. We have chosen this approach to fulfill the
needs for the persistent leases. This case is rarely found
in practice because only few of the users want the lease
to be persistent due to the high cost of the resources.

Load distribution layer

This is be the layer responsible with horizontally scal-
ing our work loads. This is done automatically and in
the process of this analysis, the number of workstations
is taken in account. If their number changes over the
execution of our system, the entire algorithm is re-run
to reflect the current situation.

System load balancer

This is the layer responsible with vertically scaling our
work loads. This is done also automatically. There is a
connection between this layer and the load distribution
layer. To be clearer, we give a simple example of how the
two of them work together. Let’s assume that we run our
system over an infrastructure consisting in four servers,
all the same. The system load balancer detects that the
hardware capabilities are the same and will report it to
the load distribution layer. Then, the load distribution
layer sees that it has four servers available, and after
receiving updates from the system load balancer, it will
split the entire work load in four parts and will submit
them to each server. Now, let’s assume that a server
will be replaced by one, twice as powerful. The load
distribution layer will still see four servers, but it will
get a notification from the system load balancer that
one of the servers is two times more powerful than the
remaining three. Therefore, it will split the work load
into five parts and it will submit two parts to the newer
and powerful server and to the rest of the others, one
part for each.

Scheduler

In order for the scheduler to function properly a schedul-
ing scheme has been composed. Depending on the leases
and the task, they are split in the following scheduling
types and the scheduler has three operating modes:

e Using advanced reservations. This forms the base
of the leasing strategies. It reflects fixed resources
that are going to be allocated.



— Preemptible.

e Using a best-effort strategy. This is formed from
another four sub-strategies

The virtual machines can be
started, stopped, paused and resumed at a
given time. This process can be somehow com-
pared with the preemption of processes made
in the operating system, only that in our case
the processes are replaced with virtual ma-
chines. To maintain a good system consistency
an external clock must be used, to prevent
messages loosing between the virtual machines
when they are stopped.

To be more precise, in the following lines we
will talk about this strategy and comparing it
with a process. Let’s assume that we have
a virtual machine running, not exchanging
data with any other virtual machine. When
the scheduler decides to preempt it, for later
reloading or to move it to another network
node, it just calls the properly “Pause Virtual
Machine” function. Then, the virtual machine
is stopped and it’s ready for restore.

But if we have a machine that exchanges data
with another virtual machine and it depends
on it to function properly, when the scheduler
decides to preempt it, all this chain of virtual
machines must be stopped in the same time to
avoid data loss. The same happens when they
are restored - the scheduler must restore them
in the same time, again to avoid data loss.

Non-preemptible. This type of scheduling is
also known as “right now allocation”. In or-
der to achieve this, a series of information re-
garding the virtual machine and the place in
which the virtual machine will run is required.
The scheduler needs data like the actual size
of the files that compose the virtual machine,
the transfer speed to the destination network
and the time needed for the virtual machine to
start. For example, if the user wants a lease of
one machine, starting in 2 minute, the sched-
uler must find the appropriate free server to
start the virtual machine, and start to trans-
fer the virtual machine template as soon as
possible so that at the end of the 2 minute, a
virtual machine will be ready for deployment.
Also, if the template is copied in place sooner
than the starting point, it is no problem be-
cause it can wait for the user to start using it.
A problem appears if the starting point of the
lease is sooner than the time needed to transfer
the virtual machine image from the repository
to the destination. This can be resolved by
using virtual machines caches. This part will
be resolved in the future by a different module
of the system.
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— Deadline. This type of scheduling is also
known as “you can allocate anytime, but no
longer than T”, where T is a fixed time. In
order to achieve this, the scheduler must know
how much time will the lease last so that he
can allocate it before this.

— Negotiated. Depending on the moment in time
when the user wants to start the lease. (Now:
1008, after 1h: 508, after 2h: 208, etc)

e Using an urgent lease. This is going to be used
when instant resources must be allocated

In order to deploy efficiently through different virtual
machines operating systems a process driver must be
used. To make this task easier we use Apache Ant be-
cause of its support for multiple architectures and oper-
ating systems.

The whole system is seen as in the figure 3.

Svstem input

Timed start queue Infinite

Scheduler

New hypervisor detection

VM 1mages runner

Figure 3: Scheduler architecture

We’ve mentioned the “System input” layer because in
order to work, our system must have entries that contain
leases to process. This is a connection layer between the
core and the underneath lease storage.

When the input reaches the system it is analyzed and
sent to the “Resource Checker” module. This is respon-
sible with checking the availability of resources specified
in the lease on the physical systems. It also checks if
the system can sustain this requirements on the whole
lease duration. This decision is influenced by the cur-
rent state of the managed systems. It must also keep
a safe guard for the required elastic expansion of the
virtual machines involved in the allocation of the lease.
If this module decides that the lease is safe to be allo-
cated it saves the lease on a special queue, implemented
as a priority queue, the “Timed start queue” from the
above. If it decides that the physical system cannot hold
the lease it saved the lease on another special queue,
also implemented as a priority queue, the “Infinite start
queue“ from the above. The thing that differences the
two queues is that in the moment the lease is inserted in
the latest, the lease start time is modified to infinite, so
that it can start as soon as the system has free resources.
Another thing that this module uses is the “Timeline
manager“, which acts as a global clock and it manages
the two queues mentioned above. Mainly its function-
ality is that, at every defined moment in time, in our



case at every minute, to check first for existing leases in
the timed start queue. If it founds one, it is automati-
cally deployed on a destination hypervisor chosen from
the one attached to the virtual machine runner layer.
It also checks if resources are available to run the lease
from the infinite start queue.

The “New hypervisor detection” layer is responsible
with detection of new hypervisor that are going to be
attached and used when running the leases.

The “VM image preloading” layer is responsible with
the initialization of the virtual machine image, or
cloning an existing one. The initialization creates a
new virtual machine from an existing configuration and
installs the software stacks chosen by the user. The
cloning function just duplicates an existing configura-
tion.

The “VM image runner” is responsible with running the
previously created and configured virtual image, on the
destination hypervisor. The user will be granted access
to the virtual machine at this step.

The core is composed from the “Scheduler” layer. His-
torically, scheduling was and it’s going to be a hard and
tricky problem in computer science. Scheduling is con-
cerned with the allocation of scarce resources to activi-
ties with the objective of optimizing one or more perfor-
mance measures. Depending on the situation, resources
and activities can take on many different forms. Re-
sources may be machines in an assembly plant, CPU,
memory, I/O devices, etc. The form that we are going
to study in deeper is called online scheduling.

In our online scheduling form, that we have entitled
“ReC2Sched”, the scheduler receives jobs during differ-
ent periods of times. The most interesting part is that it
must take decisions without knowing some of the details
of the jobs or knowing what will happen in the future.
This means that the decisions he is going to make will
not be optimal, but with proper algorithms and heuris-
tics this entire process will tend to that.

In our research for the most suitable scheduling algo-
rithms we studied a couple of them.

e randomized algorithms: these algorithms are based
on a Monte-Carlo approach and take their decision
based on a pseudo-random choice;

e semi-online algorithms:

— Shortest Job First - is a scheduling policy that
selects the waiting lease with the smallest ex-
ecution time to execute next. This is advanta-
geous because it’s simple to use and implement
and because it maximizes the average amount
of time each lease has to wait until its exe-
cution is complete. SJF is rarely used outside
of specialized environments because it requires
accurate estimations of the time of all leases
that are waiting to execute. Estimating the
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running time of queued leases is done using a
technique called “aging”;

Shortest Remaining Processing Time - is a
scheduling method that is a preemptive ver-
sion of the Shortest Job Next scheduling. In
this algorithm, the lease with the smallest
amount of time remaining until completion is
selected to execute. Since the currently ex-
ecuting process is the one with the shortest
amount of time remaining by definition, and
since that time should only reduce as execu-
tion progress, leases will always run until they
complete or a new lease is added that requires
a smaller amount of time. This policy is ad-
vantageous because short leases are handled
very quickly. The system also requires very
little overhead since it only makes a decision
when a lease completes or a new lease is added,
and when a new lease is added the algorithm
only needs to compare the currently execut-
ing lease with the new lease, ignoring all other
leases currently waiting to execute;

First In First Out - is basically an abstraction
in ways of organizing and manipulation of data
relative to time and prioritization. This ex-
pression describes the principle of a queue pro-
cessing technique or servicing conflicting de-
mands by ordering process by first-come, first-
served (FCFS) behavior: what comes in first
is handled first, what comes in next waits until
the first is finished, etc;

High Density First - The algorithm Highest
Density First always runs the job with the
highest density, which is the weight of the job
divided by the initial work of the job;

Round Robin - this is one of the simplest
scheduling algorithms for leases, which assigns
time slices to each lease in equal portions
and in circular order, handling all leases with-
out priority (also known as cyclic executive).
Round-robin scheduling is both simple and
easy to implement, and starvation-free. This
kind of policy may not be desirable if the leases
size are highly variable. A lease that produces
large jobs would be favored over other leases.
This problem may be solved by time-sharing,
i.e. by giving each job a time slot or quantum
(its allowance of CPU time), and interrupt the
job if it is not completed by then. The job is
resumed next time a time slot is assigned to
that lease;

Shortest Elapsed Time First - this algorithm
devotes all the resources to the job that has
been processed the least. In the case of ties,
this amounts to round robin on the jobs that



have been processed the least. While round
robin perhaps most intuitively captures the
notion of fairness, shortest elapsed time first
can be seen as fair in an affirmative action
sense of fairness.

Besides implementing our custom scheduling algorithm,
for performance comparison we have chosen to imple-
ment custom FIFO and SJF algorithms. We present
them bellow.

The first engine is FIFO. This is a simplistic implemen-
tation and it processes leases as soon as it arrives. SJF
additionally does a lease sort depending on the time of
running. In our tests, the times obtained with these two
engines were not sufficient to satisfy our need for speed.
This lead us to the implementation of our custom algo-
rithm, specially created for our problems. It is different
because it does fast lookups into the lease storage unit
and it analyses them in advance (we have used in our
implementation a 2 minute processing time in advance).
Also, our algorithm is a hybrid between the previous
two and also is an adaptive algorithm. As a novelty, we
are using a 0.5 second computation step. In each step a
number of leases is choses to be scheduled.

Virtual machine preparation

This module is intended as a layer between the core and
the actual cloud specific API. The most important tasks
that it does are:

e get the decision made by the scheduler;

e analyze it and create a deployment plan. The de-
ployment plan must contain the virtual machine im-
age that is going to be loaded, the software stack
that is going to be installed and the appropriate
installation script, if such option is chosen by the
user;

e preload using the cloud API the image to the chosen
location;

e run the installation script. When choosing a certain
framework to run our script we analyzed features
like: system independent implementation, the abil-
ity to run all kind of tasks (creating a folder, delet-
ing a folder, calling certain specific commands). All
these requirements were filled by the open-source
project Apache Ant

Cloud specific interface

This module is intended as an abstraction layer between
our system and the cloud platforms existing on the mar-
ket. In order to be more scalable and also maintain a
high degree of abstraction, an interface is provided and
every implementation of the specific API must imple-
ment this. This module acts as a plugin manager, with
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the proper API being inserted at run-time in a plug-
and-play way.

For our implementation, as we said at the beginning
of the paper, we started with VMware ESXi. VMware
ESXi has been designed to be easily adapted to any in-
frastructure and easily extended with new components.
The result is a modular system that can implement a
variety of Cloud architectures and can interface with
multiple datacenter services.

RESULTS AND OPTIMIZATIONS

To optimize the speed of deployment of the virtual ma-
chines requested on a specific lease, we configured a list
of virtual machines with predefined software stacks. For
example we have in the repository virtual machines tem-
plates containing already-installed databases, and differ-
ent other frameworks. This has a great impact on the
entire system because deployment is made faster. This
time is won from the time used by the virtual machines
images to install the specific software stacks.

To test the scheduler and the system as a whole we have
tested all three scheduling algorithms. The scenario was
as follows. Suppose that we have 8 users logged in in
our system. They each submit a lease, but all with the
same time of start. This scenario is a common found in
actual production environments.

The hardware platform used was composed from an
AMD Phenom II X6, with 8GB RAM, RAIDO config-
ured hard-disks running VirtualBox as hypervisor and
an Intel DualCore, 4GB RAM as the scheduler. The
network used is 10/100 MB.

In case of FIFO we obtained the following results:

# | Lease Resource| Lease Virtual | Create
cre- lookup | lookup | ma- time
ation time (s) | time (s) | chine (s)
time (s) clone

time (s)

11 9.939 0.100 0.560 9.029 0.250

2 | 9.940 0.098 0.560 9.029 0.253

3| 9.948 0.098 0.560 9.029 0.261

41 9.927 0.097 0.560 9.029 0.241

51 9.926 0.101 0.560 9.029 0.236

6 | 9.939 0.095 0.560 9.029 0.255

71 9.931 0.098 0.560 9.029 0.244

8 | 9.951 0.098 0.560 9.029 0.264

In the first column we see the order in which the leases
were ran. Thisis 1, 2, 3, 4, 5, 6, 7 and 8. On the second
column we can see the total lease time spent in creation
of a lease.

Thanks to our included Virtual Machine preloader, be-
fore the actual lease are created, the virtual machine
template ( 800MB) is transferred to the destination.
This took about 82 seconds in our test environment.




The total time spent was (> Leasecreationtime)+82 =
156.735seconds
In case of SJF we obtained the following results:

# | Lease Resource| Lease Virtual | Create
cre- lookup | lookup | ma- time
ation time (s) | time (s) | chine (s)
time (8) clone

time (s)

2 | 9.940 0.098 0.560 9.029 0.253

4 | 9.927 0.097 0.560 9.029 0.241

71 9.931 0.098 0.560 9.029 0.244

119.939 0.100 0.560 9.029 0.250

31 9.948 0.098 0.560 9.029 0.261

8 | 9.951 0.098 0.560 9.029 0.264

5 1 9.926 0.101 0.560 9.029 0.236

6 | 9.939 0.095 0.560 9.029 0.255

We can see from the above table that the lease are
picked to be run in a different order, 2, 4, 7, 1, 3,
8, 5 and 6. The total time spent in this case was
(3" Leasecreationtime) + 82 = 155.947seconds

In case of ReC2Sched we have obtained the following:

# | Lease Resource| Lease Virtual | Create
cre- lookup | lookup | ma- time
ation time (s) | time (s) | chine (s)
time (8) clone

time (s)

1 19.768 0.055 0.560 9.029 0.124

2 | 9.767 0.056 0.560 9.029 0.122

3| 9.767 0.056 0.560 9.029 0.122

41 9.772 0.056 0.560 9.029 0.127

51 9.764 0.056 0.560 9.029 0.119

6 | 9.766 0.055 0.560 9.029 0.122

719771 0.057 0.560 9.029 0.125

8 | 9.766 0.055 0.560 9.029 0.122

We can easily conclude that the times are lower
than the previous two engines. Also, because the
lease are running in parallel, the total time was
Max(startleasetime + delay) + 82 = 92.264seconds
which is the lowest obtained in our test.

CONCLUSIONS AND FUTURE WORK

In this paper we presented a solution to provide relia-
bility and security for Cloud users. Our approach takes
the form of a complete framework on top of an existing
Cloud infrastructure and we have described each of its
layers and characteristics. Furthermore, the experimen-
tal results prove its efficiency and performance.

As future work we intend to further optimize the
scheduling algorithms, as well as the other layers of the
framework. We also intend to offer more complex secu-
rity solutions which would greatly improve the usability
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of the system. Further testing using more complex sce-
narios with other existing Cloud infrastructures would
also help us to further improve our solution.
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ABSTRACT

The main directions of scientific and technical revolution of
recent years can be considered: development of new
materials with predetermined properties, the knowledge
structure of matter and mastery of this structure, the
development of biotechnologies and the most important,
informatization. The last one had effects not because
nowadays computers are used in all fields, but especially
because of the high level of technical - economic
performance, diversification and ultra-specialization of all
kind of processes, from medical to military but also
industry. Thus, the development of high quality products
requires rigorous control of the production process in terms
of process variables involved. For this a WiTAG system is
going to be used, as the main component of the controlling
system.

STATE OF THE ART

Talking about industrial processes like heating, melting,
welding or drying leads also to talks related with special
equipment used for such processes. According to this are
defined the wused parameters for the control and
management of the processes.

Having as example a heating process the essential condition
to realize the final product and achieve optimal conditions,
is to keep the temperature between recommended limits.
Control and adjustment of parameters when the heating
equipment is working can be achieved by using specialized
devices, properly arranged in a control loop. For such
implementation Transilvania University of Brasov came
with the idea to used wireless technologies.
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In general, wireless sensors are small systems widely used
in measuring instruments. Some of these sensors are
manufactured using very new and advanced technologies
such as neural networks or fuzzy logic, even accounting for
embedded software on the chip.
Nowadays, most of the systems available on the market used
for temperature monitoring as wireless systems are not
totally wireless. They include wireless communication but it
is realized only between the central point of information of
measurement and/or processing and the user's PC. The
relationship between measuring instruments and systems to
be monitored and controlled is done by wired connections as
well as centralized data system.
The specific feature of wireless sensors used in these
experiments (Figure 1) is the combination of three main
elements that compose them:

* Measuring transducer (thermocouple, temperature
sensor, etc.).

+ Intelligence (hardware that can make decisions
according to the directions taken in memory);

+ Communication capabilities (transmission system -
wireless reception).

Inteligence

Signal A&D
conditioner Convertor

—
Sensor
PR

Control

Output data

Program

. Processor

Figure 1 Block diagram of a wireless sensor

As can be seen in the Figure 1, the sensor is controlled by a
microprocessor. In this way it is able to assimilate large
amounts of data, to take autonomous decisions and thus to
act adequately to achieve its objectives in any environment,



even if it is permanently changing.

This paper, presents the concept of a wireless temperature
system with embedded intelligence, small dimensions,
energy-range of 3 to 5 years, Internet access and control.
This subject is also related with the concept of cloud
instrumentation. Using this new innovative idea can be
connected many sensors or equipment’s over the Internet.

MONITORING AND CONTROL APPLICATION
Hardware development

For wireless measuring and control of temperature was used
a laboratory furnace, embedded in the following systems
(Figure 2):

e 1 laboratory furnace;

e 1 wireless systems for temperature measurements

(WiTag);
e 1 router (Access Point);
e 1PC.

Electrical

furmace

Access Poiat
{Ronter Wirsless)

Wirsless system
for monitoring and
canral

Figure 2. Practical hardware system

The central part of the WiTag system is represented by
TAG4M system (Figure 3). This is an ultra-low power
system that has an internal processor, analog and digital
inputs and outputs, sensors on board and can transmit
wireless information through an Access Point to a PC used
as virtual instrument. The only thing that is required is to
set a specific name and password for the router, the same
that the TAG has in its memory.

The core 32-bit processor (or CPU) runs on a 44 MHz
external clock. Sensor measurement operation is controlled
by an external 32 KHz oscillator. The CPU incorporates full
802.11 PHY, MAC and encryption engine.

Taking in consideration the characteristics of the system
had to be realized the following tasks: 1 analog input of
voltage (14 bits, 0 — 10 V),

¢ 3 analog inputs of voltage (14 bits, [-
200mV;+500mV]),

o 1 analog input of current (4 — 20mA),

e 4 digital outputs DIO,

o 1 sensor of temperature that is on board (thermistor
10K +/- 1C°%)
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Figure 3 The TAG4M system

To have an accurate measurement due to the fact that the
temperature limits can be high enough was used an
exerernal temperature sensor, a K type thermocouple,
connected to the TAG. This type of sensors is used in
general to control industrial applications where the
temperature is between 0 — 1000 Celsius degrees.

Software development

The software was realized by the authors of this publication
in LabVIEW. The decision to choose LabVIEW as
development environment first of all came from the idea
that it is well known software for the development of virtual
instruments useful in any field, especially in industry and
second of all in our opinion it is the most suitable software
for such applications.

Any application developed in LabVIEW consists of two
distinct parts, closely interrelated: the user interface
(Control Panel) is virtual instrument and the diagram that is
the application.

In this case where developed two independent interfaces:
one interface for the temperature monitoring and the other
one for the control part. Their structure is similar in image
and as functionality.

Monitoring interface (Figure 4) structure is easy to use
because the information is organized in clusters. First, the
user is informed about the identification data of the wireless
system, such as MAC and IP address. Next, the user can set
the time in which to carry out measurements and can choose
which type of thermocouple to be used from a list populated
with all types of thermocouples. For these input values, exist
also output values representing by the current value of the
measured temperature, which is displayed in a numeric and
also graphical indicator.

Figure 4 User interface for temperature monitoring



For reading data stored during temperature monitoring
process, has developed a user interface. Within this, the user
can select the file that wants to read from the database and
the data inside will be displayed graphically.

There is also the possibility to save data during the
monitoring process or in a certain time depending on the
user's desire. Saved data can be found in a database on user
PC and includes two tabs, in the first tab are displayed
general information regarding the equipment that is

performing measurements (name, MAC and IP address)
figure 5a, while the second one contains the actual
measured data and how long it took to the user to realize the
measurements. Figure 5b.

a b.
Figure 5 Saved file format (a. General information, b.
Measurement information)

Control interface has a similar structure to monitoring
interface. First, the user is informed about the identification
data of the wireless system, such as MAC and IP address.
Further, it can set the furnace so that the tuning parameters
to be completed in one of three possible operating modes: P
(Proportional), PI (Proportional Integral) and PID
(Proportional Integral Derivative), Figure 6. The parameters
represent the most frequent ways of operating for heating
equipment’s.

Figure 6 Control interface for temperature control during P,
PI, PID processes
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CONCLUSIONS

The main idea of this development was to realize a
temperature monitoring and control system for using remote
technologies.

This research work proves that the wireless system
developed (hardware and software) is able to manage in
very accurate manner, temperature monitoring and control
in P, PI and PID situations.

The final result of this research work proved that the system
is able to:

* permit permanent and simultaneous monitoring from a
control point by a single operator or heating a large number
of processes,

« reconfigure the control point processes separately or
simultaneously;

* to offer cheaper communications costs, given the
current conditions on the evolution of Internet connection;

* reduce the costs of monitoring the process / month, i.e.
the need for a small number of operators;

* possibility to keep journals of values, status and alarms
for all monitored elements of the process; journals of actions
taken by the operator;

« offers a friendly graphical user interface that simplifies

operation and offers tabular and graphical report generation
for any period. It can be: mean values and consumer quality,
alarms, status items, actions of all others;
Using such systems leads to lower operating and
maintenance costs and increase performance. But also,
partial or total automation of the technological process
provides:

« accuracy and uniformity in the operation of machinery;

* quality products;

* better working conditions, reducing the physical effort;

* increased productivity, a very important indicator of
economic results - financial (reducing the number of
persons);

* specific consumption of raw materials, energy within
the limits of technical documentation.
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ABSTRACT

In this paper we propose a new distributed architecture
for personalized information retrieval systems built on
top of existing social networks. We show how volunteer
computing can be applied to commercial applications by
introducing a new Social Cloud based model for design-
ing web information systems. By means of a multi-agent
simulation we show the effectiveness of our approach.

INTRODUCTION

Following the fast growth of world wide web (Berners-
Lee et al. 1992) computer scientist around the world
passioned by the internet focused their work on building
the next generation of the web, the so called Web 2.0
(Lewis 2006). It harnesses the Web in a more interactive
and collaborative manner, emphasizing peers’ social
interaction and collective intelligence, and presents new
opportunities for leveraging the Web and engaging its
users more effectively (Murugesan 2007). Web 2.0 new
technologies allowed users to easily add new data to
the web. Along with this, a new concept rose: Web
3.0 - giving meaning to that data, personalization and
intelligent search among other things. Some argue
that Web 3.0 is where “the computer is generating
new information”, rather than humans. Therefore,
besides fast algorithms and efficient implementations,
huge computing resources are needed. Designing a new
generation web information system that would scale
with the number of users requires a new development
model, the same as Web 2.0 applications needed
the asynchronous programming model to achieve it’s
goals. Technological advances led to powerful personal
computers. We propose a software architecture to make
use of these resources (most of the time unused) and
help one developing and deploying scalable web 3.0
applications without the need of expensive data centers
or servers. We emphasize the role of Social cloud model
for the future of the web by showing how volunteer
computing can be embedded in a commercial web 3.0
application.
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In the proposed distributed architecture the application
server is used only for distributing tasks, storing and
verifying results while the actual processing takes place
on the machines of the users. The particularities of
personalized information retrieval systems make them
suitable for this kind of architecture. Small clusters
(highly connected groups) of users would work together
in processing data needed by all of them, and benefit of
the results together. In order to keep user experience at
a high level, we propose splitting the data processing in
two or more phases, first one being faster but not very
accurate and used for providing the user initial results
while the main processing step is running.

To our knowledge, this is the first application architec-
ture on top of Social Cloud proposed. We consider it
the first design that shows the usefulness of the Social
Cloud model, as the previous proposed ones are focused
on the user and not on the application developer. It is
also the first proposal of using volunteer computing in
commercial applications, by forcing users to use their
machines for computing their results. The role of the
application server is reduced from executing tasks to
only translating tasks in terms of computations to be
done.The approach it is different from standard desktop
applications because results of computations done by a
user are shared with some of the other users.

RELATED WORK

Introduced in Sarmenta (2001), volunteer computing
is a form of distributed computing that allows “high-
performance parallel computing networks to be formed
easily, quickly, and inexpensively by enabling ordinary
Internet users to share their computers idle processing
power”. Social Volunteer Computing (Mcmahon and
Milenkovic 2011) is integrated within a social network
and brings together volunteers, submitters, developers
and facilitators. Chard et al. (2010) proposed leveraging
the pre-established trust formed through friend relation-
ships within a Social network to form a dynamic Social
Cloud. This is a scalable computing model in which vir-
tualized resources contributed by users are dynamically
provisioned among a group of friends.Independently,
Mohaisen et al. (2011) investigated recently a new type
of computing paradigm they also called Social Cloud



that is more close to our view of what the Social Cloud
should be. Similar to the conventional grid-computing
paradigm, users can outsource their computational
tasks to peers and use friends for storage. But it also
exploits the trust exhibited in social networks as a guar-
antee for the good behavior of the workers in the system.

The problem with existing Social Cloud usage scenar-
ios is that users sharing computational power usually
join the cloud because they need more resources to run
their tasks, so most of the time one will be running own
tasks and wouldn’t have resources to share. Our model
is different of all of the above. Nodes of the social cloud
share their resources implicitly by communicating with
the central server and work together to solve tasks rel-
evant to all implied parts. We don’t deal with peer-to-
peer communication. We make joining the cloud easy
and attractive by hiding it in the application. We aim
our work at Web 3.0 applications creators, and provide
them a model to develop scalable computing intensive
applications without the need of large computational re-
sources.

GENERAL ARCHITECTURE

Our system design includes three types of components:
e central node is a server hosting the application
that translates high level task into computing tasks,
distributes them among interested nodes, aggre-
gates and store results and feedback, and serve re-
sults to the initial query to the user.

e client nodes are computers of the users, with lim-
ited availability, that process user query, solve com-
puting tasks, display results to the user and gather
feedback to improve results.

e additional computing nodes (optional) are pro-
cessing servers provided by the application owner
to verify results or increase processing power of the
cloud.

Simple as it is, our system design is depicted in Figure 1.
The data center appears as a separate entity connected
to the central server, to make it clear that the applica-
tion server would still need to be powerful and with a
high storage capacity. We added the server correspond-
ing to the underlaying social network together with a
sketch of the entire network. We marked the nodes cor-
responding to users inside the social cloud. The data
flow tries to minimize amount of traffic: communica-
tion with the social network server is done directly by
the node that needs the data. The central server takes
queries from clients, distributes tasks and gathers re-
sults. This data is afterward stored in the database and
served as response to user queries.

To show an example of a real world application using
our model, we consider a query based image retrieval
application on top of Facebook. In order to get a
powerful system, there are two approaches to be
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Figure 1: System architecture

combined: natural language processing and image
analysis. First one would consist in retrieving all tags
and comments for each photo, and index them. This
would require some power but can’t be considered a
computing intensive task. On the other hand, analyzing
one image, extracting features and running specific
detectors (automatically assigning labels) is more
expensive and qualifies for a second step of processing.
A good system would include displaying intermediate
results (those based on NLP in our example) and would
prioritize the big tasks according to the results of those.
The user can browse the results, and give feedback to
the system in order to clean the results list for future
times when he will issue the same query.

One other trending concept of Web 3.0 easy to embed
in our model is crowdservicing (Davis and Lin 2011).
This refers to the situation where you use other agents
to solve your tasks, and is achieved in our model by
the feedback functionality. Another strong point of our
model is that we don’t have to deal with privacy is-
sues because peers share only computation results, and
through the central server.

MULTI-AGENT SIMULATION

We build a simulation of the application described
in the previous section. We consider a multi-agent
system with pairwise connections between agents (the
friendship relation). At the beginning only a small
number of agents are considered to be part of the
social cloud. Each agent has some data attached.



Dataset Nodes | Edges Citation

Karate 34 578 Zachary (1977)

Wikivote || 7115 | 103689 Leskovec et al. (2010)

Slashdot || 77360 | 905468 Leskovec et al. (2010)

Epinions || 75879 | 508837 | Richardson et al. (2003)

Table 1: Social networks datasets

Small tasks Big tasks
Dataset||Best|Privacy|Greedy|Server|Best|Privacy|Greedy|Server
Karate([0.36] 0.36 | 0.39 | 0.30 ||{1.64| 2.06 | 3.03 | 1.06
Wikivote||0.38| 0.38 | 0.49 | 0.21 ||2.16] 2.92 | 3.66 | 4.70
Slashdot|| 0.4 | 04 - 0.23 ||3.63| 5.11 - 13.31
Epinions||0.39| 0.39 - 0.24 ||3.45| 5.07 - 12.09

Table 2: Average waiting time

The application needs to process the data of all the
friends of an user of the application. As in the ex-
ample, we consider two types of tasks depending on size.

Task allocation is an important point of the application
we don’t tackle in this paper. Instead we consider the
followings situations, two using a greedy task allocator
(based on the number of nodes that need the result):

e Best — describes an upper bound of the perfor-
mance of the system, considering that once it joined
the cloud, a client node performs computations till
the end of the simulation.

e Privacy — once an agent has all the needed results
(for the computations it shares), it exits the cloud.
The model considers a “God” task allocator and
computes an upper bound of the performance for
this more common approach.

e Greedy — similar to previous but with the greedy
allocator. We could test this approach only for
small datasets.

RESULTS

We run the simulation on four different datasets rep-
resenting real social networks that are summarized in
Tabel 1. We evaluate the performance of our model for
each of the three approaches and compare to the base-
line solution of using a client-server architecture (mod-
eled to have a power of 20% of the sum of computing
power of all the users). We measure the average wait-
ing time for an user till his preliminary and full results
are available. Table 2 summarizes the simulation re-
sults. They show that our model doesn’t introduce big
average delay in displaying results as compared to the
traditional approach, and can even outperform it (with
fewer hardware resources and less power consumption).
Also, it seems that task allocation algorithms and pri-
vacy issues don’t have a high impact on performance.
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CONCLUSIONS

We proposed a Social Cloud based model for design-
ing scalable Web 3.0 applications built on top of so-
cial networks, particularly personalized information re-
trieval systems. Giving meaning to data and person-
alization requires huge computing power. Our solution
to this problem reclaims the unused computing power
available to the user. We identified the application type
that would benefit mostly from our design and proved
the effectiveness of our design by means of a multi-agent
simulation.
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ABSTRACT

This paper presents Digua, a standalone library for mini-
fying web resources. It is designed to be used for reducing
file sizes of CSS, JavaScript and HTML files. A side-effect
of minifying these resources is code obfuscation.

The novel approach in our solution is the fact that it can
minify all elements of a website, and not just one type of
resource. Also, it can detect the correlation between HTML,
JavaScript and CSS and perform an all-round minification,
therefore saving more bytes. There are no similar solutions
available on the market today, technology-wise and
functionality-wise. The main challenge is to preserve the
code’s functionality. It is hard to ensure that this type of
operation will function across an almost infinite variety of
websites, but we have taken steps to mitigate these risks
through a flexible benchmark system.

INTRODUCTION

The speed of the Internet has become the focus-point of
many companies today. Serving content and applications as
efficiently as possible is a challenge most developers have to
face at the present moment. Faster load times usually
contribute to a better overall user-experience that in turn
leads to more content consumption online. This generates
more revenue for content publishers as well as for
advertisers so it is no wonder that big Internet companies
are investing heavily in both creating and promoting tools
that promise a faster online experience.

Our project is tied to the developer space of Internet speed.
More precisely, we address optimizations in the front-end,
because it has been estimated by analyzing HTTP traffic
(Souders, S 2008) that for most web applications the user
waits 80% of the time for the page’s resources to be loaded.
The other 20% is spent waiting for backend computation
and for the html to be served.

We propose a solution that reduces file sizes in order to
make web pages load faster. We do this by leveraging
industry best practices (Souders, S 2007) (Souders, S 2009)
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and offering users the possibility of applying these practices
automatically to their projects. The solution is production-
ready and can be used in multiple ways: through the
command line, integrated in build environments (e.g. Ant,
Maven). Further developments will make usable through a
GUI or plugged into an application server as a filter. One of
the project’s objectives is to make it as easy as possible to
integrate the minifier in a variety of workflows.

STATE OF THE ART

There are multiple techiques that have the goal of reducing
a website’s load time and bandwidth usage. Minification is
one of these; it is the process of removing all unnecessary
characters from source code, without changing its
functionality. These unnecessary characters usually include
white space characters, new line characters, comments, and
sometimes block delimiters, which are used to add
readability to the code but are not required for it to execute.

Minification can be distinguished from the more general
concept of data compression in that the minified source can
be interpreted immediately without the need for an
uncompression step: the same interpreter can work with
both the original as well as with the minified source.

The reference implementations we compared our solution to
are the YUI Compressor [Yah08], the Google Closure
Compiler [Gool0], Dojo ShrinkSafe [Too07], Packer
[Edw07], JSMin [Cro03] and CSSMin [Scy04]. These are
the most widely used tools in the industry today.

Among these, the YUI Compressor and Google Closure set
of tools are the only ones that provide a wider range of
options and supported formats when minifying web
resources. Other tools focus on single file formats and are
less configurable.

Packer is the most atypical tool from the ones analyzed. It is
based on encoding the source JavaScript in Base62, a
positional notation [Wik11] that yields very good
compression results. However, this does come at a cost -
there is time spent on the client unpacking’ the original
source code, and sometimes it may be more than the time
saved downloading the file! This is highly dependent on the
type of hits the application is expected to receive. If visitors



are expected to return often, packer is disadvantageous
because of the extra CPU load it incurs on decompression.

ARCHITECTURE OF THE SOLUTION

Create Provessing Context . .
H
Depending on the Configuration > n ping
Selection Processor
) 4 k-—) Lexing
HTML/CSS/S Processor P {'
et
Parsing -
Y .....................j

Figure 1: Program Flow
Input and output

The input and output operations are abstracted through a set
of classes that implement the Source interface in our
project. They are flexible and genericized, thus make Digua
usable in a variety of contexts. The project currently
supports File, Directory and String Sources (for
direct text input). There are plans to implement
ServletRequestSources so that the library can be
plugged into an application server as a Filter (as specified
in the Java Servlet API reference [Orall]).

Context

The context holds references to the input and output sources
for a transformation and the map of translated variable
names. It also can be passed a reference to a parent context
from which a common map of translated variables can be
read and the processors can be kept in sync. The context
also holds references to two Sources that determine how the
input and output are handled. A context must be passed in
each processor.

Lexers and Parsers

The lexers and parsers are automatically generated from our
grammars via ANTLR. While the Lexer is left as is, the
parsers are heavily modified and contain the logic that does
the actual minification of the code. All Parsers inherit from
the DiguaParser abstract class which makes the Context
available inside inheriting parsers and contains the common
token filtering and output logic.
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The minification rules are passed inside the grammars. For
example, let’s take the case of minifying HTML colors. In
CSS, the colors can be specified in hex format or, for a few
of them, as plain English color names. To make all para-
graphs on a page red, one could have a rule like p {
color: #££0000; }. The hex color can be written in
condensed form as #f00, or even better, as red. This
simple optimization can save up to 4 bytes for each
declaration. An example on how this is achieved can be seen
in this gist[Cim12].

Processors

The processors are the classes doing the core work. They
take the input, process it, and output the results. The source
and destination are determined through the context being
passed into the process method specified by the processor
interface.

For processors that use lexing and parsing, the lexer and
parser are referenced internally, through their respective
classes. The processors may host content specific methods
(for example, function translation is specific to JavaScript)
that canbe used in the parser and lexer (the processor is
itself passed as a property for those classes). The abstract
ParserProcessor is extended by all classes that use parsing. It
instantiates the respective lexer and parser classes at
runtime, so there is no need to duplicate the interface
method process in the specific classes that extend it
(HTMLProcessor,JavaScriptProcessor, CSS
Processor).

We also implemented several utility” processors. The
SelectionProcessor can choose the right type of
processor based on the content type of the input. The
SerialProcessor can be used to chain processor calls,
for example to output minified CSS directly from a LESS
preprocessor file. The ParallelProcessor can be used
to speedup the minification time for multiple files by
processing them in separate threads. Figure 2 shows the tree
structure of the processors.

Translators

The translators determine the names of the variables, ids,
functions etc. after minification. There are several strate-
gies for translating variable names and are all configurable.
Digua can translate only local variable names and not
modify the global ones. It also can generate random variable
names in the minified version thus obfuscating the source.
Alternatively, it has the option of generating sequenced
variable names, which make the source, if unminified,
easier to understand.

The translation of names is being kept consistent by a
shared map, per processor. For example, in the case of
processing a full directory, there would be several
Translators invoked (for JavaScript: a translator for local
variables, one for global variables, one for function names)
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but only one translations map which would be held in the
parent context of the application.

Technologies Used

The main part of the project is written in Java. To generate
the parsers and lexers we used the ANTLR library. The
available grammars for HTML, CSS and JavaScript were
tuned for the scope of our minifier.

We implemented the project’s build system with Apache
Maven. This allows for automatic dependency resolution
and enables the project to be integrated easily in modern
builds. Also, by using Maven we provide seamless
integration with the Eclipse IDE, since you can generate the
project files from the POM.

The benchmarking is done by running a shell script that in
turn calls a python script configured through JSON. We
used git to retrieve the actual tag for the source code we
compressed and validated, but we also ran tests on custom
HTML, CSS and JavaScript.

Contributing to the Project

All the code associated with this project is open-source (re-
leased under the Apache 2.0 License) and is hosted on
SourceForge. By having the project on SourceForge [BC11]
we also make use of their hosted apps like MediaWiki as
documentation, Mantis as a bugtracker, code versioning via
SVN and a presentation website for the project.

CASE STUDIES
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There are two different directions we approached when
evaluating our solution. The first one was comparative: we
wanted to see how Digua fared against the top open-source
libraries that have the same objective. The second one was
absolute: we wanted to see what kind of performance
improvement a user would hope to have by using our
solution on a complete webpage. This second approach
could not be included as a comparative test, since Digua is
the only library offering this functionality.

We compared our solution against the libraries we
mentioned in section 2. None of them provide the full
functionality that Digua offers, but we crafted our tests
around the features that our competitors support.

The benchmarking was done using a python script (open-
source, available in the project’s repository). The script is
externally configurable through a JSON file; new tests or
new frameworks for the comparison may be added just by
modifying that file.

Compressing jQuery

The first test features the reduction in file size obtained by
each library when run against the latest stable jQuery source
code file. The file was initially 161.5 KB in size. The test
results are depicted in figure 3.

Dean Edwards’ packer library fares best when compressing
jQuery. This is because packer actually encodes the source
JavaScript in Base62 and does not perform the tokenization
that all other libraries, including Digua, perform. The
tradeoff between the reduction in size and cost in
computation time can prove to be a drawback, especially if
you fewer fresh visitors than returning ones.



Figure 3: jQuery minification comparison

There were no validation tests run for the jQuery
minification because of a bug in the way the tests on the
library are run. In short, the jQuery project is made up of
multiple source files that get ’built’ into the resulting
framework file. There is currently no way to run the tests on
a single-file source (whether it be minified or in its initial
state), although the test suite claims to work in this
situation. This is a bug we reported to the jQuery core dev
team and will probably be fixed in future releases.

Compressing prototype.js

This test was similar to the one performed on jQuery, the
only difference is that it was run on the Prototype JavaScript
framework. The original source file measured 126.7 KB.
The same procedure was followed: checkout the latest stable
tag from source control, build the source and run the
minifiers against it.

L

Figure 4: Minifying prototype.js

The main difference is that the prototype test suite could be
run agains the minified source, so we were able to validate
our result as being correct. This is important moving
forward, especially for the introduction of new features.

Compressing a Wordpress Theme’s Stylesheet
We tested CSS compression against the only two other li-

braries in our benchmark that offer this functionality (YUI
and CSSMin).
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Figure S: Minifying a Wordpress Theme Stylesheet

The results listed in Figure 5 show that there is not much
room for improvement here, all libraries fared more or less
the same. Also, there was no point in trying to validate the
compression as it does not make much sense without and
HTML context file on which to apply the styles. The target
for compression was a rather large (16 KB) stylesheet file
for the Glassical Wordpress CSS theme.

Full Webpage Compression Tests

We ran two benchmarks for full webpage compression. In
the first scenario we tried to think of a typical website that
loads the minified jQuery source but also tries to load
several unminified plugins. No minification was assumed on
the part of stylesheets and HTML. The results are
promissing (Figure 6: the overall reduction in size is of
almost 35%. The intial size was 107.7 KB. This is
significant, and considering there is almost no difficulty
involved it is by far worth the effort.

The second benchmark was for a website that already
minifies its external resources, but does not run a solution
over all its components. We took the Smashing Magazine
homepage as an example - they are a leading resource for
web developers and have extensive coverage of best practice
techniques. We saved the webpage locally and ran digua
over all the downloaded resources. This resulted in an
almost 5% drop in overall size (we excluded the images
from this calculation, as they were not processed in any
way). Although, in the context of serving compressed
resources this may not amount to much it may be significant
for websites that have millions of pageviews per month.

CONCLUSIONS

The architecture of the library is easily extensible. New in-
put and output sources can be added so that it can fit in any
context, wether it be inside an application server, in the
command line, in a graphical interface or in a web
environment. To improve processing, hooks can be added in
the grammar and functions may be implemented in the
Processor classes (as described in the color minification
example). To provide better obfuscation, additional
translators may be implemented that yield even harder to
understand code than the Random one present in the



project. The minification is designed out to be configurable,
although the interface for configuration is not currently
exposed to the user.

The benchmarking we implemented will prove to be very
valuable in the long run because it is very easily extensible -
new tests can be added just by modifying the configuration
file. The automatic reporting provides easy to read results in
a matter of seconds (almost all the charts in this paper were
generated by the benchmarking script).

The comparative tests will help us improve Digua by
showing us which libraries do a better job of compressing
certain resources thus pointing out certain features we can
implement so that it will yield better results. The available
automated validation is going to help in implementing these
new features, because it can quickly confirm that they do not
break the minification process and will speed up
development time.

While it still lags behind the industry leaders (Google, Ya-
hoo!, packer) when it comes to minifying JavaScript,
Digua’s overall performance makes it a good choice as a
minification tool. As speed is beginning to be seen as a
feature, minification is being implemented on a larger and
larger scale. Digua’s versatility when it comes to the way it
can be executed we hope will determine people to use it.

The project is open-source and will remain that way. A
large part of this document, after it is processed, will be
used as documentation for developers wanting to contribute
to the project. We hope to attract as many interested people
as possible because that is the best way to make the project
grow and to improve its performance as much as possible.

FUTURE WORK

One important feature that currently the project is lacking
would be to implement an external way of configuring the
minification process. This would be available to the end-
user without forcing him to modify the library’s source code
in any way. The code is designed well in this respect, but
there is still a lot of logic to be implemented. For example, if
one was to specify a JavaScript file as an input to Digua and
that file contained a comment in the form:

/*@Digua.include ( ’'other.js’) x/
/*@Digua.transform.variables.global=false x/

It should also trigger the minification of the other.js file, but
without transforming global variable names.

Integration with CSS preprocessors

Another feature that is currently lacking is integration with
CSS preprocessors, such as LESS or SASS. These could be
used with the SerialProcessor and would allow seamless
integration for developers that rely on these tools to keep
their stylesheets maintainable.
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This is a feature that has not been implemented by any other
library among the ones which we studied, although Google’s
Closure tool suite offers a CSS preprocessor of its own.

Graphical User Interface

The previous version of Digua also contained a graphical
user interface, but the architectural changes in the present
version have made it incompatible with the project’s current
state. A future development would be rewriting the GUI
code. Although initially written to function with Swing,
using SWT would make it easy to integrate with the Eclipse
IDE. Distributing it as an IDE plugin would make it more
attractive to developers and could increase the project’s
adoption.

Performance Enhancements

Implementing new features for minification may prove to
further reduce file sizes. The groundwork is laid out for this,
including benchmarking, validation and easy way to develop
features so we hope to further increase the performance of
the project in the near future.
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ABSTRACT

Arab Open university as an educational institution adopting
the opening learning concept uses Virtual Learning
Environment (VLE) , also known as Learning Management
System ( LMS) as Virtual online platform for students to
mainly build richly collaborative communities to deliver
contents to students. This community assesses this learning
process and provides many monitoring systems for quality
assurance based on pedagogical model [1]. This paper argues
the potentiality of running a well integrated parallel VLE
associated with the students VLE but for educators as social
networking service , they need to be well prepared with the
essential e-learning knowledge and technologies assessed with
all VLE e-assessments support to form an easily imported/
exported repository to regulate their activities , conduct online
workshops and lesson , monitoring systems for evaluation and
classification forms using the concept of data mining;
associative classifier , add of human resources inside the VLE,
which is not being used inside the VLE before to maintain a
complete record for quality assurance teaching progress
purposes.

INTRODUCTION

Virtual learning environments are web applications, which can
be running on a server and are accessed by using a web
browser that all VLE users and most importantly tutors and
students can access the system from any place with an Internet
connection.

This VLE gives educators a suite of tools to create a course
website and provide access control so only enrolled students
and tutors who teach this course currently in the running
semester can view it [2]. The suit of tools also offers a wide
variety of tools that can make a course more effective. They
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provide an easy way to upload and share materials, hold online
discussions and chats, give quizzes and surveys, gather and
review assignments, and record grades only for students
enrolled and tutors who teach this course in that semester . So
the limitation of the usage is what we are targeting in our
experience. For instance, the Limitation controls the access of
other tutors from other courses to access and get benefits from
the group discussions as long as they don’t teach the course in
the current semester.

In this research paper we attempt to build a cooperative
community for all educators by using the facility of building a
course cyber that can be accessed by all tutors for other
purposes than just to assessing student, regardless they do
teach this course or not .

The Arab Open University is a pioneer educational institution
that adopted the open learning concept and has dedicated itself
to form this concept and enhance it with advanced e-
technologies. One of these e-technologies is an Open Source
Course Management System called Learning Management
systems Moodle, also called a Virtual Learning Environment
(VLE). Such environments become very popular among
educators around the world as a tool for creating online
dynamic web sites for their students. As many institutions
AOU, uses LMS as a platform to present a well formed, active
virtual online community for students to participate and
mainly to conduct fully online courses, use the activity
modules (such as forums, databases and wikis) to build richly
collaborative communities to deliver content to students. This
community assesses learning outcomes using assignments or
quizzes which based on pedagogical model.

These dynamic web sites are completely meant for students.
LMS is being used to present a well formed , active virtual
online community for students to participate in wide range of
activities and mainly to conduct fully online courses, use the
activity modules (such as forums, databases and wikis) to
build richly collaborative communities to deliver content to
students. This community assesses learning outcomes using
assignments or quizzes which based on pedagogical model.



Modulation of the VLE for educational purposes takes it to the
modulation of course WebPages and e-contents for full control
and management of online assessments and evaluation of
student’s performance.

The main purpose of using these e-technologies is to upgrade
the education progress, not to replace teachers. Unfortunately,
tutors are missed in such platform as their access is limited to
the courses they teach each semester while most of tutors who
are with long experience in teaching can be an information
reference for the beginners to share experiences and advices
with other important facilities for tutors only to share and
feedback. The new application can be done easily inside the
same LMS used for students' assessments by dedicating a
course webpage to be a gathering course for interaction among
tutors; in our experiment we called it IT TUTOR Forum and it
was directed to the IT department as a first experiment.

Following section explains in details how LMS serve students
and tutors with regular use, taken the experience of AOU as an
example.

ARAB OPEN UNIVERSITY: VIRTUAL LEARNING
ENVIROMENT (VLE)

AOU uses Moodle as Learning Management System which is
internet-based application as an interactive platform,
controlling and managing material distributions, assignments,
communications and so many other aspects of instructions for
their courses for quality assurance as it is a vital for open
learning institution like AOU. We can list a number of LMS
features and how they might be useful:

Beside that LMS is friendly and easy to use, and popular with
large user community and development bodies; LMS is
flexible in terms of: Multi-language interface, advanced
Customization, Separate group features, and pedagogy.

The users of AOU platform will be able to create files,
connecting to websites related to a course and managing the e-
contents of these courses. Further, the availability of a suit of
Activities' tools related to creating interaction mediums such
as: Discussion forums, Chat rooms, Quizzes, Messaging
system, Submitting assignments and homework, Grading,
Manage users logs, course catalogs, and activity reports ,
Manage competency (e-Tests, e-Assignments), allow
personalization (user profiles, custom news, recent activity,
RSS), Enable monitoring activities (QA, accreditation,
external assessment) [3].

All the above mentioned features reflect the usefulness of
LMS, these features are eventually directed to serve students
and evaluate their assessments more than tutors whom their
responsibilities are to guide students all through the semester
to enhance the learning progress. However, our concern is to
take care of those tutors, feed their expertise, make their
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knowledge up to date, holding online orientation sessions,
involve them in the decision-making process on the academic
topics and other concerns are the purpose of creating the IT
TUTOR FORUM.

ARAB OPEN UNIVERSITY NEW APPLICATION: IT
TUTOR FORUM

Tutors who are the main educators in our LMS should grip our
attentions and host our concerns. Hence, they need to be well
prepared and have the essential knowledge to guarantee
efficiency in their tutoring performance. A similar above
mentioned application used for students targeting tutors and
the impact of such experience are what this paper presents.
Student improved assessments as described previously can be
used to create a parallel adjustable environment and produce
Internet-based global design to support a social constructionist
framework in the same LMS used for students but for Tutors .
Different fronts can be achieved with such application
specially that AOU rely on part timer tutors whose their
background is associated only with the offered courses per
semester. Such community can provide tutors with customized
human resources using activity module called database
module , which can be customized in terms of fields, presets
that record tutors’ personal information ,photos, upload their
resumes , their academic achievements and categorized and
classified evaluation . Forming such an easily imported and
exported repository which is mainly meant to regulate their
activities , monitoring, and maintain a complete record for
quality assurance teaching progress purposes [4] , also, such
online community will help to prepare tutors and adopt them
to work efficiently in LMS’s frame by conducting online
workshops for example , how to grade assignments , what a
virtual class is and how to use it, how to write a sufficient
feedback. Having bulletin board for regulations ,
announcements and reminders that are only for tutors,
exchange experiences, discuss their concerns and forward
their general complains as well as communicating with others
by having a general group forums which is a built in activity
module. Worthy to mention the valuable information can be
retrieved from their questionnaire feedback and impact will be
used in general statistics used for quality assurance purposes.
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Figure 1. IT TUTOR FORUM
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Figure 2. Aims of IT TUTOR FORUM
IT TUTOR FORUM ASPECTS:
Motivation of this new application:

The tutor forum is a course webpage customized for tutorship
purposes. Groups that are allowed to access this webpage are
only tutors who are teaching in the IT department as their first
experience. They were added as non-editing teachers to run
this webpage besides the other courses they teach in that
semester.

Tutors were introduced to the idea and motivation of this
customized webpage, and encouraged by continuous invitation
to participate and share with other tutors who teach the same
or different courses. As being a webpage inside a platform, the
IT tutor forum is supported with all activity tools and features
as mentioned before but this time it is for tutors only. We have
been always looking for one Forum for all IT tutors in AOU. It
will be our pleasure to share with all tutors our experiences as
course coordinators. It is worthy to mention that this Forum is
designed an dedicated for all tutors to share, think together
and find solutions out of course limitations . All tutors were
encouraged to post their suggestion and participations which
will be a great addition as it will always be highly appreciated
by the whole IT team.

Updated lists:

As course coordinators responsible about running courses on
LMS, we need to keep updating the tutors with all details that
may not be related directly to the course tutor teaches such as,
Course Coordinators' list .of IT course as it changes every
semester, study plan, AOU teaching tips and provide them
with guide for applying for teaching position if they are
interested in full time jobs.

Reminding aspect:

This IT forum is only accessed by IT tutors all around the
AOU, and not available for students. Even though, tutors were
asked to take into consideration the following points:
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e No answer keys to be posted.

e No passwords of midterms neither finals to be
exchanged here.

e Keep in mind, the forum is to create a social virtual
community to get known to each other and exchange
experiences. Therefore, please utilize it the best way
you can.

Detailed information aspect:

The IT tutor forum is provided with all the details that cannot
be exchanged where, as they are related to course coordinators
and tutors who are not related to any course in specific. So
information such as the explanation about the coordination
system in AOU cannot be shared in any other IT course pages
except here.

Not only coordination system, information about Monitoring
of the Educational Process: is also necessary to be passed to
tutors and explained here and will be archived for all tutors
they may access any time.

In a multi-branch, as well as a multi-campus university like
AOU, it is crucial to establish a set of explicit and well-
defined measures to be implemented in all branches. The
creation and implementation of such measures is fundamental
to all aspects of the teaching-learning process, particularly
with regard to testing, for it is through examining the
performance of students on exam papers and other forms of
assessment that an establishment can make sure which course
objectives have been attained and which have not. Keeping
such information will save time and efforts for course
coordinators to explain every time for the tutors who just
joined the AOU staff for example.

Figure 3: Detailed information

For example IT tutor forum provides well detailed information
about assessments being based on three main types of written
work:

1. Tutor-Marked Assignments (TMAs)

2. Mid-Term Assessment (MTAs) (formerly quizzes)



3. Final Exams (FEs) .

Figure 4: Rules of e-assessments

Many files can be uploaded and shared with tutors explaining
about how to deal with these assessments and how to grade a
TMA for example. Rules about Plagiarism for example can be
also detailed here with examples and way to deal with.
Explain the software AOU is using which is copy catch
software and give online workshops and training how to use it

o seek help

Figure 5: Share files with tutors .

The IT Tutor forum also took advantage of its database
features to create the following two new ideas inside the LMS:

14 Nz - 20 Hverber ]
« Human Resources for 1TC depatment.
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Figure 6: IT TUTOR FORUM databases
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Human resources:

The Online Human resources inside the LMS for part time
tutors, by using the database feature of creating a template of
AOU C.V. and asks tutors to fill and upload their pictures and
also upload their copies certificates if they are needed. Figures
6 and 7 depict some sample from HR model.

To achieve the security for this level, tutors are actually
divided into separate groups so they do not have access to the
other C.Vs

HE ITC Departmant

Figure 8 . Human resources : uploading pictures .
e- Library for Recent publications:

Encouraging tutors to build an e-Library with the latest articles
and publications specially about open learning for example, to
post and collect recent publications they think are worthy to
share. Figures 8 and 9 depict samples from AOU e-Library.

e-Library for Articles and Puplications

< and Pupl

Figure 9: e- Puplication database



Figure 10: e-puplication sharing and uploading .
General Discussions and Questionnaire

The IT tutor forum is also uses the general discussion facilities
to have a social networking discussing general issues or
specific for any of IT courses. As well, questionnaire facility
was used for example at the beginning of the semester to make
sure that all tutors for example got their package at the proper
time. The Questionnaire tool has a wonderful measurement
that helps to assess the questionnaire for enhancement
purposes.

Figure 11. Questionnaires and general discussions .
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(b)

Figure 12: (a) & (b) Sample of the questionnaire
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Figure 13. Assessing the result of the questionaire
RESULTS

Having the IT tutor forum for one semester has increased the
rate tutors access the LMS, to go through a new experience
they all enjoyed, participated and helped each other in the
same platform they are asked to help students. Sharing the
experience was a motivating reason to increase the logs and
posts for each tutor. As an example, we have chosen Mrs.
Mona who teaches the M211 course and has logged 1352
records as shown below:

Ms. Mona Sakallah

2y reporis ¥ Rebs

Hits on M211 by Ms. Mona Sakallah

ity

Sisplaving 1352 records

Figure 14: Logs record for regular course

Meanwhile she has accessed and enjoyed the experience of the
IT tutor forum with its 4638 records



Ms. Mona Sakallah

Casire

Hits on ITTUTOR FORUM by Ms. Mona Sakallah

Figure 15: Logs record for IT tutor forum .

CONCLUSION

IT tutor forum is a new application of using the LMS targeting
educators in the purpose of providing them with information
and get them ready for the education progress having a social
community for them to communicate and share their ideas and
talents. IT Tutor Forum is a monitoring and e-measurement
systems of tutors’ progress on such a platform that can easily
integrated with an electronic evaluation form as specified in
[5] which for sure comes for quality assurance aspects.
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ABSTRACT

Experimenting around with new media is essential for
artistic work and the creation of new art forms. Looking at
the Computer Demoscene, a European subculture, gives an
insight into a generation of ambitious hobbyists who took
up the heritage of the American hacker culture. Artists
express themselves by experimenting with computer
technology. With their practices of real-time-generated
images and sound this youth culture scene extends the
boundaries of technology. In the following, the scene will
be analyzed to outline characteristics and criteria for
ensuring a preservation of the artifacts of this sub-cultural
art form.

INTRODUCTION

The expression "tool in the hands of the artist" has a
tradition. Currently there is lively debate in art history
taking place, as to whether the computer can be
understood as a “tool of practical art" (Institut f.
Mathematik u. Informatik 2012), as a “production and
presentation device" (Serexhe 2011), as “an artistic means
of expression” (Kliitsch 2007), "a processed material"
(Botz 2011) or an experience to “feel of materiality”
(Heikkild 2011). At the same time the idea of an artist only
owning a software license as a tool has been established
(Serexhe 2012). This discourse has an impact on the
overall understanding and awareness of the value of
computer-based creativity and the identification of
sustaining and preserving artistic work and its components
and will also have for future generations.

Only through deep understanding of a born-digital
artwork, the use of materials and tools, the creative process
and the social context, it is possible to develop solutions
for a sustainable preservation and conservation strategy.
Thus, the technical and semantic aspects of the Computer
Demoscene representing complex dynamic media objects
are being discussed.

TECHNOLOGY RELATED SUBCULTURE

Niche cultures arise, driven by technical development,
forming their own norms, values and specific practices. It is
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not unusual for historiography that historical milestones are
neglected because of commercial interests. Documentation
often is incomplete or inconsistent. The same applies to
niches in contemporary media arts like the Computer
Demoscene which requires more attention than it currently
receives. Only few research publications exist (Silvast and
Reunanen 2004).

The Computer Demoscene

The Computer Demoscene is one example for a subculture
that still appears on the edge of the scientific domain. With
its “Demo art” this creative subculture developed its own
artistic expression. Having a deep knowledge on the
machines and patience on examination, artists program and
develop their artwork using sophisticated mathematical
operations for manipulation and editing. The multimedia
work "Demo" that arises consists of text, images and audio
data encoded in zeros and ones.

The Computer Demoscene spread in the days of the
Commodore 64 which has been “the most popular
platform for a long time” (Stamnes 2012). In the early
80s a young anarchistic subculture emerged from hobby
programmers and the Demoscene has become a
community that creatively uses computer technology
(Hitzler and Niederbacher 2010). Until the 90s the scene
was closely associated with the “Cracker Scene”. Demo
artists initially developed small presentations in the form of
concise thematic introductions for cracked home computer
games. This so-called “Crack-Intro” was a start screen with
logo of the cracker group, text messages and graphics as
well as music. To complement their skills Demo Artists
formed groups of programmers, graphics artists and
musicians to demonstrate what they can get out of the
given hardware. Over time artworks of real-time graphics,
motion graphics and visual arts with more complex effects
and a variety of elements were designed. Several forms
of the Demo art originated which will be described and
progressively analyzed below.

CHARACTERISTIC OF DEMOSCENE WORKS

To conceive the defining characteristics of the Computer
Demoscene a short historical overview will be given.

Chronological Milestones

The roots of the scene go back to the beginning of



Computer-generated art in the early 50s. For a long time
the works of the pioneers B. Laposky and H.W. Franke had
been representative for achievements in this field
(Goodman 1987). In the early 60s C. Csuri used computer
technology to generate the first real-time animation. His
artwork “Hummingbird” is exemplary for successful
programming and the usage of computer technology as a
medium for art (Csuri 2012). In the 70s computer
technology reaches the masses with wide spread gaming
platforms and games. When starting a copied game in the
80s, the "Cracker-Intro" also called “Crack-Intro” or
"Cracktro" came up. A classic Cracktro composed of a
logo, a colored font, various effects using the background
color, a marquee with information on the game and
greetings to friendly cracker groups. In most cases it also
had music. Soon these artifacts became more spectacular
than the games. While the scene always took advantage of
advanced technology, various types of Demoscene artworks
evolved. Each type can primarily be classified based on
technical aspects.

Demoscene Material

A sampling survey of the largest web repository (Pouet
2000) of news, groups and productions shows that
Demoscene artworks basically can be categorized in
“Cracktros”, “Intros”, “Demos” and “Wild”. Intros are
small presentations with one or two screens whereas Demos
have more than two screens. Competition oriented Intros
are being subdivided additionally based on size limits.
Originally they were as large as a cracker could make room
for the hack. Today's PC Demos may have over 80
megabytes in size (Breakpoint 2010). Demos subdivide into
platforms they are designed for. Restrictions occur through
size limitation and this classification is indicative to an
important quality criterion and is regarded as a constructive
challenge within the scene. The general rules defining these
restrictions are not standardized. On top of that some
products cannot explicitly be assigned to only one category
or are not being categorized at all. This especially applies
for PC-based and Wild Demo art works.

In total the use of over 70 different platforms can be
counted, reaching from classic platforms like Commodore
64, Amiga and Atari ST to game consoles, handhelds,
mobile phones, operating systems and graphical user
interfaces. Usually the activity is proportional to the actual
distribution range of the platform, but also the access to
appropriate development software plays a role. For the
development of Demo art the “hackability” of the platform
is fundamental. With much effort Demo artists analyze and
reverse-engineer the hardware, based on the Demoscene
rule that “the hack value of a display hack is
proportional to the esthetic value of the images times the
cleverness of the algorithm divided by the size of the
code” (Displayhack 2012).

The category “Wild” accounts for about ten percent of the
sum of Demo art works and includes insane hardware hacks
and developments like reverse- engineering CPUs to figure
out the opcodes, development of flashcards and coding
emulators (Team Pokeme 2005). Much smaller categories
are procedural graphics, executable and tracked music,
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games, video and web browser releases.
ELABORATED DEMO ARTISTS

Cracktros, Intros and Demos are typically executable
programs. Basically they have the following main
characteristics (Borzyskowski 2000): They are not
available for sale, they demonstrate capabilities of the
graphic and musical artist and visual effects are generated
in real-time. The source code of the executable computer
program is not standardized and cannot be reproduced by
commercial software. The complexity of these individual
artworks is not comprehensible to an outsider. Neither
does a non-programmer have access to the difficulty nor
the programming skills in the field of undocumented
hardware features, for example the creation of tricks to
work around limitations of the GPU. Therefore Demo art
is exemplary for technical and audio-visual sophistication
and the difficult reproducibility. In this context a scene
specific habit and creation process has been developed
which is outlined below.

Sophisticated Programming

Laposky’s early experiments with analog switching
systems are fundamental for the demonstration of the
creative use of technology. Instead of oscillating voltages
Csuri  programmed  functions and  manipulated
mathematical instructions with attributes. Like in Demo art
sophisticated algorithms are used to display, manipulate or
move objects on the screen. The more complex objects are
being displayed the more impressive the demonstration
will appear. A competition based on the realization of
always more complex and elaborate programming tricks
was started because of the limited options given by
classical platforms. Object to object records were broken,
better written calculation routines became faster and more
efficient or new effects were discovered. The development
of specific effects and designs depends on the technical
skills of the artist dealing with the machine and the
Demoscene’s specific handling of the existing repertoire of
resources.

Focusing on programming it is not easy to make Demo art
technically impressive these days and pushing the limits by
just combining effects with elaborate transitions. Most
methods seem to be already “on the edge” but artists still
try to push the boundaries even further. Graphics artists had
access to a wide range of tools, features and effects.
These were limited to the original color graphics modes
and the specifications of the used hardware. Again through
outstanding programming achievements and pioneering
spirit existing limitations could be exceeded. For example
special routines allow displaying up to 128 colors instead
of the original 16 colors on a C64 screen (C64 Picture
Gallery 1999). The musical productions were also
influenced by the available software. However, it was not
uncommon to improve them and make these add-ons
available for free within the scene. These production
techniques resulted in graphics designers and musicians
working closely together with programmers in groups to
enrich and optimize their artworks. These “Demogroups”
consisted of up to twenty members.



Faster processors and more computing resources became
available and programming changed - away from a
hardware-oriented programming style to solving more
abstract mathematical problems. The use of tools for the
development of eye-catchers got popular. Nevertheless, it is
expected that Demo artists will demonstrate their skills by
pursuing the principle to generate “flashy bits written in
custom assembly language and breaking every rules”
(Shatz 1993). Still, there are wvarious approaches of
developing modular Demo editors or environments. To
mention an example which represents a reflection of the
basic principles of the scene in dealing with resources and
materials: A specially developed editor (farbrausch 2000)
allows generating all textures from the corresponding
parameters and demonstrates how it is possible to compile
all the space-consuming data out of a set of parameters
rather than integrating readily painted bitmaps as textures
in the Demo data file. Thus all materials like graphics,
polygon models and music is generated by program code.
Running for over ten minutes and generating 1.8 gigabytes
of data, the executable program is only 64 kilobytes small
(Fr-08: .the .product 2000). However editors, emulators or
virtualization environments are definitely being used
amongst Demoscene artists.

From the impressive artifacts that challenge the computer
hardware the most, also compositional principles and styles
have emerged and are maintained until today (Hartmann
2010; Tasajéarvi 2004).

Established Aesthetics

The structure of Demo art works is characterized by the
use of classic elements. Objects got scaled up and down,
rotated, deformed, moved and typically presented in fast-
paced or even dancing scroll effects or animation.
Graphics were animated using programmed routines.
Animations were used on complex mathematically
described objects and geometric shapes. Some classic old-
school effects like the raster line interrupt and the Copper
bar effect, both background effects that will display vertical
and/or horizontal stripes of different resolution and color
number on the screen, became typical for a composition.
Other classic effects are tunnel flights, plasma, fire and
3D-effects. With the widespread use of PCs from the mid
90s and the related variety of hardware the community
focused on computationally more intensive algorithms. A
new era of the Computer Demoscene began. In contrast to
home computers, Demo art on a PC may or may not work
on another PC or the program code may be differently
interpreted. Demo art development was changing; not only the
technical masterpiece and the effects had to convince the
audience, but also screen composition, color schemes and
innovative ideas. Classic effects had to be reinvented or went
out of fashion.

Currently the most significant contribution to the discussion
about the aesthetics strategies and styles in Demo art is the
doctoral thesis by D. Botz.

CRITERIA FOR THE PRESERVATION

It can be observed that the use of new platforms will
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always be based on the use of an existing repertoire. On
the one hand active inventory, the backup and transfer
of classical effects and principles of composition to new
platforms is being practiced. On the other hand the new
platform is used for more efficient implementation of
established aesthetics. In this context new styles and
principles are being developed. Besides that some
artwork is ported to other platforms.

Demo art material contains static data like text, image, data
lists, audio and video encoded in complex dynamic media
archive files. Hundreds of different formats are available
and mostly only the artists themselves have access to the
original source code of the real artwork.

This leads to another important quality criteria and
principle of the Demoscene: the factor “real-time”. By
limiting the hardware and the size of the executable file not
only comparability can be achieved but also the use of too
many pre-computed animations will be avoided (Reunanen
2010). In fact, only with the knowledge of specific
hardware requirements the “performance” of Demo artwork
can be judged and can no longer be traced if it is isolated
from the data storage medium and random access
memory. But having videos of Demo art products ensures
accessibility for the public.

The technical parameters which are specific for the design
of Demo art are an important feature of the scene and its
use of resources.

CONCLUSION

The almost overwhelming variety of designs and forms of
Demo art and the lack of historical distance to identify
trends make it difficult to provide a classification and
establishment of this creative and cultural activity. In
addition to this multi-facetted Demo art objects the
diverse usage of platforms challenges the development of
sustainable preservation concepts and conservation
strategies. Apparently, technology comes before the artistic
inspiration and Demo art is no longer existent if the
platform is untended. Trough porting, versioning and
citation the scene itself hands down materials referred to
“classic” or “old-school” design principles and
compositions and make them open to the public.
Development  environments, editors, programming
languages or software applications which complement or
simplify the creative process are understood as tools.
These are mostly available for free.

The outlines of the technical and creative aspects make
clear that the conditions of production have led to a
characteristic Demoscene artwork practice. This practice is
fundamentally related to applied mathematics. It should be
noted that Demoscene artists have chosen a particularly
complex set of tools with computer technology as a
medium. Therefore Demoscene artists practice a particular
cultural technique which stands for sustainability,
tangibility, creativity and craftsmanship. The creativity is
basis to create innovative works and the craftsmanship
represents technical skills as a form of expression. Only
through the right expression Demo art can be mediated.



The objective gets even more relevant when it comes to
aspects of portability or interaction. Interactivity is not
only a topic for the related field of electronic games, a
small number of Demos also has interactive components.
These criteria will be discussed in another paper.
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ABSTRACT

As nowadays society is a consumer orientated one, choosing
which goods to buy is a very common and time consuming
activity. Developing an intelligent, social based
recommendation system is a good way to overcome the
problem of products information overload. Social
recommendations for products refers to the fact that
consumers trust a product more if there is a review (of any
kind) for it, confirmed by many other users (in psychology
this is known as Social Proof). Moreover, if the users that
confirms it shares common 'tastes' with the consumer, not
only that he/she will consider the product more reliable, but
the 'good' will also match his preferences with a high
probability and, therefore, he/she will prefer to buy the
verified product. A social shopping adviser is what the
following paper proposes. We present implementation
details, together with experimental results designed to
evaluate the system in a first prototype implementation.

1. INTRODUCTION

We live in a market-oriented society, where customers are
constantly looking for the products that best satisfy their
needs. Customers need information about products, they
want to make the most informed decisions about the place to
buy from, or which product to choose from many alike.
Depending on person and product, customers might base
their decisions on reviews given by (possibly familiar)
people, or they might be willing to search for public
information. The result is, nevertheless, a large amount of
information that, today more than ever, can be near-
impossible to sort and filter by humans, filled with irrelevant
data or conflicting opinions. Many times we face decisions
regarding what a product to choose (in a supermarket, for
example) from a dozen possible similar choices - and all
search engine results and/or opinions obtained on social
recommending networks did little to help (many times
contradicting results or opinions even harden the effort). All
this make it difficult to find suggestions that would suit our
needs. And even if we manage to filter the information and
get accurate information about products, they might be
coming from persons having opinions quite different from
our own. Such evidence motivates the research of novel
approaches based on  ‘trust’” and ‘tags based
recommendation’ in a social network context (Cantador, et
al, 2010)(Sigurbjornsson&van Zwol, 2008). The idea is to
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let recommendations come only from close friends (where
the term ‘friend’ is, even today, a disputed one, since the
relation between two people can be established using
different metrics, depending on the architecture of the social
network and the targeted performances or objectives).

In this paper we present Social Shopping Adviser (SSA), a
client-server system for recommending (in a social network
context) products that have assigned a bar-code. Using
modern-day technology, we aim to help the customer put in
front of choosing between a large diversity of (almost)
similar products or insufficiently described ones (regarding
the aspects the customer wants to hear about). The client is
overwhelmed with ads, and spends a lot of time choosing
which product to buy, hoping to make the best decision for
every decision he/she has to take. The mobile application
uses barcode scanner data to find personalized recommended
information relevant for each user.

We propose several novel contributions. First, we classify
product information as: relative data (subjective data that
depends on user preferences, such as 'what my friends like'
or 'what tags am I am interested in') and immutable data (for
instance 'what price has that product in a specific shop',
'what tags are associated with a product' or 'how does it look
like'). Second, the system dynamically builds a social
network, transparent to users, used only for product
recommendation. This removes the privacy invasion feeling,
usually given by a regular social network. Third, the system
uses only a small granularity for each detail of a product.
For example, when a user reviews a detail for some product,
e.g. an incorrect photo of the product, he/she can vote only
for the picture, not for all set of information, because the
location or tags of the products might be correct. This way
the wrong information is taken out of the system (with
negative votes) without affecting good pieces of
information. This leads to less effort from the clients to 'fill
in' the correct details.

The rest of this paper is organized as follows. We first
present several recommendation products related to the
proposed system. We present the advantage of SSA,
followed by a presentation of its architecture (in Section 3)
and relevant implementation details (in Section 4). In
Section 5 we present evaluation results for the proposed
system. Section 6 gives the conclusions and presents future
work.

2. RELATED WORK

The recommendation systems can roughly be divided in four
categories (Kazienko&Kolodziejski, 2006). Demographic



recommendation systems classify users by location (based
on the user profile - statically and dynamically created based
on history). Products are organized in classes and the user is
interested in items from a class close to his profile. In
collaborative recommendation systems the user manually
gives ratings to items. There are recommended items with
high ratings explicitly delivered by similar users (by
profiles). The content-based recommendation systems are
concerned with similarities between products. The products
that are recommended are related to the recently (re)viewed
ones, regardless of user preferences. Finally, in case of
statistical approaches, the user is presented with products
having a high score given by some statistical method (the
best buy, the best rated, etc).

Such algorithms can offer either too weak or too powerful
personalization (single session or taking into account user
history). The problem with too personalized ones
(collaborative and demographic) is that they require the user
to register and fill in his personal data (which requires time,
and raises privacy issues on the transactions).

Collaborative and content-based methods face the sparseness
issue. If the user has an identity valid only in a session, there
is too little information to process, and the recommendation
is poor. Statistical and collaborative methods are not able to
recommend new items to the user. The remedy for these
disadvantages of recommendation methods consists in the
use of hybrid systems.

Folksonomies, derived from the practice and method of
collaboratively creating and managing tags to annotate and
categorize content (Kazienko&Kolodziejski, 2006)(Lee, et
al, 2002), can also be used to perform collaborative tagging
(Cao&Li, 2007), social classifications, social indexing, and
social tagging. Recommending systems that use
collaborative data can successfully be based on a
folksonomy. In this case the score is created according to the
vocabulary of the users, not that of the experts or of the
program designers. Lee et al (2002) proposed a learning
agent that does not recognize a consumer, but uses the
information that user inputs in the system when he/she
searches for suggestions. But the only problem aimed to be
solved with the proposed solution is that of a customer that
can identify the type of product he/she uses and describe its
features. A customer profile, based on his past activity, is
enough only for recommending frequently-purchased
products. For others (such a laptop or a digital camera)
expert advices are required (Cao&Li, 2007). The problems
that occur are the synonyms, ambiguous words and phrases
instead of words. Such systems have also to cope with the
added noise to the search (in which case the quality or
relevance of the results becomes questionable).

Several shopping recommendation application are also
available today. TheFind (TheFind, 2012) is integrated with
databases from lots of stores and offers more than an
application (sign in, user profile based on static data, website
support, integrated with Facebook friends and likes). But
this is different from the solution proposed in this paper by
the fact that TheFind is product orientated (not user
orientated), and the social network is imported from
Facebook (the system wuses only social friends, not
'preferences' friends), not created ad-hoc, based on user
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preferences. In TheFind the relations are static, compared
with our proposed solution, where relations are dynamically
and constantly modified.

Facebook Ads (FaceBookAds, 2012) is a shopping
recommendation  system based on diversity and
decentralization of information. Based on semantic web
technologies, the system classifies ads based on user’s
profile, in a non-intrusive way. The problem with these ads
is that the heuristics are not exact, and the advertisers
constantly push their ads disregarding the user’s profile. Our
proposed system uses complex information. The problem of
information validity is solved by letting the users vote for
every suspicious part of it. This way, you can walk through
details provided for a product (from different users), and
vote (positive or negative) for this reviews (given tags, price,
location, etc). Also one can see comments for a product,
comments that can add another detail level (information that
is not integrated in the current details structure).

Comparing SSA with Amazon.com gives also common
different points in algorithms main heuristics. Amazon is
based mainly on the facts that people who bought an specific
item also bought other specific ones and that people who
rated an item highly also rated other items highly.
Differences in using are that in order to access information
from Amazon, you need to be logged in. Also, the database
needs to be statically populated. Moreover, the user identity
on Amazon is public; anyone can see the reviews posted by
someone. Even if both approaches uses a preferences
network, the one from Amazon starts from the product: who
bought/rated high this also bought/rated high this, while the
solution from this paper brings in a concept oriented on the
user: when someone rate high other person’s input in the
system (not an item), the unidirectional friendship is
increased. Nevertheless, our solution doesn’t use semantics
yet and Amazon does.

3. ARCHITECTURE

Our proposed system, SSA, dynamically constructs the
relations between tags and trust. The end-results is a
dynamic, ad-hoc social network of users (see Figure 1).
Product recognition is accomplished using barcode scanning,
using the client's device camera. The central server is
responsible with all information management (products and
users). The data is matched against the profile of each user,
such that to be relevant to each user. All recommendation
and trust algorithms run on this server.

=

Figures 1: The system architecture.



In this architecture the server is connected to a product
database. Clients exchange data with the server directly from
their mobile smartphones. They can interrogate the server
(over the Internet), make a change in their personal settings,
or submit a new vote for a review of an item.

A first prototype implementation of the mobile client-side
application was developed over the Android platform. The
application is composed of three main views: list of products
retrieved from the server, the details of a scanned product,
and user settings. Figure 2 shows a list of products, as
retrieved from the server based on the trust recommendation
algorithms and the current client context in the social
network. From the upper buttons, the list can be either sorted
or filtered.

internet for dummies
internet future

@ Pro Drupal Development
Figures 2: The list of products returned from the server.

Next, the user can scan the barcode of a certain product and
communicate with the server to find relevant details about
that particular item (Fig. 3a). He/she can click on any
product and see details about a particular item. The details of
a product are ordered according to the number of points
(score) of each information, computed using the algorithm
presented in the next Section. The user can train the system
and insert details about products (Fig. 3b).

Init Product

Basurest

Romeania

a. Production details. b. Initialization of product
details.

Figures 3: Product dialog.
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The user can specify settings such as the name and email
(optional fields, used when showing comments about
products), his/her current location and the privacy settings (if
he/she allow for activity recordings, or the set of preferences
to be used to compute trust over the social network) (Fig.
4a). A location-based dialog (Fig. 4b) can also be used to
specify a search for a certain products within a designated
area, or the information inserted by the user (pictures of a
product) can be augmented with location information.

ilarefe@gmail.com

Use my Infarmation in others statistics

Click the button to change Incation

a. Settings dialog. b. Location dialog.
Figures 4: Personalized details.

The general data for a product refers to the information that
does not depend on the user. For each product a picture (the
quality of the picture may vary, but the one with the highest
number of votes will represent the product) is required to
better describe it. Also each product has a name, possible
location data (where was spotted by users), rating, price (the
price and rating are associated with different buying
locations, but the price can also relate to a certain period of
time — the price of a product from a specific location can
vary in time), and tags.

ternel and how

The Future of the Internet and How

b. Filtered items.
Figures 5: Searching for products.

a. Google product search.

The user can insert several details. The picture of the product
is recorded using the device’s camera. For setting the
location, a map view activity can be used, with the default
location being the current user location. Other fields (such as



the rating, price, name, tags) can also be set by the user.
He/she can even add comments for a particular product, or
can be posted on Facebook directly from the mobile
application.

The list of products retrieved from the server (Fig. 2)
contains a brief description of the product description
(picture and name). When touching a product the user is
presented with advanced details about that product. He/she
can find information about the product from an external
source (via Google Product Search - Fig. 5a) or local to
application (entered in the system by users of the
application).

Every product detail can have multiple values, as inserted by
different users. The ones showed in the dialog are those

Seiver Side {Java)
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having the highest rating. The user has the possibility to
iterate through those values (back and forward) to the next
value. He can filter the products (by name or tags, Fig. 5b)
and sort them (by date, location, price -
ascending/descending or random).

On the server side there are three main modular modules: a
picture container (for storing the images associated with
different products), a database (the prototype uses MySQL),
and the trust and recommendation module (responsible with
the execution of the algorithms, and the management of the
trust relations in the virtual social networks, as well as
tagged preferences). Those modules can be easily replaced
by similar ones for testing different implementations (Fig.
6).

Flurry Analityes
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210

Figures 6: Modular Architecture and APIs.

The communication with the server is only initiated by the
client. Pushing messages from server to a mobile device is
expensive for the back-end because it needs a periodic
scanning from the client (through a service running in the
background). This implies a persistent connection to the
Internet. Both the connection and the background scanning
discharge the battery with a high rate. So, to avoid this major
problem for nowadays mobile devices, the server never
pushes information to the client. For an update, the client
sends a request and waits for answers.

4. IMPLEMENTATION DETAILS

The tag recommendation algorithm builds clusters of related
tags. These clusters are computed based on the relation
between tags (computed as the percentage of common
occurrences in a description divided by the total number of
occurrences for the first tag).

The virtual social network is dynamically built using the
computing preferences of each user. The relations between
users are used to compute the trust between any two users.
The network cannot be modified manually, thus increasing
the security level. The friendship between two users is
computed as the 'friendship product’ along the shortest path,
and as an average weight for paths of the same length.
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The resulted points for a product approximate the degree of
interest that the user has for that product (how good it scales
his/her needs for information about the product).

The server manipulates two types of data. The relative
(subjective) one refers to which products a user might be
interested in (not interesting in buying it, the user might
want to know 'not' to buy a particular product). The score for
this data is computed by the recommendation algorithm.

The absolute data refers to the details of a product for which
the 'correct' value cannot vary too much between users: the
picture of the product (if there are several pictures for one
product, the user is presented with the most accurate one),
the location and price (in a location, there should be only
one single price for a specific product, in a certain time
window). Also the associated tags should be clear (even if
there are more sets of 'correct' tags, they are voted and the
user will easily see the first entries from the list).

The recommendation algorithm is split in two parts: the first
one seclects the products, and the second one sorts them
based on their score. The filtered products are the first »
products to be shown to the user and are used as a base for
the two main algorithms that rate products. The tag
recommendation and the trust algorithms are used to decide
the order of the products in the list returned to a specific
client.



The static algorithm is the one that gives the details of the
products, sorted by the voted results. When the user asks for
a new detail of a specific kind, for a specific item, the
returned result is chosen only based on number of votes for
him (not in relation with the social network).

Next we present the tag recommendation and the trust
algorithms, as well as the modality to combine them
together.

4.1. The tags recommendation model

The algorithm is executed: 1) when a product is saved with
more than one tag associated (to update the relation between
tags); 2) when the user adds a scanned product with tags (the
tags points are incremented in the user tags list); and 3)
when a user votes for a picture (selecting either location,
rate, price) or a name (even if the vote is positive or
negative, the tag score is incremented, because it means the
user is interested in that product).

The server retrieves all products in the same cluster and sorts
them according to their modification dates, and the relations
between tags. For each product the client votes and product
id are kept synchronized. Next, the server retrieves the tags
associated with the user’s preferences (based on its previous
votes) and the product information. Only the tags that are
rated positive are considered in this step. The algorithm
iterates through the product tags and finds the ones related to
the user’s votes. For each of them, it searches for similar
tags (in the same cluster), and normalizes the score, using
the value of the common references for two tags divided by
the total occurrences of the first tag (intuitively, this
corresponds to the probability of the two products to be of
interest to the user in the same search). In the end all
products are sorted by their semantic relevance to the client.

In the prototype implementation, the recommendation score
is computed based on the scores from the network of friends
and from the score obtained by the tag preferences. The
score of the product is score=score,,s+Score gsrecommentation;
where scoree [0,2].

The tags preferences are computed similarly. For each user,
there is a list of (tag, points), updated based on votes, on the
following actions: on taking picture (if an user take a picture
for a product means that he/she is interested in that product,
so in the product tags) and on voting for location, picture,
name. The algorithm complexity is O(maxTagsPerProduct *
(maxTagsPerUser + maxPrefTags)).

In order to reduce the noise from the results, we also
eliminate some entries when computing the points for a
product. This means that not only some results will weight
very little, but they will not be considered at all. So, if the
percentage of a tag is too small (below 1%), its contribution
in the score computation is removed.

4.2. Trust model

Similar to the tags recommendation, the relation between
two users is formed whenever a user votes for other user’s
review. In this case, the friendship relation between the users
is updated (positive or negative) (e.g. if user 4 votes for a
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picture that B submitted, then in A4 friends list B’s rating is
increased).

The relation between a user and a product (the interest
degree) is updated whenever a user adds or comments a
product (in this case he/she's interest on that product
doubles), and when the user places a vote (the user’s
preference score is incremented by one).

The friendship network is asymmetric, so if B is a friend
with A, user 4 is not necessarily a friend of B. If user 4 votes
a detail (picture, name, tags or location group) about a
product entered in the system by user B, then user 4 is added
to the user's B friend list with the proper rate (the vote rate is
added to the current rate that 4 has in B's list).

Given a product id (idProd) and a user id (told), the trust
algorithm first finds the users interested in a certain product.
It computes an average of the trust between the initial users
and each of his friends. This last value is computed like:

Table 1: The algorithm for computing application
permissions.

Set fromUserFriends & fromUser.friends.
entrySet();
fa (Entry friendEntry : fromUserFriends) {
String friendId & friendEntry.getKey();
if (friendId == told) {
Float friendPoints <friendEntry.getValue();
Float interesRate & getInteresRate(toId,
idProd);
if (interesRate > 1) interesRate = 1;
friendPoints & friendPoints /
users.get(toId).numberContributions;
if (friendPoints > 1) friendPoints = 1;
return friendPoints * interesRate;
}

}
nextLevelFriends.add(friendEntry);

The algorithm goes through the graph of friends in a breath
first order, starting from the client id who's friends we are
interested in. If any of them is the destination user, the
algorithm finds the points that determines what is the
relation between that user and the product (interesRate) and
multiplies it with the 'friendship' that labels the edge in the
graph (friendPoints/allFriendsPoints). Then we go on the
other levels:

Table 2: The algorithm for computing application
permissions (the case of subsequent levels).

float secondSum & 09;
int secondNo < ©;
fa (Entry secondLevel : nextLevelFriends) {
String secondId & secondLevel.getKey();
Float secondPoints & secondLevel.getValue();
Float interesRate & getInteresRate(toId,
idProd);
if (interesRate > 1) interesRate = 1;
secondPoints & secondPoints /
users.get(toId).numberContributions;
if (secondPoints > 1) secondPoints = 1;
secondSum += secondPoints *
getTrustFromTo(secondId, toId, idProd,
alreadyChecked) * interesRate;




secondNo++;

¥
if (secondNo == @) return ©;
return secondSum / secondNo;

The friends from next levels are 'friends of the friends'. Their
score is computed in a similar way with the first level
friends. The difference consist in the fact that their
friendship points are computed as the parent trust, multiplied
with last edge value (the score along a path is the product of
the edges). The score is normalized: score,,; € [0, 1]. The
algorithm only measures the trust in a friend 'taste’. The
algorithm complexity is O(maxFriendshipLevel * log
maxFriendshipLevel).

5. EVALUATION AND RESULTS

To evaluate the system, we considered several book
products. In the first evaluation scenario we considered the
case of a user performing several operations: registering into
the system, scanning, saving the list of items, taking picture,
updating location, submitting reviewers, and updating data
associated with certain books.

In the second evaluation scenario we cleared the database,
added using the mobile application 30 books from three
different domains (Computers, Cooking and Travel), created
seven user profiles, used the existent books, checked the
recommended products to see if they match the user’s
wanted profile. Finally, in the last evaluation scenario, the
group of test subjects was divided in two. The first group
was asked to search for the information on books using a
popular search engine. The other one was asked to perform
the same queries using the SSA mobile application.

5.1. Usability

The users selected for these experiments are students within
the Computer Science Department of at University
Politehnica of Bucharest. They were selected based on their
expertise, such that to cover a statistically wide range of
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possible profiles. The users were split in two study groups,
one was asked to search for information using other means,
while the second group was using the proposed system. In
the end, the users completed a questionnaire, with questions
regarding the relevance of the obtained information, ease of
use and access, the design of the application, etc. The
conclusion of the usability test was that the application is
able to select information that is closer to the user’s own
interests, and much faster than similar competing solutions.
The main drawbacks, for now, were identified with the
message fields (e.g., inappropriate error messages or status,
or the absence of further use of contextual information).

5.2. System’s performance

Next we evaluated the performance of the system using the
Flurry Analytics framework (Flurry, 2012). The monitoring
framework is able to provide aggregated usage and
performance data. It is a robust analysis tools because it
helps exactly identifying issues (errors raised and clear
details about them).

The propagation delay for a new preference depends on the
synchronization with the database, and it is really small, the
change is visible in a future interrogation. Once the number
of users is increased, the processing time grows. This is due
to the fact that in the prototype implementation the server is
not distributed, and it does not scale on large amount of data
(Fig. 7a). Running multiple clients in parallel also affects the
response time (Fig. 7b).

For a regular utilization scenario (recommendation request,
vote for 3 properties, iterate through 5 characteristics) the
measured traffic was of approximately 5 KB. Using the
application 20 times per day, and 3 days per week, we get
300KB. Assuming an average pricing model over a mobile
operator, this leads to an operation cost of approximately
0.02 euro per week.

The delay for serving a request is composed of timerequest +
timeprocessing + timeresponse. The first and the last terms

0 50 100 150
Number of clients running in parallel

b. Multiple clients

Figures 7: Experimental results.



depend on the connection quality. The processing time
depends on the load on server and on database size and
indexes. For the current implementation, with 30 books in
database, the complete processing was accomplished in
approximately 0.2 seconds.

6. CONCLUSIONS AND FUTURE WORK

In this paper we proposed a system to replace the regular
methods of choosing between available products on the
market. The system is able to recommend products based on
the real needs of the customers. It is able to aggregate data
from multiple sources and form a transparent social network
between wusers. Using barcodes, a database and a
recommendation algorithm a customer can find details about
a product (such as locations and prices, pictures, etc.) or
he/she can obtain recommended products, based on his
preferences. We proposed several algorithmic approaches
for computing the recommendation scores, and for managing
the list of users and products. The results show the feasibility
of the system to exceed the possibilities of modern search
engines, and help the user find personalized information
about products.

As future work, we intend to investigate the addition of a
distributed server and database to address the scalability
issue. Also, for a better recommendation algorithm, we want
to investigate the addition of the distance within in a social
network (friends of friends) and different friend lists for
each domains (‘I have similar tastes in books, but not in
travels’). In terms of security, the server will also be
extended to include mechanisms to protect it from receiving
corrupted data (e.g. a client giving more votes than allowed,
a client changing his id and acting as multiple users).
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ABSTRACT

The paper deals with the organisation of specific learning-
by-doing activities by learner’s authoring of analytical
materials. These ‘learning-by-authoring’ activities are
facilitated by semantic technologies to support the learners
in the access and filtration of appropriate information
objects and their subsequent analysis during the authoring
process. The discussed framework for a TEL environment is
experimented in a concrete domain - Bulgarian Iconography
with educational uses in a set of humanitarian disciplines.
The paper discusses briefly the information support for the
learners, based on domain ontological modelling, in
development of dedicated multimedia collection for analysis
and in adequacy evaluation of the selected representative
subset of objects. An example of a concrete learning task is
presented.

INTRODUCTION

The constructivism approach to human learning prevails in
many contemporary research and development efforts in the
area of Technology Enhanced Learning /TEL/. They
address the creation of different pre-defined learning
situations to facilitate active learners’ participation.
Nevertheless such dealing is too general and hence
necessarily simplified. Active learning is relatively easy
accomplished when learning facts, simple procedures and
practical skills. This becomes more complicated in case of
more “artificial” academic education, concerning more
theoretic, conceptual matters, when formation and
interpretation of abstract concepts is aimed for. This is the
case when studying e.g. theoretical physics, mathematics,
logics, philosophy etc. (Pasin and Motta 2007; Dzbor et al.
2007). This is valid to a great extent also for education in
humanities, irrespective of the significant volume of
necessary accompanying factual knowledge. The learners in
such disciplines are often not directly engaged (or are
engaged in lesser extent) with phenomena and perceptions
from the real world, as in learning experimental sciences or
technological disciplines. They have to work more with
models — world representations as well as with digital
presentations of artefacts. As computer systems give rich
possibilities to present, access and apply models and digital
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objects it seems natural these peculiarities to be supported
adequately by TEL facilities.

There is common agreement among the researchers in the
arcas of pedagogy, psychology, cognitive science etc.
(Driscoll 2000) that the most important generic skills to be
developed in learners are: a/ analysis; b/ argumentation; ¢/
interpretation. These skills are interrelated as the analysis
requires interpretation and the argumentation depends on
the abilities to analyze and correctly interpret phenomena
from the subject under study.

Due to the specificity of humanitarian disciplines (theoretic
frameworks with not fully defined concepts and notions; sig-
nificant impact of linguistic, cultural and subjective factors
on the understanding and explanation of phenomena;
different, even contradictory interpretations of phenomena,
which should not be neglected in the learning process) the
interpretative component of the learning is of a special
importance for the education in humanities. From
information viewpoint the interpretation is connected with
the abilities to make associative links to independent
information sources, to formulate assertions on their base
and to make inferences from the available knowledge.

Such deliberations reveal some new desired functionalities
of the TEL systems: in addition to ensuring appropriate pre-
sentation of the necessary built-in knowledge and
facilitating the retrieval of information objects from
information repositories they should offer to the learners
more direct information help in the irrevocable basic
learning phases of analysis and synthesis — desirably on
individual, as well as on group level. The present paper
deals with specific learning-by-doing activities - learner’s
authoring of analytical materials, facilitated by applying
semantic technologies to support the learners in the access
and filtration of necessary information objects to be analysed
during the authoring process, as well as in the evaluation of
outcomes.

LEARNING-BY-AUTHORING ACTIVITIES

Learning Situation

The work presented in this paper is organised under current
national research project SINUS “Semantic Technologies
for Web Services and Technology Enhanced Learning”
(Dochev and Agre 2009) which targets are:

1/ Development of an environment for extending, binding
and using heterogeneous multimedia digital libraries /DL/,
accessible as web services.



The task under consideration is to develop ontology-based
upgrades of existing DLs, where the semantic information is
presented implicitly (in the data base structure) or explicitly
(by ontology-based metadata used for semantic annotations).
The upgrade has not to modify the original DL structure,
information content and annotations. This line of
investigation is not in the scope of the present paper.

2/ Development of specialized e-learning facilities, allowing
learning by-doing through learners’ authoring of specific
learning materials by intensive use of multimedia DLs.

These facilities aim to support the analytical and to a certain
extent the interpretative skills of the learners in a given
humanitarian field by authoring of analytical materials in
well defined learning situations. These ‘learning-by-autho-
ring’ activities consist in development of educational
scholarly essays/course theses/ projects for pre-assigned by
the teacher analyses of the objects under study, created in
three steps:

1/ Constructing limited-sized dedicated multimedia
collection from DL with semantically annotated resources.

2/ Analysis of the selected collection by comparison and
debate of certain objects characteristics. The analysis may
require modification/enrichment of the developed collection.

3/ Development of the analytical essay as a multimedia
document.

The intended target groups of the SINUS environment cover
academic users (students, following different courses from
the subject under study and their lecturers) and non-
academic users. The students from formal education forms
are expected to have a middle or higher level of knowledge
about the domain and to intend to use the environment to
improve their domain knowledge. They will actively search
for digital learning resources and use them to achieve their
learning goals by development of analytical scholarly
essays, thematic projects, course or diploma theses etc. The
lecturers should receive information support in preparing
concrete learning tasks for their students (development of
analytical materials for different purposes, based on
appropriate selection of available digital resources), as well
as in preparing exemplary learning resources and
recommendations for students work on different levels.

The considered non-academic users do not work professio-
nally in the subject domain, but have long-term interest in
the area and are willing to extend their knowledge by self-
education in the context of life-long learning. They
normally are also interested to form their own specialised
collections, annotated for their own use and/or sharing
through social networks. It is supposed that such users are
acquainted and work actively with the techniques for search
of resources in Internet-based environments.

A specific user group of the environment consists of
developers of semantic and learning resources — developers
of domain ontologies, annotators of multimedia resources in
digital repositories, authors of previously prepared
semantically annotated learning resources.

Besides the learning applications the main functions of the
environment would be useful to researchers in the subject
domain for search of information material directly
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connected with their investigations and development of
specialised personalised virtual thematic collections of
digital materials. The environment functionality for the last
two user groups is outside the scope of the present paper.

A previous paper (Dochev et al. 2011) discusses the
learning setting and the supported learning goals, and the
information support for the collection development with the
built-in system knowledge it needs. Below is briefly
presented how the environment may guide and consult the
learners, considering the normal shortage, inaccuracy and
even incorrectness of the initial learners’ knowledge for the
domain and also for the accessible materials and available
information support.

Checking Possible Errors during the Collection
Development

During the collection development the learner’s input to the
system consists of a query/set of queries in order to obtain
desired multimedia objects, presumably satisfying
requirements corresponding to the assigned task. Thus the
learner may select:

e several objects, which all have the same desired

characteristics;

e sets of objects, each of the sets having distinctive

characteristics.

In the first case the (intermediate or final) result of the

search has to be checked against the following conditions:

1. correctness — if the search result contains ONLY
objects with the desired characteristics;

2. completeness - if the search result contains ALL
the objects from the repository with the desired
characteristics.

These checks are based on a simple model of the learners’
errors when executing a task “find all the objects,
corresponding to the described condition/s”. This model fits
with the classical Information Retrieval characteristics
Precision and Recall. In order to apply the model the
learning environment has to compare the intermediate or
final search result of the learner against the conditions fixed
in an exemplary teacher’s query/set of queries for the given
(sub)task.

The finalization of the collection development is often
achieved by additional selection of several information
objects from the intermediate search result to form a subset
of representative (according to the learner) objects with
characteristics, necessary for the further analysis. Besides
the desired characteristics the learning task may define also
a desired minimal size of particular subset. The coverage of
necessary characteristics in the selected subset together with
eventual qualitative requirements will be checked by the
learning environment against the formalized inner
presentation of the learning task formulated by the teacher.
Such checks allow the environment to evaluate if the
developed by the learner dedicated task-focused collection of
multimedia objects contains sufficiently rich and various
illustrative material to back-up the analyses. E.g. for the
learning domain presented in the next section the
environment may check the number of specific objects, the
sufficient coverage of: iconographic schools, time periods,
iconographic techniques, the sufficient diversity of object



with desired characteristics etc. These checks are based on
the built-in domain knowledge codified in domain
ontology/ies. According the results of the checking
recommendations to the learner to modify/upgrade the
collection will be issued.

Information Support for Collection Analysis

After the formation of a collection, satisfying the conditions

of the assigned learning task the next phase of the analytical
essay development consists in collection analysis -
comparison of collection objects in order to determine their
common or differing characteristics. The task under
consideration here is to enrich search results visualization
by explicitly controlled and content-based sorting of found
objects and by explicitly controlled and content-based
display of additional descriptive (metadata based)
information.

The following system operations may facilitate the compa-
rison of collection objects:

e Grouping of the collection elements according to
defined value/s of a (set of) characteristic/s;

e Partitioning on subgroups according to defined
characteristic or set of characteristics;

e Finding partitioning according to common value/s of
a (set of) characteristic/s (the values are not pre-
defined);

e Finding partitioning according to common (set of)
characteristic/s (the characteristics are not pre-
defined);

e Ordering objects according a characteristic value
(e.g. chronologically);

e Registering the identity and the difference of the
selected elements according pre-defined

characteristics.
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Figure 1: An object from the “Virtual Encyclopaedia of
the Bulgarian Iconography”

AN APPLICATION EXAMPLE

Learning Domain

The discussed framework for a TEL environment,
facilitating learning-by-authoring for the presented learning
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tasks, is experimented in a concrete humanitarian domain -
Bulgarian Iconography, which has educational uses in a set
of disciplines like iconography, arts, history, culture studies,
theology, etc. As source material for experimentation are
used objects from the digital library “Virtual Encyclopaedia
of the Bulgarian Iconography” (Figure 1) (Pavlova-
Draganova et al., 2007)
http://bidl.cc.bas.bg/index.php?lang=en .

The semantic annotation and search of digital objects is
based on the domain Ontology for Bulgarian Iconographic
Objects (Staykova and Dochev 2009). It is implemented as a
set of a basic ontology, reflecting only features implicitly
built in the structure of the DL, and additional small
connected ontology of iconographical techniques. This
approach to semantic modelling of the domain allows
keeping intact the content, annotation and access method of
the used DL and in the same time enables to enrich the
semantic access to the DL information objects by additional
descriptive (ontological) features through attachment of
additional specialized ontologies.

Table 1. Ontology concepts

Iconographical Object

Icon

Wall Painting

Miniature

Vitrage

Mosaic

Plastic Iconographical Object
Iconostasis
Throne

Author
Iconographical Clan
Iconographical School

Object Date
Object Period Date
Object Dating
Object Location
Monastery
Church
Chapel
Private Collection
Museum
Gallery

Canonical Type Character
Apostle
Deacon
Jesus Christ
The Virgin Mary

Iconographical Scene
Iconographical Technique
Gilding

Base of Gilding

Type of Gilding
Primer



Type of Primer

Filler

Condition of Primer

Thickness of Primer

Lacquering

Type of Lacquering
Condition of Lacquering
Evenness of Lacquering
Thickness of Lacquering

Table 1 presents a partial list of the ontology concepts to
give a shallow impression for the experimented ontology
coverage.

An Exemplary Learning Task

The example presents structured formulation of a
concrete learning task, extracted from the SINUS project
use-case scenarios (Draganov et al.,, 2010). Structured
textual formulation of the learning task is shown in Table 2.
This table is cited from a previous paper (Dochev et al.,
2011), which also contains a formalisation of the textual
description in form of queries (presented in pseudo-
language), used in the environment to help in the execution
of the steps of collection development and evaluation of the
adequacy of the selected by the learner representative subset
of objects for further comparison of their significant
characteristics.

Table 2. Description of a learning task and
recommendations

Task Make critical art analysis of the
chronological development of the
iconographic image of Jesus Christ in the
Bulgarian iconographic schools.
1. Select collection of objects for the
analysis.
The selected objects have to satisfy the
following criteria:
Select at least 6 iconographical objects
with the person of Jesus Christ in compo-
sitions with one main figure.
All iconographical objects have to be in
good current condition.
At least one object from eminent author or
founder of iconographic school.
At least one primitive iconographical
object and at least one iconographical
object from the period of Bulgarian
renaissance.
2. Make analysis of the collection.
Examine the selected objects, comparing:
o the cloths, gestures, proportions of the
person of Jesus Christ;
e objects, other persons,
symbols;
e background, other elements around the
image of Jesus Christ.
Search for changes — appearance or lack
of elements (objects, symbols, persons),
changes in background, clothes etc.

Step

Recommen-
dations
Basic:

Optional:

Step
Recommen-
dations

Christian
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Step 3. Register the results of the critical art
analysis as a project.
Recommen- | The project to be formed as multimedia
dations document containing the selected icono-

graphic images together with explanatory
text before/after each image.

In the environment all the queries are formed by means of
user-friendly interface, permitting the user to express
her/his criteria for search, grouping, visualization etc. in the
terms of ontological concepts by convenient consecutive
guidance through a system of menu and submenu. In the
implementation a query consists logically of the following
parts:

a/ Ontological-based presentation of the query, generated
by the learner through a Graphical User Interface (providing
uniform way to search information and to activate services
in the environment).

b/ Internal system representation - a SPARQL
expression. SPARQL is an RDF Query language for data
bases. This internal presentation was chosen to facilitate the
access to semantic repositories as well as the comparison of
semantic queries.

¢/ Additional user-oriented presentation helping the
inexperienced users to understand the meaning of current or
previous queries. It is a simplified natural-language-like
presentation based on appropriately verbalized labels of the
ontology objects and relations.

In fact the interface-generated ontological-based query
presentation is the primary one, while the other two
presentations are “inferred’- produced automatically from it.

According to the learning task example above the collection
development is natural to be made in successive steps, each
time making the requirements more precise by refinement
queries on current intermediate result/s. In order to help the
learner to create refinement queries the system has to
memorize and display when necessary elements of the
learner’s interaction history. The history consists of pairs:
query and corresponding search results, stored in a
dynamic semantic repository (OWLIM, 2011). For query
visualization the search results plus textual presentation of
queries (c) are used. The query-results pairs are used also
for checks of developed collection correctness against the
(internal presentation of) teacher’s queries.

CONCLUSIONS AND DIRECTIONS FOR FUTURE
WORK

The paper discusses an approach to learning-by-doing
activities through learners’ authoring of analytical materials
in specific learning settings. An experimental learning
environment applying this approach and using semantic
information technologies is under development, addressing
the area of Bulgarian iconography, studied in a set of huma-
nitarian disciplines (iconography, arts, history, culture
studies, theology, etc.). The environment objectives and
specific learning tasks are briefly described. The discussion
is focused on the current work to reveal and implement by
Semantic Web techniques the necessary knowledge to guide



and help the learner’s actions in developing limited-sized
dedicated collections of multimedia objects, adequate to the
pre-assigned learning tasks and then in comparing specific
characteristics of the selected objects for the needs of
developed analytical materials. By analysing the interme-
diate/final results of the incremental collection development
against the pre-formulated teachers’ criteria in ontological
terms the environment helps the learner by warnings about
errors and shortages.

The evaluation of learners’ generated analytical materials is
a challenging task. Learning environments may help in this
step applying the internal knowledge models which describe
the authoring process, the requirements towards analysed
objects, and recommendations for the structure and
characteristics of the results. In the design work on SINUS
environment the attention to evaluation of intermediate and
final results is focused not on assessment phases, but on
monitoring the process and helping the learners to create
analytical essays/projects according to teachers’ mental
picture what is a good analytical essay. The ‘pedagogical’
knowledge built in the environment in fact reflects such
mental picture.

The current investigations and experiments led to the follo-
wing possible future work directions:

e Facilitating the generation of semantic search queries
by use of multilingual  ontology-backed
terminological lexicons. This facility should permit
access to DL with foreign-language interface,
supposing the use of semantic annotation and
terminological lexicon, backed by the same ontology.

e Use of text processing techniques to obtain
automatically formalised learning task descriptions
from the original teacher’s text description. The
formalised task descriptions will enable to detect
possible learners’ errors during the collection
development and to issue warnings about the
coverage of concepts and desirable characteristics in
the analytical essays.

e Use of text processing and data mining techniques to
monitor and support the preparation of analytical
essays with appropriate argumentation, structure and
balance (e.g. checking by full-text analysis the avail-
ability of necessary basic concepts in the text and the
sufficient coverage of their different ontological
instances).

e Use of full-text analysis of textual descriptions of the
DL information objects to detect domain ontology
concepts in order to facilitate the objects semi-
automatic semantic annotation.

ACKNOWLEDGEMENTS

The work on this paper was funded partially by the
Bulgarian National Science Fund project D-002-189 SINUS
“Semantic Technologies for Web Services and Technology
Enhanced Learning”.

53

REFERENCES

Dochev D. and G. Agre, 2009. Towards Semantic Web Enhanced
Learning. In Proc. of the Int. Conf. on Knowledge Manage-
ment and Information Sharing, Funchal, Madeira, pp. 212-
217.

Dochev D., G. Agre, R. Pavlov, 2011. An Approach to Learning-
By-Doing through User Creation of Learning Content. In: A/-
Saedy H. (Ed.). Proc. of 16th Annual Media and Web
Technology Conference EUROMEDIA’2011, London, April
2011, pp. 9-12.

Draganov, L., D. Paneva-Marinova, L. Pavlova-Draganova, R.
Pavlov, 2010. Use Case for Creative Learning-by-Authoring,
In: Proc. of the International Conference on e-Learning and
the Knowledge Society, August, 2010, Riga, Latvia, pp. 191-
196.

Driscoll, M., 2000. Psychology of Learning for Instruction.
Needham Heights, MA, Allyn & Bacon.

Dzbor M., A. Stutt, E. Motta, T. Collins, 2007. Representations
for Semantic Learning Webs: Semantic Web technology in
learning support. Journal of Computer Assisted Learning Vol.
23, pp. 69-82.

Pasin M., E. Motta, 2007. Supporting Philosophers’ Work
through the Semantic Web: Ontological Issues. In: SWEL
Workshop of Ontologies and Semantic Web Services for IES,
AIED 2007, July 2007, Marina del Rey, CA, USA; pp. 80-90.

Pavlova-Draganova, L., V. Georgiev, L. Draganov, 2007. Virtual
Encyclopaedia of Bulgarian Iconography, “Information
Technologies and Knowledge”, vol.1, Ne3, pp. 267-271.

Staykova K. and D. Dochev, 2009. Ontology “Bulgarian
Iconographical Objects” - Creation and Experimental Use,
“Cybernetics and Information Technologies”, Vol. 9 (2009),
Nel, pp. 25-37.

WEB REFERENCES

OWLIM, 2011. http//www.ontotext.com/owlim (last accessed 25
Dec. 2011).

AUTHOR BIOGRAPHIES

DANAIL DOCHEYV is Associated Professor in the Institute
of Information and Communication Technologies at the
Bulgarian Academy of Sciences. His main research interests
are: Knowledge-based Systems, Technology Enhanced
Learning, Intelligent Organisation of Digital Content.

GENNADY AGRE is Associated Professor in the Institute
of Information and Communication Technologies at the
Bulgarian Academy of Sciences. His main research interests
are: Machine Learning, Data Mining, Semantic Web
Technologies.



Using a cognitive model to include human emotions and intentions in Human-Machine

Interaction
Ignazio Infantino, Giovanni Pilato, Riccardo Rizzo, Filippo Vella
National Research Council of Italy
ICAR-CNR, V.le delle Scienze edif. 11,
90128, Palermo (PA)

Italy

E-mail: [name.surname]@cnr.it

KEYWORDS
Human-Computer Interfaces, Affective computing,
Cognitive Architecture, Robotics

ABSTRACT

Detection and understanding of human intentions and
emotions are relevant aspects of human-machine
interaction, and the paper deals with a possible approach
based on a cognitive framework named SeARCH-In
(Sensing-Acting-Reasoning: Computer understands Human
Intentions). The paper describes how the PSI cognitive
model is implemented by visual perception capabilities, and
managing semantic knowledge trough a suitable ontology.
The proposed implementation will be able to recognize user
faces, to recognize and track human postures by visual
perception. The ontological knowledge approach is
employed for human behavior and expression
comprehension, and the stored user habits are used for
building a semantically meaningful structure for perceiving
human intentions.

INTRODUCTION

A cognitive architecture should be a basic the infrastructure
of an intelligent system that manages, through appropriate
knowledge representation, perception, and in general the
processes of recognition and categorization, reasoning,
planning and decision-making (Langley et al., 2009). In
order for the cognitive architecture to be capable of
generating behaviors similar to humans, it is important to
consider the role of emotions. In this way, reasoning and
planning may be influenced by emotional processes and
representations as happens in humans. Ideally, this could be
thought as a representation of emotional states that, in
addition to influencing behavior, also helps to manage the
detection and recognition of human emotions. Similarly,
human intentions may somehow be linked to the
expectations and beliefs of the intelligence system.

In a wider perspective, the mental capabilities (Vernon et
al., 2007) of artificial computational agents can be
introduced directly into a cognitive architecture or emerge
from the interaction of its components. The approaches
presented in the literature are numerous, and range from
cognitive testing of theoretical models of the human mind,
to robotic architecture based on perceptual-motor
components and purely reactive behaviors - see Comparative
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Table of Cognitive Architectures (BICA, 2011). The aim
and long-term goal is the detailed definition of the Artificial
General Intelligence-AGI (Goertzel and Pennachin, 2007),
i.e. the construction of artificial systems that have a skill
level greater or equal of humans in certain scenarios.

In the wider context of capturing and understanding human
behavior (Pantic et al., 2006), it is important to perceive
(detect) signals such as facial expressions, body posture, and
movements while being able to identify objects and
interactions with other components of the environment. The
techniques of computer vision and machine learning
methodologies enable the gathering and processing of such
data in an increasingly accurate and robust way (Kelley et
al.,, 2010). If the system captures the temporal extent of
these signals, it can also make predictions and create
expectations of their evolution. In this sense, we mean of
detecting human intentions, and in a simplified manner,
they are related to elementary actions of a human agent
(Kelley et al., 2008). Over the last few years the approach
pursued in the field of Human-Computer Interface (HCI)
has changed, shifting to human centered design for HCI,
namely the creation of systems of interaction made for
humans and based on models of human behavior (Pantic et
al., 2006). The Human-centered design, however, requires
thorough analysis and correct processing of all that flows
into man-machine communication: the linguistic message,
non-linguistic signals of conversation, emotions, attitudes,
and any other of information transmission, i.e. facial
expressions, head movements, non-linguistic vocalizations,
movements of hands and body posture, and finally it is
necessary to recognize the context in which information is
transmitted. In general, the modeling of human behavior is
a challenging task and is based on the various behavioral
signals: affective and attitudinal states (e.g. fear, joy,
inattention, stress); manipulative behavior (actions used to
act on objects environment or self-manipulative actions like
biting lips), culture-specific symbols (conventional signs as
a wink or a thumbs-up); illustrators actions accompanying
the speech, regulators and conversational mediators like
nodding the head and smiling.

In the case of human-machine interaction, one of the most
important aspects to be explored in the detection of human
behavior is the recognition of the intent (Kelley et al.,
2008): the problem is to predict the intentions of a person by
direct observation of his actions and behaviors. In practice
we try to infer the result of a goal-directed mental activity
that is not observable, and characterizing precisely the



intent. Humans recognize, or otherwise seek to predict the
intentions of others, using the result of an innate mechanism
to represent, interpret and predict the actions of the other.
This mechanism probably is based on taking the perspective
of others (Gopnick and Moore, 1994), allowing you to watch
and think with eyes and mind of the other.

Moreover, detection of human emotions plays many
important roles in facilitating healthy and normal human
behavior, such as in planning and deciding what further
actions to take, both in interpersonal and social interactions.
Currently in the field of human-machine interfaces, systems
and devices that can recognize, process, or even generate
emotions (Cerezo et al., 2008). The’affect recognition”
often requires a multidisciplinary and multimodal approach
(Zeng et al., 2009), but an important channel, rich with
information, is facial expressiveness (Malatesta et al.,
2009).

In the following, we described a cognitive framework that
processes visual perception, manages semantic knowledge
trough a suitable ontology, and detects and recognizes
human intentions.

THE INTENTIONAL FRAMEWORK SeARCH-IN

SeARCH-In (Sensing-Acting-Reasoning: Computer
Understands Human Intentions) is a vision based
framework oriented towards human-machine interactions
(see Figure 1). In this paper, an improvement of the system
described in (Infantino et al., 2008, Infantino 2012) is
presented, choosing a new cognitive model that uses
emotions, and including 3D vision capabilities. The
implemented system is able to recognize user faces, and to
recognize and track human postures by visual perception.
The described framework is organized on two modules
mapped on the corresponding outputs to obtain intentional
perception of faces and intentional perception of human
body movements.

FACE RECOGNITION

Huntan
MOODS

REASONING
MODULE

EXPRESSION RECOGNITION
and TRACKING
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WILLE &
ACTION
PLANNER
vvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvv I {U MAN T
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INTENTIONAL PERCERTION OF Bopy &

Figures 1: SeARCH-In architecture

The vision module is designed to be part of the complete
cognitive architecture, and knowledge management and
reasoning is allowed by a suitable OWL-DL ontology. In
particular, the ontological knowledge approach is employed
for human behavior and expression understanding, while
stored user habits are used for building a semantically
meaningful structure for perceiving human wills. A
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semantic description of user wills is formulated in terms of
the symbolic features produced by the intentional vision
system. The sequences of symbolic features belonging to a
domain specific ontology are employed to infer human wills
and to perform suitable actions. The perception that regards
the agent is generated from the observation of a human
being who acts in an unstructured environment: human
face, body, actions, and appearance are the object of
humanoid in order to interact with him. The interaction is
intended to be based on emotional and affective aspects, on
the prediction of intents recalled from the memory.
Furthermore, the perception concerns, in a secondary way
for the moment, the voice and the objects involved in the
observed action.

Figures 2: The proposed architecture has been tested on the
NAO robotic platform.

.

Figures 3: Example of face and features extraction, 3D
reconstruction for expression recognition.



The face and body are the elements analyzed to infer the
affective state of the human, and for the identity
recognition. The face is identified in the scene observed by
the cameras of the robot using the algorithm proposed in
(Viola and Jones, 2004), and its OpenCV implementation.
The implementation of this algorithm is widely used in
commercial devices since it is robust, efficient, and allows
real-time use. The human body is detected by the Microsoft
Kinect device, which, at the moment, is external to the
robot, but shares the data on the network. From the artificial
agent point of view, the Kinect device is in effect one of its
sensor, and the software architecture integrated it as the
other sensors. Again, we are using a commercial device that
ensures accurate 3D perceptive results in real time. This
sensor produces both a color image of the scene, and a depth
map, and these two representations are aligned (registered),
allowing you to associate each pixel with the depth
estimated by IR laser emitter-detector pair.

Through other software libraries, it is possible to obtain the
human posture, like a reconstructed skeleton defined as a set
of points in three dimensional space corresponding to the
major joints of the human body (see Figure 4).

In the region of the image where face is detected, two sets of
algorithms are simultaneously run. The first group is used to
capture the facial expression, identifying the position and
shape of the main characteristic features of the face: eyes,
eyebrows, mouth, and so on. The recognition of the
expression is done using the 3D reconstruction (Hao and
Huang, 2008), and identifying the differences from a neutral
expression prototype (see Figure 3). The second group
allows the recognition, searching a match in a database of
faces, and wusing the implementation (APl NaoQi,
ALFaceDetection module) already available to the NAO
humanoid robot (see Figure 2).

Figures 4: Example of 3D reconstruction of human skeleton
by Kinect device.

INTENTIONS IN PSI COGNITIVE MODEL

Among cognitive architectures, we choose the PSI model
(Bartl and Drner, 1998) because involves explicitly the
concepts of emotion and motivation in cognitive processes.
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In particular we choose the MicroPsi implementation (Bach
et al., 2006) that is an integrative architecture based on PSI
model, has been tested on some practical control
applications, and also in simulations of artificial agents in a
simple virtual world. Similar to LIDA, MicroPsi currently
focuses on the lower level aspects of cognitive process, but it
does not handle directly advanced capabilities like language
and abstraction. A variant of MicroPsi framework is
included also in CogPrime (Goertzel, 2008). This is a multi-
representational system, based on a hyper-graph with
uncertain logical relationships and associative relations
operating together. Procedures are stored as functional
programs; episodes are stored in part as’movies”’ in a
simulation engine.

Considering the architecture of PSI and the intentional
vision agent created by the SEARCHIn framework, you can
make some considerations on the perception of the
intentions of a human being, the recognition of his identity,
the mechanism that triggers of sociality, how memory is
used, the symbolic representation of actions and habits, and
finally the relationship between the robot’s inner emotions
and one observed.
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Figures 5: Cognitive-emotional-motivational schema of the
PSI cognitive architecture (Bartl and Drner, 1998)

The PSI model requires that the internal emotional states
modulate the perception of the robot, and are conceived as
intrinsic aspects of the cognitive model. The emotions of the
robots are seen as an emergent property of the procedure of
modulation of the perceptions, behavior, and global
cognitive process. In particular, emotions are encoded as
configuration settings of cognitive modulators, which
influence the pleasure/ distress dimension, and on the
assessment of the cognitive urges. The idea of social
interaction based on affect recognition and intentions simply
leads to a first practical application of cognitive theory PSI.
The detection and recognition of a face meets the need for
social interaction that drives the humanoid robot, consistent
with the reference theory which deals with social urges or
drives, or affiliation. The designed agent includes discrete
levels of pleasure/distress: the greatest pleasure is associated
with the fact that the robot has recognized an individual,



and has in memory the patterns of habitual action (through
representations of measured movement parameters,
normalized in time and in space, and associated with a
label); the lowest level of pleasure is obtained when it
detects a not identified face, showing a negative affective
state, and a lack of recognition of the observed action.

It is possible to implement a simple mechanism of
emotional contagion (Gaglio et al., 2011), which executes
the recognition of human affective state (limited to an
identified human), and tends to set the humanoid on the
same mood (positive, neutral, negative). The Nao may
indicate his emotional state through the coloring of some
leds placed in eyes and ears, and communicates its mood
changes by default vocal messages to make the human
aware of its status (red is associated with a state of stress,
green with neutral state, yellow with euphoria, blue with
calm).
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Figures 6: SearchIn Ontology (see Infantino et al., 2008).
Gray areas indicate Intentional Perception of Faces module
(IPF) and Intentional Perception of Body module (IPB).

The symbolic explicit representation provided by the PSI
model requires that the objects, situations, plans are
described by a formalism of executable semantic networks,
i.e. semantic networks that can change their behaviors via
messages, procedures, or changes to the graph. In previous
work (Infantino et al., 2008), it has been defined a reference
ontology (see Figure 6) for the intentional vision agent
which together with the semantic network allows for two
levels of knowledge representation, increasing the
communicative and expressive capabilities.

The working memory, in our example of emotional
interaction, simply looks for and identifies human faces, and
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contains actions for random walk and head movements to
allow it to explore space in its vicinity until it finds a human
agent to interact with. There is not a world model to
compare with the one perceived, even if the reconstructed
3D scene by depth sensor could be used, and compare it
with a similar internal model in order to plane exploration
through anticipation in the cognitive architecture. The long-
term memory is represented by the collection of usual
actions (habits), associated with a certain identity and
emotional state, and in relation to certain objects. Again,
you might think to introduce simple mechanisms to capture
affordances of objects, or introduce a motivational relevance
related to the recognition of actions and intentions.

CONCLUSIONS AND FUTURE WORK

We have show n how to combine cognitive architectures,
visual perception processing, and a semantic structure for a
system capable of detecting human intentions. Currently we
are testing new modules to add to the described architecture
in order to improve its cognitive capabilities. In particular
we are interested in introducing of introspective or self-
observing capabilities, and in implementing mechanism to
build the semantic bridge between perception and concepts.
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ABSTRACT

The goal of this paper is to present a set of algorithms
developed based on fractal and spatial series analysis that
can be applied to computer aided diagnosis for
discrimination between normal and modified kidney tissue.
These algorithms were tested on 120 computer tomography
(CT) images of normal, benign and malign affected renal
tissue. Two of the algorithms provide useful numerical
results that can be gathered to form statistics and provide a
classification of the kidney tissue in normal and malign
affected, while the third method can be used for enhanced
visualization that proves its usefulness in the case of images
that can not be classified. The conclusions of the study on
the selected set of CT images are that distinction between
normal and malign tissues can be done with high accuracy
and significantly better results are obtained from CT images
taken with contrast substances while using the correlation
dimension. The enhancing procedure can give insights on
the problem at hand when the statistics fails.

INTRODUCTION

Time series analysis and fractal analysis are known
techniques in clinical science and in connection to chaos
theory (Bassingthwaighte et al. 1994), (Cambel 1993).
Usually, fractal analysis refers to a collection of methods for
the description and quantization of geometric features of
irregular forms and patterns. It was largely applied for the
study of biological systems and subsystems at microscopic
and macroscopic scale (Dobrescu and Vasilescu, 2004)
because of their fractal-like structure. Its most known
measure is the fractal dimension used to provide information
on the irregularity of an object contour or self similarities in
a texture.

On the other hand, time series analysis deals with one
dimensional time series that are sets of values of a single
variable function, x(?) — usually measured as function of time
(dynamic features). The study of time series requires a
nonlinear approach. The development of numerical methods
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was motivated by deterministic chaos which has been
demonstrated to be present within many real systems in
chemistry, physics, biology, medicine, electronics.

The usual studied time series in medicine are recordings of
the electrical activity - electrocardiograms,
electroencephalograms and physiological parameters -
blood pressure, breathing.

In the domain of pathological anatomy, one deals with static
— not varying with respect to time — structures like CT
images and frozen tissues samples. In this case, we consider
measurements with respect to a one-dimensional spatial axis
— instead of temporal axis so that methods of nonlinear
dynamical analysis can be applied as well (Mattfeldt 2004).

MATERIALS AND METHODS

For this study, a series of 120 CT images were used. Fifty of
them contain malign modified kidney tissue, fifty images —
present normal kidney tissue and the rest of 20 — 4 images
groups of benign affections.

A set of algorithms that are developed based on fractal and
time series analysis and are applied to the study of renal CT
images is presented. Based on them, a classification between
modified and normal kidney tissues is made and also a
method for enhance visualization of CT images is proposed.
We consider a series of CT images containing the kidney
tissue that have fractal — like tissue structures. The basic
idea is to find and, if possible, categorize the anomalies that
affect the kidney’s tissue by studying time (spatial) series
associated to the image and their fractal dimension. If the
results are not conducting to a prognosis, an enhanced
visualization tool can be employed by the physician to better
inspect the image.

The first method computes the fractal dimension in the box-
counting sense. The nonlinear analysis of time-spatial series
is based on Takens embedding procedure, which allows the
reconstruction of the attractor and the computation of the
correlation dimension associated to the attractor of the
studied tissue. This method was extended for two
dimensional series called here spatial series.

The enhance visualization method is based on weighted
fractal dimension and a filtering algorithm and outputs a
colored map obtained based on the grey scale CT image.



Box-Counting method and dimension

The box counting method provides a measure — fractal (box-
counting) dimension (d}) for the complexity of the texture of
the kidney tissue. The fractal dimension is computed using
the box-counting algorithm because, in comparison to other
methods, it offers two major advantages: it is easy to
implement and can be applied for images no matter how
complex.

The dj;, derived from the Hausdorff coverage dimension, is
given by the following approximation:

df zlimw, (D)
50 log(l/s)

where: - N(s) is the number of squares with side length s that
contain information when grid covering the image.

Relation (1) is the equation of the slope dj; of the regression
line associated to the points (log(N(s), log(1/s)) for different
values of the square’s side - 5. The standard Box-Counting
algorithm assumes to determine the d in accordance with
the dependence of the texture upon the used scale factor. It
consists transforming the grey scale image in binary image,
successively covering it with squares with equal sides (2, 22,
23, ..) and counting every time the squares that contain some
part of the analyzed object. The points of coordinates
(log(N(s)), log(1/s)) are approximately positioned in a line
and its slope is the fractal dimension in “box-counting”
sense.

A general problem of this method is the use of an ad hoc
threshold when creating the binary image. This fact leads to
incomplete or “noisy” object in the binary image and
sometimes importantly affects the d; value.

Weighted
enhancement

box-counting  dimension for image

This algorithm is based on the fact that in the CT images a
higher density of the tissue is equivalent to lighter gray. The
idea is to associate to every pixel a weight proportional to its
gray level. We resume the essential of the algorithm below.

Let us consider an image. We cover the image with square

boxes as in the standard Box-Counting algorithm. Let s, be
the size of the box used in covering at step K (therefore we
have to compute N(s,) at this step). Let (x,)) be the
coordinate of the upper-left corner of one of these boxes (let
this be the box B,k ). We define m,k as the maximum of the
weight values of the pixels contained in this box.

my = maz(w, ;| (.)€ (7]

*[x+s —Ly+s —1mZ=xZ]}

(i.j)
coordinates. Let W' =[m /s, ]+ 7" | where if s, | m"

k k k
then 7, =1else ' =0. Therefore N(s,) :ZIVVt .

where W, ;is the weight associated to the pixel at
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Next, the computation formula for d,, is the similar to the
one in the classical algorithm. We shall refer to the number
d,, as the Weighted Box Counting Dimension or WBCD.

Let us consider an image and let A be a pixel on it. Let K be
a square centered at A. By using the previous algorithm we
compute the WBCD of the square K and we associate a
color to the pixel A according to this WBCD (the function
which associates the color is a key part of the algorithm). In
this way we obtain a map of level lines (we shall refer to this
map as the Fractal Dimension Classification Map or
FDCM). This leads to a classification of different tissues
according to the associated color. Different structures must
have different colors. The use of the FDCM in diagnosis
requires a database with sufficient images.

The CT image associated time series, its attractor and
the correlation dimension

By investigating time series, one can observe the behavior
and properties of dynamical systems.
A dynamical system 7T :N xM — M is said to be a
discrete dynamical system if there is a map f: M — M
such that:

T(n,x)=(fefo...o [)x)=/f"(x),

Vne N,Vxe M.

A nonempty set of states K < M is called an attractor or
attracting set for the system 7 if the following properties
hold: K is closed, K is invariant, there is a neighborhood U
of K such that: ymd(T(t, x),K)=0, VxeU .

A real valued map F:M — R is interpreted as a measure
on the state space. If Vz,5 €S are fixed (s is called delay)

and xeMis a fixed then a

measurements:
FUT (2,0, FUTG + 5,20, FOT G+ 25, 5)),

B O - T )

state, sequence of

is called a time series starting from (7, x) associated to the
system 7. If T is a discrete dynamical system defined by the
map f, then the associated time series starting from (0, x) is:

F),F(f ), F(f* ()., F(f" (X))

One can reconstruct the attractor of a dynamical system
from the time series generated by the system, by using the
Takens Embedding Theorem (Takens 1981, Peitgen et al.
2000). The theorem was written for an infinite time series,
but it can be implemented for a long enough finite series
also. We present a version of Takens theorem: Let
T:R x M — M be a smooth dynamical system of class C*
on M and let F:M — Rbe a measure of classC*. Let
t€ R be a fixed moment and let 7 >0 be a delay. If K is a
compact invariant set of 7 and if b is the box-counting
dimension of K, then the map: H : K — R**'  defined by:
Hx)=FT(,x), F(I(t—1,x)),...,F(T(t—2b7,Xx)))

is generically injective.



Presuming that the fractal dimension of the attractor is
known, the attractor can be reconstructed from a univariable
time series in a higher dimensional space (that is at least
twice plus one its fractal dimension. In practice, b is
unknown, so, there are a series of methods for
reconstructing the attractor without knowing its dimension.
The correlation dimension - de - is a simple way to
distinguish a random signal from a signal generated by a
possibly chaotic set. The d for a closed curve is 1 and for a
two-dimensional surface is 2. The correlation dimension is
calculated using formula (2):

InC(¢)

Ing

2

C(e)=¢“,e >0=d.=lim

&0

C(¢g) is called the correlation integral and is defined by
expression (3):

N I
Cle)=lim—> He-|y,-y,)> O
-0 N s
where: H(x) - is the Heaviside function, Hx)= {l,x >0

0, otherwise

¢ - maximal Euclidian distance allowed between pairs of
points; y; - is a point in the embedded phase space
constructed from a single time series according to Takens
theorem:  y, = (x,, %, s X105+ +s Xy (g, 1)) s dE - the

dimension of the embedding space; i= N-71 (dg+1) number
of embedding vectors; N - initial time series length.
So, C(g) gives the proportion of the number of pairs of

points in the embedding space with the Euclidian distance
less than a specified small ¢ .

In order to perform nonlinear analysis on a CT normal or
modified tissue image, a series of steps must be made. First,
from a CT slice, the region containing the tissue to be
analyzed must be isolated; a matrix containing values of
each pixels shade is obtained (the value can vary between 0
and 255 corresponding to different shades of grey; 0 stands
for black and 255 for white).

The time (spatial) series is generated in the following
manner: the matrix resulting from the original image is cut
in horizontal strips of 1, 4, 8, ... pixels, with respect to the
initial image dimension and precision; all strips are put
together one after another and generate one single strip
associated to the image; the time (spatial) series - x(2) - is
generated by computing either the mean value or the
maximal (dominant) value of each columns of pixels within
the strip. As result of this procedure, the time (spatial) series
associated to the section of the analyzed tissue is obtained.
Having the associated series, the next step of the procedure
implies calculating the correlation dimension of the
attractor. This value is the discrimination criterion.

The delay or lag value -7- used to create the delayed
embedding must be chosen carefully. A small value of the
delay generates correlated vector elements, while large delay
values yield to uncorrelated data and a random distribution
in the embedding space. The delay can be chosen with good
results as the moment of time where the autocorrelation
function of the reconstructed series decays to 1/e of its initial
value:
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RN(r)<RN()(1-1/e). “)

Generally, the lag value was found between 4 and 10, while
the used search interval is [1, 20].

The minimum allowed embedding dimension is the
dimension where the number of so called false nearest
neighbors drops under a certain percent. A false neighbor is
a point that under a certain higher dimensional embedding
is projected near a point that that in the previous embedding
was not in its vicinity.

In order to implement this procedure, each point of the
delayed series is tested by taking its closest neighbor in dg
dimensions, and computing the ratio of the distances
between these two points in dr +1 dimensions and in dg
dimensions. If this ratio is larger than a certain threshold ¢4,
the neighbor was false (this threshold is taken large enough
to take in consideration points that exponential divergence

due to deterministic chaos): Hy sy~ Videal|
Vid, =Yy ‘
is the Euclidian distance (Grassberger and Procaccia 1983).
Next, the correlation dimension is calculated over a range of
different & - values and embedding dimensions higher than
the first assuring a decreased number of false neighbors.

The dc differs from one embedding dimension to another
due to the noise in the data, but there is a particular region,
usually called the scaling region where d stabilizes (Hegger
et al. 1999). This is the interval where a mean value for the
correlation dimension of an attractor is calculated.

h where ||.||

RESULTS AND STATISTICS

We start the analysis procedure by presenting a comparative
study between the 2 kidneys of the same patient, one healthy
while the second presenting a malign tumor.

In Table 1, on each row there are the images of
correspondent sections in the kidneys and the values for the
box-counting dimension and mean correlation dimension.

It can be observed that both dimensions for the unaffected
kidney tissue vary accordingly to the complexity of the tissue
in the analyzed section (in the middle of the kidney more
complex than in the extremities). Generally, the dyand d¢ of
the modified tissue varies correspondingly to the dimension
of the affected region and the complexity of the tissue at the
analyzed level with clearly larger differences in the case of
dc..

The same procedure was applied to all the 120 CT’s.
Statistical methods were performed in order to test the
trustworthiness of these two different types of discrimination
methods.

For the statistical analysis, descriptive and comparison
procedures were performed. The subjects were divided in
two samples each containing 50 CT images (normal and
modified, respectively).

Statistical results for box-counting method

For each sample, the average, standard deviation, standard
skewness and standard kurtosis were computed (Table 2).



Table 1: Normal and modified tissue images, d¢, d.

1.7

1.73

1.77

1.82

1.89

1.87

1.83

ds Normal tissue

1.79

1.47

1.41

Malign tissue dc

2.15

2.14

2.16

2.19

2.21

2.11

2.09

2.1

1.69

1.51

Table 2: Descriptive d statistical methods results

Descriptive methods | Normal tissue | Modified tissue df
de

Average 1.73667 1.76875

Stnd. Deviation 0.0589522 0.0715853

Stnd. Skewness 0.769626 0.827251

Stnd. Kurtosis -1.0833 0.0478851
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95.0% confidence
interval for mean

[1.711,1.761] | [1.738,1.798]

Table 3: Comparison statistical methods results (dy)

t Test 0.0968575>0.05

Kolmogorov- Smirnov Test 0.0684376>0.05

In order to compare the samples the t test and Kolmogorov-
Smirnov test were performed. Both comparison tests show
no significant difference between the two distributions at the
95.0% confidence level (Table 3).

These results yield that the trustworthiness level of the
analysis made by calculating the box-counting method on
the considered CT samples is low.

Statistical results for nonlinear time series method

The same procedures were applied for values obtained by
means of nonlinear time series analysis. For each sample,
the average, standard deviation, standard skewness and
standard kurtosis were computed (Table 4).

In order to compare the samples the t test and Kolmogorov-
Smirnov test were performed (Table 5). Both comparison

tests show significant difference between the two
distributions at the 95.0% confidence level.
Table 4: Descriptive dc statistical methods results
Descriptive methods Normal tissue dc Modified tissue
dc

Average 1.72988 1.97475

Stnd. Deviation 0.240782 0.242743

Stnd. Skewness -2.27774 -2.35657

Stnd. Kurtosis 3.66811 1.26397

95.0% confidence | [1.628,1.831] [1.872,2.077]

interval for mean

Table 5: Comparison statistical methods results (dc)

0.00101879 < 0.05
0.000567<0.05

t Test
Kolmogorov - Smirnov Test

The confidence level in this case is better then for the
previously analyzed methodology.

We conclude that the box-counting method is using a certain
threshold, this way loosing some information on the tissue
texture while nonlinear analysis is more precise and uses all
the information in the images. We recommend the use of the
second method for analyzing CT images.

We have also compared the results acquired when the CT
was taken with contrast substances and without.

In the second case, the d.- values are smaller because of a
series of features that are not so visible (blood vessels). The
differences between the d- of normal and modified tissue
samples are smaller. So, we suggest that this methodology is
better to be used with associated time series resulting from
CT images taken with contrast substances.



Benign affected tissue classification and inspection

The second step in the analysis was to determine the
correlation dimension of the attractor for images containing
kidneys with benign affections.

Table 5: Benign modified tissue images, their maps and
associated d, values

Affection Image dc

Pyelone- 1.36

phros (correspondent
dc for healthy
kidney -1.85)

Medullary 1.91(1.86)

sponge

kidney

Polychis- 2.06 (1.9)

tic kidney

Kidney 2.3(1.92)

tuberculosis

(renal TB)

Trombosis 1.98(1.93)

The discrimination is obvious in the cases of pyelonephros
(the resulted dc values being smaller than in the case of
normal tissue) and kidney tuberculosis (with d- values
larger than in the case of malign modified tissue). The d¢
values for medullary sponge kidney tissue were generally a
little bit larger than the ones for normal tissue. The d¢
values for trombosis affected kidney tissue were generally a
little bit smaller than the ones for normal tissue. In the third
column of Table 5 the kidney CT image map is presented.

The kidney border and affection specific aspects like
different types of tissue clusters and their delimitation can be
seen clearer. Also, the different colors in the map identify
different formations, specific to the affection. This method
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proved more useful than the previous two in aiding the
diagnostic in the case of benign affected tissue.

CONCLUSIONS

The conclusions of the study on the selected set of CT
images are: there are significant differences between the
correlation dimension of the normal tissue and the
correlation dimension of the modified tissue; significantly
better results are obtained in the case of CT images taken
when contrast substances are used; the enhancement
method proved very helpful when the other two failed to
provide good results. Future work aims at: enlarging the CT
images data base; measuring, where it is possible, the
percentage of the modified tissue in a kidney CT slice in
order to provide information on what is causing the increase
in dc (percentage of affected tissue or d¢ value of modified
tissue); determining the position of tumors masses in an
affected organ when considering horizontal slices and
respectively reconstructed transversal slices in that organ .
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ABSTRACT

The necessity of a Large Scale Distributed Data Storage
System offering scalability, reliability, performance,
availability, affordability and manageability became a strong
requirement for high-level application with multiple user
interactions. This paper presents the benchmarking for
performance of LUSTRE file system and highlights the
results obtained from different test scenarios with 10zone
and Intel IMB benchmarks, considering parallel 1/O
characteristics of Lustre file system. The paper also presents
a set of best practices for data integrity security and
accessibility and a few techniques for troubleshooting with
LUSTRE. The results of the benchmark analysis were used
to offer a perspective about the performance of NCIT-Cluster
at University Politehnica of Bucharest in I/O and MPI jobs.

INTRODUCTION

The emergence of clustered computers has created a
multiplication of scientific, analytic and research data. Many
applications such as seismic data processing, financial
analysis, computational fluid dynamics, calculations to
understand the fundamental nature of matter, including
quantum chromo dynamics and condensed matter theory,
created growing storage infrastructure challenge as
traditional storage systems struggle to keep pace with speed
and requirements of this kind of applications.

In this context, in many scientific applications, especially
those that use large amount of data exists a gap between
processor performance and I/O performance which led to I/O
bottlenecks. Parallel file systems represent the solution which
in most of the cases solves the bottleneck with I/O problems
[1]. Numerous studies have shown that many scientific
applications need to access a large number of small pieces of
data from file. The I/O performance suffers considerably if
applications access data by making many small I/O requests.
To improve the parallel /O performance, the small 1/O
requests are collected into fewer number of larger size
requests. So, storage has become a very important part of
clusters and distributed systems and is likely to become even
more important as problem sizes grow [16, 17]. File systems
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such as IBM’s GPFS [2], SUN’s open source Lustre File
System [3] have proven to support concurrent file and file
system access across thousands of files and data that are
growing up reaching zeta scale.

Lustre represents a leading technology in class of parallel I/O
technologies and open source standard for HPC and clusters.
Lustre file system is currently used on nearly 1/3 of the
world’s Topl00 fastest computers [4]. MPI-IO represents a
parallel I/O interface that allows programs with many
processes (like scientific applications) on many nodes to
coordinate their I/O read and write and to obtain more
efficiency [5].

I0zone is a file system benchmark tool. The benchmark
generates and measures a variety of file operations. I0zone
has been ported to many machines and runs under many
operating systems. 10zone is useful for determining a broad
file system analysis of a vendor’s computer platform. The
benchmark tests file I/O performance for several atomic,
parallel and concurrent operations that highlight the
performance of a parallel file system [7].

NCIT High Performance Computing Center from University
Politehnica of Bucharest includes several research and
teaching laboratories in the fields of High Performance
Computing, Distributed Systems and Applications, E-
Business and e-Government, Artificial Intelligence,
Computer Networks. The Center’s activity relies on a
collaborative virtual environment using high-performance
resources and computer-supported cooperative work tools.
The solution is flexible, easily adaptable to different
activities carried out by the Center, including project
development, training, consultancy, technology transfer, etc.
The mission of the Center is to promote advanced and inter-
disciplinary research, to develop a new paradigm for
collaboration among computer scientists, computational
scientists and researchers from a diversity of domains, to
develop human resources by educational programs [8].

The paper is structured as follow: Section 2 presents the
related work in the field of benchmark analysis for
distributed data storage. Section 3 presents the proposed
model for NCIT cluster and in Section 4 the experimental
results. We present the conclusions and future work in
Section 5.



RELATED WORK

Large clustered computers provide low-cost compute cycles,
and therefore have promoted the development of
sophisticated parallel-programming algorithms based on the
Message Passing Interface [6]. Chen et al. in [6] evaluated
the I/O performance using the IOZONE benchmark on the
iSCSI-based  TerraGRID  parallel filesystem. Their
evaluations show that 10GbE, with or without protocol-
offload, offered better throughput and latency than IB to
socket-based applications. Although protocol-offload in both
10GbE and IB demonstrated significant improvement in I/O
performance, large amount of CPU are still being consumed
to handle the associated data-copies and interrupts. The
emerging RDMA technologies hold promises to remove the
remaining CPU overhead. We plan to continue our study to
research the applications of RDMA in parallel I/O.

The benchmark could also be used for problem diagnosis in
parallel file systems, problem referring to scalability and
accessibility. Kasick at al. in [9] focus on automatically
diagnosing different performance problems in parallel file
systems by identifying, gathering and analyzing OS-level,
black-box performance metrics on every node in the cluster.
They developed a root-cause analysis procedure that further
analyzes the affected metrics to pinpoint the faulty resource
(storage or network), and demonstrate that this approach
works commonly across stripe-based parallel file systems.
Based on that, we tried to identify in this paper and in our
approach the lateral effect caused by CPU cache and buffer
cache.

Song et al. in [10] demonstrates that the stripe size is a vital
performance parameter, but the optimal value for it is often
application dependent. How to determine the optimal stripe
size is a difficult research problem. Based on the observation
that many applications have different data-access clusters in
one file, with each cluster having a distinguished data access
pattern, in [10] is proposed a segmented data layout scheme
for parallel file systems. The basic idea behind the segmented
approach is to divide a file logically into segments such that
an optimal stripe size can be identified for each segment. We
conduct out tests for benchmarks, considering parallel 1/O
characteristics of Lustre file system and different stripe size
for data.

Another important sector that requires distributed data
storage refers to server virtualization. Here, the challenge is
on profiling physical resource utilization information of VMs
when consolidated on a single server. In [11] Lu et al.
formulate profiling as a source separation problem as studied
in digital signal processing, and design a directed factor
graph (DFG) to model the multivariate dependence
relationships among different resources (CPU, memory, disk,
network) across virtual and physical layers. The
methodology outputs estimates of physical resource
utilization on individual VMs and physical server aggregate
resource utilization. The Xen-virtualization platform was
used in order to evaluate the methodology for different
consolidation scenarios with diverse applications including
RUBIS, 10zone, SysBench, and Netperf.
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DATA STORAGE SOLUTION FOR CLUSTERS

In clusters, in general, data is stored on multiple virtual
servers, generally hosted by third parties, rather than being
hosted on dedicated servers. The center operators, in the
background, virtualizes the resources according to the
requirements of the customer and expose them as storage
pools, which the customers can themselves use to store files
or data objects. Physically, the resource may span across
multiple servers. Based on cluster storage the Cloud storage
began to offer a ‘hot’ new storage technology for different
users with necessities. The fundamental challenge facing
cloud storage is scalability. Here new multi—terabyte disk
drives are the norm, but traditional RAID data protection
technologies are lagging due to longer disk rebuild times. Per
Bit addresses the challenge of scalable data protection with a
new purpose—built, cloud storage solution. In a field as
complex as enterprise storage in heterogeneous clusters,
building testing mechanisms that accurately reflect real life
and provide any real value to end-users is fantastically
difficult. With such an incredibly wide range of enterprise
storage workloads and products, it’s very hard to build a
benchmark that has any hope of resembling all of them

The important criteria for evaluating a data storage solution
for clusters are:

e Manageability: the ability to manage a system with
minimal resources;

e Access method. protocol through which cloud
storage is exposed;

e  Performance: performance as
bandwidth and latency;

e Multi-tenancy: support for multiple users (or
tenants);

o  Scalability: ability to scale to meet higher demands
or load in a graceful manner;

e Data availability: measure of a system's uptime;

e  Control: ability to control a system—in particular,
to configure for cost, performance, or other
characteristics;

e Storage efficiency: measure of how efficiently the
raw storage is used;

e Cost: measure of the cost of the storage (commonly
in dollars per gigabyte).

measured by

All of these aspects must be considered in concordance with
all important levels in cluster storage architecture: network
and storage infrastructure, storage management, metadata
management, storage overlay and interface service.

Lustre is a storage architecture for clusters (see Figure 1).
The central component of the Lustre architecture is the
Lustre file system, which is supported on the Linux operating
system. Lustre is a parallel file system and is designed to
enable 1/O performance. Mainly used in High Performance
Computing environments, Lustre is also applicable to any
enterprise storage environment where very high I/O
bandwidth is required. Lustre is an object-based file system.
It is composed of three components: Metadata servers
(MDSs) object storage servers (OSSs), and clients. Figure 29
presents the Lustre architecture. Lustre uses block devices



for file data and metadata storages and each block device can
be managed by only one Lustre service. The total data
capacity of the Lustre file system is the sum of all individual
OST capacities. Lustre client’s access and concurrently use
data through the standard POSIX 1/O system calls [12].

Hetadata
Target (MDT}

Metadeia
Server (MO8}

Object Storage
Servers {055)

High-speed inferconnect

Lushe Clends

Obiect Slorage
Targets (05T)

Figure 1. Architecture of a Lustre file systems [12]

The main features of Lustre are: scalability, high-availability
high-performance heterogeneous networking, security, access
control list (ACL) with extended attributes, interoperability,
object-based architecture, byte-granular file and fine-grained
metadata locking, controlled striping, disaster recovery tool,
internal monitoring and instrumentation interfaces.

We analyze the Lustre file system in the context of NCIT
cluster as a support for complex applications. The NCIT
cluster has the following characteristics regarding data
storage system: the storage system is composed of the
following DELL solutions: 2 PowerEgde 2900 and 2
PowerEdge 2950 servers, and 4 PowerVault MD1000
Storage Arrays. There are four types of disk systems you can
use local disks, NFS, LustreFS and FibreChannel disks. All
home directories are NFS mounted. There are several

reasons behind this approach: many profiling tools cannot
run over LustreFS because of its locking mechanism and
second, if the cluster is shut down, the time to start the Lustre
file system is much greater than starting NFS (see Figure 2).

For benchmarking we defined the following scenarios that

are important for different case-studies:

e  Write: measures the performance of writing a new file.

e  Re-write: measures the performance of writing a file that
already exists. When a file is written that already exist
the work required is less as the metadata already exists.

e Read: measures the performance of reading an existing
file.

e Re-Read: measures the performance of reading a file that
was recently read.

e Random Read: measures the performance of reading a
file with accesses being made to random locations within
the file.

e Random Write: measures the performance of writing a
file with accesses being made to random locations within
the file.

e Random Mix: measures the performance of reading and
writing a file with accesses being made to random
locations within the file.

e Backwards Read: measures the performance of reading a
file backwards.

e Record Rewrite: measures the performance of writing
and re-writing a particular spot within a file.

e  Fwrite: measures the performance of writing a file using
the library function fwrite().

e Fread: measures the performance of reading a file using
the library function fread().

The benchmark tests file I/O performance for the scenarios
mention before using 10zone tool. We want to estimate the
capacity of NCIT cluster in order to support different type of
data storage operations, with different stripe size. The
benchmark generates and measures a variety of file
operations. 10zone has been ported to many machines and
runs under many operating systems (we test on Linux OS).
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Figure 2. NCIT Data Storage Architecture [13]
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EXPERIMENTAL RESULTS

We conduct out test considering all mentioned scenarios in
previous section using parallel I/O over Lustre FS. MPI-IO
represents a parallel I/O interface that allows programs with
many processes on many nodes to coordinate their I/O read
and write and to obtain more efficiency [13]. One of the
known issues of Lustre in MPI applications is represented by
the not aligned I/O on stripe boundaries. One file might be
distributed across two stripes which is representing a
drawback in the performance of the application. Another
problem is represented by large, contiguous writes, can cause
significant contention at the network layer.

ROMIO implements the collective I/O operations using a
technique termed two-phase I/O. Consider a collective write
operation. In the first phase, the processes exchange their
individual I/O requests to determine the global request. The
processes then use inter-process communication to re-
distribute the data to a set of aggregator processes. The data
is redistributed such that each aggregator process has a large,
contiguous chunk of data that can be written to the file
system in a single operation. The parallelism comes from the
aggregator processes performing their writes concurrently.
This is successful because it is significantly more expensive
to write to the file system than it is to perform inter-process
communication [14].
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Figure 3. Ping-Pong Benchmark between two processes
(Parallel-1/0: MPI ROMIO over Lustre)

Collective 10 will apply read-modify-write to deal with non-
contiguous data by default. However, it will introduce some
overhead (IO operation and locking). In Figure 3 is presented
a Ping-Pong benchmark which passes messages of different
size between two processes which run on two machines on
Quad queue on NCIT-Cluster at UPB. Can be observed that
over 512KB transfer time rise exponential. So, the
conclusion with this test shows that the Parallel-1/O paradigm
offers performance for HPC collaborative application only
for small messages. In Figure 4 is presented a IOzone test for
a 256MB file in throughput mode with 5 active threads for
Ping-Pong Benchmark between two processes. The
conclusion with this test shows that the Read and Re-read
operations are performant for this type of communication, so
application that read in a high loop the same set of variables
are the good candidate for parallel-1/O over Lustre.
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Figure 4. Lustre throughput for Ping-Pong Benchmark

Continuing the experiments, certain offsets have very high
latencies. Considering this point, Lustre FS allocate its first
indirect block. One can see from the data, the impact of this
allocation is translated in latency for different operations (see
Figure 5).
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Figure 5. Lustre latency for Ping-Pong Benchmark

Considering the results presented for Read and Re-Read
operations, Figure 6 presents a report regarding Read
operation considering different file sizes and different stripe
sizes. There are some lateral effects that influence the
performance of this operation: first is the effect of buffer
cache (maintaining the data stored in memory for a while)
and the CPU cache effect, storing data for processing.

CPU cache effect
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Figure 6. Reader Test report for Ping-Pong Benchmark



A sample of log file for our tests is:

Time Resolution = 0.000001 seconds.

Processor cache size set to 1024 Kbytes.

Processor cache line size set to 32 bytes.
File stride size set (o 1] * record size.

Throughput test with 5 processes

Each process writes a 262144 Kbyte file in 4
Kbyte records

Children see throughput for 5 initial writers
= 61570.22 KB/sec

Parent sees throughput for 5 initial writers
- 37467 55 KB/ser

Min throughput per process
= 9911.92 KB/sec

Max throughput per process
= 15581.68 KB/sec

Average throughput per process
= 12314.04 KB/sec

Min xfer = 167936.00 KB

Children see throughput for 5 rewriters
65089.98 KB/sec
Parent sees throughput for 5 rewriters
= 61649.19 KB/sec
Min throughput per process
- 10390.88 KB/sec
Max throughput per process
= 16787.00 KB/sec
Average throughput per process
= 13018.00 KB/sec
Min xfer = 151552 .00 KB

An adequate application that uses at the maximum level the
performance of parallel storage in NCIT cluster is Air flow
Simulator (Air (2011)), which is a solution that can be used
for simulation and visualization of air flow and heat transfer
in buildings using existing meshing tools such as SALOME
and computational fluid dynamic engines such as Code-
Saturne. The developed user-interface and post-processing
procedures are also discussed. The paper provides an
overview of existing technologies and protocols and shows
how these technologies are used in the implementation of the
proposed system [15].

CONCLUSIONS

Cluster storage is an important piece of this puzzle called
Cloud, and together with cloud computing represents cloud
as technology destined for solving for example many
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distributed applications. Worth saying that without a well
optimized storage system much application that runs in cloud
or a cluster can have a breakdown in performance.

This paper gives a perspective on performance on a storage
system using 10zone tool, and special to characterize NCIT-
CLUSTER and established the correct configuration
parameters for different type of applications. 1/O
performance can suffer considerably if access data pattern is
not the right one, especially in a parallel file system like
Lustre. One important facility that a storage system based on
Lustre file systems can give to the user is ability to set the
stripe size and the number of stripes can be placed
everywhere, because in this way the user can do better
optimization of his application.

Regarding future work can be made a system that
automatically makes profiling of the data model in
applications that run on cluster or cloud and to suggest
measures to improve performance.
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ABSTRACT

In this paper, we present a smooth channel switching mech-
anism for enhancing the performance and reducing traffic of
distributed peer-to-peer video streaming. This mechanism is
designed for a system that uses a backup link and a Predicted
Link to avoid congestion among nodes. Furthermore, it pro-
vides a Preferred Keyword procedure to reduce the chan-
nel switching time while switching from peer to peer. We
present the implementation design and experimental results
of this proposed mechanism and conclude that the Predicted
Link is efficient in reducing channel switching time.

1. INTRODUCTION

Recently, live streaming has gained considerable attention
with the improvement of network infrastructure and client
PC performance. As one of many live streaming services,
Ustream[11] is a website that consists of a network of di-
verse channels providing a platform for lifecasting and live
video streaming of events online. Obviously, an IP-based
streaming service has limitations of server and network ca-
pacity, and hence, a viewer client cannot receive all channels
simultaneously as TV broadcasting can. Therefore, when a
user changes the channel, he or she is forced to wait for a
few seconds until the content data is retrieved. This waiting
period is known as a zapping time, and it degrades the QoS
of live streaming.

In addition to this zapping time, start-up delay and play-
back continuity are the main issues related to live streaming
QoS. Different from server-client live streaming, P2P client

* He is now working in Asahi Broadcasting Corporation.
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node is affected by the leaving behavior of peers. There-
fore, previous studies have mainly focused on maintaining
a distributed-tree [7] or managing multi-source stream[2].

2. RELATED WORK

Several studies have reported the performance measure-
ments of P2P streaming networks [8], [3], [5]; further, the
results of the performance measurements of a multi-channel
P2P streaming network has also been reported [12]. An-
other work has revealed that over three-quarters of all users
switched between channels streaming similar genre of con-
tents [4](e.g., news, sport, music). This indicates that the
probability of a user switching to a channel with different
content is not equal. A probabilistic switching algorithm has
also been proposed [9] . We focused on users’ preference
while switching between streaming contents, assuming that
each user has their own viewing pattern. We also consid-
ered the genre of the content as important in identifying the
viewing pattern.

In this paper, we propose a mechanism to achieve the
following: 1) predict the next probable stream source on
the basis of users’ preferences, and preload streaming data
in advance to reduce zapping time; 2) improve playback
continuity using backup links.

Peercast[13] adopts an index server to manage multi-
source streams. Figure 1 shows a tree-based P2P distribution
system for multi-source streaming. A peer willing to join a
Stream S1 sends a query to an index server to find the IP
address of a root peer pg. Next, the peer joins the tree that
originates from source S;. Anysee[10] provides live media
streaming to enlarge scale number of users. However, these
systems do not focus on reducing waiting time.
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Figure 1. Multi-Source Live Streaming
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Figure 3. An Example of Preferred Keyword Selection
from User’s Viewing List

3. PROPOSED SCHEME

We focused on the reduction of mean time to switch be-
tween multi-source streams. To minimize switching over-
head, each peer should ideally have links to every stream
(Streams S to S,); however, this approach is unrealistic be-
cause too many links generate an excessive amount of keep-
alive messages, thus increasing network traffic. Our basic
idea is to predict the next stream that is likely to be selected
by considering a user’s viewing history and to prefetch the
streaming data for smooth switching between streams. We
assume that prefetching streaming data can reduce zapping
time considerably; this is because when a user switches to
other content in an ordinary tree-based P2P system, a peer
must send a few search requests to an index server and wait
for a while. Further, at the beginning of the new connection,
data buffering takes a few seconds. Basically, this peer join-
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ing procedure is similar to that in Peercast; however, in our
system, a joined peer attempts to link to other peers in order
to prepare for link failed and channel switching. Therefore,
some peers can be used to relay stream clips to other chil-
dren peers. However, this solution is suitable for large-scale
live streaming such as at a baseball stadium or a concert hall,
where multiple cameras can be easily setup and maintained
but reliability is still low.

3.1 Backup Link

As shown in Figure 2, each content stream (Streams S and
S>) has its own distribution tree. py is the root peer of Stream
S1, and g is the root peer of Stream S,. In our proposed
system, every peer is linked to another peer to receive stream
data (p4 is linked to py). Adding to this link, the peer tries
to link another backup link (p4 is linked to p;) in case the
original link fails.

3.2 Predicted Link

Each stream has at least two keywords, as shown in Figure
2. A root peer sends its keywords to an index server when
it begins streaming, and the index server stores those key-
words with the root peer’s IP address. A stream must have
one main keyword to describe the location information of
the live stream. We executed a preliminary observation to
evaluate which keyword is a key factor for prediction of the
next stream. This observation revealed that location infor-
mation is this key factor, and additional information is de-
scribed by sub keywords.

Figure 3 shows selection of the most frequently appear-
ing keyword (Preferred Keyword). Some frequently appear-
ing keywords are extracted from a user’s viewing history. In
this example, “Stadium” is defined as a Preferred Keyword.
This means that any stream having “Stadium” as the main
keyword is most likely to be viewed next.

We classified viewing history statuses into the following
three cases.

1. A peer has no users’ viewing history

2. There is no corresponding keyword among users’ view-
ing history

3. Some keywords are duplicated among users’ viewing
history

In the first and second case, the main keyword of a play-
back stream is assigned to a Preferred Keyword. In the third
case, a duplicated main keyword is assigned to a Preferred
Keyword. Figure 4 shows peer groups suiting preferences of
users. Besides the distribution tree, peers are grouped ac-
cording to a user’s preference by using Preferred Keyword.
For example, p3 attempts to establish a Predicted Link to
Stream S because p3 belongs to Preferred Keyword Group
A and Stream S also has keyword A as its main keyword.

3.3 Experimental Setup
Figure 5 shows a procedure for establishing Predicted Link.

1. Peer P sends a Preferred Keyword extracted from a user’s
viewing history (Peer P’s Preferred Keyword is “A”)

2. The index server refers to the keyword list and returns
the IP address of Stream S»’s root peer
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3. Peer P sends a search request to Stream S»’s root peer

4. Stream Sy’s root peer sends Peer P’s search requests to
its child peers in order to find a peer that is ready to
distribute to Peer P

5. Stream S,’s root peer returns a child peer’s IP address to
Peer P, and Peer P attempts to establish a Predicted Link

This procedure is run as a background process. Peer P
uses the Predicted Link when a Peer P user switches to
Stream S,. The index server maintains a root peer list, and
once a peer establishes a Predicted Link, it periodically
exchanges keep-alive messages. It should be noted that peer
P continues forwarding Stream S| until it leaves the network.
It is important to keep the distribution tree simple in order to
prevent frequent restructuring of the tree. To run and test the
designed system, we implemented a prototype system as a
desktop application using Java Media Framework RTP API.

As shown in Table 1, we executed a set of experiments
to evaluate the performance of our proposed scheme. Each
server generates up to 100 peers, and the total number of
peers on this P2P network is 1000.

Table 1. Video and Machines

Video Resolution | 320 pixels x 240 pixels
Video Framerate | 15 fps

Stream Bitrate 500 kbps

Servers 10

Peers 1000

3.4 Utilization of Predicted Links

We first examine the effectiveness of a Predicted Link
with Preferred Keyword. In this experiment, we focused
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on the usage frequency and efficiency of a Predicted Link
when a user switches channels. The participants watched
streams having zapping time, and the total number of chan-
nel switches was 194, as listed in Table 2.

The utilization of a Predicted Link using Preferred Key-
words was 38.1%, as listed in Table 3. We also calculated the
utilization of a Predicted Link that randomly links to other
peers, unlike our proposed system, and we found that the
utilization was only 9.8%. This shows that a Predicted Link
with Preferred Keyword extracted from a user’s viewing his-
tory is effective in determining the user’s next action. In the
simple tree-based P2P, the utilization of Predicted Link was
0% because it does not include a Predicted Link.

Our proposed system selects a Preferred Keyword from
main keywords (high priority) and sub keywords (low pri-
ority); however, the experimental results show that a Pre-
ferred Keyword is selected from main keywords more often.
As shown in table 4, the next switched stream is estimated
more precisely by using only the main keyword.

Table 2. Experimental Conditions and Results

Number of Streams 6

Number of Keywords 2(Main) 7(Sub)
Participants 14

Number of Channel Switches | 194

Table 3. Utilization of Predicted Links

Utilization of
Algorithm Predicted links(%)
Predicted Link 38.1
Link Random 9.8
Simple Tree-Based P2P | 0




Table 4. Determination of Preferred Keywords

From main keyword only 42.2%
From main (priority) and sub keywords | 38.1%
From main and sub keywords 154

3.5 Channel Switching Delay

We measured the channel switching delay. As seen in Figure
6, channel switching delay increases linearly with the num-
ber of peers in both simple tree-based p2p and our Predicted
Link approach.

We show three patterns in our proposed algorithm:

3.5.1 The Best Case

In the best case, users always used Predicted Link. This
means the users switched streams on the basis of the Pre-
ferred Keyword, and therefore, switched between content in
the same group.

3.5.2 The Worst Case

In this case, users did not use Predicted Link.

3.5.3 Average

This scenario is based on the utilization of Predicted Link
(Table 3); 38.1% of the channel switching was based on
Predicted Link whereas the other 61.9% was not.

In a tree-based P2P system, as the number of peers join-
ing the network increases, an excessive amount of search
messages degrade the system performance[1]. In our pro-
posed system, each peer has a list of peers in the same Pre-
ferred Keyword group, and Predicted Link is used as long as
a user switches channels in the same group; this means that
search messages are not exchanged.
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Figure 6. Channel Switching Delay

3.6 Predicted Link Optimization

In section 3.2, we mentioned that a peer attempts to estab-
lish Predicted Links to streams having the same Preferred
Keyword. As the number of streams in one group increases,
an excessive amount Predicted Links are established, and
hence, the network resources are strained. A survey has re-
vealed that the channel switching delay should be limited
to a maximum of 2 s [6], and other domestic research has
shown that this delay should be limited to within 1 s. Figure

7 shows that the channel switching delay reaches this limit
(1 second) when 5 streams are in one group. In our proto-
type system, each peer has a Predicted Link to every other
node in the same group, and hence, the number of streams
in one group should be less than 5.
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Figure 9. Streaming Data Traffic on a Root peer

3.7 Load of the Index Server

Figure 10 shows the query response time from the index
server, and the query response time is constant. This shows



that the index server could deal with a load of a minimum of
1000 peers, without any difficulty.
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3.8 Scalability

Presently, multi-bit rate streaming is widely adopted in most
streaming applications. It adjusts streaming bitrate dynami-
cally according to actual network throughput, and therefore,
bit-rate degradation is observed under congested traffic con-
ditions. For streaming of a high-quality movie, the server-
client system shows a reduction of bit rate whereas the P2P
distributed system and our proposed method maintains the
bit rate, as shown in Figure 8.

Figure 9 shows streaming data traffic on a root peer.
Compared to the server-client system, the P2P distributed
system reduces network traffic dramatically. In the server-
client system, a reduction in traffic was observed when the
number of joining peers was around 100. We assumed that
multi-bit rate streaming began to reduce video quality, and
this decreased server-side traffic when the number of join-
ing peers was around 100 s. Subsequently, traffic increased
linearly with the number of joining peers.

4. CONCLUSION

In this paper, we presented a smooth channel switching
mechanism for P2P streaming. It features 1) prediction of
a probable next source and prefetching of streams to re-
duce zapping time and 2) improvement of playback conti-
nuity using backup links. We attempted to extract Preferred
Keyword from users’ viewing history and to group peers for
establishing a Predicted Link.

Our experiments show that Predicted Link is effective
when a user switches channels, and our proposed system
reduces channel switching time for high-quality video even
if the number of joining peers are increasing.

However, the performance of our system can be further
improved. In the current system, Preferred Keyword is sim-
ply chosen from main or sub keywords of streams; however,
our set of experiments shows that users switch channels ac-
cording to the main keyword rather than sub keywords. In
our future work, we can improve the method for creation of
the keyword list and for selection of appropriate Predicted
Link.
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ABSTRACT

Smartphones today integrate many sensors and provide large
computing capacities. They enable the shift towards massive
quantities of real-time information becoming access push
rather than demand pull on a global case. CAPIM, a platform
to support such a paradigm, integrates services to monitor
and a context for adapting with the user's context using the
sensors and capabilities of smartphones, together with online
social data. It integrates context-aware services that are
dynamically configurable and use the user's location,
identity, preferences, profile, and relations with individuals,
as well as capabilities of the mobile devices to manifest
themselves in many different ways and re-invent themselves
over and over again. In this paper we present the design and
development details of the security and user identification
components to support these services. We propose a secure
platform for user authentication and session management,
based on public key infrastructure (PKI) services. We
analyze its strengths and weaknesses, and present as a case
study the particular extension of the platform to support
secure user access to restricted areas of a building. We also
discuss an analysis of the implementation, cost assessments
and problems that might arise, as a methodology to support
the construction of mobile and context-oriented applications.

1. INTRODUCTION

As people realize that having more sensing and computing
capabilities in every-day situations is attractive for many
reasons, smartphones become commodity hardware.

Their success is the basis for a shift towards developing
mobile applications that are capable to recognize and pro-
actively react to user's environment.

Such context-aware mobile applications can help people
better interact between themselves and with their
surrounding environments. This is the basis for a paradigm
where the context is actively used by applications designed
to take smarter and automated decisions: mute the phone
when user is in meeting, show relevant information for the
user's current location, etc. CAPIM (Context-Aware
Platform using Integrated Mobile services) (Dobre et al.
2011) is a solution designed to support the construction of
context-aware applications. It integrates services designed to
collect context data (location, user's interests and
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characteristics, as well as the environmental data) and use it
to provide a richer and simpler experience for the end user.

In the present work we provide an implementation of a
fundamental part of CAPIM's design considerations for the
management of user identity in context-aware applications.
The user's identity is required by many context models. It
can be used to infer preferences that are actively used in
favor of the user, or it is used to provide personalized sets of
services.

Today Public Key Infrastructures (PKI) solutions are
generally accepted to support the management of identity.
PKI provides a standardized and legally recognized service
support (Carayannis and Turner 2006). Therefore it makes
sense to use such services in providing electronic identity in
context-aware integrated mobile services. PKI provides
services such as confidentiality, integrity, authentication and
non-repudiation (Ravi et al. 2005). By using the standards
defined by PKI we can develop an approach to support the
construction of rich context-aware applications that use the
identity of the user as active context information. In
particular, the security layer is used from the construction of
social-aware mobile applications to intelligent housing,
capable of actively recognizing the user entering the room
for example. As such, in our current paper we shall focus on
a mechanism for secure access to a physical area of a
building built on top of CAPIM that leverages off the shelf
hardware components (such as a wireless router) in order to
provide the required services.

The rest of the paper is structured as follows. Section 2
presents similar projects already implemented to secure user
access using a mobile handset. Section 3 shows an overview
of the architecture of the system with a short description of
all the main components and their role. Section 4 presents
some implementation details of the core services present on
the wireless router. Section 5 deals with test scenarios,
possible system vulnerabilities and results as well as system
deployment issues and costs. In Section 6 we conclude our
discussion and present future work.

2. RELATED WORK

A similar notable project in the area of secure user access to
restricted areas of a building with the use of a mobile
handset has been developed at the Disco Lab at Rutgers
University (Ravi et. al 2005; Iftode et. al 2004). Although
the approach is different from our own (both in technology
and system design), the goal is similar: to allow the use of a



mobile handset as an electronic key, or, more generally, and
electronic ID in order to access distributed services.
However, we provide a more generic platform that actually
include context as part of the entire process. Our proposed
platform provides security guarantees as to who is accessing
the contextual services, where people are. It instruments
using context-oriented policies the interactions between
peoples and services. In particular, we present a case study
for the use of the platform as a tool to create a simple
instrument to mediate the access for the user inside an
intelligent building, capable of recognizing the user.

3. ARCHITECTURE

The proposed system requires the interaction of many
different components. These components can be summarized
into two main parts : the Secure Service Communication
Platform (SSCP) and the Secure Area Access Service
(SAAS) that is built on top of SSCP.

3.1. The Secure Service Communication Platform
(SSCP)

The main components of SSCP are presented in Figure 1. On
the mobile side two services are executed: the CAPIM
Secure Communication Service, and the User Security
Service. The CAPIM Secure Communication Service is
responsible for session establishment, as well as for
communication with other services that require user
identification. The User Security Service implements the
PKI operations for loading the user certificate, establishing
of an SSL context for example, etc.

CAPIN
Conmnication
Serl:

CAPIBS User
Security
Service

Sscee

 Online Session

Figure 1: SSCP Main Components

On the server side of the platform there are main two
components responsible for authentication and authorization.
The authentication CGI (Common Gateway Interface)
component is responsible for verifying the credential of the
user, for creating the appropriate session and registering it in
a local database. The session check CGI component, as its
name suggests, is used by the other services as an interface
to check validity and retrieve information related to the
user's context (such as the user's rights as defined by the
security policy).

For more fine-grained audit requirements, the sessions can
be established per service. In this case the communication
service on the client-side, upon authentication, also submits
the name of the service that it requires access to. The
authentication CGI verifies the name of the service in the
local database, retrieves a certificate associated with that
service, and uses the associated public key to encrypt a hash

79

of the session key. The services themselves are further
responsible for specific objects and actions that the user can
access within the service.

As illustrated in Figure 1, the services have three options for
checking the user session, depending on the service
requirements. The first option, used in the figure by service
A, is an internal check of the session key. The session key is
signed by the authentication service with its private key, so
other services that have the certificate of the authentication
service can use the public key stored within it to check the
signature. This approach for verification is fast, but it
involves processing on the service receiving the session key.
Also, not much information about the user can be stored
within the session key (which should be small, because it is
transmitted with each request the user makes for a service).
Therefore, this approach is suitable for services that only
require a valid user and no other information (for example
security rights).

The second option of verification, used by service B in
Figure 1, is online session check. In this case the service
receiving the session key from the user establishes a
connection to the session check CGI. The session check CGI
looks up the session in its' local database, retrieves the
information associated with it (such as user details, user
rights, etc.) and sends this information back to the requesting
service. This approach involves minimal work on the service
side but is also much slower since it requires communicating
with the session check CGI. Another advantage is that the
service can retrieve bundles of information associated with
the user.

The third option (provided for consistency) is for services
that do not require user identification. In this case the service
simply ignores the session key.

3.2. The Secure Area Access Service

Access to a secure area of a building has always been a
constant security problem and a lot of specialized solutions
have been developed to facilitate this service (Hwang and
Baek 2007; Hsu et. al 2009; Park et. al 2009). Still, today
they are either impractical for the user or lack the necessary
security required for accessing sensitive areas. Also, the
costs, both in equipment and training involved in
implementing some of the solutions are prohibitive.

The approach proposed in CAPIM is feasible because many
users today carry at least one smartphone. The idea is to
have a key in the form of a digital certificate and associated
private key stored on the mobile smartphone and, after
authenticating through SSCP and getting a session key, use
the obtained session key to send an access request for a
certain area to the service.

To access the authentication service, the phone needs to
have network connectivity with the server hosting the
authentication CGI. This can be attained through different
technologies, the most common being a local Wi-Fi network.
Another option is for the phone to be connected to the
mobile provider's data network and connect to the network
where the authentication server resides through a secure
tunnel such as VPN. For our purposes we shall consider a
local Wi-Fi connection. Still, because the average Wi-Fi



communication range is tens of meters, a more proximity
based solution is needed to determine that the user is in the
presence of a door that protects access to a secure area.
Hence, we can use Bluetooth for such a purpose.

Energy consumption also needs to be taken into
consideration as our solution will have to employ different
radio access technologies in order to attain its purpose. As
such, we need to ensure that only one radio technology
(3G/Wi-Fi/Bluetooth) needs to be active on the mobile
device while performing the procedures described in the
solution.

The proposed solution works as follow. In the beginning the
users' mobile smartphone is connected to the local Wi-Fi
network and authenticated through SSCP, thus having a
valid session key. Using the location service the mobile
handset determines that it is in the proximity of a door that
leads to a restricted area, and automatically turns on the
Bluetooth receiver on the phone and scans the area for
devices. The mobile handset finds the device corresponding
to the Bluetooth dongle of the door and proceeds to
generating a random shared-key that will be used for the
association between the two Bluetooth devices. The random
shared-key is posted along with the MAC address of the
mobile handset via Wi-Fi to the Secure Area Access Service
(SAAS). The mobile handset then begins the Bluetooth
association procedure with the dongle of the door. The
device controlling the Bluetooth dongle of the door detects
the MAC of the device trying to associate and queries the
SAAS for the random shared-key generated by the mobile
handset, retrieves it and uses it to carry out Bluetooth

association. After the association is complete the mobile
handset sends a hello message and the door is opened. The
association between the two devices is kept for a limited
amount of time (for example 1-2 hours) so further access
through the door are simple. A visual representation of this
process is presented in Figure 2.

To ensure a higher level of security for extra-sensitive areas,
the SAAS may require the user to prove its identity. This is
done using a biometric service based on face recognition
(Comaneci and Vlad 2011), but this can easily be adapted to
alternate biometric inputs, such as voice or fingerprint. This
type of verification is configurable for each area protected
by SAAS.

Figure 2 also presents the components responsible for
communication between the router and microcontroller
board controlling the magnetic lock. The kernel module
registers itself as a USB device driver on the router and
exposes a simple char device interface that can be used by
the Lock Service daemon in order to send open commands
to the microcontroller that controls the actual magnetic lock.

The main components of the Secure Area Access Context
Service are presented in Figure 3. Emphasis is given to the
location of each component in the system. The Lock Service
daemon resides on the router controlling access to one or
more restricted areas of a building. The daemon is
responsible for monitoring Bluetooth connection requests
from different Bluetooth dongle receivers connected via
USB to router and also servicing door open requests for the
doors it controls.
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Fig 2: Schematic representation of the security process.
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Figure 3: SAAS main components

On the server side there is the Room Access Service, which
is a Bluetooth shared-key repository where the mobile
handset posts the randomly generated shared-key for
Bluetooth association, along with the MAC address of the
handset, the Lock Service present on the router following up
and retrieving the posted key. Also on the server side the
Location Service offers information regarding the location of
access points to restricted area, and the Biometric Service
which checks user biometrics and can be used in case of
highly restricted areas.

On the mobile side there is the Door Access Module,
responsible for Bluetooth association, and the management
of door access requests generated from door proximity alerts
coming from the Location Module. Also, on the mobile side
there is the Biometric Module, responsible for taking a
photograph using the mobile handset integrated camera of
the current user and sending it to the Biometric Service for
verification.

From a user point of view, all of the processes described
(with the exception of the biometric verification) should
execute transparently in the background without any user
intervention. The user interface should only provide status
information in order for the user to be able to investigate any
problems that might arrise during the process. An example
of the available user interface is provided in Figure 4.

& ﬁ {2 01:53

Session Information

Figure 4: Mobile device information interface for SAAS and
SSCP
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4. IMPLEMENTATION

For the implementation and testing of the Lock Service an
Asus 500gP V2 router with two USB ports was used. The
firmware was replaced with the one provided by the open-
source project DD-WRT \cite{cyber09} in order to have root
access to the device and install the Bluetooth and door
controller modules, along with the Lock Service. The Lock
Service was developed in C++ and cross compiled for the
MIPS32 platform to work with the processor present on the
router. The Lock Service also uses the BlueZ Bluetooth
library for accessing the dongle connected to the router and
OpenSSL for accessing the Room Access Service.

A kernel module was also developed for communicating
with the microcontroller board. It exposes a char device
interface that can be used to both inspect the current status of
the microcontroller and send open commands to the
magnetic lock. The kernel module relies on the usbcore
driver module and was compilled for the Linux 2.4 kernel
because DD-WRT for Asus 500gP V2 only supports a 2.4.

An example of the hardware configuration is presented in
Figure 5. The Room Access Service was developed, as in the
case of SCCP, in C++ using FastCGI for communicating
with the hosting web server. It stores the shared keys in a
database and uses unixODBC for database access so that any
flavor of database can be configured with it.

Figure 5: One possible hardware configuration

The Biometric Service was developed in Java as a
distributed service that supports multiple dispatchers and
workers and uses the EigenFace image matching algorithm
(Zhang et. al 1997). A more detailed description of the
Biometric Service can be found in (Comaneci and Vlad
2011). Details regarding the Location Service and Location
Module, developed within the CAPIM project, are available
in references ( Militaru 2011; Greceanu 2011).

In order to communicate with the magnetic lock the router
was connected to a custom board through USB (as seen in
Figure 5). The microcontroller used, Atmel ATmegal6, was
first flashed with AVRUSBBootloader (an USB bootloader
for Atmel AVR controllers) to make it easier to program



directly from the computer. The bootloader then loads our
program at startup.

We have used the V-USB firmware for low-speed USB
devices, modifying it to accept lock / unlock commands
from the connected device, in our case the router. It then
processes the command and acts accordingly, thus opening
or closing the magnetic lock. First the V-USB
microcontroller parameters were modified to work with our
configuration. Secondly, we had to modify the driver signal
interceptor so it would accept only the commands specified
and ignore anything else received.

5. SCENARIOS AND RESULTS

Being a complex system, several test scenarios have been
developed in order to asses the overall security and possible
attack vectors. This section presents different scenarios
suitable for our system, as well as performance and
reliability tests.

5.1. Possible Security Attacks

Possible security breaches can stem from the technology in
use as well as from the human element of the system, the
mobile handset user. From a technology point of view, a
possible attack can be expected in the form of an SSL man-
in-the-middle attack. The man-in-the-middle attack (MITM),
bucket-brigade attack, or sometimes Janus attack, is a form
of active eavesdropping in which the attacker makes
independent connections with the victims and relays
messages between them, making them believe that they are
talking directly to each other over a private connection,
despite the fact that the entire conversation is controlled by
the attacker. The attacker must be able to intercept all
messages going between the two victims and inject new
ones.

A man-in-the-middle attack can succeed only when the
attacker can impersonate each endpoint to the satisfaction of
the other, thus making it an attack on mutual authentication.
In order to prevent this type of attack, SSL authenticates the
server using a mutually trusted certification authority. As
such, it is recommended that an internal private highly
secured certification authority be used in order to generate
the user and server certificates used within the system. An
attacker, in order to apply the MITM attack would first need
to obtain a certificate and associated private key that can be
used as a server certificate from that specific certification
authority. To prevent even the case in which an attacker
manages to obtain such a certificate, we can construct a
trusted certificate store containing all the certificates
belonging to the services within the system and check this
store during the SSL context establishment. Of course, in
this case, some sort of update mechanism needs to exist in
order to modify the certificate store in case of expiration or
revocation. The certificate store update may be correlated
with the CAPIM application updates.

The Bluetooth pairing mechanism can also constitute
another attack vector but this implies that the attacker be
able to listen in on the Bluetooth communication between
the mobile handset and the locking mechanism. Also, since
the pairing keys have a limited validity time, the attacker
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would need to intercept the pairing process once more in
order to gain subsequent access to an area.

A denial of service attack (DOS) is also possible but can be
casily prevented (at least on the server side components)
through the use of the mod_evasive Apache DOS protection
module.

Another possible attack would be for an attacker to be able
to copy the user certificate and associated private key off the
mobile handset and use as is. A completely secure solution
to this problem can only exist if we can implement the
equivalent of a PKI hardware token on the mobile handset.
This can be done with the use of a specific component
present on ARM processors dubbed TrustZone.

5.2. Solution Cost Assesment

The project was designed to be as cheap to implement as
possible so, for the server components, existing computing
hardware may be used. The only costs incurred are for the
routers, Bluetooth dongles, magnetic locks and magnetic
lock controllers. A two USB port WiFi router can be found
at a medium price of 60 euros. A Bluetooth dongle
compatible with BlueZ incurs a cost of 20 euros. The
magnetic lock controller can be built out of a microcontroller
board with an USB port and two relays that control the
locking mechanism, the total component costs for it being
around 20 euros. The most expensive component is the
magnetic lock itself which, on average, has a cost of 100
euros. So, the total costs per room add up to 200 euros for all
the required hardware components.

5.3. Deployment Issues

PKI being the base of the system, the most crucial
component is, of course, the certification authority that will
issue certificates for the users. It is recommended that the
organization have its own internal CA for issuing
certificates. Also, special protection measures must be taken
in order to secure the CA private key. An LDAP server is
also required for storing the user related information and
certificates.

The next component on the list is a database system that will
be used to store both the user sessions from the SSCP
platform as well as data from the Location, Biometric and
SAAS services. The databases and their location must be
scaled accordingly to the number of users of the system and
the number of protected areas present within the building.
Also, since the Biometric service deals with large amounts
of image data (a set of 16 images with different lighting
conditions is required for each user in order for the
algorithm to work correctly), it is recommend that a separate
database server be used for this service.

A further requirement is an Apache web server for hosting
the FastCGIs for SSCP and the SAAS service. Also, for
redundancy and load balancing purposes, a greater number
of web servers may be configured. For each secured area, a
router will be required. The router will have to have at a
minimum two USB ports (one for the Bluetooth dongle and
another for the magnetic lock controller) for each door it
controls (of course, an USB multiplexer can be added to
commercial routers that do not meet this requirement). The



router will host The Lock service described earlier and
special changes must be made to its firmware in order to be
able to host the service. Also, from a hardware point of
view, the router must have at least 8 MB of flash memory in
order to host the new firmware and the additional modules
required for the Lock service.

5.4. Performance and reliability tests

The most crucial components of the system are the
Authentication and Session Check CGI because, in the
absence of these two components, any other service that
requires user identification would fail. As such, these
services must be evaluated for their response time as well as
reliability.

Reliability was tested by simulating high request loads, 20
requests/second, on the SSCP Authentication and Session
Check CGI as well as the SAAS Key CGI for more than an
hour. As expected, the fastCGI module spawned accordingly
the necessary number of instances and no failure was
detected for those instances during the test.

A detailed breakdown of the medium time spent on an
authentication request is presented in Figure 6. As can be
deduced from the graph, the main time consumer is the
LDAP check and information retrieval because of the
multiple attributes stored by the LDAP directory schema for
a single user. SSL context establishment was measured using
the Apache log timestamps because the web server is in
charge of this operation. For this test, the database, along
with the OCSP responder and LDAP directory, was installed
on a different physical machine from the Authentication
CGL
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Figure 6: SSCP Authentication Request processing time
breakdown

6. FUTURE WORK

The proposed system has been designed in order to be able
to easily integrate with as many existing access control
systems as possible and also provide easy extension. One of
the main directions we could follow to expand it is to
integrate with RFID cards.

Any discussion of RFID on mobile phones is incomplete
without also discussing Near Field Communications (NFC),
which is an interface and protocol built on top of RFID and
is targeted in particular at consumer electronic devices,
providing them with a secure means of communicating
without having to exert considerable effort in configuring
the network. Future work includes customizing the NFP in
order to integrate with our present solution, which would be
much better suited, from a security point of view, than what
is currently used, namely Bluetooth.
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This is an ideal scenario for mobile phones as it would allow
them to interact with other devices such as laptops while
minimizing battery consumption.

In addition to this, new resources, besides sensitive areas,
can be protected by our solution. An example of such a
resource is a workstation. An authentication system can be
developed and integrated with an already existing operating
system. As such, when the user is in front of a computer
from within the organization's network, he can use his
smartphone in order to get credentials to log into the system,
or, if a Bluetooth adapter is present on the workstation, log
in automatically when the phone is in range.

7. CONCLUSIONS

As smartphones become more an more popular due to the
advances in technology, so do the needs for more portable
and diverse applications increase. These powerful devices
can now easily handle computational-intensive tasks such as
image recognition, while letting you check your calls and
your mail at the same time.

In this paper we have presented a generic platform to control
the opening of a magnetic lock using identification through
Public Key Infrastructures. One of the main advantages of
this device is that, despite its low cost, it is generic and can
also be integrated with other existing services. In addition to
this, our approach integrates security measures including
identification and localization of the users. Based on this
platform we have presented our implementation, as well as
several possible test scenarios.
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ABSTRACT

Mobile ad hoc networks find use in a variety of areas which
include rescue missions, battlefields and recently in inter-
vehicular networks, generally known as Vehicular Ad Hoc
Networks (VANETS). A lot of research has been done on the use
of VANETSs in traffic safety in road networks. This paper
proposes a model for use of VANETSs in an advanced traffic
signal control system within a simulation environment. The idea
is to use vehicular ad-hoc networking to reduce the average delay
per person at road intersections, with the intent to reduce the
average travelling time per person. The control system is designed
with a generic and flexible logic that allows it to simulate a wide
range of traffic signal control types and strategies. The strategies
include mechanisms for deadlock and starvation avoidance at
intersections. The control system is also designed as a distributed
control system in which vehicles participate in a leader election
process. This is a bid or a contest to gain or win the right of way
for the vehicles for which the leader is in the same road segment
which gets the green light. Specialized features of advanced
control strategies are implemented within the control system
framework which allows the implementation of transit signal
priority and other specialized vehicles that might require
prioritization within the simulation environment, allowing the
simulation of both passive and active signal priority strategies.
The capabilities of the control system are illustrated through a
case study in which a simulation is done for a four way
intersection and the results of the simulation studied with respect
to the objectives of the prioritization strategies. An evaluation of
the currently implemented system is performed.

INTRODUCTION

A mobile ad hoc network (MANET) is a multi-hop wireless
network temporarily and dynamically formed by a collection of
mobile nodes without the use of any pre-existing network
infrastructure or centralized administration. Applications such as
disaster recovery, distributed collaborative computing and
automated battlefields are typical examples of where ad hoc
networks are deployed. Owing to its self-organization, rapid
deployment and absence of any fixed infrastructure, ad hoc
networks are gaining popularity as a significant and promising
research domain.

The effects of node movement signal interference and power
outages, however, make the available link state and network
topology information inherently imprecise. On the other hand,
heavy traffic, frequent link failure and network partition will incur
transmission disruptions, causing data packets to be delayed and
dropped. Dynamically changing topology and lack of network
resource make the design of an adaptively distributed routing
protocol challenging.

A Vehicular Ad-Hoc Network, or VANET, is a form of
Mobile ad-hoc network (Nzouonta et al., 2008) formed on the fly
between groups of cars connected by wireless links. It allows
communication among vehicles in the close proximity and
between vehicles and nearby fixed equipment, usually described
as roadside equipment.

The main goal of VANETS is providing safety and comfort for
passengers and other road users. To this end a special electronic
device is placed inside each vehicle which will provide mobile
ad-hoc network connectivity for the passengers. This network
tends to operate without any infra-structure or legacy client and
server communication. Each vehicle equipped with a VANET
device is a node in the Ad-Hoc network and can receive and relay
others messages through the wireless network. Collision warning,
road sign alarms and in-place traffic view gives the driver
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essential tools to decide the best path along the way. VANETS
can also offer multimedia and Internet connectivity facilities for
passengers, all provided within the wireless coverage of each car.
Automatic payment for parking lots and toll collection are other
examples of possibilities inside VANET.

Most concerns of interest to MANETs are of interest in
VANETSs, but the details are different. However, due to mobility
constraints, driver behaviour, and high mobility, Inter-Vehicle
Communication (IVC) networks exhibit characteristics that are
significantly different from many generic MANETSs [Blum et al.,
2004)]. Rather than moving at random, vehicles tend to move in
an organized fashion. The interactions with roadside equipment
can likewise be characterized fairly accurately. Finally, most
vehicles are restricted in their range of motion, for example by
being constrained to follow a paved highway. In VANET, nodes
can work properly only if the participating vehicles cooperate
with each other during communications. However, as a
distributed network, individual vehicles might be non-cooperative
for their own benefits (Zhou and Chunxiao, 2007).

Vehicular Networks are part of Intelligent Transportation
Systems (ITS). Intelligent Transport Systems address the
problems of road safety and congestion. Improving safety has
long been a primary objective of many governments transport
policies. Reducing congestion addresses many of these other
objectives, such as the promotion of economic competitiveness.
Congestion reduction also leads to environmental benefits such as
improved air quality and reduced carbon dioxide emissions (UK
Parliament, 2009).

Vehicles communicate with each other via Inter-Vehicle
Communication (IVC) as well as with roadside base stations via
Roadside-to-Vehicle Communication (RVC). The ultimate goal
is that vehicular networks will contribute to safer and more
efficient roads in the future by providing timely information to
drivers and concerned authorities.

Other efforts include the construction of roundabouts, which
in general have a favourable effect on traffic safety, at least for
crashes causing injuries. The number of severe crashes appears to
decrease after converting intersections into roundabouts (Daniels
and Wets, 2005) . However the cost of constructing a roundabout
is quite high and the process also disrupt the smooth flow of
traffic for some time. This can easily be avoided by implementing
VANETSs which can self-regulate at junctions with speed and
efficiency.

Due to the human as well as financial suffering caused by
road crashes, road safety is a relevant theme to study. The World
Health Organization estimates that worldwide each year 1.3
million people are killed and between 20 and 50 million are
injured in road crashes (Wilmots et al., 2009). This makes the
issue on road safety important and its researchers’ responsibility
to help find solutions to this problem and to save lives.

In a large European state, a county road commission collects
traffic data at major intersections, and then transmits the data via
wireless broadband networks to enable real-time remote traffic
signal control. In a major European capital, built-in roadway
sensors detect traffic tie-ups due to accidents or weather, then
immediately transmit the information to the centralized traffic

control centre via a high-speed wireless communications network.
Sensors mounted on highway-bridge infrastructures communicate
with Department of Transportation control facilities to identify
conditions that could lead to structural failure. Through
applications such as these and many others, Intelligent
Transportation Systems are beginning to revolutionize traffic
management and control all around the world (Motorola, 2008).

RELATED WORK

Vehicular Traffic control at road crossings has always been a
matter of concern for administrations. Several attempts have been
made to design efficient automated systems to solve this problem.
The primary tool of urban traffic control is signal control, which
is applied in an urban network to facilitate the safety and
efficiency of road transport in the network. Most present day
systems use pre-determined timing circuits to operate traffic
signals. Network control systems vary in their context from one
urban area to another, and may include incident management,
traffic signal management as well as motorway control functions
[4]. However these systems are inefficient because they do not
operate according to the current volume of traffic at the crossing.

Chattaraj et al. (2008) propose the idea of “Intelligent Traffic
Control Systems using RFID”. Their idea was to place two RFID
readers (separated by some distance) in each direction of a road
crossing and have a Central Computer System (CCS) to control
them all. As a vehicle passes by a reader, it tracks the vehicle and
retrieves its Electronic Product Code (EPC) data. The volume of
traffic is not calculated simply by the number of vehicles but by a
complex set of equations which take into account pre-defined
factors (obtained by research) like:

a) Type of vehicle (small vehicle like a scooter or a car, or
a large vehicle like a bus or a truck)

b) Priority assigned to the vehicle (each type of vehicle is
assigned a specific priority based on its size, frequency
of that vehicle at the crossing, time of the day, etc.)

c) Priority assigned to the path of travel (essential when
both the roads intersecting at the crossing are not of the
same importance. e.g. national highway with an ordinary
road)

d) Time (time of the day, and day of the week).

So, the volume of traffic takes into account the priority
assigned to each vehicle at the present time of the day and also
the priority assigned to the two roads intersecting at the crossing.
Once a vehicle has passed the crossing (i.e. it has gone out of the
range of the readers), its data is moved from the dynamic database
to the permanent database where it is stored along with its
direction of travel (both arrival and departure directions) and
time. Traffic signals are operated according to the current volume
of traffic. This method is complex and can become expensive to
implement if the road network has many intersections.

Sheng et al. (2006) design and build an experimental platform
to conduct research on cooperative driving in intelligent transport
systems. They develop a miniature vehicle that could operate as
an automated vehicle. The platform allows experiments in single
vehicle lane tracking and multiple vehicle collision avoidance. In
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this system vehicles broadcast their intended paths, location and
velocity.

In this paper a system is proposed which is based on vehicular
ad hoc networks and does not require fixed infrastructure at each
intersection. In addition, the system can also operate without
traffic lights at the intersection. This system is expected to help
with the hidden car problem or the blind spot problem since cars
notify each other about their presence. The details of the proposed
system are presented in Section 3.

THE PROPOSED METHOD

We propose an algorithm to negotiate an intersection in the
event of failure of traffic lights or when there are no traffic lights
at all. This assumes that vehicles have the computational power to
perform lightweight arithmetic operations such as aggregating
values and simple integer comparisons. The strategy is distributed
in nature with each individual vehicle at the leading node
performing calculations in a leader election process. Embedded
systems are incorporated into vehicles giving them the
computational power they need to perform calculations. Thus
even in the event that traffic lights fail or, alternatively if an
intersection is uncontrolled, vehicles approaching this intersection
have the capacity to handle or negotiate the intersection with
efficiency that can supersede that of pre-timed logic control
strategies.

Consequently, traffic lights and related infrastructure can
actually be considered to be redundant. Moreover, the system that
we propose has the advantage of being portable and may
potentially result in future roads with no traffic lights; assuming
that all future road vehicles have wireless communication
devices. It may also be possible to eliminate all roadside
infrastructures as future vehicles may have enough processing
power housed on board.

In this work, we work on the assumption of a completely
infrastructure-less system that minimizes waiting time at a road
intersection, and controlling traffic lights to provide absolute
priority for emergency vehicles, and relative priority for all other
vehicles, based on sitting capacity. The idea is to use vehicular
ad-hoc networking to reduce the average delay per person at road
intersections, with the intent to reduce the average travelling time
per person.

3.1 Algorithm

We propose a variation of a leader election algorithm. When
vehicles approach an intersection they communicate their
weighted values. Vehicles in the same node aggregate their
weights together to contest in leader election process and the
heavily weighted node wins.

For a node j, if x; is the weight of the i vehicle then we can
express the X, the aggregate weight of each node, as

X, = in =x, tx, t...tx, (1)
i=1

where 7 is the total number of vehicles in a node.

However starvation avoidance is considered to avoid bias and
lope-sidedness by allowing little green time to the losing node.
When a wing wins the leader election process, then it gets the
green to move for a specific period, say 20 seconds. To avoid
starvation of wings with less weight, the losing wings are given a
green time smaller than the winner, say 15 seconds. This number
can be varied depending on the number of vehicles in the losing
node. If the number is too small, then the value can be made very
small too, to reduce wasted time when no traffic is moving.

Figure 1 Vehicles approaching an intersection from four different wings
showing different weights depending on the amount and type of traffic in
the wing.

To implement this algorithm we propose a means of allocating
weights to vehicles. The vehicles are weighted according to
carriage capacity. Thus a four-sitter carries a weight of 4 and an
eighteen sitter bus will have 18 for a weight. The weighting of an
ambulance or a presidential motorcade is more a ‘political’ issue
than it is scientific, thus it remains in the better judgement of the
authorities than it is a persuasion of a thoughtful calculation. In
this research a large weight is used to symbolize an approaching
special vehicle or person. A general approach to look at a vehicle
or vehicles approaching an intersection as simple addition and
subtraction of weights (in the case of vehicles leaving an
intersection) is taken without consequences or deviation from the
goal of the strategy. If, for example, a fire truck is weighted at 50,
then 10 cars each with a carriage capacity of 5 resulting in an
aggregated weight of 50 are considered equivalent. We may
choose to say that if an ambulance approaches with a patient
fighting for his last breathe then he gets absolute priority. This
simply means giving it a weight extremely large that no other
road segment can aggregate its node weight to surpass it. Thus
without loss of generality, all vehicles are treated as node
elements with a value they contribute to the total node weight of
the segment to which they are part of.
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The pseudo code of the algorithm can be written as:

- Aggregate weights in each node

- Compare weights between nodes

- Choose winning node and allocate it the green light
winning node gets green light for N, seconds
losing nodes gets red light for same time

- After N, seconds losing node gets green light for N,
seconds and the winning node gets the light red for the
same time

- Run election again.

THE SIMULATION SCENARIO

Here we present a simulation scenario of the system. Table 1
shows the weights in each of the four wings of the road. Wings
which opposite each other are basically the same road and their
weights are added. So in this case weights for wings A and C are
added and so those of wings B and D. So in this case at 0 seconds
wings B and D have weight total of 57 as compared to 47 for
wings A and C. So wings B and D get the green light for 20
seconds and followed by a red light for 15 seconds. After 35 the
leader election is computed again and wings B and D wins again
and gets the green light for 20 seconds and a red for 15 seconds.
However the third time wings A and C win the election and get
the green light for 20 seconds followed by a red light for 15
seconds. This process repeats itself forever at every junction of
the road network.

Table 1: A4 simulation scenario for a total of 105 seconds

Time Wing A | Wing B | Wing C | Wing D | Green
/seconds
0 22 33 25 24 Wings
B/D
35 30 27 30 36 Wings
B/D
70 24 14 24 26 Wings
A/C
105 36 25 27 31 Wings
A/C
THE SIMULATION RESULTS

In this section we present the results, and findings of thE
research experiments. The statistics that are used are drawn from
the simulation results. Figure 2 show a sampled data set
demonstrating the random nature in which nodes are added to an
intersection. This simulates the random nature of arrival times at
intersections. It eliminates any bias in the execution of the
program. Different sets of data can be generated from different
program executions but the output data is able to demonstrate the
variation in the node weight that is added to a particular node.

The weight of the nodes increases when more traffic is added
to each node and the weight decreases when traffic leaves the
junction (see figure 3). After the simulation was run for a fixed
time period, a closer look at the average node weight for the

nodes show that the weights of the nodes tend to converge
towards a mean value.

Weights Added Vs Time
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Figure 2: Weights added vs. Time
The results of the simulation show that as the simulation runs there is a

general tendency of the algorithm to balance or consider fairly the
weights of the nodes from all sides.
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Figure 3: Node Weight growth vs. time

We realise that there should be a good compromise between the
arrival rate and the departure rate at the junction. If the arrival rate
becomes larger than the departure rate then the amount of traffic
will almost linearly increase on all nodes (see figure 4). This will
unfortunately defeat the sole aim of reducing the delay time per
person. The departure rate should be made as big as possible and
can also be augmented by other means as using dual carriages to
increase the rate of flow of traffic.
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Growth of Node Weights Vs Time
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Figure 4: Node Weight growth vs. time, when arrival rate is greater
than departure rate

Figure 5 below reiterates the same thing this time giving a
pictorial view as a bar graph of all the nodes and how starvation
was avoided by a fair amount of traffic lost from each node.

Starvation Avoidance

WeightsLost by Nodes
10

El

$3000 9030 ¢ 0080

P oo o GV o o o o o g P o B P o o oF oY o

FEF E PP FE I TIPS Y
G FE FFEFE FFFEFE S FEFEFE S E G EEFF
FE T E F F FE G F T E T E S E

Figure 5: Starvation avoidance graph.

We finally explain in Table 2, that despite the fact the nodes
did not get equal number of green times, the algorithm was able
to maintain a balance junction in terms of node weights. It simply
means being denied a right of way is not negligence or
favouritism but an ingenious way of handling an adaptive transit
priority strategy. A snapshot of the output of the requests.csv
output file is analyzed and given below.

Node | Share
0 29%
1 37%
2 16%
3 18%

Table 2: Shares of the nodes showing the green times

As can be seen from the pie chart Node 1 enjoyed the lion’s share
of the green time with 37% or the requests being granted as
compared to Node 2 and 3 put together with 34%.

CONCLUSIONS

This research outlines the presentation analysis and findings
of using VANET: in self regulation at a four- way junction.

We have proposed an algorithm that can be used to negotiate
traffic at an uncontrolled intersection. The algorithm works very
well under normal conditions as well in heavy traffic. It also
avoids starvation under heavy traffic when there is heavy traffic
in one node and virtually no traffic in the other. However, there is
need to reduce waiting time when the node, which is almost
empty, clears. There is no need to wait for the stipulated time but
to start travelling immediately in the heavy node.

We assume that if the algorithm works for a four way
junction, then it should work for a three way junction. The system
was able to resolve the problem of starvation by allowing time to
all nodes to move traffic depending on their weights.

The algorithm we have just described works for a single
junction. This will work perfectly in rural and remote areas where
there are few roads. In a town there are many junctions and the
behaviour of one junction will definitely affect the next one.
There is a need for the algorithm to be expanded to include many
junctions. We expect that since there will be close relationship
between junctions, we will have to use the amount of traffic in a
road and not at a single junction, to avoid traffic jams.

The proposed traffic regulation scheme fairs much better than
the existing traffic light schemes currently used in most countries.
The existing traffic light scheme does not take into account the
amount of traffic in the respective wings of the junction. In this
way there is always traffic congestion during pick hours caused
by unbalanced junctions. In some countries they have road
infrastructure that counts the number of cars that are approaching
a junction and the traffic lights behaviour is governed by the
traffic pattern. This also have a disadvantage of initial costs of
setting up infrastructure. The reliability of this system will also
depend on the working condition of the infrastructure. Our
proposed scheme will not be affected by infrastructure breakdown
so is expected to work all the time.

The concept and algorithm of traffic self regulation can also
be applied in factories which use vehicles to transport materials
from one section of the factory to the other. If the tracks of these
vehicles cross, self regulation can bring efficiency in moving
materials. The issue of priorities will be applied according to the
operations of the factory. Many other ideas may arise from the
concept of self regulation and it will bring efficiency and reduce
costs in infrastructure setup.
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ABSTRACT

In this paper we propose a new strategy that can be applied
for creating a secure peer-to-peer topology in which the
identity of the source node cannot be revealed. The main
goal is to obtain a decentralized network distributed in space,
where the users are allowed to share and exchange their
music files. The proposed model uses different metrics for
estimating the distance between nodes (like the round trip
time and the semantic distance) and uses the smallest values
in order to select a node’s neighbors. For the identity
protection, the system imposes the encryption of the traffic
and that the communication is mediated by a node from the
network, randomly chosen by each instance.

INTRODUCTION

Peer-to-peer is a very popular technology which connects
thousands of clients in a decentralized environment. They are
used in a large number of situations, from the simple need to
transfer a file, to more complex interactions like social
networks or resource sharing. P2P is a popular technology
especially used for file sharing because it allows the client
applications to upload and download files over the network,
without the need for some special server devices. This means
that the peers from the network are both suppliers and
consumers of resources, in contrast to the traditional client-
server model where the suppliers are only the servers, and the
clients are the consumers. There are also some disadvantages
in peer-to-peer architectures. An important drawback is that
P2P networks are typically less secure than a client-server
network because security is handled by the individual
computers, not by the network as a whole. The resources of
the computers in the network can become overburdened as
they have to support not only the workstation user, but also
the requests from network users.

The main concepts behind the peer-to-peer networks are:
sharing resources, decentralization and self organization.
There are several types of peer to peer networks, based on
the centralization degree of the overlay. In a fully
decentralized network there is no intermediary device which
keeps track of the peers position and activity. This type of
network is very scalable because the failure of a peer does
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not affect the entire network. The hybrid architecture consists
of a central server which keeps the information about the
users from the network as metadata. This kind of architecture
can be classified in centralized indexing (the peers maintain
active connections with the server) and decentralized (the
server maintains connections with a set of peers, named
supernodes). In this case we denote the server to be the
component delegated with the role of supplying the basic
information essential for a peer to connect the overlay. Due
to the lack of a server device the peers must be able to
organize themselves in order to obtain a stable network.
There are different ways that the peers could connect with
each other depending on which properties the topology wants
to improve.

IP multicast provides a method of efficient many-to-many
communication in contrast to the one-to-one model of IP
unicast, in which data packets are sent from a single source
to a single recipient. This concept is becoming increasingly
important, both in the Internet and in private networks. The
multicast technology enables the use of the following
applications: video conferences, live broadcasting, web TV,
web radio, video-on-demand, e-learning, whiteboard data
exchange.

There are several ways to simulate a multicast network. The
most intuitive and efficient one is to construct a network
infrastructure, where the intermediary devices duplicate the
received packets and send it to a group of users. This
approach is not quite efficient due to the fact that the service
providers must change the structure of the network and they
must buy new equipments. These changes can be expensive
and take a long period of time. Another way to simulate the
multicast communication is to build an application layer
multicast overlay; thus, the application is responsible with
the multiplication of the received data and with forwarding it
to other nodes. This solution is less expensive but it uses
more of the client’s resources.

In this paper we propose several methods in order to
construct a secure data sharing peer-to-peer network with
multicast capabilities. The work presented in this paper is a
continuation of the one presented in (Sdmbotin and Andreica,
2011).

RELATED WORK

In this section we present other approaches for some similar
applications. We were interested in other similar approaches
of building secure peer-to-peer networks and multicast



overlays.
Peer-to-Peer Spatial Cloaking Algorithm

A location-based service (LBS) is an information service that
needs to know the positioning of a user (mobile device) in
order to provide some useful information, like where is the
nearest bank. In (Chow et al., 2006) the authors propose a
peer-to-peer spatial cloaking algorithm for mobile devices,
which will help the users to protect their private information
without seeking help from any centralized third party. A
practical example could be when a mobile user looks after
the nearest gas-station. For security reasons, the user will
first find other peers to collaborate as a group and will cloak
its exact location into a spatial region that covers the entire
group. The next step assumes the random selection of one
node within the group which will be delegated with the role
of an agent. This means that the communication with the
location-based database server will be mediated by the agent.
Because the server processes the query based on the cloaked
spatial region, it can only give a list of candidate answers that
includes the actual answers and some false positives. After
the agent receives the possible answers, it forwards it to the
mobile user that requested it.

The described model can function in two modes: on-demand
or proactive. The first one assumes that a mobile device will
start this process when they need a information provided by
the location-based service. In the second model, the users
periodically search for different devices in order to form a
group that will hide his location.

CAN

In (Ratnasamy et al., 2001) the authors proposed a new
strategy in which the network is composed of many
individual nodes and in which the space is split between
them. The CAN network resemble a hash table and the basic
operations that can be performed in this model are: the
insertion, lookup and deletion of (key,value) pairs. Each
CAN node stores a chunk (called a zone) of the entire hash
table. In addition, a node holds information about a small
number of “adjacent” zones in the table. Requests (insert,
lookup, or delete) for a particular key are routed by
intermediate CAN nodes towards the CAN node whose zone
contains that key. The CAN design is completely distributed
(it requires no form of centralized control, coordination or
configuration), scalable (nodes maintain only a small amount
of control state that is independent of the number of nodes in
the system), and fault-tolerant (nodes can route around
failures).

The entire CAN space is divided amongst the nodes that
coexist in the system. When a new node joins, the system
must be allocated its own portion of the coordinate space.
This is done by an existing node splitting its allocated zone
in half, retaining half and handing the other half to the new
node. A major problem that a peer encounters is finding the
proper zone. In order to achieve its purpose the new node
then randomly chooses a point P in the space and sends a
JOIN request destined for point P. This message is sent
through the network via any existing CAN node and by using
the routing mechanism.

Under normal conditions each node sends periodic update
messages to each one of its neighbors giving its zone
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coordinates and a list of its neighbors and their zone
coordinates. When a prolonged absence of an update
message from a neighbor is noticed then it is interpreted as a
failure. Once a node has decided that its neighbor has died it
initiates the takeover mechanism and starts a takeover timer.

Multicast Overlays over Peer-to-Peer Networks

As we can find in (Tan and Jarvis, 2007) there are different
ways to build a multicast overlay depending on the properties
that we want to improve. This paper describes and analyzes
several ALM protocols which aim to construct a topology for
multicast communication based on the most significant
properties (application domain, group configuration, routing
protocols). Also, the authors compare the IP multicast with
the different ways of implementing a multicast network at the
application layer, highlighting the advantages and
disadvantages for each technology.
The concept of ALM (Application Layer Multicasting)
concerns the implementation of multicasting functionality as
an application service instead of a network service. This
solution was considered due to the fact that one-to-many or
many-to-many communication should use efficiently the
network resources. A multicast network service implies that
the local network must be equipped with routers that are
capable of setting up and tearing down IP Multicast sessions
as well as processing and routing IP Multicast packets.
Therefore, instead of relying on the local internet providers
to enable the multicast communication, we can assign the
duty of creating a multicast overlay to the application layer.
While IP Multicast is implemented by network equipment
(routers) and avoids multiple copies of the same packet on
the same link as well as possibly constructing optimal trees,
ALM is implemented by the application and can lead to
multiple copies of the same packet on the same link as well
as typically building non-optimal trees.
ALM’s disadvantages, such as longer delays and less
efficient network usage compared to IP multicasting, are
balanced by its advantages such as immediate deployability
on the Internet, easier maintenance and update of the
algorithm, and, last, but certainly not least, the ability to
adapt to a specific application.
Some of the most popular ALM protocols that we will
discuss are:

e ZIGZAG (Tran et al., 2004)

e NICE (Tran et al., 2004)

e  OMNI (Banerjee et al., 2003)
ZIGZAG is a single source, degree-bounded application
layer multicasting approach for media streaming. It arranges
receivers into a hierarchy of clusters and builds a multicast
tree on top of it. After applying the recursive rules of
organizing the nodes into a multi-layer hierarchy of clusters,
it will result that the nodes closer to the root will have large
out-degrees and will run out of their bandwidth quickly. This
effect might not be acceptable for bandwidth-intensive media
streaming applications. This protocol provides a mechanism
for maintaining a connected tree: when the parent node
leaves the network without an announcement, the delegated
node will help the children to reconnect immediately to the
new parent. ZIGZAG periodically runs optimization
algorithms to improve the quality of service.
NICE is an acronym which stands for the NICE Internet



Cooperative Environment. This scalable application layer
multicast protocol uses a hierarchical clustering approach to
support a larger number of receivers. NICE was designed to
provide a topology for low bandwidth soft real-time data
stream applications such as real-time stock quotes and
updates and Internet radio. This approach detects inaccurate
placement of hosts in clusters on different layers and
gradually moves to a global optimal hierarchy. NICE allows
nodes in a cluster to exchange periodic messages in order to
maintain the appropriate peer relationships. In every cluster it
will be a delegated node that will be responsible with
maintaining the proper size of the structure and with
identifying the departure of a peer in order to keep a
connected tree.

OMNI stands for the Overlay Multicast Network
Infrastructure and offers a multicast overlay for an efficient
transfer of media streams. This method will generate a
topology that consists of a set of devices called Multicast
Service Nodes (MSN). These points are distributed in the
network and provide efficient data distribution services to a
set of peers. A client will be associated with a single MSN to
receive multicast data service. The MSNs themselves run a
distributed protocol to organize themselves into an overlay
which forms the multicast data delivery backbone. The data
delivery path from the MSN to its clients is independent of
the data delivery path used in the overlay, and can be built
using a network layer multicast or an application-layer
multicast system.

Traffic Analysis

Traffic analysis is the process of intercepting and examining
messages in order to deduce information from patterns in
communication. It can be performed even when the messages
are encrypted and cannot be decrypted. Thus, for hiding the
content of a message we can use encryption with
public/private/symmetric keys, whereas traffic padding may
be used to hide the traffic pattern.

In (Jiang et al., 2001) a strategy for improving the security in
a wireless network is proposed. The authors developed a
suitable cover mode with the objective of minimizing the
energy consumption because usually, the peers from these
types of networks are mobile devices with limited power
supply. They also want to minimize the quantity of the
dummy traffic because these information incurs an overhead.
In order to prevent traffic analysis, the authors considered
that it is important to hide not only the real traffic pattern, but
also the changes in the real traffic pattern.

A cover mode is considered to be constructed so an intruder
cannot determine the real operation mode of the network at
any given time. The paper proposes several methods for
building a cover mode, like: end-to-end and link. An end-to-
end cover mode maintains a constant rate of traffic between
each (source, destination) pair, independent of the actual
operation mode while a link cover mode is obtained by
achieving constant traffic rate on each link in the ad hoc
network, independent of the actual operation mode. Unlike
the end-to-end cover mode, link cover mode is implemented
by inserting dummy packets on each link, so as to maintain a
constant rate on that link.

The results that the authors obtained indicated that end-to-
end cover mode generally performs worse than link cover
mode, but in large networks, the two approaches yield similar
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energy overheads.

SYSTEM DESIGN

This section presents the application’s purpose and its
architecture. Furthermore we present a detailed description
of each main component within the application and how
these components are connected together. This section also
presents each stage and the communication protocol used
between the involved entities.

Peer2i0n l
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i
request 328
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Figure 1: Multicast overlay construction steps.
Application’s Purpose

The main goal of our system is to create a new strategy for
the constructions of a secure decentralized data sharing peer-
to-peer overlay. This means that there isn’t any entity which
knows the entire network, but only fragments, and by
fragments we understand the neighbors and the extended
neighbors. Also, the system has the responsibility to protect
the user’s identity and to cover the traffic within the network.
This model aims to enhance the security of the network
where the identity of the source transfer cannot be identified.
In order to achieve this, a new role of a mediator will be
defined for a regular peer. Also, all the traffic within the
system will by encrypted using symmetric keys.

This network must be completely decentralized in order to
improve the stability issue (the failure of a node must affect a
minimum number of peers). The final representation of the
overlay should be as a tree structure, where the nodes have a
reasonable number of neighbors; thus, the topology will not
be considered to contain peers with the role of a server.

The application must allow a multicast communication over
the peer-to-peer overlay. Thus, we want to construct an
application layer multicast which will allow one-to-many
communications. Each node should be able to send the same



message to any of its neighbors, regardless of the requesters,
and to receive messages.

Another aim of this system is that its components should
have a low level of dependency. Thus, the development of a
new strategy should be easily integrated with the rest of the
system.

The Construction of the Overlay

In Fig. 1 we can identify the main stages a peer must go
through in order to join the network.

Before starting the process of obtaining its coordinates, a
peer must share a directory with music files, which is
analyzed when the application starts. Thus, we are interested
in extracting some additional information (like title, artist,
album, genre) from these files and form a vector of tokens.
Each token (an element from the vector) will have a weight
value associated to it, which is computed based on metrics
like term frequency and inverse document frequency. In
other words, the weight assigned to a term using these
metrics should be:

e highest when the term occurs many times within a
small number of documents (thus lending high
discriminating power to those documents);

e Jower when the term occurs fewer times in a
document, or occurs in many documents (thus
offering a less pronounced relevance signal);

e Jowest when the term occurs in virtually all
documents.

The first step is to contact the bootstrap node in order to
obtain the minimum amount of information needed for
joining the network. It receives the data about the last three
nodes that joined the system.

Furthermore the peer must contact each node in order to
update the data associated with each peer. Mainly, we are
interested in obtaining the coordinates of those nodes.
Knowing the identity of its neighbors, the peer will ping each
one of them and will compute the obtained RTT value. This
value is combined with the semantic distance computed
between the two nodes. The similarity (semantic distance)
between two peers is computed using the cosine similarity
that measures the cosine of the angle between the token
vectors of the two peers. The result can take a value from 0
to 1, where 0 means that the two nodes have nothing in
common, and 1 meaning that they have shared identically the
files. We consider that the obtained value represents the
distance between this two nodes (Skvortsov and Kostyuk,
2006) .

. . . _AesB _ x1"x2+y1'y2

Sim(A, B) = cosine & AlIE] (X12+y12)“2 Py

Figure 2: Semantic distance formula.
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Knowing some neighbors and the distance to them, the peer
will try to compute its coordinates using the following
assumptions and formulas. If the peer doesn’t receive any
data from the bootstrap node, this means that it can be
considered to have the coordinates (0, 0). If the peer has only
one neighbors with the coodinates (x,, y,) then it will choose
the coordinates (x,+dist, y,). If the node has 2 or more
neighbors, then in order to obtain the coordinates of the point
we will use the rules for computing distances proposed in
(Sambotin et al., 2011).
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Security Module

In order to enhance the security we developed a different
strategy adopted by the nodes from the system that will
protect and disguise the identity of a node. The reason we
need to do this is based on the issue of rights over the files
that a user shares and it is undesirable that the application
could provide a mechanism for tracing them.

Pear b
{Hediator}

Figure 3: Transfer protocol

Fig. 3 presents the protocol used by the peers when they
search for a file. First, we assume that each node shares some
files in mp3 format and wants to search and find other songs.
In order to retrieve the desired file, the user must submit a
query through the network, and whenever a peer receives
such a request and considers that it could respond
affirmatively, it contacts the initiator. This approach is the
most common one. Over this model we introduce the role of
a mediator and some rules that will be described further.
Before submitting a query through the network, the peer
randomly selects one of its neighbours that will be delegated
with the communication between the initiator and the node
that will respond affirmatively to the query. Thus, we can
consider that the peer cloaks behind its neighbours and the
diameter of the group that hides the initiator can increase.
The second step is to implement a mechanism that will
protect the system from traffic analysis. For this, each node
that sends a query will first establish a set of terms that will
be inserted in the initial request. The tokens that are
additionally inserted in the request are generated using a
specific pattern. This means that they are formed from a
randomly generated string that only contains symbolic
characters that are appended at the beginning and at the
ending of the file. Another used strategy will be that that all
nodes will periodically exchange messages (some will be
dummy messages and others will have the purpose of
maintaining the network and the connections between nodes),
independent of the operation mode.

The message exchange assumes that all the traffic is
encrypted using symmetric keys. When a mediator receives
a list of tokens (some valid and others dummy), it will
forward the request to its neighbours.

We must introduce some constraint for the role of a mediator
peer. First, when a mediator is chosen by a node, it doesn’t
have the possibility to deny a request, but he must do
everything it can in order to resolve a query. For security
concerns, a node with this role will not try to resolve any of



the requests. The only action that it is allowed to do is to
forward the received queries. The neighbours will try to
resolve the query, and if neither of them will be able to
respond affirmatively, then the mediator will become an
initiator and will retain the node for which it has this role.
This approach is used until a user gets a response or no one
can provide the requested file. When a node will respond
positively, the system will be able to transfer the data along
the shortest path.

Application Architecture

The system is made from the following main modules which
interact with one another. Basically, each module represents
a main functionality of the system. As we can see in Fig. 4,
the main modules are:
e Network components
Security module
Listen thread
Settle Neighbors thread
GUI
Input module
Timeout thread

Security Module

Tlasze sl

ansgs connadtions for
& pesrinstance

Band dats over
the netwas

Listen for any
cequestand

Listen Thread E Seftie-Neighbars L ] Transfer Thread E ]Time»UUIThread E
Tiwead

Figure 4: System architecture.

We have chosen this model because we wanted a loose
coupling between the main parts. Thus, each component can
be easily replaced with another component in the future.

Module Description

The network module (connection manager in Fig. 4) is
responsible for constructing the overlay that must provide the
ability of finding the most appropriate peers for the file
transfer. The final goal of the network module is to build a
peer-to-peer overlay that can be represented as a tree
structure and which will allow the multicast communication.
This module is highly connected to the module responsible
with the security within the system. That is because all the
traffic is generated according to the strategy described in the
previous section, i.e. encrypted using symmetric keys.

One major aspect of the network is that it will be fully
decentralized. This means that no peer will have a map with
the entire overlay, but it will be aware only of the direct
neighbors (with which it will keep an active connection) and
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its extended neighbors (peers that are the neighbors’
neighbors).

The network will be composed of a center node (or bootstrap
node), which will not be a part of the network, but will have
the responsibility to introduce other peers in the overlay by
supplying information about other nodes, and at least one
regular peer. In order to keep a consistent set of nodes, the
central entity will be contacted before each valid departure of
a peer from the network.

The input module is responsible for parsing and gathering the
information from the configuration file which contains all the
required data that a peer needs in order to start.

<config>
<title>Global Parameters</title>
<params>
<ip>192.168.0.121</ip>
<port>30001</port>
<bandwidth>150</bandwidth>
<ipBootstrap>192.168.0.6</ipBootstrap>
<portBootstrap>30000</portBootstrap>
<time>30</time>
</params>
</config>

Figure 5: Sample configuration file.

As we can see in the figure above, a peer needs to know its
ip, port, the address of the boostrap node. The only
parameter that must be changed is the ip parameter with the
value.
The Listen Thread module is responsible with listening for
any request from the network. These may come from another
peer and have the following form: “action-info_peer”, where
info_peer is a representation of information regarding the
requesting peer and action can be:

® collect — gather the updated coordinates of the

neighbors

e responseCollect — the response of a peer with its
coordinates

® remove — removes a neighbor from its list of
neighbors

® add - add a new neighbor
e extended — ask for the neighbors
e sendExtended — send the list of neighbors

The Graphical user interface (GUI) is implemented as a
different thread in order to organize the resources better.
From the GUI window we can visualize some valuable
information like which peers are the neighbors and the
identity of the current peer.

Figure 6: GUL



The Time out Thread has the responsibility of stopping and
exiting the program after a period defined by the user. The
“time” tag from the xml configuration file is associated with
this value.

The application is developed in Python and we only used one
external module, Tkinter for the graphical interface. We have
chosen Python because it is a powerful, pure object-oriented
programming language with efficient data structures.

EXPERIMENTAL EVALUATION

We simulated the construction of the network on one local
machine for 50 to 300 peers. For the simulation phase we
used a different module which uses the same formulas,
strategy and metrics as the ones described in this paper.

In order to test our solution we first randomly generated the
coordinates of a point and a number from 1 to 6 (the suffix of
the shared folder). When a new peer joins and asks for the
distance to its neighbours, it gets the geographical distance
between one of these generated points and its neighbors. The
value will be processed and combined with the similarity
coefficient. We consider that we know the positioning of its
neighbors.

We wanted to evaluate if the points will be distributed in the
entire space or if they will gather in one area. In order to do
so, we tested the system using different weights.

When the network considered only the geographical
distances, the nodes were distributed through the entire space
(see Fig. 7).

Figure 7: Points distribution (only geographical).

When we used only the semantic distance, the points
gathered in one area, because the folders contained
approximately the same files (see Fig. 8).

Figure 8: Points distribution (only semantic).

When we attributed an equal percent to each metric, the

points formed a distributed group (see Fig. 9).

Figure 9: Points distribution (both metrics).

We also wanted to evaluate the security module in order to
appreciate how the system will perform. Thus, we measured
the time needed for the search operation with and without the
mediator role.
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Figure 10: Results for the secure case: with mediator.

300

250

No.Nades
150

e THTIR

100

50

12 3 4 5 6 7 8 9 10111213141516

Figure 11: Results for the secure case: without mediator.
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Figure 12: Results for the unsecure case.
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As we can observe, the overhead is not induced by the new
role of the mediator. We have been expected this because the
neighbours are selected according to the smallest distance,
which considers the similarity between two nodes. Thus, it is
reasonable to affirm that in most cases, the searched file can
be located in the proximity of a peer (one of the mediator’s
neighbors). The most expensive part is the generation of the
keys and the exchanging of this entities among the nodes and
the process of adding dummy data to the original request.
The security module slows the response time of a node with
approximately 35%.

We have also tested the main application. From these test
cases we can declare that the communication through the
network works properly.

CONCLUSIONS AND FUTURE WORK

As we can observe from the previous section, we obtained a
decentralized network which uses two distance metrics in the
building phase: a geometric distance over virtual coordinates
and a semantic distance. The neighbors of a peer are the
closest nodes of that peer. The best scenario is to use both
metrics: the structure of the network is more compact but not
too congested.

The “cost paid” for a secure network when the content
cannot be found is not very large and it is worth “paying”.
The process that takes longest is the key generation, but this
will be performed only in the first phase.

As future work we want to test the application on several
different machines. The security tests must consider the
latency of the message exchange through the network. The
result will be influenced by the quantity of the dummy data
added to a request and by the additional number of messages
that will be sent between a node and its mediator. Beside the
network structure analysis, we are also interested to test the
transfer speed of a file from a peer to another.

We also built the application in such a manner that we can
easily add other metrics for the distance between two nodes.
We want to consider the load of the network on a longer
period of time when we compute the distance.
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ABSTRACT

The electronic management of wuser identities is a
requirement for many modern applications. The user’s
identity defines its possible range of actions, and its
management becomes critical in applications such as e-
Banking, e-Payment, etc. Current solutions are based on
methods that use certificate infrastructures, role and policy
enforcement management, trust management using social
networking, etc. We propose a solution for electronic
management of identities that provides secure identification
of a user using its electronic identity card (eID). The
proposed nPA (the new German Identity card) Connector
offers a trusted infrastructure for secure handling of
electronic identities over the Internet. The nPA connector
uses certificates obtained and guaranteed by a trusted Identity
Provider. The user’s personal data from the electronic
Identity Card is transmitted from an original source service
provider to subsequent destination service providers, all of
which have previously signed a contract with the Identity
Provider. The connector can be easily integrated within an
application, providing a supplementary security layer for
identity management. It can also be accessed remote as a
Web service. In such cases the connector can be accessed by
applications that can communicate with an Identity Provider
from a trusted list of eID Service Providers. For that, the
connector offers an interface for the application to query
attributes from the electronic Identity card. The nPA
connector can be considered a service provider between a
user wielding a user agent (usually a web application
accessed through a web browser) and an Identity Provider.

INTRODUCTION

We live in an electronic world governed by necessity to
move all citizen services in electronic distributed
environments. In the context e-Services, the number of users
that want to move from physical world into digital world
grows exponential in last decade. The e-Services are easy to
use, permanent and they have continuous access, direct
communication, timely and consistent information. The e-
Services are exposed to all kind of threads from the Internet,

* Corresponding Author

100

so when it comes about their security or other challenges, it
should receive a special attention. In a digital world, when it
comes about e-Services, there are some main characteristics
that are common to all of them. One of them is scalability,
which indicates its ability to handle growing amounts of
work in a graceful manner or its ability to be enlarged, so the
distributed environments are required.

Security challenges are imposed at each step. Data
encryption, password protection and account creation are
other subjects discussed and applied during the development
of the e-Service system. A large number of users characterize
e-services and they must be able to respond to all their
requests.

We propose a solution for electronic management of
identities that provides secure identification of a user using
its electronic identity card (eID). The proposed connector
library represents a solution for the simple integration of the
new German Identity card (nPA) into web applications by
taking away the complexity of handling the communication
with the Identity Server. The nPA connector provides the
benefit of a service that offers the mechanism for sharing
authentication data between trusted applications. The
attributes that an application is allowed to query are specified
within the contract signed with a trusted Identity Provider.
The nPA Connector allows security systems and application
to be developed and evolve independently. The main
challenges with nPA are the integration in Enterprise
Environments.

The paper is structured as follow: Section 2 presents the
related work in the field of security communication and elD.
Section 3 presents the proposed architecture and in Section 4
the implementation details are presents. We present the
conclusions and future work in Section 5.

RELATED WORK

Across Europe electronic identity (e-ID) card schemes are
emerging. The motivation for their deployment varies from
country to country, and hence also their ability to
interoperate. National schemes for each country are defined
by government agencies and application usage by non-
government entities has been limited [1]. A very common
situation is that for each service, users must remember the



associated name and password they are registered under.
This method is prone to identity theft and its usability leaves
much to be desired. The Trusted Platform Module (TPM)
proposed in [2] is a microcontroller with cryptographic
functions that is integrated into many computers. Using
communication services like voice services, chat services and
web 2.0 technologies (wikis, blogs, etc.) are a common part
of everyday life in a personal or business context. These
communication services typically authenticate participants.
Identities identify the communication peer to users of the
service or to the service itself. Calling line identification used
in the Session Initiation Protocol (SIP) can be used for Voice
over IP (VoIP) [3]. In [4] is dealing with the use of the
Belgian electronic ID card to secure Presence notifications in
the Session Initiation Protocol (SIP). More specifically, it
addresses the secure authentication to a SIP registrar server
thanks to the Belgian electronic ID card. The proposed
solution consists in adding an Authenticated Identity Body
(AIB) to the REGISTER requests issued by the user's agent,
which simultaneously authenticates the user and protects the
request header. The Italian Electronic Identity Card (EIC, for
short) is a polycarbonate smart card equipped with a
microchip (supporting cryptographic functions) and a laser
band (featuring an embedded hologram). It contains personal
(e.g. name, surname, date of birth, etc.) and biometric data
(photo and fingerprint) of a citizen [5]. Currently, Republic
of Turkey has introduced a new smart card based electronic
identity card. By the help of this card, e-government projects
of Turkey are expected to accelerate. Turkey is also prepared
to use biometrics in citizen authentication. In this paper, we
will shortly mention about physical and electronic properties
of this card, use of biometrics, cryptographic details of the
card, Electronic Authentication System and roll out of the
card [6].

The new identity card (“Neuer Personalausweis”, nPA) was
introduced in Germany in 2010. It supports the Federal
Government's eCard strategy. The nPA is part of the
nationwide introduction of the use of smart cards in the
federal administration. The eCard-API-Framework is a
technical frame for implementing the eCard strategy and is
specified in the technical guideline BSI TR-03112 of the
Federal Office for Information Security (BSI) [7]. The basic
goal is to expand the conventional use of the identity card to

the electronic world, thus enabling a secure and legally
binding communication on the Internet [8].

NPA CONNECTOR ARCHITECTURE

The main principle for using the nPA connector resides on
the usage of certificates obtained from a trusted Identity
Provider that specifies the data that an application is allowed
to query from the identity card when interacting with the
back-end user through the citizen’s application.

The nPA Connector library represents a solution for the
simple integration of nPA into web applications by taking
away the complexity of handling the communication with the
Identity Server.

The nPA Connector offers a trusted infrastructure for secure
handling of electronic identities in the Internet for a variety
of applications. The connector allows querying the attributes
from the electronic Identity card providing also a useful tool
for securely validating information about the citizens. The
connector makes it easy for web applications to communicate
with an Identity Provider from the eID Service Providers
trusted list because it is mainly a mechanism for sharing
authentication data between trusted applications (see Figure
1). The user’s personal data from the electronic Identity Card
is transmitted from an original source service provider to
subsequent destination service providers, all of which have
previously signed a contract with the Identity Provider,
allowing them to query particular information about the user,
and in agreement with the citizen’s options for sharing their
personal data.

At a deeper level, the nPA connector acts like a Service
provider between a user wielding a user agent (usually a web
application accessed through a web browser) and an Identity
Provider. The user requests a web resource from the
application which is in fact protected by the Service provider
responsible for creating a secure context for querying
sensitive data.

The service provider, who wishes to know the identity of the
requesting user, and also personal information about the user,
issued the authentication request to the Identity Provider
through the user agent.

| elD-Service
Provider

Figure 1. nPA Architecture and interactions
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IMPLEMENTATION DETAILS

This library allows security systems and application software
to be developed and evolve independently, and also allows
decoupling of the application software from the underlying
security infrastructure. This is because SAML provides a set
of interoperable standard interfaces. Standardizing the
interfaces between systems allows for faster, cheaper, and
more reliable integration. Furthermore, this library provides
the possibility to configure custom extensions of the profiles
of SAML usage, and the benefits that come from this
customization open up more and different kinds of access
management.

Following are some more concrete benefits of this connector
brought by the usage of SAML protocol:

e  Platform neutrality. Abstractization of the security
framework away from platform architectures and
particular vendor implementations. Making security
more independent of application logic is an
important tenet of Service-Oriented Architecture.

o Improved online experience for end users. It
enables single sign-on by allowing users to
authenticate at an identity provider and then access
service providers without additional authentication
by creating security contexts.

®  Reduced administrative costs for service providers.
The burden of maintaining account information
burden is transferred to the identity provider.

e Risk transference. It pushes responsibility for
proper management of identities to the identity

provider, which is more often compatible with its
business model than that of a service provider.

Service Provider é User Agent é Identity Provider é

4 Reguest target resource
Reguest S50 Service

Respond with XHTHML form

7

{identify the user}

Resgpond with XHTML form

Reguest Assertion Consumer Sendce

Redirect to target resource

Request targst resource

Respond with requested resource

Figure 2. nPA protocol

The main functionality of the nPA connector library is based
on the SAML 2.0 protocol [9]. SAML is a XML-based
protocol whose functionality is defined by four basic
concepts: assertions, protocols, bindings and profiles.
Assertions are XML-based messages that are formed using
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the rules of syntax and semantics defined in the SAML Core.
These assertions are requested and transmitted using one of
the specified protocols from one system entity to another.

The requested attributes and equivalent response attributes
are defined in a custom schema, specified by the identity
Provider server and imply custom made Marshallese and Un-
Marshallese to build objects from and to XML files. There
are two major types of configurations for profiles: profiles
for requesting a number of specific attributes of the user for
the Identity Provider; profiles for verifying the value of
certain key attributes against a given value.

Response

Assertion

AttributeStatement

J

Figure 3. SAML message

The main functionality of the protocol provided by this
library is illustrated in Figure 2, where there nPA connector
(Service Provider) is responsible for creating a security
context for the user agent. The nPA Connector uses the
HTTPPost binding from SAML protocol to communicate
with the user agent (see Figure 3).

The message flow of the protocol begins with a request of a
secured resource at the Service Provider and follows these
steps (presented in Figure 2):

1. Request a target resource at the SP

o For example htips://sp.example.com/myresource

o The library performs a security check on behalf of the
target resource : if a valid security context already
exists skip steps 2 — 7

2. Respond with an XHTML form

<form method="post"
action="https://idp.example.org/SAML2/SS0O/
POST" ...>
<input type="hidden" name="SAMLRequest"
value="request" />

<input type="hidden" name="RelayState"
value="token" />

<input type="submit" value="Submit" />
</form>

o The value of the SAMLRequest parameter is the
base64 encoding of the actual <samlp:AuthnRequest>
element



3. Request the SSO Service at the IdP

o The user agent issues a POST request to the SSO
service at the identity provider

POST /SAML2/SSO/POST HTTP/1.1

Host: idp.example.org

Content-Type:
application/x-www-form-urlencoded
Content-Length: nnn
SAMLRequest=request&RelayState=token

4. Respond with an XHTML form

o The SSO service validates the request and responds
with a document containing an XHTML form:

<form method="post"
action="https://sp.example.com/SAML2/SSO/POST
"ooL>

<input type="hidden" name="SAMLResponse"
value="response" />

<input type="hidden" name="RelayState"
value="token" />

<input type="submit" value="Submit" />
</form>

o The value of the SAMLResponse parameter is the
base64 encoding of the actual <samlp:Response>
element.

5. Request the Assertion Consumer Service at the SP

POST /SAML2/SSO/POST HTTP/1.1

Host: sp.example.com

Content-Type:
application/x-www-form-urlencoded
Content-Length: nnn
SAMLResponse=response&RelayState=token

6. Redirect to target resource

o The library creates a security context and redirects the
user to the request resource

7. Request the target resource at the SP again

8. Respond with the requested resource

Since a security context exists, the service provider returns
the resource to the user agent.

The requested attributes, are encrypted using a symmetric
key and sent as a protocol message using the HTTP POST
binding. The SSO service at the Identity provider validates
the request and responds with a document containing the
response. The value of the SAMLResponse parameter is the
base64 encoding of a <samlp:Response> element, which
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likewise is transmitted to the service provider via the
browser.

The main issue with nPA is the security and support for
authentication. Strong authentication continues being one of
the most important security issues & goals and gains even
more importance if services move to the cloud. Moreover,
strong authentication is achieved best with a certificate on a
smartcard. Considering this issue nPA-Smartcard provides
three applications for official and commercial/private use:
ePass(port), eID, eSign. The nPA uses the following
Communication  Protocols: ~ Password  Authenticated
Connection Establishment (PACE) and Extended Access
Control (EAC).

The nPA Connector stands for an extensible and
configurable plugin for web based applications that wish to
communicate with an Identity Provider with which they have
previously signed an agreement and obtained a certificate
that allows them to query certain sensitive information about
the citizens. The configuration of the connector can easily be
done by altering the configuration file (as seen in the
examples in previous chapter).

For example, as use case, if an user has signed on and
authenticated at a portal like http://www.rentamovie-
exampleportal.com and wish to rent a movie, the website will
only get access to the attributes specified within the contract
of that website (for example the age of the end-user) with the
Identity Provider, and in agreement with the user’s
preferences for displaying sensitive data (the user may not
agree to share other information).

At a high level, the entry point in the library is represented by
the eIDHandler which is an abstraction for handling both
the request and the response messages as illustrated in Figure
4.

Figure 4. Entry point for nPA

The eIDHandler is actually an abstraction layer that offers
methods like handleRequest (), handleResponse ()
and in fact wuses dedicated handlers for request
(eIDRequestHandler — responsible for creating custom
extensions for the given profile)), and response
(eIDResponseHandler — responsible for reading the
custom extensions from the response assertion received from
the identity provider server). The core functionality of the
SAML protocol is described and implemented in third party
libraries and do not make the object of this document.

The message flow of the protocol begins with a request of a
secured resource at the Service Provider and follows these
steps: request a target resource at the SP, respond with an
XHTML form, request the SSO Service at the I1dP, respond



with an XHTML form, request the Assertion Consumer
Service at the SP, redirect to target resource, request the
target resource at the SP again, respond with the requested
resource. The nPA library uses the Authentication Request

Protocol, as specified in SAML Core [9] to communicate
with the Identity Provider. The overall flow of the
authentication process through the library is shown in the
Figure 5.

HTTP Post

Read
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Input
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Handle Request

Get Connector

Instance

Singleton Instance

Initialize connector

Data Not Available

Create handler
according to input

based on

SESSION

Build handler from
session data

Handle Response

Get Requested
Attributes

Figure S. nPA authentication process

CONCLUSIONS

We present in this paper the nPA connector architecture and
implementation details. The nPA Connector consists in an
application which allows a secure identification of a certain
user using an electronic identity card (eID) over the Internet.
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The nPA Connector is designed for PHP and JAVA
implementation using the Apache Server and will be
available under different OS, both Windows and Linux
environments. The nPA Connector was tested on Windows
2008 and using IIS7. The solution uses the SAML library
which has a MPL license.



The common requirements will be emphases as future work
and will cover technical requirements for active directory and
technical requirements for infrastructure, because presently,
Active Directory integration of the nPA is not possible;
observe the evolution of nPA enterprise integration
(especially the evolution of eID services). On the other hand
nPA enterprise integration for Active Directory logon is
possible, because: complete PKI is run by the German
government, PKI of German government promises to be
highly reliable, and cost for smartcard logon with nPA will
be far beyond cost of an own PKI with smartcard logon (not
nPA).
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