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Preface

Dear participants

| would like to welcome you, here at the Mediadesign Hochschule Dusseldorf, to
the 10" edition of the Annual European Conference on Simulation and Al in
Games on behalf of all the people and institutions that made this conference
possible.

Even though the present economic climate has had an adverse effect on
participation, this year’s event still has managed to attract some 13 high quality
papers from 10 different countries spanning 3 continents, out of 20 papers
submitted.

Further to the selected scientific presentations, EUROSIS and | are grateful to
Jan-Anton Derer, for giving this year’s keynote speech entitled: “Challenges of Al
in Games”.

| wish to thank all those, who have contributed their time and effort in organizing
this meeting. This goes out to the International Program Committee members
who took care of the reviewing process. They have done a great job in arranging
a strong technical program, which covers a variety of speciality areas covering
present day methodological simulation research.

Recognition for this conference must go also to Philippe Geril, the EUROSIS
coordinator, who was the main force responsible for the organisation of the
meeting.

Furthermore, | would like to thank UBISOFT, for accepting to have the
conference participants visit their studios in Disseldorf.

Finally, |1 would like to wish you a pleasant stay in Dusseldorf and a successful
conference meeting

Professor Dr Linda Breitlauch
GAMEON’2009 General Conference Chair
Mediadesign Hochschule

University of Applied Sciences

Dusseldorf, Germany
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EXPLORATIONS IN PLAYER MOTIVATIONS : GAME MECHANICS

Barbaros Bostan

National University of Singapore
Games Lab, 21 Heng Mui Keng Terrace

Singapore, 119613
E-mail: idmbb@nus.cdu.sg

ABSTRACT

Player motivations are a popular rescarch arca in computer
gaming. But beyond the identification of a limited set of
motives, research so far has been neither concerned with
how these motivational variables interact with ecach other,
nor how they relate to individual player actions. This article,
assuming that player motivations are the outcome of
continuous player-environment interactions, applies the
needs framework of Murray (1938) to a computer game and
investigates the relations between each individual need and
the driving game mechanics behind them. It is shown that
the restrictions imposed by the game mechanics significantly
reduce the number of player needs satisfied by a game,
thereby trapping the player within the common motivational
cycle of Achievement, Aggression, Harmavoidance and
Acquisition.

This motivational study on gaming experience should
facilitate the design of computer games that satisfy a broader
range of player needs by providing ways to investigate the
matching actions for each individual need while identifying
the common patterns imposed by game mechanics. Analysis
of player motivations on action level should also open up
new frontiers in the player profiling process in interactive
gaming experiences that should ideally appeal to many types
of players. This discussion is framed in terms of the user-
environment relations of a recently released popular
computer role-playing game (RPG). It is stressed that the
gaming experience provided by this genre is analogous to
real life and thus has the potential to satisfy a broader range
of player motivations.

Keywords: Playcr Motivations, Player Psychology, Human
Factors, Gameplay Experience

PLAYER MOTIVATIONS

Maximizing player enjoyment is one of the primary concerns
of game designers, but classical theories about the
individuals’ motivation to use entertainment products for
enjoyment are not applicable to computer gaming. This is
because players arc not passive witnesses of the virtual
world but arc active participants in an imaginary setting
where interaction and immersion play a crucial role.
Maximizing enjoyment in these interactive virtual
environments is possible by analyzing player psychology
which is affected by his/her personal factors such as nceds,
motives and goals, as also by situational factors such as
opportunities and possible incentives provided by the
environment.

Most researchers analyzing the psychology of the player are
concerned with the educational value of computer games
(Provenzo 1991; Stewart 1997; Appleman & Goldsworthy
1999; Prensky 2001, 2002; Squire 2003; Squire and Jenkins

Ugur Kaplancali
Yeditepe University
Kayisdagi Cad. 26 Agustos Yerlesimi
Istanbul / Turkey, 34755
E-mail: ugur.kaplancali@yeditepe.cdu.tr

2003; Gee 2003, 2005; Egenfeldt-Nielsen 2007; Shelton and
Wiley 2007) or the negative effects of gaming and violence
in video games (Anderson and Ford 1986; Cooper and
Mackic 1986; Anderson and Bushman 2001; Sherry, 2001;
Anderson 2004; Gentile et al. 2004; Bartholow et al. 2006;
Weber et al. 2006; Anderson et al. 2007). Besides the
intrinsic motivations taxonomy of Malone and Lepper
(1987) and the flow framework of Csikszentmihalyi (1990)
have alrcady been applied to computer gaming (Sweetser
and Wyeth 2005; Kellar et al. 2005), research on player
motivations include a variety of other approaches too: using
TAM (technology acceptance model) in conjunction with
flow framework (Hsu and Lu 2004); analyzing motivations
of MMORPG players in the context of Bartle’s (2004)
playstyles (Yee 2006); applying SDT (sclf-determination
theory) to computer gaming (Ryan et al. 2006); applying
MRL (motivated reinforcement learning) to model
motivations of non-player characters (Merrick 2007); and
analyzing the rclationship between MMORPG  game
structures such as character design, narrative environment,
etc. and intrinsic motivations (Dickey 2007).

However there are only a handful of studies that analyze the
relationship between individual motivations and the gaming
experience. Applying Maslow's hierarchy of needs to
computer gaming, Joyner and TerKeurst (2003) questioned
why people play computer games but they were not
concerned with the in-game motivations of players. De
Sevin and Thalmann (2005) focus on the action selection
process and use motivational variables such as hunger, thirst,
resting, sleeping, cooking, cleaning, etc., some of which are
physiological in nature, and some not motivations but daily
activities. Assuming that human motivation is triggered by
the psychological nceds of the organism, this article analyzes
in-game nceds of game players in relation to their actions
within the virtual environment.

Psychological Needs

A need refers to a potentiality or readiness to respond in a
certain way under given conditions and each need is
characterized by a certain effect or the occurrence of a
certain trend (Murray, 1938). The most popular study on
human nceds is conducted by Maslow (1943; 1968) who
identifies a hierarchy of needs in man ranging from the
lower-order  physiological  drives to  higher-order
psychological motivations. McDougall (1908) made the
pioneering attempt to define the whole human behavior in
terms of innate psychophysical dispositions (instincts), but it
was Murray (1938) who formalized the study of needs. His
three-year study at the Harvard Psychological Clinic was
conducted by 28 psychologists of various schools, among
whom were three physicians and five psychoanalysts. The
psychogenic needs of Murray, which are psychological in
nature, are not static entities but the result of both internal
and external forces, and are concerned with mental and
emotional states of a person. 27 psychogenic needs of this



framework have already been analyzed by (Bostan 2009) in
relation to the gaming situations of a RPG. This article
attempts to take this study one step further by analyzing the
common fusions of individual needs and by defining the
driving game mechanics behind them.

Although similar classifications of nceds (Mayer, 2007;
Carver and Scheier, 2000) exist, this study focuses on the six
categories of needs defined by (Bostan 2009). In summary,
there arc four materialistic needs representing Acquisitive,
Constructive, Orderly, Retentive attitude, six power needs
representing  Aggressive, Blamavoidant, Counteractive,
Defendant, Deferent, Dominative attitude, five affiliation
needs representing  Abasive,  Affiliative, Nurturant,
Rejective, Succorant attitude, six achievement needs
representing Achievant, Autonomous, Fearful, Infavoidant,
Sclf-forwarding, Exhibitionistic attitude, three information
needs representing  Inquiring, Informing, Intellectual
attitude, and three sensual needs representing Playful,
Sentient, Erotic attitude. Discussing the specifics of each
variable is beyond the scope of this article, but those
interested in them can consult (Bostan 2009) who analyzed
these needs with matching gaming situations.

Table 1: Psychogenic Needs of Murray (1938)

Materialistic Needs
nAcq: Acquisition
nCons. Construction
nOrd: Order

nRet: Retention

Power Needs

nAgg: Aggression
nBlam: Blamavoidance
nCnt: Counteraction
nDfd: Defendance
nDef: Deference
nDom.: Dominance

Affiliation Needs
nAba: Abasement
nAff: Affiliation
nNur: Nurturance
nRej: Rejection
nSuc: Succorance

Achievement Needs
nAch: Achievement
nAuto: Autonomy
nHarm: Harmavoidance
ninf:Infavoidance
nRec: Recognition
nExh: Exhibition

Information Needs Sensual Needs

nCog: Cognizance nPlay: Play
nExp: Exposition nSen: Sentience
nUnd: Understanding nSex: Sex

Murray (1938) defined cach need with appropriate desires
and effects, matching feelings, emotions, personality traits,
and common relationships with other needs such as fusions,
conflicts, and subsidiations. A single action pattern may
satisfy two or more needs (fusions), one or more needs may
be activated in the service of another need (subsidiation of
needs) and the needs may conflict with each other. These
interrelations, which depend heavily on the game mechanics
and how they are used, may exhibit very complex
combinations in the game world. For example, Player A may
wear the same guild badge as does Player B, because he/she
does not wish to make a bad impression (Infavoidance) and
instead wishes to win B’s friendship (Affiliation), so that
he/she will learn the secret location (Cognizance) of the

guild treasury and loot it for acquiring the famous
dragonlance  (Acquisition) and wusing it to attack
(Aggression) the legendary red dragon living in the
mountains and thus level up (Achievement) (nInf, nAff,
nCog, nAcq, nAgg, nAch fusion). To identify the common
patterns behind these complex interrelations, the next section
is devoted to analyze Murray’s needs in relation to the game
mechanics of an RPG.

A DECOMPOSITION OF GAME MECHANICS

The needs framework of Murray (1938) can theorctically be
applied to computer game of any genre, but the range of
needs satisfied by a computer game is usually limited by its
content and rules of play. For example, information needs
are prominent in adventure games where players focus on
exploration and puzzle-solving within a narrative
framework, whereas social simulation games, such as The
Sims, arc built on the theme of affiliation. In this regard, role
playing games are perfect candidates for analyzing the
motivational aspects of a gaming experience, because they
satisfy a wider range of psychological nceds.

The RPG selected for this study is Fallout 3 which was
developed and released by Bethesda Softworks in October
2008. Besides the many awards it won, the game was
adjudged the best game of 2008 at the annual Game
Developers Conference (GDC 09). Fallout 3 is set in the
backdrop of post-apocalyptic Washington D.C., 200 ycars
after the Great War in 2077, where nuclear bombardment
ravaged the earth's surface for two hours. The game depicts a
post-nuclear world in great detail with dreary and desperate
overtones. Besides the features common to the games of this
genre, such as being an interactive and social world
populated by autonomous virtual characters, the game also
has an open-ended structure that allows the players to freely
roam in a virtual environment with high visual and
behavioral realism.

Figure 1: Washington Monument as seen from Capital Mall.

Discussing different definitions of game mechanics is not the
primary objective of this article. An claborate discussion of
previous definitions of game mechanics has alrecady been
presented by Sicart (2008). What interests this article is



something more similar to the core game mechanic as
defined by Salen and Zimmerman (2004). A corc game
mechanic, which represents patterns of behavior or building
blocks of player interactivity, may be a single action or a set
of interrelated actions which form the essential play activity
that is repeated throughout a game. This article aims at
analyzing these single actions or sets of interrelated actions
to delineate the motivations behind each of them.
Motivational variables are represented with polarity, such as
+nAgg which motivates aggressive behavior (situations with
positive incentive for aggression) or —nAgg which motivates
the avoidance of aggressive behavior (situations with
negative incentive for aggression).

Basic Game Mechanics of Fallout 3

Every character in Fallout 3 has seven primary statistics:
Strength, Perception, Endurance, Charisma, Intelligence,
Agility, and Luck. Extracted from these arc the derived
statistics which define the basic game mechanics. Skills
represent a variety of abilities, each governed by an attribute,
which provide the player a means for interacting with the
virtual world. Characters are also given perks (special
abilities) which are extensions of the skills possessed by a
player. Showing similar characteristics with AD&D table-
top role playing games, character progression in Fallout 3 is
governed by experience points (XP) carned by completing a
quest, defeating a monster, learning a secret, convincing an
NPC to help, solving a puzzle, etc.

It needs to be noted that game players are alrcady familiar
with the game mechanics of Fallout 3, because it is the
sequel of three titles with the same name (Fallout, Fallout 2
and Fallout Tactics: Brotherhood of Steel) and also its game
rules are similar to AD&D game rules frequently utilized in
RPGs. Only a few derived statistics from the previous titles,
such as armor class, healing rate, poison resistance, ctc. have
been deleted in Fallout 3, and a few minor changes made in
skills, such as moving parts of throwing skill to explosives
skill, merging doctor and first aid skills with the medicine
skill, splitting traps skill into explosives and repair skills, etc.
In summary, the common forms of player interaction that arc
repeated throughout the game remained almost the same.

Analysis of Fallout 3: Derived Statistics & Skills

Before analyzing the game mechanics of Fallout 3 from a
needs perspective, it is important to note that the unique
nature of Achievement requires special attention. According
to Murray, nAch is the dominant psychogenic need that
fuses readily and naturally with every other need. Similarly,
nAch fuses with every other need in a computer game and
every single action of the player contributes to his/her
achievement. This contribution, which is quantifiable in
terms of experience points, is more noticeable in RPGs.
Every skill used, every item purchased or found, every
dialogue option selected and every region explored
eventually assists the user in gaining more experience points
or achicving a new level in the game. Thus, nAch will not be
specified in the motivational analysis of the game
mechanics, unless it is the only dominant need of a derived
statistic or skill. Given below are derived statistics and skills

of Fallout 3, their descriptions and relevant motivational
variables.

Table 2: Derived statistics and motivational relations.

Statistic Description Needs
Satisfied

Action Number of things a player can do | + nAgg,

Points during Vault-Tec Assisted | + nHarm

Targeting System, or V.A.T.S.
See V.A.T.S. below for further

cxplanation
Carry Maximum amount of weight a +nAcq,
Weight character can carry. Carrying + nRet
more items means retaining more
possessions.
Critical Chance to causc extra damage in | + nAgg,
Chance combat. Critical hits provide a +nHarm

means for quick elimination of
enemies and receiving less
damage in combat.

Damage Reduces damage taken from +nHarm
Resistance | attacks.
Health Hit points or the game mechanic +nHarm
used to measure the health of the
player.
Radiation | Reduces damage taken from +nHarm

Resistance | radiation.

Perk Rate | How often player is given a perk. | + nAch

V.A.T.S: Vault-Tec Assisted Targeting System, or V.A.T.S.
is an action queuing system that enables the players to shoot
specific body parts in turn-based combat. Targeting in
V.A.T.S cnables the player to cripple specific body parts of
enemices, thus rendering them less effective in combat in
various ways. For example, because crippling an enemy's
head reduces his/her perception, the player can run away or
hide. V.A.T.S. increases the precision of attacks and causes
more damage (sometimes dismembering enemics) than in
real-time combat. The alternative for V.A.T.S. is real-time
combat which usually takes more time to climinate enemies,
thus causing to receive more damage in the process.

e

Figure 2: V.A.T.S. screen initiated on a Behemoth.



The most common fusions arising from the analysis are
between +nAcq and +nRet (both of which are associated
with inanimate objects), and between nAgg and nHarm
(which exhibit a more complex pattern). The fusion between
+nAgg and —nHarm indicates a more aggressive behavior,
because the player is more captivated by the thrill of
climinating enemics than being concerned with the injurics
or damage he/she may receive in the process. Using melee
weapons is an example of this fusion. The player is aware
that he/she has to engage in close combat which, depending
on the enemy to be faced, usually results in receiving more
damage. Of course, there are other mechanics that
compensate for this loss of health such as wearing damage-
resistant power armors or using proper medication, but the
action itself is an aggressive one. The fusion of +nAgg and
+nHarm refers to a more conservative behavior and tactical
planning. Placing explosives in strategic positions is an
aggressive act, but it is surcly a safer way of climinating
certain enemies such as Mirelurk Hunters which move faster
than the player and inflict tremendous damage when
engaged in closec combat. As player skills serve different
needs, critical choices in skill usage are represented with
AND/OR structures in the following table.

Table 3: Player skills of Fallout 3 and motivational relations.

valuable equipment for the same
weight.

Science The ability to hack computers +nCog
terminals and clectronic AND/OR
equipment. Terminals in the game | + nHarm

allow the user: (1) to turn off AND/OR
turrets (2) to open safes (3) to +nAcq
access information (4) to control
robots
Small The ability to use pistols, +nAgg
Guns shotguns, assault rifles and rifles.
Sneak The ability to move silently. Also | +nHarm
cnables the player to steal items AND/OR

from others. Sce below for further | + nAgg

explanation. AND/OR
+nAcq
Speech The ability to persuade or See
influence others. See below for below

further explanation

Unarmed | The ability to combat with hands | +nAgg,
and feet. Close combat results in —nHarm

receiving more damage.

Skill Description Needs
Satisfied
Barter Decreases the value of objects +nAcq

when buying, increases their
value when selling.

Big Guns | The ability to use bigger weapons | +nAgg
such as flamer, gatling laser,
minigun, missile launcher, ctc.

Energy The ability to use energy-based +nAgg
Weapons | weapons such as laser pistol,
plasma rifle, pulse pistol, ctc.

Explosives | The ability to set or disarm +nAgg

explosives, also increases damage | AND/OR
of explosives such as mines, +nHarm
grenades, etc.

Lockpick | The ability to open doors or safes | + nAcq

without the proper key. Also AND/OR
promotes gaining access to +nHarm
places, avoiding heavily enemy
crowded arcas.

Medicine | Increases the health earned from | + nHarm

medical items such as stimpaks,
radaways, etc.

Melee The ability to combat with melee | + nAgg,

Weapons | weapons such as a sword, knife, —nHarm
etc. Close combat results in
receiving more damage.

Repair The fixing of broken equipment, | +nRet, +

machinery and clectronics. Repair | n Acq

is also used to disarm traps (non- | AND/OR
explosive traps like tripwires) or | + nHarm
to make new items. The user also | AND/OR
profits from repairing items since | + nCons
he/she is capable of carrying more

Sneak: Sneaking can be used as a defensive strategy to avoid
combat or to inflict more damage on encmies in the form of
sncak-critical attacks. It is cven possible to climinate
enemies with one-hit sneak critical, without receiving any
damage in combat. Stealing ammunition also disables the
NPCs from firing their weapons and thus protects the player
from damage. And, reverse pick-pocketing is a special form
of acquiring an item. If the player wishes to steal some
equipment that an NPC wears (which is of course not
suitable for stealing), then he/she can reverse pick-pocket
and place a better item in the NPC's inventory. The NPC will
eventually equip the better item, and neglect the item player
wants, thus rendering it vulnerable to be pick-pocketed.

Figure 3: Player character sneaking behind some bushes.

Speech: The speech skill is used to communicate effectively
in persuading and influencing the NPCs. Although it sounds
like an Affiliation oriented skill, its primary concern is not to
forge friendships or associations, but to affect others. To
influence or direct the behavior of others by suggestion,
seduction, persuasion, or command is an act of Dominance,




but the underlying mechanisms behind this skill provide
different forms of fusions between other needs which are
imposed by game mechanics. To define the relationship
between the speech skill and each individual need, relevant
gaming situations are analyzed. Throughout the game, 87
gaming situations, where the speech skill plays a major role,
have been experienced. Twenty-nine percent of these are
used to convince an NPC to do something so as to avoid
confrontation. This is how the player chooses to solve
problems more peacefully by persuading or influencing
people, instead of using brute force and getting harmed in
the process. To cite an example, General Jingwei, who is the
primary villain of Operation Anchorage (the first
downloadable content pack of Fallout 3), can be persuaded
to commit suicide. If the player fails to persuade, he/she has
to fight with the General.

Figure 4: Speech skill used on an NPC.

Twenty-five percent of the gaming situations are used to
convince an NPC to give something - personal gain or
benefit — to the player. The most common form is to request
for greater reward/more benefit for a quest or an item.
Another 25% of the situations are used to convince an NPC
to tell something, to gather information about something or
someone and 8% to do something, solely for finishing a
quest. From the remaining gaming situations, 5% are used
for learning information and avoiding confrontation, 5% for
acquiring an object from an NPC to avoid confrontation, and
3% for helping people with no additional reward. Gaming
situations relevant to the speech skill show that there are
some cautious choices in the game that offer a fusion
between —nAgg and +nHarm. These choices are important
indicators of a trend for non-aggressive behavior. Players
can avoid confrontation and find a peaceful solution to a
problem, which might otherwise require weapons to be
drawn. Two other remarkable fusions are between +nDom
and +nCog, and +nDom and +nAcq. These dominative or
authorative choices are used either for information gathering
or for object acquisition. Gathering information is vital for
completing quests in the game but the dominative act of
object acquisition usually comes in the form of ill-gotten
gains.

Table 4: Gaming situations relevant to speech skill.

Percentage Description Needs
Satisfied
%29 Avoiding confrontation +nHarm,
—nAgg
%25 Acquiring something + nAcq,
+nDom
%25 Gathering information +nCog,
+nDom
%8 Finishing a quest +nAch
%5 Acquiring something & +nAcq,
Avoiding confrontation +nHarm,
-nAgg
%5 Gathering information & +nCog,
Avoiding confrontation +nHarm,
-nAgg
%3 Helping someone + nNur

The Importance of Choices in Analysing Player Actions

Although the game mechanics analyzed in this study are
chosen from a role-playing game (RPG), it is also possible to
analyze basic games using this motivational framework. For
example, the Pacman game is primarily governed by the
needs of Harmavoidance (running away from the ghosts),
Achievement (getting to next level and increasing the game
score), Aggression (eliminating ghosts by eating power
pellets) and Acquisition (acquiring pills or other objects).
Similarly, the four major game mechanics of a RPG are
gaining experience, acquiring objects, avoiding harm and
eliminating enemies. Thus, it is not surprising to see that the
three dominant needs (besides nAch) of Fallout 3 are nAgg,
nHarm and nAcq. But the critical factor that determines the
difference between action patterns of players is how they use
the mechanics when they are given a choice. Micro choices
arc moment-to-moment choices of a player; the way these
micro-choices fusc as a long-term strategy defines the macro
level of a choice (Salen and Zimmerman 2004). As the
system responds in some way to every player choice, the
action-outcome unit of a choice defines the meaning that
emerges in a game.

For instance, if a quest requires the player to kill an
opponent when he/she has no other option, then the act of
killing cannot be considered inclination towards aggressive
behavior. It can be considered so only when the player has
other options. For example, the sneak skill in Fallout 3 has a
variety of uses. The player usually notices the enemies
before the enemies notice the player, and it is up to the
player how he/she overcomes obstacles. Some alternatives
are to ignore the enemy by sneaking from a safe distance, to
directly attack the enemy with a weapon of choice or to
sneak to a favorable position and ecliminate the enemy
quickly taking advantage of surprise and without receiving
much damage in the process. It is these choices in a
computer game that determine the play style of a player and
indicate his/her trends in motivation. But the player’s actions
before and after the choice are also important determinants
for understanding his/her motivations of the player. If the
player is low in health and ammunition before the choice, it
is understandable why he/she avoids a powerful group of




monsters (nHarm inhibiting nAgg). And, one who loots
every single enemy after the combat is not like the one who
ignores the dead bodies and proceeds to his/her next quest
destination (macro level of a choice).

CONCLUSION

Murray's framework is applicable to computer gaming,
because it can match player motivations to different gaming
situations. It is obvious that the relative importance of the
needs may change from one game/genre to another, but the
variables of this taxonomy could assist the analysis of
gaming cxperiences within a motivational framework.
Nevertheless, the framework needs some modifications,
because some of the actions are specific to computer gaming
(to disarm traps, to pick locks, to sneak attack, to
pickpocket, etc.) which can not be found in the original
study. Also, there is a nced to redefine the fusions and
conflicts, because what are proposed to be common fusions
or conflicts may show different patterns when the player
interacts with a virtual environment (such as the common
+nAgg & +nHarm fusion). Although Murray neither defined
the specifics of seven needs nor systematically used them in
his study (nAcq, nBlam, nCog, nCons, nExp, nRec and
nRet), the exploration of core game mechanics in this study
indicate some common patterns among these needs (+nRet
& +n Acq, tnAcq & +nDom, +nCog & +nDom).

It should be noted that the nceds to be satisfied by the
gaming situations are constrained by the imposed mechanics
of the game and most of the needs in Murray’s taxonomy
(1938) are not fulfilled at all. On the other hand, tying all the
gaming situations related to the needs of Affiliation and
Power to one game skill (speech skill) may not be the wisest
choice. Most of the research on the forms of interaction and
communication between characters focuses on multi-player
environments. However, if designers wish to satisfy a
broader range of player needs, they should provide in single
player computer games also richer verbal and non-verbal
communication forms and dialogue options with meaningful
choices. The identification of individual player needs and
their corresponding actions should also aid research on
dramatic characters in interactive storytelling experiences. In
this regard, Laurcl (1997) commented that dramatic
characters are better suited to the roles of agents than full-
blown simulated personalities and these characters can be
represented by personality aspects which are appropriate to a
particular set of actions and situations. Similarly, Manovich
(2001) noted that narrative actions are more important than
the narration itself.

This study should also aid researchers and game designers in
identifying various user preferences and play styles, and thus
provide a method for profiling gamers. But, the critical issue
is what kind of choices are given to the player and how they
are constrained by the game mechanics. Certain skills of
Fallout 3 (explosives, lockpick, repair, science, sneak) can
be used for different purposes (represented with AND/OR
structures); how the player chooses to use them might give
an idea about different play styles. Also, certain needs such
as Infavoidance, Blamavoidance, Defendance, etc., can be
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satisfied more easily if player choices are not black and
white stercotypes and if they have a meaningful impact on
the virtual world and its inhabitants (Bostan 2009). In terms
of player profiling, even the popular playstyles of Bartle
(2004) have never been empirically tested to validate that the
four player types (Explorers, Achievers, Killers and
Socializers) arc independent of cach other. In fact, it is even
more difficult to discriminate between these playstyles in a
single player RPG. For example, if the player is exploring
the whole map of Fallout 3, he/she is assumed to be an
Explorer but his/her motivation could be just to complete all
the quests (nAch), to acquire all unique items (nAcq), to
climinate every single enemy (nAgg) or could be all of them.
Thus, future studies should investigate if independent player
profiles or playstyles can be defined with the variables of
this taxonomy.
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ABSTRACT

This research attempts to measure personality by mon-
itoring behaviour in a virtual environment. A computer
game was created to measure a trait of the Five Factor
Model of personality: extraversion. Test-items were cre-
ated to measure extraversion and its facets, as specified
by Costa and McCrae [7]. For this purpose, 25 items
were built into the virtual environment. In order to test
if these measures actually measure extraversion and its
facets, an experiment was conducted. In this experiment
24 participants completed our computer game and filled
out an existing personality questionnaire, the NEO-PI-
R [7]. Multiple Regression Analyses was used to test the
correlations between the test items and the NEO-PI-R
scores. Five of the items had a positive correlation with
the NEO-PI-R extraversion-score, indicating that test-
items in a virtual environment can actually be used to
measure extraversion. We conclude that it is possible
to measure personality traits, and consequently a valid
psychological profile, through automatic observation of
player behaviour in games.

INTRODUCTION

Personality profiling concerns the mapping of human
characteristics to a model. Deciding what constitutes
a good model has long been a matter of debate [18].
Over time the five factor model emerged as the best es-
tablished and most validated model of personality [12].
Nowadays, the five factors of this model are generally
considered to be the main structure of human personal-
ity [6]. Based on their research, Costa and McCrae [9]
even suggest that the five factor model is the universal
structure of personality.

The most widely accepted instrument for measuring
the five factor model is the NEO-PI-R personality test
[6], which is used in the present research. The fac-
tors of the five factor model are Extraversion, Neuroti-
cism, Agreeableness, Conscientiousness and Openness
to experience. The NEO-PI-R measures an individual’s
“characteristic and enduring emotional, interpersonal,
experiential, attitudinal, and motivational styles” and
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is therefore suitable for measuring individual differences
in various situations [11].

Personality theory has demonstrated its use in a variety
of areas. It has shown that there is a consistent rela-
tionship between conscientiousness and academic suc-
cess [22], that drinking motives are related to extraver-
sion [25], and that low agreeableness combined with
low conscientiousness predicts juvenile delinquency [19].
Personality profiling is also used in practice to profile of-
fenders and aid law-enforcement agencies in understand-
ing their motives [3].

Limitations in Personality Questionnaires

Current methods of personality profiling encompass
written tests, verbal tests, and observational studies.
These methods suffer from several drawbacks, which are
discussed below.

Both written tests and verbal tests are based on the as-
sumption that a respondents reports are truthful. Thus,
they are vulnerable to inaccurate or untruthful self-
reporting. It has been shown that respondents are un-
able to accurately report their own habits. Gross and
Niman [17] point out that self report data have little
correlation to actual behaviour frequencies.
Observational studies are considered to be more reliable
and more objective than self reports [1]. However, these
studies suffer from high cost and high effort in data col-
lection. Gathering sufficient data through observational
studies to form an adequate model of personality may
take years of work and involves numerous observations
on numerous subjects [10].

All explicit tests of personality are vulnerable to socially
desirable behaviour. People tend to act more socially
favourable when they feel they are being evaluated or
judged, by presenting themselves in a more accepted
fashion. An example of this is that people tend to act
more conscientious than they really are [15].

Motivation

To alleviate the problems of the personality tests in use
today, this research aims to create an implicit obser-
vational test that is administered by a virtual environ-
ment. The function of this test is to measure person-
ality using automated observation without the need for
human effort. In the past this was considered to be
virtually impossible [10].



The goal of the present research is to model a sub-
ject’s personality automatically based on their actions
and choices in the game. The risk of using a game is
that players can act unlike their ‘real-life personality’
and more like the role of the character that they play.
However, we assume that, even if subjects are playing
a role, there will still be characteristic behavioural pat-
terns that belong to their personality.

Game environments have the advantage that they pro-
vide the opportunity to incorporate many types of per-
sonality tests. In a game information can be offered
in implicit and explicit ways as well as in observational
items and self-report fashions.

Problem Statement

This research investigates the possibilities of using vir-
tual environments to profile personality. We investigate
the correlations between behaviour in the game and per-
sonality test scores. The problem statement that guides
the research is: To what extent is it possible to build a
psychological profile of a person by monitoring his ac-
tions in a virtual world?

We attempt to solve this problem by comparing be-
haviour in a virtual environment to responses on the
NEO-PI-R test. To the best of our knowledge, no previ-
ous research on this topic exists. In the present paper we
limit our research to just one personality trait, namely
extraversion.

Outline

This first section provided a short introduction to the
field of psychological profiling and the reasons why we
think a new way of testing would be a welcome addition
to the currently available tests. The next section gives
an overview of the theoretical framework of the history
of the five factor model and its most important tests
and practical uses. A further insight into the extraver-
sion trait is also given. We then describe our experi-
mental setup used for conducting the experiment, after
which we present our results and derive conclusions and
recommendations future research.

BACKGROUND

In this section we present a theoretical framework for
our research, discussing the five factor model, the ex-
traversion personality trait, and player modelling and
profiling.

The Five Factor Model

Comparisons between people are commonly based on
traits [18]. The earliest known personality descriptions
were suggested by philosophers. They first explored
personality through observation and reasoning. They
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tried to understand illness, emotional suffering, and be-
haviour [20]. Thinking about personality followed a log-
ical rather than empirical line of thought.

In the 19th century psychiatry explored personality in
an attempt to cure mental illness. Freud and Jung were
among the first to examine properties of the mind in
order to diagnose dysfunctional behaviour [16]. Freud’s
ideas were based on personal philosophies, while Jung
required empirical evidence and fact to support his the-
ories [24]. Jung’s ideas are at the basis of modern psy-
chology.

If a psychological theory is empirically validated and the
model is standardised it can be used to compare indi-
viduals to groups of people. William Wundt started the
empirical validations of personality by using experimen-
tation. Wundt laid the basis for modern experimental
research methodology, and investigated various domains
of psychology including consciousness, perceptions, sen-
sations and feelings [20]. These accomplishments lead
directly to the domain of psychological profiling.

At the start of the 20th century personality theory was
seen as a chaotic and unstructured field. Personality
was being researched in different levels of abstraction
and from different perspectives [19]. Each perspective
contributed to the field but the diversity of personality
scales measuring the different perspectives on person-
ality made it impossible to compare and choose scales
[18, 19]. In order to give structure to the field of person-
ality research, a descriptive model was needed. A single
taxonomy would allow for comparison and structure be-
tween scales and perspectives [19]. One taxonomy was
found in which the entire field could be represented: the
five factor model of personality.

The five factor model was based on the terms people use
to describe each other’s stable attributes. The model di-
vides personality into five domains by which a descrip-
tion of someone’s personality can be given. The model
was designed by analysing the natural language terms
people use to describe one another [19]. Thurstone [27]
was the first to suggest a system of five domains. Sev-
eral other researchers found evidence for a system of five
factors. This marked the start of the five factor model
[28].

The five factor model was independently confirmed in
several studies but received near fatal criticism. Mischel
[21] criticised the trait approach in general and disputed
the reliability of five factor research up to that time.
Costa and McCrae [11] also provided criticism but also
provided a more reliable instrument as the solution to
the criticisms: the NEO-PI-R.

The NEO-PI-R

Costa and McCrae developed the first robust tool for
measuring the five factor model: the NEO-PI (which
is an abbreviation for Neuroticism, Extraversion and
Openness to experience Personality Inventory). The



NEO-PI was meant to replace earlier, suboptimal tests
measuring the five factor model [11]. The earliest ver-
sions of the NEO-PI measure only three personality
traits, in the following years two others were added.
The NEO-PI divides every trait into six facets. These
facets provide a detailed specification of the contents of
each domain [8]. The facets were designed to be sup-
ported by existing literature. They were meant to be
similar in breadth and should represent “maximally dis-
tinct” aspects of each domain.

A more modern test, the NEO-PI-R (the ‘R’ standing
for ‘revised’), is now considered a reliable and valid test
for personality. It contains 240 items measuring the
five domains and their facets. It has been thoroughly
tested [11], and is widely accepted as the standard model
of personality structure The domains of the five factor
model as labelled by Costa and McCrae and tested by
the NEO-PI-R are: Extraversion, Neuroticism, Agree-
ableness, Conscientiousness and Openness to Experi-
ence.

Extraversion

In this research we focus on the trait of extraversion.
This trait was first proposed by Jung, who described
it as the inward or outward focus of libido. Introverts
tend to turn their energy, focus and orientation towards
themselves, while extraverts focus outside themselves.
Costa and McCrae [7] describe people with high ex-
traversion as sociable, meaning they prefer to be in the
company of others and in social situations. They intro-
duced six facets of extraversion, namely:

o Activity: Active, energetic people have high pace
and powerful movement. They need to be busy and
radiate a feeling of energy. They have a busy and
hasty life.

o Assertiveness: Assertive people are dominant, self-
confident and controlling. They talk without hesi-
tation and often lead groups.

o FExcitement-seeking: Fxcitement seekers desire ad-
venture, stimulation, and action. They like bright
colours, noisy environments, and prickly sensations.

o Gregariousness: Gregarious people prefer the com-
pany of others. They seek out others and like
crowds and group activities.

e Positive emotion: People with positive emotion
have fun, and feel happy and joyful. They laugh
easily and are often cheerful and optimistic.

e Warmth: Warm people desire to form emotional
bonds with others by showing warmth and affec-
tion. They are friendly and show that they gen-
uinely like others.
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These facets can provide interesting information on their
own but should always be considered in relation to the
other facets and the domain as a whole [8]. Low scores
on a facet do not indicate the opposite of the facet, just
the absence of the tendencies of that facet. For instance,
low positive emotion does not mean unhappiness, just
an absence of positive emotion.

Player Modelling versus Player Profiling

Player modelling is a technique used to learn a player’s
tendencies through automatic observation in games [26].
The technique can be used to improve gameplay by, for
example, adjusting difficulty or storyline to the player’s
preferences.

The origin of player modelling is found in the domain of
classic board games under the name of opponent mod-
elling. It was simultaneously discovered in Israel and
the Netherlands [13]. The goal of opponent modelling
was to model the opponent’s decision making process in
order to make the best counter moves.

Opponent modelling spread to modern computer games
as a means of calculating the best way to defeat oppo-
nents. As in classic games, opponent modelling tried to
model the opponent’s decision making strategies in or-
der to make the best moves. Recently this goal has
shifted. The emphasis is no longer on making the
strongest moves but rather it is on increasing entertain-
ment [2]. A good example of player modelling attempt-
ing to enhance the entertainment of games is the re-
search by Thue [26] and by El-Nasr [14], in which player
models are used to adapt the story and action in the
game in order to fit the player’s preferences.

The major differences between player modelling and
player profiling lie in the features modelled. Player mod-
elling attempts to model the player’s playing style, while
player profiling attempts to model the player’s personal-
ity. The models produced by player profiling are readily
applicable in any situation where conventional person-
ality models can be used. Player profiling is also sup-
ported by a large body of psychological knowledge.

EXPERIMENTAL SETUP

To test our hypothesis that a player profile can be con-
structed by automatically observing player behaviour
in a game, we developed a game using the Neverwin-
ter Nights environment. Neverwinter Nights is particu-
larly suitable for this purpose, as it comes with a power-
ful, easy-to-use toolset that allows the creation of large
virtual worlds with social interaction and conversation.
It also allows for the logging of player behaviour and
choice.

We created a short story for the game that the player
experiences. Playing through the story takes about half
an hour. The story starts with a little girl asking the
player to deliver a message to the king. The road to



the king is filled with several obstacles and encounters
including: a beggar, several guards, a cleric, and several
townspeople. Finally, the player will meet the king, and
the game ends upon delivery of the message.

Test items

It was impossible to directly convert items of the existing
personality questionnaires into game test items. The
NEO-PI-R asks introspective questions about behaviour.
We needed to construct in-game situations in which the
player had the opportunity to display actual behaviour.
Our primary source of test item guidelines was Costa
and McCrae [7]. Ttems were based on NEO-PI-R items
as well as on real life situations that were expected to
elicit extravert and introvert behaviour. The items were
designed to give the players a broad range of possible
behaviours to facilitate them in acting in a personal and
natural way.

Ttems were divided into three categories: choice and
Action, implicit Behaviour, and Conversation. These
categories were guidelines in creating items for different
types of behaviour. We attempted to create at least one
item in each category for every facet of extraversion.

e Choice and Action (A) encapsulates explicit and
rational choice. In test items belonging to this cat-
egory the player faces a number of options from
which to choose. The choices represent options
ranging from those an extravert would make to
those an introvert would make.

o Implicit Behaviour (B) covers unconscious be-
haviour that is performed as an automatic prefer-
ence. In test items belonging to this category no
conscious choice is involved. They often involve
measuring the time a player takes to make a de-
cision to distance that is travelled within a certain
amount of time.

e Conwversational items (C) can be found in the con-
versations and the available choices therein. Dif-
ferences between choices can be found in the way
information is being conveyed or in styles of con-
versation and presentation.

All items are sorted by facet of extraversion. As listed
earlier in this paper, the facets are Activity (Act), As-
sertiveness (Ass), Excitement Seeking (Exc), Gregar-
iousness (Gre), Positive Emotion (Pos), and Warmth
(War). The items are coded to be a combination of the
facet measured and the category used. For example:
GreB is an item measuring gregariousness (Gre) through
implicit behaviour (B). The list of items follows below.

Activity (Act)

ActB_1: The time it takes the player to complete the
entire experiment. Active people are expected to finish
the game faster.
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ActB_2: The player is forced to wait in a big, empty
room for one minute. Active people are expected to
cover more in-game distance during this period.
ActC_1: The player gets to respond to a request to wait.
Active people are expected to respond negatively to this
request.

ActC_2: The player is asked to confirm his response tor
ActC_1. Active people are expected to stick by their
choice.

Assertiveness (Ass)

AssA 1: The player gets a choice to lead or to follow.
Assertive people are expected to desire to lead.
AssB_1: The player needs information from an NPC
who is in a conversation. Assertive people are expected
not to hesitate to interrupts the conversation.

AssC_1: The player gets a choice in how to address
the king. Assertive people are expected to speak domi-
nantly.

AssC _2: A beggar continues to hassle the player for gifts
in an increasingly aggressive way. Assertive people are
expected to stand up for themselves.

AssC 3: The player gets to confirm or retract his re-
sponse to AssC_2. Assertive people are expected to stick
by their choice.

Excitement-seeking (Exc)

ExcA_1: The player gets to change the decoration of a
room. Excitement-seekers are expected to select bright
colours.

ExcA_2: The player gets to choose music to play in the
previously-mentioned room. Excitement-seekers are ex-
pected to prefer louder and faster music.

ExcB_1: The player gets to choose a costume to
wear. Excitement-seekers are expected to prefer colour-
ful clothes.

ExcB_2: The player gets a choice to fight with an an-
noying NPC or to flee. Excitement-seekers are expected
to pick the option to fight.

ExcC_1: The player gets a choice to either finish the
story or ask for more work. Excitement-seekers are ex-
pected to ask for more work.

Gregariousness (Gre)

GreA_1: The player gets to search information in either
a bar or a library. Gregarious people are expected to
prefer the bar.

GreA 2: The player gets a choice to continue on his
own or in the company of a guard. Gregarious people
are expected to prefer the company.

GreB_1: The player needs to approach some NPCs in a
bar. Gregarious people are expected to approach larger
groups of NPCs.

GreC_1: The player has a choice to explain his quest to
a guard in terse or verbose terms. Gregarious people are
expected to be more verbose.



Positive Emotion (Pos)

PosA_1: The player must comment on his chances to
complete the task. Positive people are expected to re-
spond optimistically.

PosA _2: The player gets to sell a drink to a guard. Pos-
itive people are expected to try to fetch a higher price
for the drink.

PosC_1: The player gets to express his thoughts in dif-
ferent manners.

PosC_2: The player gets to reflect on his disposition
in different manners. Positive people are expected to
be more optimistic in their answers, and take an active
interest in their conversational partner.

Warmth (War)

WarA _1: The player gets to donate some gold to a beg-
gar. Warm people are expected to donate more.
WarB_1: The player gets a chance to converse with
NPCs that are inconsequential to the story. Warm peo-
ple are expected to address more of these superfluous
NPCs.

WarC_1: The player gets to approach an NPC in either
a straight-to-the-point or a more roundabout manner.
Warm people are expected to be willing to chat a bit
before getting to the point.

Experiment

We hypothesised that our test items have a correlation
with the facet and extraversion scores of the NEO-PI-
R. Therefore, they should function as predictors for ex-
traversion and its facets. This is what our experiments
wants to demonstrate.

The experiment was set up to have subjects take the
extraversion part of the NEO-PI-R and play the game.
In order to control for any possible order effects, the
test subjects were divided into two groups that had a
different order of playing the game and taking the test.
At the end of the experiment, subjects were asked to
fill in a brief questionnaire containing questions about
topics that might influence the outcome of the exper-
iment. These topics included age, sex, and experience
with computers and games.

Upon entering the test room, participants were asked to
read some instructions, and proceed with either play-
ing the game or filling in the NEO-PI-R extraversion
questionnaire depending on the group they were in. Af-
ter finishing the first task the participant proceeded to
perform the other part of the experiment.

For the questionnaire, the test subjects were asked to
fill out the 48 questions of the NEO-PI-R that relate
to extraversion. The time needed was approximately 10
minutes.

The game was presented with an instruction booklet
asking participants to try to respond like they would in
real life. Instructions on playing the game were included
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in the booklet. After reading the instructions the par-
ticipant played the game which took between 30 and 40
minutes.

A pool of 24 participants, containing 18 males and 6
females, was tested. Ages ranged from 21 to 28 with a
mean age of 24.2. Most participants were either students
or former students. Subjects were randomly divided into
two groups, one receiving the NEO-PI-R first and the
game second and the other group received the game first
and the NEO second. All subject data was processed
anonymously.

The results were analysed with SPSS using a standard
multiple regression analysis. The NEO-PI-R returns re-
sults on a one to five scale. Correlations were calculated
using extraversion and the facet scores as dependent
variables and the 25 game items as independent vari-
ables. Furthermore, regression analysis was conducted
to inspect the relationships between the control vari-
ables and the extraversion scores.

RESULTS

The results of this experiments have been summarised
in Tables 1 and 2. The tables contain the variables that
have an effect size with a significance of 0.05 or smaller
(the generally accepted significance level in psychology).
For the variance of human behaviour, r = .30 is consid-
ered a medium effect while » = .50 is considered a large
effect [4, 5]. For those interested in a complete overview
of the results independent of significance, we refer to the
work by Schreurs [23].

Table 1 contains the correlations between game items
and the NEO-PI-R scores. Its columns stand for: ac-
tivity, assertiveness, excitement seeking, gregariousness,
positive emotion and warmth, respectively.

Table 2 contains the correlations beween the control
items and extraversion and the game items. Its columns
stand for: sex, age, education, experience with comput-
ers, experience with games, english language skill, ease
of the controls, and clarity of the in-game missions.

Extraversion

The NEO-PI-R results show that our test subjects
scored above average on extraversion. Scores range from
1 to 9 with 4 as the lowest measured score for our par-
ticipants. Table 1 shows that significant correlation is
shown between five of the game items and extraversion.
Four of the correlations are positive and one is negative.
All correlations are significant on a level of p < 0.05.
Items ActC_1, ActC_2 and ExcC_1 were conversation
items involving the willingness to wait, and item GreA 1
represents the choice between preference of going into
the library or into the bar. Item ExcB_1 is the choice
of colourful clothing which was scored from low being
black to high being very colourful. Three of the five
items showing correlation are conversation items, one



Extraversion | Act | Ass Exc | Gre | Pos | War

ActC1 r 456 AT74 - - A74 | 373 | .365
P .013 .010 - - .010 | .036 | .040

ActC2 r .439 - - - .650 - -
p .016 - - - .000 - -

AssA 1 r - - - - .348 - -
p - - - - .048 - -

AssB.1 r - - - .369 - - -
p - - - .038 - - -
ExcB1 r -.409 - -.434 | -.390 - - -.389
D .024 - .017 | .030 - - .030
ExcC.1 r .455 .394 - - - .360 -
p .013 .028 - - - .042 -
GreAl r 498 - - - - 437 -
p .007 - - - - .016 -

Table 1: Correlations between NEO-PI-R scores and game items

being an implicit and one being an explicit choice. None
of the 20 other game items showed any correlation suf-
ficiently high to be significant.

While only 20% of our test items demonstrated cor-
relation with extraversion, this result at least shows
that it is possible to measure extraversion by observ-
ing player behaviour in a game. Our expectation was
that each of the items would correlate with their given
facet. However, we found that this is not the case. Items
ActC 2, AssA 1, AssB 1, ExcC.1 and GreA_1, while
showing correlation with some of the facets, do not dis-
play the expected correlation with their corresponding
facets. FEach facet has at least two items correlating
with it. Inter-facet correlations show that some of these
correlations are lower than in the questionnaire.

Control Questions

Table 2 shows that a large number of effects were found
in the control questions. Elements such as age, sex,
experience with computers and games, and skill of in-
teracting with the game seem to be correlated with
many of our test items and even with extraversion itself.
For instance, it seems to be the case that experience
with games is indicative for lower extraversion scores,
which underlines the stereotype of the introverted gam-
ing nerd. This means that values for test items, facets,
and extraversion might be derived not only from ob-
serving a player’s behaviour in the game, but also from
his handling and understanding of, and attitude towards
the game. It also means that, in future work, we might
need to correct the results derived on test items for the
meta-information from the control questions.

CONCLUSIONS

The research goal was to make a test that measures
extraversion and its facets in a virtual environment. In
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order to answer this question we created an item set in
the game Neverwinter Nights using the aurora toolset.
The items were based on the items of the NEO-PI-R and
were divided into three categories: choices and actions,
implicit behaviour, and conversation.

In order to answer the question of correlation between
in-game behaviour and personality scores on the NEO-
PI-R, the test was administered to a pool of 24 partici-
pants and yielded results in 25 different items. Results
were analysed for correlations using regression analysis.
Results indicate that it is possible to measure extraver-
sion and its facets using behaviour in a virtual world.
Five of our items had significant correlation to extraver-
sion scores on the NEO-PI-R.

We may conclude that it is possible to measure extraver-
sion using a virtual environment. We currently lack ev-
idence indicating whether a virtual world measurement
or NEO-PI-R measurements reflect real life more accu-
rately. This research provides a basis for future research
in this field.

Future Work

In future work we will expand our research to include the
other four traits of personality. There is also a need to
compare the predictiveness of player profiling to written
personality tests. Furthermore, in future work we will
not design our test items by hand, but will attempt to
discover them automatically by registering substantial
volumes of game-playing data and correlating these with
NEO-PI-R results.
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Sex | Age | Edu | ExpC | ExpG | Eng | Eas | Cla
Extraversion r - - - -.417 - - -
p - - - .021 - - -
ActC_2 r - .344 -.364 - - - -
p - .050 .040 - - - -
ExcA_1 r | -.462 - 518 .469 - - 518
p | .011 - .005 .010 - - .005
ExcB_2 r - - - 347 - .356 -
p - - - - .049 - .044 -
ExcC_1 r - - .364 - - - - -
p - - .040 - - - - -
GreA_l r - - - - - -.420 -
p - - - - - .021 -
GreA 2 r - - - - - 394 | .393
P - - - - - .029 | .029
GreB_1 r - - - - - .353 -
p - - - - - .045 -
GreC_1 r - - - - .376 - -
p - - - - .035 - -
PosA_1 r - - - - - - .360
P - - - - - - .042
PosC_2 r - .355 - .360 - - -
p - .044 - .042 - - -
WarC_1 r | -.376 - - - - - -
p | -035 - - - - - -

Table 2: Correlations between control questions and game items

REFERENCES

[1]

F.M. Arney. A Comparison of Direct Observation
and Self-Report Measures of Parenting Behaviour.
University of Adelaide, Adelaide, Australia, 2004.

S.C.J. Bakkes. Rapid Adaptation of Video Game
AL Tilburg University, Tilburg, NL, 20009.

D. Canter. Offender profiling and criminal differen-
tiation. Journal of Criminal and Legal Psychology,
2000.

J. Cohen. Statistical Power Analysis for the Be-
havioural Sciences (2nd Edition). New York: Aca-
demic Press, 1988.

J. Cohen. A power primer. Psychological Bulletin,
1992.

P.T. Costa. Work and personality: Use of the neo-
pi-r in industrial/organisational psychology. Ap-
plied Psychology, 1996.

P.T. Costa and R.R. McCrae. NEO-PI-R Profes-
sional Manual. Odessa: Psychological Assessment
Resources, 1992.

P.T. Costa and R.R. McCrae. Domains and facets:
Hierarchical personality assessment using the re-

18

[12]

[13]

[14]

vised neo personality inventory. Journal of Per-
sonality Assessment, 1995.

P.T. Costa and R.R. McCrae. Personality trait
structure as a human universal. American Psychol-
ogist, 1997.

P.T. Costa and R.R. McCrae. Personality in Adult-
hood. New York: Guilford, 2003.

P.T. Costa and R.R. McCrae. The revised NEO
personality inventory (NEO-PI-R). In G.J. Boyle,
G. Matthews, and D.H. Saklofske, editors, SAGE
Handbook of Personality Theory and Assessment.
London: SAGE Publications Ltd., 2008.

J.J.A. Denissen and L. Penke. Motivational individ-
ual reaction norms underlying the five-factor model
of personality: First steps towards a theory-based
conceptual framework. Journal of Research in Per-
sonality, 2008.

H.H.L.M. Donkers. Searching with Opponent Mod-
els. Universiteit Maastricht, Maastricht, 2003.

M. Seif El-Nasr. Interaction, narrative, and drama,
creating an adaptive interactive narrative using
performance arts theories. Interaction Studies,
2007.



[15]

[16]

[17]

[21]

[22]

[27]

[28]

R.J. Fisher. Social desirability bias and the valid-
ity of indirect questioning. Journal of Consumer
Research, 1993.

E. Glover. Freud or Jung. Evanston: Northwestern
University Press, 1991.

S.J. Gross and C.M. Niman. Attitude-behaviour
consistency: A review. Public Opinion Quarterly,
1975.

O.P. John, L.P. Naumann, and C.J. Soto. Paradigm
shift to the integrative big five trait taxonomy: His-
tory, measurement, and conceptual issues. In G.J.
Boyle, G. Matthews, and D.H. Saklofske, editors,
SAGE Handbook of Personality Theory and Assess-
ment. London: SAGE Publications Ltd., 2008.

O.P. John and S. Srivastava. The big-five trait tax-
onomy: History, measurement, and theoretical per-
spectives. In L. Pervin and O.P. John, editors,
Handbook of Personality: Theory and Research.
New York: Guilford, 1999.

J.J. Magnavita. Theories of personality: Contem-
porary Approaches to the Science of Personality.
New York: John Wiley and Sons, 2002.

W. Mischel. Personality and Assessment. New
York: Wiley, 1968.

M.C. O’Connor and S.V. Paunonen. Big five per-
sonality predictors of postsecondary academic per-
formance. Personality and Individual Differences,
2007.

S. Schreurs. Measuring Personality through Obser-
vations in a Virtual Environment. Tilburg Univer-
sity, Tilburg, NL, 2009.

R.C. Smith. Empirical science and value assump-
tions: Lessons from c.g. Jung. Journal of Religion
and Health, 1977.

J.A. Theakston, S.H. Stewart, M.Y. Dawson,
S.A.B. Knowlden-Loewen, and D.R. Lehman. Big-
five personality domains predict drinking motives.
Personality and Individual Differences, 2004.

D. Thue, V. Bulkito, M. Spetch, and E. Wasylichen.
Interactive storytelling: A player modelling ap-
proach. Proceedings of the third Artificial Intelli-
gence and Interactive Digital Entertainment con-
ference, 2007.

L.L. Thurstone. The vectors of mind. Psychological
Review, 1934.

J.S. Wiggins. The Five-Factor Model of Personal-
ity, Theoretical Perspectives. New York: The Guil-
ford Press, 1996.

19



AN APPROACH TO PROVIDING FEEDBACK AT THE DESIGN PHASE IN GAME

AUTHORING TOOLS
Fergal Costello Colm O’Riordan
National University of Ircland, Galway National University of Ireland, Galway
Galway Galway
Ireland Ireland
E-mail: fergal.costello@gmail.com E-mail: colm.oriordan@nuigalway.ic
KEYWORDS
Al Tools, Design, Methodology BACKGROUND
ABSTRACT Industry practice for creating game levels follows an
iterative process, which may consist of the following phases:
In this position paper, we proposc and discuss the conceptualise, plan, execute and refine (Castillo 2008). In
development of an authoring tool to aid designers in their this approach, an idea is conceived (conceptualisation),
jobs of creating game worlds. The long term goal of this expounded on paper (planning), built in a level editor
rescarch is to present mechanisms that can be used to (execution) and finally touched up (refinement). With this
measure the features of the design characteristics of games. process, it is only from the execution stage onwards that play
The proposed tool should offer ongoing informative testing can occur, allowing feedback into the planning phase.
feedback to the level designer; this feedback will relate to Following the refinement stage, dedicated play testing
the difficulty (and ideally to how interesting players might sessions can occur, where members of the target audience
find the game) in the current level to aid the designer gauge play through the level. In this play testing, gamers’
the design. Currently, we choose an exemplar game experiences arc monitored and recorded to give the
(intruders and patrollers in a grid with shapes offering designers an insight into the quality of the level. Based on
‘cover’ to the agents in the game) and propose a sct of this information it may be necessary to refine the level, or in
measures that may inform the designer as to the effect of the worse case, completely redesign it. This can be an
changes they make on the current difficulty of the level. expensive process. As is truc of all software development
processes, any refinements that have to be undertaken later
INTRODUCTION in the process have a larger associated cost, than ones that

can be undertaken earlier in the project life cycle.
In an industry where the budget of 444 game titles can run
into millions of dollars, rapid prototyping is more important

now than cver. In this paper, we propose a framework where RELATED WORK
the design of a game can be measured during the design
phase prior to fully prototyping the game. We aim to One of the related fields to this research is Dynamic
measure, during the design phase of the game, aspects such Difficulty Adjustment, which modulates in-game systems to
as fun and interestingness. These can be difficult terms to try respond to a particular player’s abilities over the course of a
and define (Hunicke ct al. 2004), as notions of fun and game session (Hunicke 2005). Hunicke presents a system,
interestingness are often highly subjective. However we termed Hamlet, which maps the state of the game world to a
believe that we can provide some insight into these terms sct of adjustment actions (by using an evaluation function
through measuring notions of difficulty of a game or level. and an adjustment policy) to intervene on behalf of the
player. Generally speaking, this approach adjusts the game
In this paper we present a mechanism by which an abstract mechanics such as the damage the player can inflict, and the
game can be designed by a designer in which feedback can amount of damage enemies can inflict upon them, enemy
be given on how difficult this game may be for players, thus accuracy, spawn locations etc., in order to better suit a
giving designers early feedback in the development player’s abilities. In dynamic scripting, an unsupervised
lifecycle. online learning technique (Spronck et al. 2004a), scripts of
rules are extracted from a rulebase as NPC opponents are
The remainder of this paper is as follows: the next section created. The probability a rule is selected for use in a script
describes the current development process in the games is proportional to how well the rule performed previously.
industry and discusses some current work in notions of Coupled with difficulty scaling (Spronck et al. 2004b), the
difficulty. The subscquent section discusses a test bed for game can be adapted automatically, to modify the challenge
testing our hypothesis by presenting an abstract game and a posed to the human player, by further enhancing the
set of proposed measures to capture aspects which we probabilitics by which rules are sclected. The main
believe influence the level of difficulty inherent in a level. difference between these two approaches and ours, is that we
Finally, we present the future goals of this research. discuss methods for measuring difficulty at design time, as

opposed to presenting a run-time solution.

20



There have been several efforts in the literature to measuring
interestingness in computer games. Yannakakis and Hallam
present work that focuses on the contributions made by an
opponent’s behaviour to the entertainment value of a game.
They argue that because ‘interest’ and ‘enjoyment’ aren’t
explicitely defined, there is no evidence that an opponent’s
learned behaviour is fun to actually play against. With this in
mind, they use Artificial Neural Networks (ANNs) and
Fuzzy ANNs to model player satisfaction (interest) and they
investigate quantitatively how qualitative factors such as
challenge and curiousity contribute to entertaining
experiences (Yannakakis and Hallam 2006). The task of
measuring and estimating the difficulty of a problem has
been tackled in a range of domains. The analysis of fitness
landscapes in evolutionary computation is one such
approach (Tomassini et al. 2005). In this work and other
works in a similar vein, the notion of difficulty is tied
explicitly to the fitness landscape. If  simple
perturbations/mutations lead to solutions of similar fitness,
then the landscape can be easily climbed and hence the
problem is not overly difficult. This inherently captures
notions of deceptive problems (Horn and Goldberg 1994)
whereby evidence in a learning framework leads the solution
in a certain direction (a local optimum) away from the actual
global phenomenon. Similarly in a game scenario, if minor
changes in behaviour by a player result in radically different
outcomes, then it is a difficult landscape. Furthermore, if the
evidence in a level guides the player away from the optimal
behaviour, then playing that particular game level may
constitute a deceptive problem.

THE GAME AND AUTHORING TOOL

We propose an abstract game that we use to test our
hypothesis. The simpler the game design, the more game
genres it can abstractly capture. However, some domain
representation is necessary to make sure we develop an apt
design particular to a specific domain. As such we focus on
a game that consists of a single intruder trying to traverse an
environment, while trying to stay out of sight from guards.
This maps quite well to many genres of computer games,
first and third person shooters, stealth, role playing games
etc, which normally consist of the player fighting against a
larger force of enemies. The intruder in this specification
would be analogous to the player. This is an abstract game
representation that has received much attention in recent
years (Basilico et al 2009; Agmon et al 2008).

The world in which the agents live is a grid of cells. The
cells themselves have no intrinsic meaning and can vary
according to designers’ needs. They can represent one
squarc meter, whole rooms, or even whole landscapes.
Should an agent be seen by the guards, then the game is over
and the agent must restart the level. This is not a game play
feature of most computer games, particularly the ones
mentioned above, with the exception perhaps of certain
stealth games, but as a constraint in our game it is uscful as a
feature to measure difficulty correctly, which is discussed in
the next section. The guards have a simplified perception
model, allowing them to perceive the current cell they are in
with a certain probability. They also have an associated path,
which acts as their patrol routes. Finally, to complete the
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environment, the designer can lay the following types of
nodes: starting point, target objective, and cover.

e Starting Point: The starting point is the point at
which the intruder enters the environment. There
can at most be one of these in any environment.

e Target Objectives: The target point is the point to
which the intruder must travel.

e Cover: To aid in the intruder reaching their goal we
add cover nodes to the environment which provide
them with areas in which to hide from the guards.
When an intruder occupies this node they are
hidden from any guards that can otherwise sce
them. This is analogous to the Cardboard Box in the
popular Metal Gear Solid franchise (Kojima 2008),
but unlike metal gear, our cover nodes are static.

MEASURING DIFFICULTY

In this game, an intruder must reach the target while
avoiding being seen/captured by one of the patrollers.
Objects may be placed by the designer on the grid to give
the intruder places to obtain cover. Multiple paths exist
which the intruder may follow. In this paper, we propose a
sct of measures to attempt to capture the inherent difficulty
of the created level. This is clearly a difficult problem, as the
inherent difficulty may be characterised by a deceptive non-
lincar function of the propertics of the level.

If there is no patroller in the gird, an intruder can merely
traverse towards the goal cell. This is clearly an casy level.
Conversely, we can also define an impossible level
(maximum difficulty) where we place patrollers on all cells.
In between these unrealistic extremes, there exist myriad
possible configurations which will have an inherent level of
difficulty in identifying a safe or optimal route from the
starting position to the goal state. There are many factors
which should be considered in any approach to measure
difficulty in a level.

In the simpler cases, one can consider the behaviour of the
patroller and measure the difficulty involved in inferring or
calculating the optimal game-theoretic response to that
particular configuration. There have been several interesting
approaches in this manner but they have their associated
limitations - firstly, computing optimal responses is difficult
and as the complexity of the environment grows such
calculations become computationally intractable; secondly,
identifying the optimal game theoretic strategy does not
necessarily gain us any insight into what actual human
players may find difficult; for many games it is has been
well documented that humans often act in a manner which
deviates radically from the game-theoretic predicted
behaviour.

Rather than attempting to adopt such an approach, we aim to
initially define a number of measurcs that may capture
notions of difficulty. Further work will be to learn how to
best combine these measures to gauge difficulty; this



learning will be guided by monitoring users’ behaviours on a
number of levels.

There are, in this abstract game, several obvious factors
which influence the level of difficulty in the game that may
be used to estimate difficulty. These include:

number of patrollers present in the environment
their ability to perceive the intruder

e the number of paths from the starting state the goal
state

e the difficulty of these paths (level of cover, the
number of nodes on this path covered by the
patroller etc.)

We wish to derive functions with the above four as inputs
returning as output, the level of difficulty. Our current
implementation returns a vector of values corresponding to
the above which will give the designer immediate feedback,
i.c. measurcs of the number of patrollers, values indicating
their perceptive abilities (function of both their basic
perception and a score corresponding to their patrol
movement), number of paths and their lengths and finally a
measure corresponding to the level of danger on the paths.

CONCLUSIONS AND FUTURE WORK

This paper presents a proof of concept tool that enables
designers to create abstract levels that conform to a set of
simple game mechanics and which gives feedback on the
design characteristics of the environment. This feedback is
uscful in game design as it allows for carly validation of
game levels, which could prove beneficial to development
studios. However, as this is research is currently at an early
stage, much future work is necessary. In this paper we
present mechanisms for measuring difficulty based on a
small parameter space. In future work we will be looking at
increasing this paramecter space as well as creating and
comparing varying heuristics. Having explored these
heuristics and measured their correlation with users’
experiences, we hope to further explore the heuristics by
learning which combination best approximates the users’
subjective experiences in terms of difficulty and interest.
This in itself gives way to interesting crossover with the
traditional approach to modelling players.
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ABSTRACT

This paper describes a spring-based model for the interaction
of water and land, which reconciles realism and fast
rendering. The system controls the motion and
interdependences of water vertices utilizing two kinds of
springs and collision detection. As a consequence, a wave's
movement affects the waves around it, and a wave 'hits' the
land, rebounding with a suitably changed height and velocity.

1. INTRODUCTION

The rendering of large areas of water is well understood
(Tessendorf 1999; Johanson 2004), and has become common
in games. However, there is little physics-based interaction
with the shoreline as waves move up and down, and generate
spray and foam.

Most 3D systems employ Perlin noise functions (Johanson
2004), although some ocean effects (such as refraction and
obstacle collision) have been utilized (Iglesias 2004). For
instance, Peachey (Peachey 1986) and Fournier and Reeves
(Fournier and Reeves 1986) model waves that approach and
break on a sloping beach. However, there is no real force
connection between the water and the land, since the wave
profile is changed according to wave steepness and water
depth.

Foster and Fedkiw (Foster and Fedkiw 2001), and Enright,
Marschner and Fedkiw (Enright et al. 2002) simulate
breaking waves using a combination of textures and particles.
The computational cost of the former is several minutes per
frame on a PentiumIl 500MHz.

Mass-spring systems are arguably the simplest and most
intuitive of all deformable models for simulating fluid
(Nealen et al. 2006). Using a spring system to simulate the
motion of water over a coastline is compulationally feasible,
as this paper illustrates.
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2. WAVE CURVES AND THE COASTLINE

The land is a 128*128 textured mesh contoured with a height
map. The waves in the water mesh are modeled using
Peachey’s method (Peachey 1986), so the height of the water
vertices varies as a sum of water level and wave height. The
color of each vertex is based on its current height. Our
prototype was created using JOGL (a Java binding for
OpenGL (JOGL, 2009)). Figure 1 shows a screenshot of the
model with its elements.

Figure 1: An overview of the model.

The coastline is the series of water vertices that are closest to
the land, (see Figure 2). Wave curve 1 is the line of vertices
one mesh interval away from the coastline, wave curve 2 is
the line of vertices one mesh interval away from wave curve 1.
In this way, we define a coastline and four wave curves, which
are linked with springs as explained in section 3.

Figure 2: A view of the model from overhead, showing the
coastline and four wave curves.



2.1 Vertical Water Mesh Movement

In shallow water, the water vertices move up and down by
employing a summed combination of four versions of the
height function (1):

2 2

X; +z; t 1.,
Y, =8*(+——-——-—) -1 1
=8 ) (1)

1

where / is the index of a vertex, Y is the wave height of the
vertex, x and z are the (X, Z) coordinate values of the vertex,
¢ is the time which increases by 0.1 in each frame. T is the
period of the function, equal to 80 frames to look realistic. L is
the wavelength at the vertex position.

When a wave enters the shallows, where the depth is less than
one-twentieth of the wavelength, the wave length L is
determined by Equation (2):

L=T\gd ()

where d is the depth of water, and g the gravity (Alonso and
Finn 1992; Sverdrup 2006).

Figure 3 illustrates how these equations affect the height of
the water mesh as it approaches the shallows.

Vertices

—

Z .

T/2 (40 frames)

Figure 3: The height of water vertices in shallow water.

2.2 The Coastline
The coastline is the line of water mesh vertices closest to the
land mesh, as shown in Figure 2 and Figure 4.

Land vertices

Coastline Water vertices

4 wave curves

Figure 4: The position of the coastline.

The coastline boundary moves up and down due to waves, but
doesn't shift in the X-Z plane.

2.3 Wave Curves

Wave curve 1 is the line of water mesh vertices adjacent to the
coastline, but one mesh interval away from the land. Wave
curve 2 is the line of water mesh vertices adjacent to wave
curve 1, but one mesh interval further away. Wave curve 3
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and 4 are calculated in a similar way. Our model is limited to
four wave curves as a balance between interaction realism and
computational efficiency.

Wave curves 3 and 4 can move in the X-Z plane, towards and
away from the coastline. Each vertex in the curves has a
movement direction pointing from its original position
toward the nearest coastline vertex. The vertices of wave
curve 3 can move up to the coastline, while the vertices of
wave curve 4 can move up to wave curve 1 (see Figure 5).
Wave curve 4 can not easily pass through wave curve 3. These
restrictions on curve interaction produce realistic wave
behavior, and are implemented using our spring system and
collision detection, as detailed in sections 3 and 4.

X St;tionary ’
| Y [
[

Move

~

| = Coastline
| X

|

1

Land

N

Water

Move >

Wave curves \

LT 7

Figure 5: The movement of wave curves.

Wave curves 1 and 2 can not move in the X-Z plane, which
means that the ebb and flow of the water against the coastline
is driven by wave curves 3 and 4.

3. INTERACTION BETWEEN WAVE CURVES

The interaction between the water and land use position
springs and wave springs to modify the X- and Z- velocities of
the vertices in wave curves 3 and 4.

3.1 Position Springs

A position spring ensures that a vertex is pulled back to its
original position after moving towards the land. Every vertex
in wave curve 3 and 4 has its own position spring.

Figure 6 shows a vertex N . At time 0, it is at its rest position,
labeled as Ny Attimet, it has moved to be at position y

The position spring P extends from the Ny rest position and

will pull ;¥ back from its N _ , position.



Land

Water

—

Wave curve movement over time

at time 0 3 3| laterattimet
or |4 or|4

Figure 6: A position spring P for vertex N .

3.2 Wave Springs

Every neighboring pair of vertices in wave curves 3 and 4 are
linked by a wave spring. For example, Figure 7 shows a wave
spring W linking the vertices N and N, of wave curves 3

and 4.

Wave springs help to deal with crossover behavior when
vertices in wave curve 4 are moving faster than those in wave
curve 3, and attempt to pass through it. Wave springs slow
down wave curve 4 vertices as they approach wave curve 3.

Nearest vertex to s

Land

Water

Figure 7: A Wave spring W between vertices N ( and N, in

wave curves 3 and 4.

4. COLLISION DETECTION

Our model deals with two kinds of collision:

1) between the water and the land, as represented by wave
curve 3 and the coastline;

2) between waves, as represented by wave curves 3 and 4.

Our approach builds upon real time collision detection
(Ericson 2005) by applying it in the context of our spring
system.

4.1 Water and Land Collision

The collision detection algorithm is simplified by utilizing
the coastline to represents the land, and wave curve 3 as the
leading edge of the water.

Each coastline vertex is surrounded by a bounding sphere,
whose diameter is equal to the initial inter-mesh spacing.
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If a wave curve 3 vertex moves inside the bounding sphere of
a coastline vertex, a collision has happened. The velocity of
the wave curve 3 vertex is reversed, to make it head back
towards its rest position.

Figure 8 shows a vertex N ; in wave curve 3. At time 0, it is at

position x 0 then moves towards the coastline and ‘hits’
s,
the coastline vertex c, at time t. The velocity of ¥  , Vs is
reversed tobe _ & the next time interval t+1. A scaling
S

factor also reduces the velocity, to take account of the way a
wave loses energy when rebounding.

Land

Water

Figure 8: Water and land collision.

4.2 Wave Collision

As explained in section 3, wave springs implement crossover
slowdown, but if the velocity of wave curve 4 is much higher
than wave curve 3 then crossover could still occur. This is
prevented by collision detection between the vertices of wave
curves 3 and 4. When a vertex in wave curve 4 hits wave curve
3, their velocities are equalized, so the two wave curve
segments will move together, or perhaps separate. This is
implemented by updating the velocity of the vertex in wave
curve 4 and its nearest neighbor in wave curve 3.

Figure 9 shows the case when vertex N is about to hit the

wave curve segment V1-V2. A collision is detected
between y ( and the segment, and the velocities of § ; and V2

are modified.

V1

Land
Water V2 -

CoastliRe

Figure 9: Wave Collision.

The overall behavior of  ( will be more complicated than this

(and more realistic) by also being affected by a wave spring
linking it to V2 (its nearest neighbor in wave curve 3), which
is not shown in Figure 9.



5. TESTING

On a single core 1.73 GHz 2GB DDRII-533 RAM Intel GMA
950, the model executes at about 70 FPS; on a two-core 1.86
GHz 1GB DDRII-533 RAM X300 graphics card, about 140
FPS are achieved, and our OS both are Windows XP SP3
Professional. When we extend the mesh size to 256*256, the
model executes on two machines at about 54 FPS and 26 FPS.

Figure 10 is a cross-sectional view of the model showing
water moving towards the land.

Coastline

Figure 10: Water moving towards the land.

Figure 11 shows the land, coastline, and wave curves of
Figure 10 from overhead.

Coastline

Wave curve 4 Wave curve 3

1gure ave curves moving towards

Figure 12 shows the scene later after the water has rebounded
from the land.

Coastline

Figure 12: Water retreating from the land.
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Figure 13 is a view of Figure 12 from overhead. It shows that
the position springs in wave curves 3 and 4 are drawing their
vertices back to their rest positions. The interaction between
wave curves 3 and 4, as controlled by wave springs and
collision detection, is also visible.

Coastline

Wave curve 4

Figure 13: Wave curves rebounding from the land.

Figure 13 illustrates that crossover still occurs, as it does in
real waves, but is a rare event, and is soon followed by the
waves either moving in unison or pulling apart.

6. CONCLUSIONS

Our system models the interaction of water and land using a
novel combination of two types of springs (position and wave
springs) and two forms of collision detection. The simulation
exhibits realistic behavior between waves and the coastline,
and between the waves themselves, while rendering at very
acceptable speeds. The spring system is relatively simple to
understand and fine-tune, and is based on the physical
characteristics of real waves.

We plan to improve the visualization by adding particle-based
foam and spray. It will appear on wave crests, the coastline,
and wherever collisions occur.

When the water recedes from the land, the exposed areas
should look wet. We intend to color these areas accordingly,
and let the color gradually fade over time.

Our long term goal is to use this approach to model
Tsunami-land interaction. The spring system will need to be
modified to deal with large waves (over 30m in height)
moving at very high speeds (more than 800 km/h) (Kaitoku
2008). The coastline interaction will need to be more
complicated to deal with the way a tsunami can wash over a
large body of land.
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1 INTRODUCTION

Large natural environments are often essential for to-
days computer games. Interaction with the environment
is widely implemented in order to satisfy the player’s
expectations of a living scenery and to help increasing
the immersion of the player. Within this context our
work describes an efficient way to simulate a respon-
sive grass layer with todays graphics cards in real-time.
Clumps of grass are approximated by two billboard rep-
resentations. GPU-based distance maps of scene ob-
jects are employed to test for penetrations and for re-
solving them. Adaptive refinement is necessary to pre-
serve the shape of deformed billboards. A recovering
process is applied after the deformation which restores
the original that is to say the undeformed and efficient
shape. The primitives of each billboard are assembled
during the rendering process. Their vertices are dynam-
ically lit within an ambient occlusion based irradiance
volume. Alpha-to-Coverage completes the illusion as it
is used to simulate the semitransparent nature of grass.

2 MOTIVATION

State-of-the-art 3D games and realtime simulations
demonstrate the power of currently available graphics
hardware for rendering exciting natural sceneries in
real-time. As nature scenes often include a lot of plants
(blades of grass, shrubs, trees etc.) the rendering of a
large number of them is still challenging. Furthermore,
they cannot be displayed with complex geometry
in real time. Many of the approaches make use of
billboard representations to preserve the real-time
constraint while leaving out user interaction.

In general, static level design is more and more re-
placed by dynamic environments that can be modified
in real-time throughout the gaming process. Due to the
fact that natural phenomena are better approximated in
the game, the player feels a higher immersion while
playing [McMO03]. Consequently, the dynamic environ-
ment is becoming a part of the game logic: Trees are
chopped to clear the path and objects need to be moved
in order to fulfill quests. The more the realism of the
scene is enhanced the more of the player’s expectations
are satisfied.

Christof Rezk Salama
Mediadesign
University of Applied Sciences
40227, Dusseldorf, Germany
c.rezk-salama@mediadesign-
fh.de
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Following this trend, our paper takes dynamic en-
vironments one step further by integrating responsive
real-time simulation of ground vegetation. We propose
a highly efficient technique for GPU-based simulation
of responsive grass billboards. Our implementation tar-
gets Shader Model 4 graphics boards, including geom-
etry shaders and stream output. The collision detection
with dynamic scene objects, the response and the re-
covering are directly simulated on the GPU. An adap-
tive geometrical representation of the grass guarantes
a pleasing visual rendering in conjunction with a high
performance. Thus, the responsive grass approach has
the potential to significantly improve the challenges in
game play of modern games and may lead to a better
perception of interactive environments.

The structure of this paper is as follows: in Section 3,
an overview of the related work on grass simulation is
given, followed by a overview of the responsive grass
system in Section 4. Section 5 proposes the procedu-
ral generation process of the grass layer. In Section 6,
the realization of the collision system is described. The
rendering of the grass layer is presented in Section 7
and the results and performance of our technique is dis-
cussed in Section 8. Finally, Section 9 concludes the
presented responsive grass approach.

3 RELATED WORK

In recent years, most research applied to natural
sceneries focuses on the rendering and animation of
a great number of plants. For volumetric represen-
tations, as proposed in [BCFT05, BPB06], collision
detection and reaction is awkward to handle. Guerraz
et al. [GPR"03], however, presented an approach
which allows an object to tramp on the grass layer.
A primitive is moved along the character’s trajectory
while affecting the procedural animation process of the
grass. Nevertheless there still is no possibility to react
to collision, based upon the object’s geometry. The
reuse of grass tiles amplifies the problem of collision
response. Billboards which represent a number of grass
blades as a semi-transparent 2D texture are more suit-
able in that case. The billboard representations stored
in a single vertex buffer [Wha05] are efficiently ani-
mated [Pel04, Bot06, Sou07] and rendered [BCF*05]
on the GPU.
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Figure 1: The system for responsive grass.

As the collision detection for grass is less explored,
related algorithms on a wider range are examined. In
case large dynamic geometry is stored and processed
completely on the graphics memory, image-based
techniques [VSCO01, KP03, HTG04, KLRS04, GLMOS,
Sat06] are proven to solve the collision tests very
fast. Kolb et al. [KLRS04] offered an approach to
collision detection using distance maps which are
fully generated and accessed on the GPU. A lookup
into each distance map is used to decide whether a
vertex lies inside or outside of a object. Using the
normal information the vertex can be translated in the
direction of the shortest way out of the object. Their
approach fits best in case all computations, including
the collision reaction, are done on the GPU.

Cloth models [Pro95, FGLO03, Zel07] are applied in
order to overcome the problems in the context of the
collision reaction. Fuhrmann et al. [FGLO3] replace
the cloth forces [Pro95] by several length constraints
along the connection of two particles in order to avoid
problems which are caused by large time steps. Zell-
ner [Zel07] entirely offloads the model to the GPU and
handles the recursion via the stream output stage.

Regarding high quality rendering of massive ma-
terial scenery a precomputed irradiance volume is
employed [Oat06, CLO7]. The volume stores the
irradiance information of the whole static scene.
Interpolation within the volume allows us to dynam-
ically lit the grass billboards at runtime similar to
the two-sided lighting proposed by Kharlamov et
al. [KCSO07]. The Alpha-To-Coverage feature of todays
graphic cards [Mye06] avoids expensive depth-sorting
of the semi-transparent billboards while maintaining a
consistent visual appearance similar to David Whatleys
procedure [Wha05].

4 SYSTEM OVERVIEW

The responsive grass system is seamlessly integrated
into a game engine. A grass node can be added to an
arbitrary part of the graph and comprises the following
components as shown in Figure 1:

e Procedural Generation:
For a given terrain mesh, a geometry shader auto-
matically generates billboards for grass blades. This
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Messiness

Direction

Extent

Figure 2: The top row shows the texture images for the
extent, direction and messiness and underneath the re-
sulting plant cover is displayed.

geometry shader is executed once for each tile of ter-
rain, and the results are stored in local video memory
using the stream-out capabilities. An octree struc-
ture is generated above the grass layer. We describe
the process in detail in Section 5.

Dynamic Response:

A CPU-based broad phase working on the spatial or-
ganized grass tiles and a GPU-based narrow phase
working on the generated grass billboards consti-
tute the responsive component. During this stage the
grass layer will be adapted whenever external forces
like colliding scene objects make it necessary. This
process which is implemented within the collision
system is outlined in Section 6.

Rendering:

Deformed or undeformed billboards are rendered
based on the output of the collision system. With
the knowledge of the occluders and the terrain pre-
computed occlusion volumes respectively irradiance
volumes may be employed to integrate ground veg-
etation into a dynamic global lighting environment.
We adapt such techniques for realistic rendering
of dynamic ground vegetation as described in Sec-
tion 7.

5 PROCEDURAL GENERATION OF
THE BILLBOARDS
A clump of grass is represented by a semi-transparent

textured quad. The individual billboards are created in
a pre-processing step performed by the GPU. A set of
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Figure 3: Flow diagram for collision detection, reaction and recovering.

texture images provides the information of the global
layout of the grass layer as shown in Figure 2. These
textures are in detail:

e a grayscale texture map which defines the regions of

the plant cover (extent),

a RGB texture which defines the direction to which
the grass blades grow (for simplicity the direction is
chosen to be the same for all grass blades),

a grayscale messiness texture which defines the
amount of randomness for the blades.

The geometry shader creates a randomized set of
billboards representing the grass blades. Each billboard
stores an orientation, a position, a collision state,
and a texture index, addressing a 2D texture array,
which stores different semi-transparent images of
grass clumps. Each billboard is passed through the
pipeline as a point primitive, which allows the different
geometry shaders to handle its information en bloc
during the collision handling and rendering. When the
billboards are generated, they are streamed to one large
vertex buffer [Wha05] to minimize subsequent render
calls. For a coarse collision detection on the CPU,
the terrain mesh is used to divide the set of billboards
into an octree hierarchy. Each leaf node of the octree
stores a range of indices into the vertex buffer of the
billboards and state information described throughout
the next section.
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6 COLLISION SYSTEM

The pipeline of the collision system is outlined in Fig-
ure 3. Without collision, the billboard quads can di-
rectly be rendered. The upper two vertices of each bill-
board quad are transformed with a procedural wind ani-
mation based on a weighted sum of trigonometric func-
tions with different frequencies [Pel04, Wha05, Bot06,
Sou07]. The collision system is split into a CPU-based
coarse handling and two GPU-based procedures, one
for executing the collision test and response and one
for performing the recovering. The different steps of
the GPU-based collision handling are outlined in Fig-
ure 4.

6.1 Coarse Handling on the CPU

At each frame, the bounding volumes of all dynamic
collision meshes are tested for collision with the axis
aligned bounding boxes (AABB) of the octree contain-
ing the grass blades. According to the current state in-
formation and the results of the collision test, each node
is marked as either possibly colliding, non-colliding or
recovering. The geometry assigned to each octree node
marked as possibly colliding is streamed through a col-
lision pass on the GPU. A tile marked as recovering will
stay active for a fixed amount of time after the collision
when the object has left the AABB of the octree node.
During that time a separate geometry shader recovers
the original shape of the grass blades.
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Figure 4: Collision detection, reaction and recovering for a single billboard.

6.2 Collision Detection

In the collision pass, a geometry shader receives all the
vertex information of a potentially colliding billboard
at once. The geometry shader computes the bound-
ing sphere of the animated billboard and performs a
collision test against the bounding spheres of the dy-
namic objects. These bounding spheres are managed
in a dynamic texture resource, which is updated every
frame. If the collision test is passed on the bounding
sphere level, a second and more exact collision test is
performed on a subdivided mesh of the billboard. The
geometry shader determines for each vertex whether it
lies inside or outside the dynamic collision object by
performing lookups into the depth cube map [KLRS04]
of the object. Dynamic objects capable of colliding
with the plant cover are represented by depth cube maps
for efficiency. These cube maps are computed by pro-
jecting the object’s mesh onto the faces of a bounding
cube and store the distance to the cube plane and the re-
spective object normal in the four texture components
as shown in Figure 5. They are updated for each frame
to account for animated objects.

Figure 5: The depth cube map with surface normals.

6.3 Collision Response

If a collision has been detected, the vertex is moved out
of the object’s shape. Its position is translated along a
normal vector n obtained from the depth cube map:

)]

Vevtsn,
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where n is taken from the depth cube map face provid-
ing the smallest distance. s is the reaction strength that
is to say the surface normal n multiplied with the small-
est distances to the surface d(v):

n
]|~

s=d(v) )
In order to remember the collision, the data-structure of
the billboard is expanded by an additional value storing
its recover time. In case of a collision the recover time

Is reset.

6.4 Shape Preservation

As the separate processing of individual vertices may
lead to visually unpleasant distortions, a cloth model
based on spring constraints [Pro95, FGLO03, Zel07], is
applied to preserve the overall shape of the grass clump.
A network of structural and shear springs takes care of
the billboard mesh. Whenever such a spring is com-
pressed or stretched, which means the connected ver-
tices diverge or converge, the resulting spring force
translates the connected vertices.

Referring to Provot et al. [Pro95], a spring force f €
R3 between two billboard vertices v, and v, is defined

as:
1

i
where 1 = v| — v, is the direction of the connection be-
tween both vertices. /j is the initial length of the spring
and k € [0, 1] is the stiffness of the spring. A stiffness of
1 results in a conservative spring in contrast to a value
of 0 which has no effect. Each spring force directly af-
fects the two connected vertices [FGLO03, Zel07]:

= k(I = o) 3)

vi<—vy—ri Atf
Vo= Vo+rAtf,

“)

where r is the responsiveness for vertex v| and r; is the
responsiveness for vertex v, with r| +r, = 1. We added
the responsiveness in order to distinguish between fixed
ground vertices and movable vertices. As a fixed vertex
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Figure 6: The interpolation between the vertices of the current mesh (deformed mesh) and the vertices solely
affected by the wind animation results in a smooth recovering over time.

should not be moved, the responsiveness is set to zero
whereas the other vertex then is completely responsive.
If both vertices are not fixed they are equal responsive
and thus r; =, =0.5.

As the relaxation of one spring affects the neighbour-
ing springs as well, in general more iterations over all
springs have to be applied to get a good result. In our
case two iterations yield visually pleasant results due to
the small number of vertices.

6.5 Recovering

The recovering is processed on each billboard that has
some recover time left. Since the animation is a state-
less process, solely based upon the position of the fixed
ground vertices and the current time [Sou07], it is pos-
sible to compute the original shape defined by the wind
without considering the current collision state. The lin-
ear interpolation between the deformed vertex and its
original position, with respect to the recover time left,
results in the current shape of the grass clump as shown
in Figure 6:
v (1=)w + v, 5)

where 7 € [0,1] is the recover time left, w is the ver-
tex position obtained by the wind function and v is the
current respectively last recovered vertex position.

Collision tests are required in case that there are still
collision objects inside the AABB of the respective oc-
tree node. At every time without any collision, the re-
cover time will be decreased. After the recover time has
elapsed, the billboards will be handled again as simple
quads. However, the recovering does not preserve the
length of the billboards.

7 RENDERING

On the CPU level, grass tiles which previously have
been streamed and others that have not been affected
by neither collisions nor wind exist. The tiles run
through separate render passes: Collided billboards are
rendered using their current refined mesh whereas the
unaffected ones are animated and rendered using their
simple quad-representation. Furthermore, to overcome
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problems caused by too much render calls, only batches
of visible tiles, which have not been culled by view or
occlusion queries, are rendered.

7.1 Global Illumination

Figure 7: The irradiance for each vertex v of the bill-
board is interpolated within the two closest texture
slices s; and ;1.

Dynamic global illumination is achieved by
pre-computing a volume, with each voxel storing
ambient occlusion information for its location in
the scene [CLO7]. The whole volume is then stored
as an 2D texture array to allow linear interpolation
based on mip-mapping. In addition, a second volume
which covers the same space provides pre-computed
irradiance information for each point. The irradiance
is determined by sampling an environment map by
using the previously computed ambient occlusion
information [PG04].

The texture coordinate for the volume texture can
easily be obtained from the billboard’s vertex positions
in the geometry shader. Ambient occlusion and irradi-
ance information is trilinear interpolated between adja-
cent texture slices, and the incident light is evaluated
per vertex during the geometry shader process as il-
lustrated in Figure 7. Finally, the pixel shader uses
the texture index into the semi-transparent texture ar-
ray to receive the decal color and transparency of the



Figure 8: The result of the collision handling in a dense field of grass.

grass clump. Multiplying this decal value with the inci-
dent two-sided light [KCS07] results in the final semi-
transparent pixel color.

7.2 Alpha-To-Coverage

Since grass has a semi-transparent nature a feature of
modern cards, so-called Alpha-to-Coverage, is used to
blend the billboards without the necessity to perform
expensive depth-sorting. The alpha value is used to de-
termine the number of subpixels, that will be filled with
the current pixel color. Then, blending between the
subpixels is performed while resolving the multisample
resolution to the final image resolution [Mye06].

8 RESULTS AND PERFORMANCE

Achieving a high performance is one of the major aims
to real-time applications. All components concerning
the grass layer are designed to reduce the workload of
the CPU as much as possible. Thus, the simulation is
almost completely shifted to the GPU. All the tests are
performed on an AMD Athlon 64 3500+ 2.2 GHz pro-
cessor including a GeForce 8800 GTX graphics card
with 768 MB DDR3 memory. Figure 8 shows the re-
sponse of the grass after the scene object has moved
through the meadow. The scene, presented in Fig-
ure 2, is running at 40-80 frames per second by using
DirectX 10 and fourfold multi sampling anti aliasing
(4xMSAA). The grass layer contains 60000 grass bill-
boards requiring 12 MByte of graphics memory. All
invisible grass tiles are culled. The grass is pushed to
the side or is stamped down on the line of movement.
The object has left a clearly noticeable imprint on the
grass. We analyzed the performance of the scene with
the aid of the NVidia PerfHUD tool. In Figure 9 the
number of colliding grass tiles (red boxes) respectively
recovering grass tiles (green boxes) increases from top
down. The lower left overlay displayed in each im-
age shows the workload balancing of the programmable
render pipeline stages: The unified streaming proces-
sors are utilized to work on pixels with about 50 to
60 percent (the blue bar) whereas the geometry shader
unit of the pipeline is active by approximately ten per-
cent (the green bar). The remaining workload is caused

35

by frame buffer operations. Approximately 16 million
pixels are processed within the fragment shader result-
ing in many read as well as write accesses to the frame
buffer. Those are amplified by the Alpha-to-Coverage
feature which in that case requires a multisample res-
olution that is four times higher than the image resolu-
tion. The diagrams located at the right hand side of each
image in Figure 9 present the amount of time which is
consumed within each GPU pass: Please note that the
time spent within the recover process (R) and the colli-
sion pass (C) varies only by small amounts. In contrast,
the more grass billboards are deformed the more time is
spent rendering the collided and recovering grass tiles
(RA). This performance loss is caused by the primitive
generation as well as the rendering of the high number
of primitives. Referring to the utilization graph and the
time measurements the performance of the system de-
pends on the number of assembled primitives which are
passed through the rasterizer back-end. Thus, both the
memory operations as well as the workload shifted to
the fragment shader stage, are influenced by the num-
ber of colliding grass billboards. Consequently, it is
necessary to set up a low recover time and to provide
a low multi-sampling rate for the Alpha-to-Coverage
process to preserve the overall performance. In con-
trast, the time spent within the collision handling de-
pends mainly on the number of scene objects moving
through the grass layer.

9 CONCLUSION AND FUTURE
WORK

In the past thousands of billboards were successfully
used to create an illusion of dense grass vegetation. In
combination with wind animation nice visual results
were achieved. But the visual perception was often
compromised by lack of interactivity: Objects are mov-
ing through the grass without leaving a trace. Due to
prior hardware constraints a visually pleasing collision
reaction for a large area of grass was unachievable. The
visual quality of dense vegetation and the good perfor-
mance give a proof of the great suitability of our imple-



Figure 9: A scene which contains more and more deformed grass billboards. The time spent within each GPU
pass is displayed in milliseconds on the right-hand side of the corresponding image. The measured passes are: The
recovering pass (R), the pass performing the collision handling (C), the rendering of the possibly affected grass
tiles (RA), and the rendering of the unaffected grass tiles (RU).

mentation strategies for large responsive grass layers in
todays real-time applications.

The results are demonstrating that collision response
works fine for regions where the flat structure of the
grass billboards is hardly recognized. However, in ar-
eas where grass is planted sparsely, for example at the
borders of the grass layer, due to the coarse mesh of
the billboards the visual impression could be improved.
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Two different approaches might be promising when try-
ing to solve this problem: On the one hand the collision
handling for each billboard could be distributed over
several streaming passes which allows the spring con-
straints to work on a higher subdivided mesh. On the
other hand the displayed primitives could be assembled
by a higher order interpolation during rendering.
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1 INTRODUCTION

This paper studies the problem of integrating image-
based rendering techniques into state-of-the-art real-
time computer games. We present a complete produc-
tion pipeline for generation of light fields from arbi-
trary complex 3D content using commercial 3D mod-
eling software commonly used in the gaming indus-
try. We show how recent advances in light field ren-
dering techniques can be used to composite light fields
with dynamic scene content. The results demonstrate
the potential of light fields as a valuable extension to
polygonal rendering techniques by employing accurate
silhouette reconstruction and correct per-pixel depth
values for scene composition. Level of detail tech-
niques are applied to light fields to optimize rendering
performance. Dynamic light field rendering is imple-
mented to account for animation, deformation and vary-
ing lighting conditions.

2 MOTIVATION

Today, the visual quality of a game title is one of the
main keys to commercial success. Upcoming computer
games unleash the power of state-of-the-art graphics
hardware to achieve best visual results at maximum per-
formance. Since Blinn and Newell introduced Texture
Mapping in 1976 [3], image-based techniques are fre-
quently employed to achieve sophisticated rendering re-
sults in real-time. Texture Mapping is heavily used to-
day and has inspired a set of related image-based ren-
dering techniques such as Bump Mapping 2], Impos-
tors [13], View-Dependent Texture Mapping [7], Re-
lief Texture Mapping [12], Billboard Clouds [8], View-
Dependent Displacement Mapping [16] or Omnidirec-
tional Relief Impostors [1], all of which contribute to
the visual experience of today’s computer games.

In contrast to Relief Texture Mapping and View-
Dependent  Displacement Mapping, light field
rendering techniques (LFR) [11, 9] focus on the
reconstruction of complex lighting and material at-
tributes from a set of input images rather than the exact
reconstruction of geometric details. LFR techniques as
a powerful alternative to traditional polygonal graphics,
however, have not yet been successfully integrated
into current real-time games for various reasons. For
LFR techniques to be successfully integrated into game
engines they must at least provide:
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High quality real-time rendering without visual arti-
facts

Accurate compositing with dynamic scene content

Level of detail (LOD) methods to adjust the render
complexity

Parameterized rendering algorithms to adjust the ob-
ject to varying conditions

Continuous 6 degrees of freedom (DOF) for free
view point selection

In this paper we present a LFR technique compliant
with these requirements and thus ready to be inte-
grated into games. We show how LFR techniques
emerging from recent progress on Spherical Light
Field Rendering [15] can successfully be integrated
into dynamic scenes. We employ a hierarchical light
field parametrization to implement an LOD strategy
to adjust rendering complexity according to the target
performance (see Figure 1 d). We improve composit-
ing capabilities for light fields by providing depth
information for per-fragment depth culling techniques
(see Figure 1 ¢). We present a dynamic LFR technique
which allows lighting situations to be adjusted and to
implement light field animations and -deformations
(see Figure 6).

3 SPHERICAL LIGHT FIELDS

Spherical light fields provide a uniform sampling of
the observation space by implementing a spherical
parametrization on a bounding sphere around the
observed object [5]. Recently a high-quality spherical
light field implementation was presented by Todt
et.al. [15] which facilitates the rendering of light fields
without noticeable artifacts in real-time with 6 DOF.
This technique is a basis for our LFR approach for use
in computer games.

Representation The spherical parametrization is
based on an icosahedron as a uniform approxima-
tion of the sphere. Originally providing 12 uniform
distributed sample positions, parameterizations at
higher resolutions are achieved by subsequently
subdividing the icosahedron yielding 42, 162, 642
and more sample positions (see Figure 1, d). A
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Figure 1: a: Original Tie-Fighter model containing 16428 triangles rendered at 512x512 using Mental Ray in
39 sec.. b: Light field reconstructed from 42 samples sampled at 512 x 512 rendered at 78.3 fps. ¢: Composed
Light Fields of Tie-Fighter and Tie-Bomber. d: Light field rendered at different LOD, with superimposed spherical

approximations.

parabolic parametrization of the opposite hemi-
sphere is associated and stored with each sample
camera position (see Figure 2). In addition to the
captured color intensities, per-pixel depth infor-
mation is stored in each sample’s alpha channel,
providing interleaved RGBz data (see Figure 3).
Using standard texture compression methods, a
compression ratio of 4:1 is achieved. 2.7 MByte
are sufficient to store a light field sampled from 42
sample positions at a resolution of 256 x 256 (10.4
MByte for 162 samples).

Generation Light fields are generated from synthetic
objects by rendering the scene from the predefined
spherical sample positions. Per-pixel depth is stored
as the ratio of the camera sample position’s distance
to the object’s surface point to the length of the ray
secant according to Figure 2.

Rendering The smooth shaded spherical approxima-
tion is rendered for light field reconstruction, with
the vertices being equivalent to the sample positions.
For each triangle the parabolic RGBz texture im-
ages and the viewing matrices of the three cameras
are bound to their associated vertices. For each tri-
angle of the polygonal sphere, rasterization yields

Figure 2: For light field generation the synthetic ob-
ject is rendered from predefined sample positions. The
depth value is obtained by dividing the bounding-object
distance 7' by the bounding sphere’s secant length z,,4,.
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barycentric coordinates per-fragment. For each frag-
ment a ray is cast into the scene. The raycast render-
ing algorithm described by Todt et.al. [15] is uti-
lized to establish the intersection point with the sur-
face of the captured object. Starting at the ray in-
tersection with the object’s bounding sphere, the ray
is iteratively sampled at a fixed step size, as shown
in Figure 4. For each sample position the assump-
tion that the current ray position is the actual ob-
ject intersection point is validated by projecting this
position onto the camera sphere using the adjacent
camera positions as center of projection. Depth val-
ues are obtained from the corresponding parabolic
texture maps and local estimates are calculated for
each camera. If one of the local estimates is equal to
the ray position within a given tolerance, ray sam-
pling is stopped. This means that we have found at
least one camera that reliably observes an object in-
tersection at exactly the ray position. For the final
intersection point, the fragment color value is de-
termined from the weighted sum of the light field

Figure 3: Three image samples taken for a spherical
light field with 42 cameras. Each image represents
a parabolic mapping of the hemisphere for color (top
row) and depth (bottom row).



Figure 4: Ray casting approach employing per-pixel depth to establish ray-object intersection according.

samples. Per sample weights are determined based
on distance of the local estimate to the current ray
position.

Using the raycasting approach and per-pixel depth
correction, light fields are rendered without no-
ticeable ghosting artifacts yielding an accurate
silhouette reconstruction (see Figure 1 b). In
contrast to other image based rendering techniques
commonly used in computer games, this spherical
light field rendering approach is capable of re-
constructing visual effects resulting from complex
material attributes, e.g. anisotropic shading, or
global illumination effects in real-time. Although
techniques like Impostors [13], Billboard Clouds [8]
or Omnidirectional Relief Impostors [1] are capable
of reconstructing an object’s visual appearance
for a predefined position and viewing direction
they do not provide any technique to reconstruct
new virtual views containing the complete range
of shading complexity represented in the source
images in real-time. As shown by Andujar et.al.
[1] geometric details are recoverable to a certain
degree from relief impostors which than can be
used to implement dynamic lighting and global
illumination effects. This approach however comes
at the price of high computational costs to imple-
ment sophisticated shading based on the geometric
reconstruction. The spherical light field rendering
performs independently of the scene complexity at
real-time frame rates.

4 LIGHT FIELD RENDERING FOR
GAMES

We adapted the spherical rendering approach and im-
plemented optimized rendering strategies to sufficiently
address the requirements of today’s real-time render
engines to successfully integrate light field rendering
in real-time computer games. We take advantage of
the spherical parameterization’s hierarchical nature and
the render algorithm’s flexibility presented in Section 3
to implement an LOD strategy. We exploit per-pixel
depth information used for depth correction of rays
to improve light field compositing capabilities and we
demonstrate a technique for dynamic LFR. For digital
content creation we present a production pipeline in-
cluding model generation and light field generation.
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4.1 Light Field Rendering with LOD

Rendering techniques for complex scenes in computer
games are mainly importance driven to optimize perfor-
mance. Objects in focus are rendered at highest qual-
ity whereas distant objects are rendered at lower resolu-
tions. The hierarchical arrangement of sample positions
on the spherical approximation resulting from the sub-
division of the initial icosahedron (see Section 3) makes
the implementation of a discrete LOD strategy avail-
able for LFR. Additionally the rendering performance
is continuously adapted to the quality needs for distant
objects by adjusting the raycaster’s step size and inter-
section evaluation tolerance .

The implemented LOD strategy straightly follows
LOD strategies implemented for polygonal 3D mod-
els in interactive real-time applications. The LOD is
adjusted by coarsening the polygonal approximation
being rendered for light field reconstruction (see Sec-
tion 3). Light fields rendered with a coarser LOD are
reconstructed from fewer light field probes according
to Chai et.al. [6] which reduces the amount of texture
switches in the rendering process and thus reduces the
graphics processing unit (GPU) workload (see Figure |
d). The current LOD is determined in classical sense
as a tradeoff of resolution vs. geometric quality. A
maximum of 4 LODs is available assuming a high-
est resolution of the spherical approximation with 642
sample positions for the most detailed representation.
The spherical sample positions are arranged such that
all of the vertices of certain LOD are contained in the
next finer LOD. No additional spherical approximations
nor additional light field samples have to be generated
and hosted for this LOD strategy. Coarser LODs are
achieved by reducing the sample density in the geomet-
ric domain and the light field information in the image
domain by reducing the amount of sample positions.
Minor popping artifacts, however, can be observed dur-
ing rendering on LOD switches resulting from image
information that becomes recoverable with the higher
amount of sample positions, e.g. concavities.

Rendering performance is further adapted to the ob-
ject distance by adjusting the render settings for the
raycasting algorithm to steer the reconstruction qual-
ity. As presented in Section 3 the precision of the ray-
caster is dependent on the chosen step size to sample
the ray and the given tolerance at which the ray sam-
pling is stopped. While the LOD strategy based on
the reduction of sample positions implements a dis-
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Figure 5: a: Light field rendering of the DOOM Pinky character model. b: Showing recoverable area for tolerance
chosen to be equal to half of the step size. c: Tolerance smaller than half of the step size result in unrecoverable
areas. d: Unrecoverable areas appear as gaps in the light field rendering if tolerance is chosen too small with

respect to the step size.

crete LOD strategy the render settings can be adjusted
continuously with the object distance. A performance
gain is achieved by increasing the raycaster’s step size.
However, discontinuity artifacts are likely to appear due
to the incorrect reconstruction of object surface points
used to sample the light field probes of the ray’s adja-
cent cameras. Small geometric details are not recov-
erable with step sizes chosen too large. Notice that
the step size is correlated with the chosen tolerance.
While the step size can be chosen without theoretical
constraints, the tolerance is to be chosen according to
the step size. Choosing the tolerance to be less than
half of the step size will result in visual discontinuities
as local estimates will not be reconstructable from ad-
jacent cameras for all ray positions. With rising angular
distance of the adjacent camera with respect to the cur-
rent ray position the camera’s reconstructed local es-
timate will most likely fail the tolerance test. Toler-
ance values chosen to be smaller than half of the step
size appear as equidistant isosurfaces with a distance
equal to the step size and with empty space gaps of size
StepSize —2 x Tolerance in the light field rendering
(see Figure 5). The combination of both LOD rendering
approaches results in a gain of rendering performance
and rendering flexibility which allows multiple light
fields to be displayed simultaneously by rendering in-
stances of the same light field or different light field ob-
jects. Instancing shows higher performance compared
to rendering multiple separate light field objects. Ren-
dering multiple distinct light fields results in numbers
of texture swaps on the GPU leading to lower render-
ing performance, whereas with instancing a single light
field renders without texture swaps.

4.2 Light Field Compositing

In [15] ray-object intersections are established per-
fragment for accurate silhouette reconstruction and to
reduce ghosting artifacts. We use the barycentric frag-
ment coordinates in combination with the ray-object
intersection point to determine per-fragment depth
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values during light field reconstruction at no extra
costs in order to take advantage of OpenGL’s z-Buffer
functionality.

The ray-object intersection point yields relative dis-
tances to the three adjacent sample positions. Based on
the barycentric weights the fragment’s position in world
coordinates is established according to the known sam-
ple positions. By projecting the reconstructed surface
point into the current view, per fragment depth values
are determined for the surface point according to the
current viewing transformation and projection matrices.

Light field renditions can be composed with arbi-
trary complex polygonal scenes by applying the pre-
cise silhouette reconstruction in combination with the
per-fragment depth values. The compositing capabili-
ties also allow multiple occluding light fields to be ac-
curately displayed. Inter-object occlusions for polyg-
onal objects and light fields are properly handled for
dynamic and static scenes (see Figure 1 c).

4.3 Parameterized Light Field Rendering

The low memory footprint of the spherical light field
representation in combination with the performance of
the LOD rendering algorithm provide the tools for dy-
namic LFR. Various light field states can be represented
by generating a set of light field samples for individual
sample positions. The efficient light field representation
facilitates to hold multiple light field samples for indi-
vidual sample positions on the GPU ready to be ren-
dered in real-time. Using the nVIDIA GeForce 8800
GTX providing 768 MB of onboard GPU memory, up
to 280 distinct light field samples can be stored for each
sample position of a single light field acquired at a reso-
lution of 256 x 256 from 42 sample positions (990 dis-
tinct samples for 12 sample positions). The rendering
process is steered by adjustable parameters in real-time
to reconstruct a light field object with varying state. For
parameterized rendering the light field samples corre-
sponding to the current state are used to reconstruct the



Figure 6: Tie-Bomber light field rendered with in-
terchangeable dominant lighting direction (red light
source chosen for visualization purposes).

light field. This techniques opens up many possibilities
for various applications, e.g.:

Deformation Dynamic deformable objects must show
deformations in case of collision. Preparing light
field samples for different deformation states pro-
vides capabilities to adjust the visual appearance ac-
cording to the collision. Note that for the changes
to the light field objects, we need to store additional
images only for those cameras, which actually ob-
serve the applied modification. Hence, for minor
changes to the object only a small subset of the cam-
era images need to be stored in addition.

Lighting Conditions The visual appearance of the
light field object must adjust to changing lighting
conditions. =~ With parameterized rendering the
light field state can be adjusted for e.g. changing
environments or dominant lighting directions (see
Figure 6).

Changing lighting conditions are reconstructed from
a set of pre-acquired light field samples captured for
varying lighting conditions. For flexible and con-
tinuous reconstruction of varying dominant lighting
directions we acquire light field samples for a dis-
crete set of predefined light directions. The lighting
direction is disretized based on the spherical approx-
imation also taken for acquisition due to its uniform
characteristic. For each light field sample position a
sample is acquired for each discrete light direction,
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Figure 7: Left:Lighting directions are discretized by
a spherical approximation (orange) similar to the ap-
proximation used in the spherical camera setup. Right:
Barycentric weights are established based on the spher-
ical proxies used for lighting and light field acquisition.

defined by the spherical light discretization proxy
(see Figure 7, left). The resolution of the spherical
proxy used for lighting can be chosen freely. It does
not correlate with the camera resolution chosen for
light field acquisition.

For rendering the light field the spherical light proxy
is applied to identify the light directions (L, L, L3)
from the set of discrete light directions that con-
tribute to the current viewing direction and thus
chose the corresponding set of input images for light
field reconstruction (see Figure 7, right). According
to the intersection point of the current view direction
with the spherical light proxy, barycentric blending
weights are determined. The light field is then ren-
dered using the light field samples acquired for the
discrete incoming light directions as input images.
Rendering is performed in three distinct rendering
passes according to (Ly,L,L3). The render results,
being rendered to an off-screen render target are
blended in a final render pass using the barycentric
weights from the light proxy intersection as blend-
ing weights.

This interpolation allows arbitrary lighting direc-
tions to be interpolated continuously within the ren-
dering process. Other applications may use this ap-
proach for blending light fields acquired for a dis-
crete set of environment maps or other complex
lighting situations. Although the total amount of
input images is factored by the amount of discrete
lighting directions, rendering is still performed at
real-time frame rates of 47.5s fps for a light field
sampled from 42 positions for 12 discrete light di-
rections at a resolution of 512 x 512.

Animation Animation sequences of single characters
have proven to be well suited for storytelling. Inter-
activity is added if dynamic light field rendering is
used instead of offline rendered video footage. Ani-
mated light field rendering allows the user to adjust



Figure 8: Animated light field rendering of the Ray character model, showing an extract of six animation frames.

viewing direction and position freely while the an-
imation is played. Light field animations are ren-
dered at slightly lower (—10%) frame rates com-
pared to static light field rendering. The light field
animation shown in Figure 8 was rendered at real-
time frame rates but limited by the target video
frame rate of 24 fps.

Light field animations are rendered sequently as de-
fined by the sequence of input images. Theoretically
there is no limitation in the length of the animation,
as streaming technologies are applicable for light
field animation rendering as well. The animation
presented in Figure 8 however was generated as a
static setup of light field samples, being uploaded on
light field instantiation. Here the maximum length
of the light field animation is limited by the render
target’s total GPU memory size.

4.4 Light Field Production

For a successful integration of light fields into a game
title game developers are in need of a sophisticated
production pipeline to generate light fields from con-
tent created by commercial 3D modeling software com-
monly used in the computer game industry, e.g Au-
todesk Maya. Currently none of the available 3D mod-
eling tools directly supports light field exports of any
kind. Using our Maya light field generation plug-in,
arbitrary complex 3D content can be converted to light
field data sets. Any rendering engine available for Maya
can be used to generate light field samples from 3D con-
tent to exhaust Maya’s complex shading and rendering
capabilities. Current versions of the plugin-in support
Maya Software Renderer and Mental Ray. The plug-
in allows single light fields to be created automatically
or a set of light fields from a predefined animation se-
quence. In the case of animation, individual light fields
are generated for each time step and being merged to a
light field collection data set to be used as a light field
sequence.

A light field is exported by automatically rendering
the scene from pre-defined sample camera positions
given by the spherical approximation. The rendering
is performed in two steps. The RGB color values are
rendered in a high-quality rendering pass employing all
of the image quality features defined by the artist. Im-
age improvement techniques available with Maya’s ren-
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derers, however, also effect per-pixel depth information
stored with the rendering result. Depth information is
extracted in a second render pass, rendered at low qual-
ity using Maya’s software renderer yielding unfiltered
per-pixel depth values.

A separate rendering process is employed to convert
the complete set of Maya samples to the light field rep-
resentation described in Section 3. For each camera
position the rendered high-quality images in combina-
tion with the depth information are used to reconstruct
a view-dependent depth relief. This is achieved by con-
structing a highly tessellated polygonal mesh represent-
ing the near plane of the viewing frustum of the indi-
vidual camera. Each vertex is now displaced accord-
ing to its correct depth value. This geometry is used
for light field generation by projecting the vertices to
the hemisphere opposing to the current camera position.
The projected color and depth information is stored as
a parabolic map for each camera.

S DISCUSSION AND RESULTS

Comparable light field rendering techniques presented
in the past provide 6 DOF for view synthesis at real-
time frame rates but do not meet all of the demands
of computer games. Spherical Light Fields presented
by Ihm [10] employ a comparable parametrization at a
significantly higher sample count yielding much larger
data sets. Light fields are rendered at high quality show-
ing only minor ghosting artifacts. The data size and
high amount of samples considered in the light field
reconstruction, however, reduces flexibility and aggra-
vates rendering performance. Unstructured Lumigraph
Rendering [4] and Free Form Light Fields [14] imple-
ment a free-form parametrization that provides 6 DOF
at varying sampler counts. Both techniques apply a
depth correction of rays for high-quality light field ren-
dering but still lack accurate silhouette reconstruction
and correct per-fragment depth values necessary for
scene composition. For Unstructured Lumigraph Ren-
dering a geometric approximation is used for depth cor-
rection which has to be generated separately, stored and
processed with the light field data. No geometric ap-
proximation is stored for Free Form Light Fields. In-
stead, a polygonal mesh is generated from the sample
positions freely distributed in space around the captured
object. For light field rendering the generated mesh is



subsequently subdivided to yield a fine geometric ap-
proximation based on depth values stored with individ-
ual samples. The time consuming subdivision process
affects rendering performance to a high degree. None
of these techniques neither provide a complete produc-
tion pipeline for automated light field generation from
sophisticated 3D scene content nor do they provide pa-
rameterizable light field rendering or LOD techniques.

In this paper we demonstrated the usability of our
spherical LFR technique for real-time games. Our tech-
nique provides a valuable extension to current render-
ing techniques used in real-time gaming applications.
We have shown that spherical light fields provide a
high-quality alternative to represent complex models in
dynamic scenes. The parameterized rendering of light
fields yields the key to dynamic light field content al-
lowing the appearance of the light field to be controlled
in real-time. Our rendering technique is optimized for
parallel rendering of multiple light fields and the com-
position of light fields with dynamic scenes. Best ren-
dering results, however, are achieved for scenes includ-
ing a single high-quality light field of a detailed 3D
model included in a polygonal environment to enhance
visual quality. With LOD rendering light fields sampled
at aresolution of 256 x 256 are rendered at a screen size
of 512 x 512 with frame rates up to 85.56 fps for a LOD
corresponding to 12 samples. (LOD(42): 79.1 fps,
LOD(162): 60.4 fps). Multiple (10) instances of the
same light field are rendered at up to 69.58 fps for an
LOD(12) and 43.25 fps for an LOD(42).
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1. Abstract

With the growing influence of online communities,
their members became a part of the scientific
analysis over the last years. Especially in the
entertainment section, like online gaming, the
virtual environment that is offered by the online
communities is closely related to the content of the
games themselves.

Active participation in these communitics is a key
factor driving the attractiveness of online
communities, such as higher contribution rates or
good arguments for topic related discussions. One
striking phenomenon is the existence of
professional users, who have been noticed to drive
attractiveness in online-gaming. Like in real sports,
professional e-gamers are gaining financial profits
and star-status.

In this paper we define professionalism and
evaluate its influence on online gaming
communities in an experimental environment. We
created an online community for the massive
multiplayer online game World of Warcraft. The
webpage contains information about one aspect of
the game: the “Player vs. Player” (describes the part
of the game where players can fight against each
other and not against the AI) game content. The
online community contains a public and a restricted
area, which is only accessible for the professional
users.

The main findings of the experiment are a higher
activity of the professional players, higher valuc
adds for the online community and a more intense
discussion in the restricted area. Other results are
counter-intuitive on the other hand. The data does
not support the hypotheses that professional users
have a higher contact rate with others and that they
will prefer the “2k+ lobby” over the remaining
forum. This implies that professionals tend rather
link hitherto unconnected parts of the network by
striving to strengthen their social capital.

The remaining paper structures as following:
section 2 features the background information about
the online gaming communities and the definition
of professionalism in computer gaming. Section 3
describes the approach, with a focus on the research
structure, the relevant influence factors and the
hypotheses. Section 4 covers the experimental
measurement and the design of the experiment.
Afterwards scction 5 includes a statistical analysis
of the hypothesis and a description of the results. In
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section 6 these results are discussed, finally section
7 concludes the main findings and gives an outlook
about further research potential.

2. Background - Professional Users and their
Impact on Online Communities

Since the accelerated diffusion of internet use in the
1990’s marketing professionals have sought to
exploit the potential of digital customer
relationships (e.g. Hagel 1999, Kotler/ Achrol 1999,
Kozinets 2002). In that regard virtual communities
provide companies with the potential for efficient,
direct feedback, the support of positive electronic
word of mouth and the maintenance of co-creation
relationships with their customers. Thus, attracting
and committing participants to online communitics
is a necessary condition for their profitable use
(Bart 2000/ Koh et al. 2007).

However, companies report mixed evidence with
regard to the use of online communication and
virtual social networks (Economist 2007, Koh et al.
2007, Ren et al. 2007). One issue for many online
communities and social network sites seems to
reside on the maintenance of participation of users
and the stimulation of lively interaction between
users (Ren et al. 2007). Thus, marketing researchers
have started to investigate tools and concepts that
attract participation in onlinec communitics.

Several studies document the role of so-called lead
users or community leaders (Hippel 1988) in
stimulating community interaction and providing
insights for community operators (Ren et al. 2007).
Thus, an improved understanding of the
motivations and characteristics of community
leaders is likely to expand the understanding of
community dynamics and provide insights into the
management of virtual communities. Social Capital
theory has identified a specific role of pioneering
users within communities: proficient networkers act
as knowledge entreprencurs by bridging structural
holes within a network: They gain knowledge in
one part of the network in order to strengthen their
position in hitherto unconnected areas. (Burt 1992,
Van Den Bulte and Wuyts 2007). Professional users
can be considered as such entrepreneurs who are
likely to invest time, expertise and knowledge in
creating maintaining relationship within  the
community, while providing suppliers with idcas
and acting as value-co-creators (Van Den Bulte and
Wuyts 2007, p. 33, Kirzner 1979).

Due to their expert knowledge, the lead user
potential (and early insights) can be leveraged by
the producer to generate innovations, which (in the
long run) will be beneficial for all users. Online



communities in general act as platforms for
discussions to identify those needs.

One interesting fact of professional players is that
they invest a significant share of their time in order
to gain financial returns and/ or social capital.
Therefore, professional players show decisive
characteristics of lead-users: They act in many
instances as sources of new idcas and carly
feedback providers for the gaming industry. Due to
the fact that the developer can change the rules of
the online game, two significant differences
between the definitions exist, as will be discussed
in the next section. As active seekers of gaming
expertise they are a vital element in the diffusion
process of games to more consumptive-behaving,
passive  gamers.  Professional  players are
characterized by two further aspects:

“3)  Professional players aim to receive an
information advantage over the other users in order
to gain a competitive advantage in the online game,
and

4) Professional players are dedicated to show their
gaming skills in order to receive social capital”
Figure 1 concludes the four traits of professional
players in a diagram.

Professional
Players

High Profit
from Solution

Information

Early Needs Advantage

Sacial Capital

Figure 1: Illustration of the professional player
traits

Both characteristics are differences between the
professional players and the common lead user
definition. This paper investigates the effect of
professionalism within online-gaming communities
with an experimental setting. Although gaming
communities are a separate class of online
communities in the classification of Lechner and
Hummel (2002), yet they lack the required in-depth
analysis. Therefore this paper aims to create a valid
experimental  environment to  document the
influence of professional players on these
communities.

3. Approach — Measuring the Influence of
Professional Players in an Experimental
Environment

The growing importance of the online gaming
communities is documented both in their increase
in numbers and the game-features of the current
video games. The aspect of multiplayer options as
well as a community to support the necessary game
information  documents the current game
development trend. According to Gamespot.com,
nearly all recent top-selling games feature both at
least a variant of multiplayer support as well as a
user community for feedback, patches and game
information. Yet these communities need to be

48

evaluated, by understanding the influence factors
for a successful online gaming community, it is
possible to gain an advantage over competitors.

One possible influence factor is the existence of
professional players. This chapter describes the
research structure of the experiment, pinpoints the
main influence factors to consider and features the
hypotheses about their influence.

3.1 Research Structure

The analysis of a possible influence from
professional players on online gaming communitics
uses an experimental environment. An existing top-
selling online game was chosen to be representative
for the current online gaming scene. The alternative
would be programming a game for the experiment,
although the (online-) game design has become to
complex over the last decade that current top selling
games require a huge amount of capital and time.
Examples for current programming efforts are
Grand Theft Auto 4 and Everquest 2, both cost
more than 100 million Dollars, mainly duc to the
massive amount of game content, the high graphical
performance and the complexity of the games.
Therefore the decision felt on an existing online
game: World of Warcraft, which is currently the
number | massive multiplayer online game.

Online Community Decision: In order to offer the
community of players a motivation to join the
online community, its design needed to be up-to-
date and the content needs to focus on a particular
aspect of the game. In our case, the new online
community (Gamersid.eu) focuses on the player-vs-
player aspect of World of Warcraft. The reason for
this specialization relies on two main aspects. First,
the player-vs-player community in World of
Warcraft offers the necessary potential for new
communities, since the strategies arc changing
frequently and players discuss the latest game
changes. These changes influence the distribution
of power amongst them, since the game itself
features different classes with unique abilities,
which makes balancing them for player-vs-player
combat difficult. The other main reason for
choosing the player-vs-player section in World of
Warcraft is the ladder system that the game uses.
Quantification of “Professionalism” in World of
Warecraft: The internal ladder is based on an ELO-
system, which is originally used for the world-
ranking in chess. The ELO rating system is a
method for calculating the relative skill levels of
players in two-player games such as chess and Go.
By addressing a representative number for the
“skill” of a player, World of Warcraft offers a
method to quantify the sub-group of professional
players.

The professional players in World of Warcraft do
not only play better compared to others, they also
share the described traits, such as early needs,
information advantage and a nced for social capital.
To quantify professionalism, we define the
“professional player” as a user in World of



Warcraft with 2000 or more rating, whereas the
average player has around 1500-1700 rating. These
numbers are based on the experience from previous
pvp-scasons (scason 1-4) and from the personal
rating system of Blizzard Entertainment (the
producer of World of Warcraft). The game uses
around 2000 rating as the requirement for the most
valuable player-vs-player equipment — the idea
behind this requirement is that only a few, very
skilled players shall reach this level and obtain this
equipment as a reward (which is similar to the
carlicr definition of professional players).

The Online Community: The experimental
environment is an online gaming platform, mainly
focussing on the pvp-aspect of WoW (World of
Warcraft). Figure 2 illustrates the design and shows
an article about the current “build of the week” — a
team sctup for WoW.

The online gaming community was launched at
www.gamersid.eu — the decision for the target
group fell on the Wow-server “Theradras” in the
server-cluster “Raserei”. Both the server and the
Cluster are German, thercfore the language of the
online community is chosen appropriatcly.
Theradras was an optimal decision, since it is a full-
pvp server (which usually attracts many players,
who favour this kind of play-style). Another aspect
is the personal contact to professional players from
this realm, making it casier to find appropriate
community members.

By featuring more than just a forum, the online
community represents a comparable online
environment to other professional online gaming
communities. The sites” content ranges from
informational articles, such as the build of the week
up to media impressions (like current videos from
pvp) and of course a forum, which will be the main
source of information for our experiment.

In order to participate in the forum (which is also
designed in German for a higher adoption rate
amongst participations) the user needs to create an
account. The advantage of user accounts is that they
are individualized and each activity within the
forum can be traced directly. This allows to gather
data like number of logins, number of posts,
activity, persona messages to other members, cach
user also has an individual link to attract new
members.

The forum itself is divided into two parts — onc that
is available for all subscribers. It contains
information about the so called “arena”, a part of
the WoW player-vs-player mechanisms, where
opponents can face each other under standardized
conditions (this uses the ELO system). Also a part
for Battlegrounds, which arc basically open arcas
for player-vs-player interaction without restrictions
and a section for Looking for Team(member)s,
where players could look for others to form new
teams.

Additionally an exclusive arca was created, called
the “2k+ lobby”, an area where only a few users
have access to. These users needed to proof that
their characters have achieved at least a rating of
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2000+ within the game, which would qualify them
as “professionals” in terms of pvp-skills for WoW.
The purpose of this area is to evaluate the dynamic
of a purely professional player driven online
community. Mainly giving them the opportunity to
look for equally skilled team-mates or make up
arrangements for game sessions.

The Online Gaming Community Approach: In
order to measure the influence of professional
players within a gaming online community, an
experimental approach is chosen. This is the first
part of the overall rescarch and this paper will thus
focus on its description and analysis.

The first part of the experiment evaluates the
difference between the forum section of the online
community and the 2k+ lobby. The treatment for
this experimental sctting implies that one of the
community arcas observes the whole sample (all
users of the online community). In the other section
only a very limited sub-sample of professional
players is observed in their interaction. Due to the
technical design of the online community, cach
user-activity can be traced and stored in a databasc
to be statistically analyzed afterwards.

This approach is a quantification of the player’s
behaviour within a given experimental setting. One
important aspect is the motivation of professional
players’ to participate. The separation into the two
sections (normal and “2k+ lobby”) offers a way to
measure their perception of the importance of
information exchange vs. social capital. If the “2k+
lobby” is used more frequently, one explanation for
it would be a strong favour of information exchange
over social capital from others by the professional
players.

Online Community
(Gamersid.eu)

PART 1: PART 2:
Database analysis & Professional Player
statistical evaluation Interviews

Figure 3: Illustration of the two parts of the
professional player analysis in online gaming
communities.

Leading research-questions for this setting are: “To
which extend do professional players differ in their
behavior compared to the other users?” and “Is
there a statistical significant difference in the usage

of the normal and the 2k+ lobby area?”
Figure 3 illustrates the two disjunctive approaches,
which utilize the gamersid.eu platform.

3.2 Hypotheses

The hypotheses of the experiment evolve around
the leading question: Is there an influence in terms
of a “value add” from professional players for



online gaming communities. If an influence exists,
which examples illustrate it?

Hypothesis A1l: Professional Players have a
significant value add for online gaming
communities.

This hypothesis describes the proposition that an
influence exists. It can be statistically evaluated
through the overall number of logins, the overall
number of new members acquired and the overall
number of guides provided for the community. Also
non-quantitative variables, such as the quality of
posts or the influence on other community members
would underline the hypothesis. The described
variables imply that professional users generate a
certain core competence, which can be an
advantage compared to other online communities.
Especially in terms of information exchange, this
corc competence is inimitable, since the
professional players’ superior insight in game
mechanics acts as the source of the valuable
information for the rest of the community.

Hypothesis A2: Professional Players in the
experiment show a higher activity on average in the
online community.

This hypothesis describes a higher activity in terms
of quantifiable variables, such as the number of
posts and logins. If the hypothesis is true, on
average the number of posts of the sub-sample
“professional players” in the public area would
exceed the number of posts of the casual players. It
would therefore underline that professional users
contribute more towards the user generated content
compared to others. Different users will have
different sign-up dates; in order to standardize an
overall activity the used values to determine
“activity” arc posts per day and logins per day.
Another variable is the number of users with 0
posts in this context, these users would utilize the
forum as a source of information without providing
own content. This behaviour is similar to the
leeching behaviour in file sharing communities.

Hypothesis A3: Professional Players have a higher
contact rate with other members of the community.
This hypothesis is based on the personal message
system of the community. Non-public messages
(private messages) can be send through an internal
message system of the community site. Without
scanning the content of these mails, the number of
messages received and sent by a user indicates
his/her communication activity. It is measured in
number of received mails per day and number of
send mails per day. The hypothesis implies that
professional players have a higher number
compared to the other members.

Hypothesis A4: Professional Players show a higher
activity in the “2k+ lobby”, since their need for
information exchange prevails over their need for
social capital.

This hypothesis implics that the professional
players will be more active in the closed section of
the webpage (the 2k+ lobby). Reasons for this
implication are a) the motivation to be an “elite”,
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thus having the opportunity to discuss in an
exclusive environment. Furthermore b) the
knowledge that every other member of this section
also has an in-depth game knowledge and thercfore
can provide much more valuable contribution to
discussions. The activity is based on a comparison
between the average posts per day of professional
players in the 2k+ lobby and their average posts per
day in the normal forum. In order to support the
hypothesis, the number of posts in the closed forum
must exceed the number of posts in the normal
forum.

4. Measurement and Instruments — Ensuring the
Validity of the Results

This  chapter  describes the  measurement
methodology of the approach. In order to ensure a
high validity, the measurement instruments are
chosen carefully. The first section contains
information about the statistical measurement of the
online community. This includes a description of
the database, the number of datasets and the data
quality. The second scction describes the design of
the interview, illustrates the sample of the
professional players and the question inventory as
well as the methodology to ensure a high validity of
the interview results.

4.1 Experimental Measurement in the Online
Community — A statistical database-related
Approach

The online community offers a virtual environment
for an experimental approach for evaluation of
online gaming communities. After the launch, the
URL was announced in the official WoW-
Realmforum, a particular sub-forum of the WOW-
community from Theradras. The overall time span
for data gathering was two weeks (from release to
the stop of gathering).

This short time span was chosen, since a possible
influence of professional players would be best
documented in a) a completely new environment
and b) during the building phase of an online
community. The observation focussed on the forum
section of the online community, because whoever
wanted to participate or read the forum needed to
register first.

Based on the content management system of the
online platform (gamersid.cu), the webpage has a
continuous connection to the underlying databasc.
This database receives information about all user
activities (such as posts, logins, views, private
messages) and stores them with timestamps.

Overall 116 participants signed up during the two
weeks. Figure 4 illustrates the distribution of
subscriptions during this period, beginning with a
relative high number of 14 subscriptions per day;
the curve shows a strong diminishing after the first
week. During word of mouth and intense
discussions more members (compared to the end of
week1) subscribed afterwards in week 2. The
average membership time of the overall sample was
7.8 days (out of 14).



The quantification of professionalism can be
achicved through various mecthods. For this
experiment we choose to stick to the ELO score,
since it accurately reflects the success of a player in
the game and gives a comparable number.

Number of subscriptions per day
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Figure 4: Timegraph: Number of subscriptions per
day during the experiment period

Each of the professional players needed to contact
us directly in order to proof his success in the game
(an ELO score of 2000+) and to receive the access
to the 2k+ lobby area. Within the first three days,
most of the requests for professional status were
received. Overall 33 players applied for the 2k+
lobby, 19 of them could proof the necessary score
of 2000+. Hence the 19 out of 116 participants
(16.4%) formed the sample group of professional
players.

The posts in the forum are differentiated between
posts in the “ordinary” forum sections, which
include the arena-pvp, battleground-pvp and
looking for member-pvp section, and the posts in
the lobby section. Overall 315 posts are made in the
normal section and 18 posts in the lobby section of
the forum. Both the overall posts in the forum and
the daily posts show a tendency towards the normal
section.

The sample for the ordinary section are all
registered users with 94,5% of the total posts in this
section, meanwhile only 5,5% of the total posts are
made in the 2k+lobby. Compared to a the
difference in daily posts per person, the ordinary
section received 0.82 posts per day on average,
meanwhile the sample of professional players who
arc appropriate to post in the lobby section only had
0,44 posts in this section per subscription day per
user.

The login rate also greatly differs between the
players. Overall 1486 logins in the forum section
are counted, the minimum number of logins is 1 in
a few cascs, whereas the maximum number of login
during the test period is 26, which is nearly twice a
day. On average the users logged in 12.8 times
during their average 7.8 days of membership.

The private message function was used in different
intense also, some members were frequently asking
questions with private messages, meanwhile others
did not usec the system at all. Overall 63 private
messages arc sent during the two wecks, many
users did not send a single message, and the
maximum messages from a single user during this
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period were 12. On average each user sent 0.5
private messages during the two weeks.

Due to the registration, each user received an
individual ID in the databasc, which madec the
allocation of all actions distinct. In terms of
scalability, the approach offers a great flexibility,
with a high-performing database; the content
management system is also capable of supporting
much larger forums (like 1000+ users).

5. Analysis— Evaluating the Results of the
Experiment

This section contains the analysis of the hypotheses.
The first part focuses on the hypotheses about the
influence of professional players in the online
gaming community, meanwhile the second section
contains the analysis of the interviews. Finally the
most important findings are highlighted, since not
all of the hypotheses turned out to be true and thus
this chapter also contains counter-intuitive results.

5.1 Experimental Environment — The Online
Gaming Community

The different hypotheses for the professional player
influence on the online gaming community depend
on the database of the CMS system. Most of the
hypotheses require an ANOVA, differentiating the
complete sample into two sub-samples: a) the
casual players and b) the professional players. For
cach hypothesis a null hypothesis with the opposite
statement is created and used for the ANOVA, if
the result indicates a statistically significant enough
value, the null hypothesis can be rejected and the
original hypothesis holds true. The used error
probability for the following hypotheses is a=5%.
The data is normally distributed, tested with the
Jaque-Bera test. The critical value for the ANOVA
is Ferit = F (10,100) = 1.93, this will be used for all
of the following hypotheses.

Hypothesis Al:
significant  value
communities.

The main hypothesis for the professional player
influence on online gaming communities indicates
that they have a “value add” for the community.
This value add can be measured by a higher
participation rate of them, a higher contribution of
content (in form of game guides) and a higher
number of members that join the community
because of the professional players presence. The
higher participation rate holds true, as shown in
hypothesis A2, because the professional playe<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>