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Preface

Welcome to the second joint Game-On-Asia, our future annual Asian Conference on Simulation and Al
in Games, and ASTEC, our second future annual Asian Simulation Technology Conference. On behalf of
all the people who made this joint conference happen, we wish to welcome you to this special Asian
event.

During the past years, Game-On has offered in other parts of the world, namely Europe and North-
America, an opportunity for researchers and practitioners to present their findings and research
results in the new and exciting field of gaming technologies, while on the other hand, the ASTEC
conference aims to become the counterpoint of the ISC Conference in Europe and NASTEC Conference
in North-America. This year, the joint event returns to Asia after a three years absence with a technical
program covering on the gaming side, an overview of new technology, gamer behaviour and
classification issues and game design, while on the ASTEC side focusing on Complex Systems
Simulation and Transport Simulation.

All the contributed papers to both conferences have undergone a serious paper review and helped us
to achieve our goal of creating a well-balanced informative and topical conference. Special recognition
goes to each of the contributing authors for their dedication and effort in their field of research. In
addition to all the accepted papers, we assembled a program comprising two keynote speeches (given
by Lode Vermeersch and Prof. Fei-Yue Wang), and two invited speeches (given by Zhiyuan Luo and Mei
Si).

On behalf of the Organizing Committee, we would like to extend our personal thanks to all the
members of the International Program Committee for their hard work in reviewing and selecting the
best papers to be presented from all the received submissions. The success of this conference is
credited to them, as well as to the session chairs, presenters and attendees. My sincere thanks also go
to Philippe Geril, our deus-ex-machina, who has helped us in putting together such an excellent
program, as well as for his organizational efforts and input with the Conference. We are also sure that
this new start of the series will bode well for their future expansion and they will become the de-facto
annual meeting destinations for professionals in the fields of simulation, gaming and industrial
simulation in Asia.

Finally we wish you all a pleasant stay in Shanghai and hope you will find time outside the conference
to go and explore this wonderful city.

Wenji Mao
Game-On Asia 2010, General Chair
Lode Vermeersch

ASTEC’2010, General Chair
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Facial Cloning for Online Interactive Systems

Mingcai Zhou, Yangsheng Wang, Zhijun Du, Zhiyuan Luo
Institute of Automation, Chinese Academy of Sciences, Beijing, 100190, China
E-mail: {mingcai.zhou, yangsheng.wang, zhijun.du}@ia.ac.cn, zyluo@msn.cn

KEYWORDS
2D+3D AAM, Shape Initialization, Shape Constraint,
Expression mapping.

ABSTRACT

In this work, we address the problem of robust real-time
facial cloning for online interactive systems. The main
contributions of the paper are as follows. For face analysis,
we develop an extended 2D+3D Active Appearance Models
(AAM) based 3D face and expression tracking framework.
Moreover, we introduce a robust shape initialization method
to handle agile head motion and a penalty function to avoid
unallowable mouth shapes. For face synthesis, we generate
online real-time 3D expression by blending the expression
bases, and these expression bases are created through an
offline expression mapping algorithm.

INTRODUCTION

Facial cloning is useful for many online interactive systems,
such as gaming, video conference, and animated avatars for
web communication. An online interactive system should
work stably and accurately for different illuminations and
environments, persons, head motions and face expressions
with a real-time performance, and run continuously for long
sequences without drift and error accumulation.

animatiof parameters Expressiof mapping

v

Figure 1. System overview diagram.

The core vision tasks of facial cloning include facial
analysis and facial synthesis. Facial analysis is to extract
facial expressions and head pose of the user in video stream.
It can be considered as a 3D face and facial action tracking
problem. Facial synthesis is to generate 3D avatar animation
controlled by the tracked facial pose and actions.

We propose a robust and efficient online facial cloning
interactive system as shown in Figure . Our system is
composed of two models: one is face analysis model and the
other is face synthesis model. Face analysis model tracks the

face and extracts a set of animation control parameters, and
then face synthesis model uses these parameters to generate
animation of an avatar.

Face Analysis: We extend the principle of 2D+3D AAM for
facial analysis. First, we propose a 2D+3D AAM based
framework to track 3D face and facial action using three
view-based AAMs and a modified 3D face model Candide
[1]. By using the 3D Candide model, we can explicitly
recover the 3D pose and facial action. Second, we develop a
robust shape initialization method based on local feature
matching to provide a good initial shape for AAM fitting. It
greatly improves the performance of handling agile head
motion. Third, we introduce a penalty function as an
additional shape constraint in AAM fitting prevent an
unallowable mouth shape which happens frequently in the
context of an online tracking.

Face synthesis: For the online interactive system, it requires
the 3D facial expression synthesis technique be fast. We
present an efficient expression synthesis method whose run-
time computation is constant independent of the complexity
of the avatar model. The basic idea is to precompute all
deformation bases of the target model so that the run-time
operation involves only blending together these deformation
bases appropriately. These deformation bases are obtained
by offline expression mapping method.

STATE OF THE ART

The so-called 2D+3D AAM is firstly proposed by Xiao et al
[2]. In [2], only one 2D AAM is used, so it can not handle
large angles of head rotation. The shape bases of the 3D
shape model they used simultaneously account for shape
variability (inter-person variability) and the facial action
(intra-person variability) and the two kinds of variability are
not independent. Therefore, they have to fitting the shape
variation at each frame and can not output facial action
parameters explicitly.

Dornaika and Ahlberg [3] proposed to estimate the head
pose using a RANdom SAmpling Consensus (RANSAC)
technique [4] combined with a texture consistency measure
to avoid drifting. However, the RANSAC technique is time-
consuming and the texture consistency measurement needs
a synthesis step which is also time-consuming.

To generate allowable 2D face shapes, many approaches
have been proposed [5, 6]. Li and Ito [5] proposed to control



the shape parameters by using discrete shape parameter
distribution tables built on training face shape samples. The
accuracy of the shape constraint depends on the
quantization level of distribution tables.

FACE ANALYSIS

2D Active Appearance Models

The 2D AAM has a compact representation of both shape
and appearance as a linear combination of a small number
of modes of variation:

s(p)=s, + Zn:p,s, and 4 = 4, + ii,.A,.

i=1 i=1
where s, and A, are the mean shape and appearance
vectors, {s,}and {4} are modes of shape and appearance
variation, {p} and {3} are shape and appearance

parameters respectively. The modes of shape and appear-
ance variation are usually built by applying PCA to a set of
labelled training images. Figure 2 (a) and (b) show some

examples of the shape and appearance variation respectively.

(a)

(c) ()
Figure 2. Multi-band AAMs. (a) Mean shape s, and the
first two shape bases learned by PCA. (b) to (d) are
mean appearance and the first two appearance bases of
the intensity band, x-direction band and y-direction
band respectively.

The goal of 2D AAM fitting is to minimize the difference
between the warped-back appearance I(W(p)) and the

synthesized appearance 4, :

Epn=-Y [4,0+3" 44 0-1We)| (1)
where W(x,p) is a warping function defined to map every

pixel x in the model coordinate to its corresponding image
point. The cost function (1) can be efficiently minimized by
the inverse compositional parameter update technique [7].

Deformable 3DWireframe Models

In this study, we use the 3D face model Candide [1]. The
3D face model is given by the 3D coordinates of vertices
P,i=1,---,n, where n is the number of vertices. Therefore,
the shape up to a global scale be fully described by the 3#-
vector g -the concatenat-on of the 3D coordinates of all
vertices P,. The vector g can be written as:

glo,0)=g+So+Ax

where g is the standard shape of the model, and the

columns of § and A are the Shape and Animation Units
respectively, and thus the vectors ¢ and ¢ contain the
shape and animation parameters. The term So accounts for
inter-person variability while Aq accounts for facial
animation (intra-person variability). Moreover, we assume
that the two kinds of variability are independent.

2D+3D AAMs

The main idea of 2D+3D AAMs is to impose that there
exist legitimate values of rigid and non-rigid deformation
parameters such that the 2D projected 3D shape consists
with the 2D shape of the 2D AAM. This constraint can be
written as:

. e . 2
min £m = min[s'(p) - P(O(g (.)| (2
where g(o, ) is the 3D Candide model, Q(x) is the rigid

transform with rotation matrix R and translation vector T,
P is the full-perspective projection of the 3D vector O(x)

in the image plane. The superscript “ ” for sand g denote

that we only use partial vertices in the vector as constrained
points because there is not always one-to-one
correspondence between the 2D shape and the 3D shape.
Figure 4 (a) shows the constrained vertices (marked by the
points) on the 3D model.

There are two advantage of using the Candide model. The
first advantage is fitting speed. We fit the shape parameters
o just at the first frame and then fix them for the following
frames. The second advantage is that we can recover the
facial action (i.e. r ) explicitly.

The goal of the so-called 2D+3D AAM fitting is to
minimize:
E=E,+w,E,, (3)

m—m

where yw_controls the strength of 3D shape constraint.
By experiments, we found that yw =0.1 is appropriate for

most cases. The cost function (3) can be efficiently
minimized based on inverse compositional technique.

2D+3D AAMs based Face tracking

In our system, we extend the basic 2D+3D AAM technique
in the following aspects to make the tracking more stable.

Multi-Band AAMs with Edge Structure. We adopt the
multi-band appearance model [8] to improve the tracker’s
generalizability. In our system, the appearance is a
concatenation of three texture bands’ values: the intensity,
x-direction gradient strength and y-direction gradient
strength. Figure 2 shows the leading shape and appearance
bases of our multi-band AAMs.
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Figure 3. View-based AAMs. Here just shows the mean
appearances of the intensity band for each view.

View-Based AAMs. To handle large angles of head
rotation, we adopt a view-based approach [9]. Three 2D

AAMs are trained for view ranges [—60°, —30°], [-30°, 30°]

~

and [30°, 60°] respectively. Figure 3 shows the mean
appearances of the intensity band for each view.

Extended 3D Candide Model. To handle large angles of
head rotation, we extend the original 3D Candide model by
adding some vertices and corresponding meshes (marked
by the rectangles in Figure 4 (b) and (c)) on the cheek.
Figure 4 (b) and (c) show the left and right view of the
extended 3D Candide model with the constrained points
respectively.

Tracking Initialization and Recovery. In our system, we
judge the tracking to be lost if the appearance reconstruction
error (Equation 1) exceeds a pre-defined threshold. To
initialize or recovery the tracking, we first do face detection
[10], then fit AAM using the detected face bounding box as
initialization.

Figure 4. 3D Wireframe Model. (a) The original 3D
Candide model with the constrained points (the red
points). (b) and (c) are the left and right view of the
extended 3D Candide model with the constrained points.

Robust Shape Initialization Based on Face
Motion Direction

Good initial parameters are crucial to the success of AAM
fitting. We develop a fast shape initialization algorithm
based on local feature matching in the context of an online
tracking. We firstly select some interesting feature points by
a corner detector [11] and some semantic points such as the
eyes’ corners at frame ¢-1. Then, at frame ¢, we adopt
correlation-based local search to find the matched feature
points to frame ¢ —1. Next, we reject the outliers by the main
direction of the face motion. Finally the shape parameters

P, are estimated to fit to the remained points.

As shown in Figure 5, for different face motions, there
usually exists a main motion direction. Those feature points

whose moving directions are not consistent with the main
direction are most likely to be outliers. Denote 6 as the
moving angle of a feature point and @ <[0,27], We estimate

the main motion direction based on the angle ¢ ’s histogram,
as shown in Figure 5 (d). The main motion’s angle
@ corresponds to the bin with maximum points. Given a
threshold A® , we filer out those points whose moving
angles are not consistent with the main direction:
0 ¢[®—AB,® + AQ] . In our experiments, A® is set as z/9.
Figure 5 (c) shows the filtered results by the main direction.
As we can see, those miss-matched points are rejected
effectively. Comparing with RANSAC [4], our motion
direction filter is more efficient with comparable results.

(a) by (¢} {d)

Figure S. Reject the matching outliers by main direction
filter. (a) Selected feature points at frame /-1. (b)
Matched feature points at frame ¢. The lines show the
moving directions of the points. (¢) Remained feature
points after main direction filter. (d) The histogram of
the moving angle. Here we discretize the angle’s range
[0,27z] to 36 bins and add an additional bin for the fixed

points.

© O (@  h

Figure 6. Comparisons of different shape initialization
methods. (a) The shape of frame 7-1. (b) Selected
feature points at frame -1. (¢) Matched feature points
at frame . (d) Remained feature points after main
direction filter. (e). The initial shape of frame 7. (f) the
result shape of frame . (g) The initial shape estimated
from all the matched feature points without main
direction filter. (h) The result shape using (g) as initial
shape.

Suppose after filtering by the main motion direction,
M matched points {z,}" are remained, we estimate the



initial shape parameters p, to fit to these points, that is, to

minimize the following cost function:
M 3
po=min Y —wo(l| X e (x,:p) -z ) D)
i=l j=1

where the weight w, = cos(d, — ©) is set as the consistency
with the main motion direction, p(.,) is a m-estimator as

. s . . .
in [12], and Zj:l ¢,V (x,;p)1s the estimated position of the
point i given the shape parameters p , {Xi/_}i:l are the

vertex coordinates of the triangle containing the point i in
the model coordinate, {c; }3/,:1 are the triangle coordinates of

the point 7. We find the optimal p by Gauss-Newton
algorithm [13].

Figure 6 compares the results of different initialization
methods, as we can see, main direction filter generates

a much better initial shape which encourages the correct
alignment.

Penalty Function Based Shape Constraint

The Shape model of a 2D AAM assumes that the shape
instances satisfy a multi-dimensional Gaussian distribution.
Therefore, any shape instance within a hyperellipsoid whose
radius is proportional to the corresponding eigenvalue is
assumed to be a allowable shape by the shape model.
However, because of the non-Gaussian nature of the sample
distribution, this assumption may be not true. Our
experimental results show that unallowable shapes can be
generated in some cases even if it is within the
hyperellipsoid. One example is shown in figure 7 (b), where
the shape of the mouth is an unlikely one. This kind of
shape often happens when a user looks up to the web
camera and so an upward view is generated.

(@) (b) © @

Figure 7. Comparison of with and without the shape
constraint. (a) The shape of frame ! =1, (b) The result
shape of frame ! without shape constraint. (¢) The
result with shape constraint. (d) The two constrained
points on lower lip and upper lip respective.

To address this problem, several approaches have been
proposed by many researchers [5, 6]. The method proposed
by Li and Ito [5] need to build many discrete shape
parameter distribution tables during the training stage and
the shape constraint is not accurate for the low level of the
quantization. In our study, the most frequent case is the
unlikely mouth shape shown in Figure 7 (b). Therefore, we
propose a more direct constraint on the mouth shape. That
is, we impose that the points belong to lower lip must be
below those points belong to upper lip. In fact, we can just

impose this constraint on a point P, belong to lower lip and

another point P, belong to upper lip, as shown in figure 7
(d).
Mathematically, the shape constraint can be written as:
E, =[max(0~(s}} + Y ps* (7 + D ps)T
i=1

i=1

where s’* is the y coordinate of point P, in mean shape

S, . Other terms are similar. Note that here we don’t

consider the four additional shape bases representing global
transformation. Comparing with the method proposed by Li
and Ito [5], our method does not need the training process
and the constraint is more intuitionistic and direct.

Considering all of the constraints, the final cost function is:
E=F +wE +wkE_ ®)

where  w_ controls the strength of online appearance

model constraint and allowable shape constraint

respectively. By experiments, we found that w, =0.01are

appropriate for most cases. The cost function (5) can be
efficiently minimized based on inverse compositional
technique [7].

FACE SYNTHESIS

As we have described, the tracking model outputs head pose
control parameters and expression control parameters, we
will discuss how to use theses parameters to animate an
avatar. Many facial animation techniques have been
proposed, such as expression cloning technique presented by
Noh and Neumann[l14], blend shape interpolation
method[15], MPEG based facial animation[16] and so on.
The avatar animation in our system is controlled by the
tracked parameters, so these techniques cannot be directly
used. In order to generate real-time interactive animation,
the proposed animation technique should be very fast.
According to these requirements, we propose an animation
technique which is similar to the blend shape interpolation
method, in the online tracking stage, we synthesize
expressions by interpolating the basic expressions controlled
by the expression parameters, and we generate these basic
expressions offline when a new avatar is added to the
library.

Online Animation Generation

Tablel. Relationship between expression control parameters
and facial parts

Facial parts Number of Description
parameters
Entire face 3 three rotattion angles
Left ) raise / squeeze left
eyebrow eyebrow
Right ) raise / squeeze right
eyebrow eyebrow
Left eye 1 close left eye




Right eye 1 close right eye
Mouth 5 mouth in ﬁvg different
expressions
Nose 0 no special process

The avatar animation includes head movement and local
expression deformations, both of them are controlled by the
actor. The avatar head pose can be directly derived from the
tracked pose control parameters R and 7, and the avatar
local expression deformation is determined by the tracked
expression control parameters ¢ . Each facial part is
controlled by one or more expression parameters, table 1
gives detailed description. Expression parameter ¢, is a

scalar, and ¢, €[0,1], it controls the intensity of movement.
Take the left eye for example, in our system ¢, controls its
state. ¢, =0 indicate it is open and totally closed as¢r, =1.

There are 5 parameters to control the mouth movement, and
each parameter corresponds to one expression. Nose does
not show significant movement during animation, so there
is no parameter to control it.

For each expression control parameter ¢, , we create a
corresponding basic expression J,, Figure 8 illustrates some
basic expressions in our system. Note that J is the
expression when ¢; =1, a;,=0,j#i, namely it only

deform its local facial region, while other facial parts
remain the neutral state.

Figure 8. Some basic expression examples

For each frame, expression control parameters ¢, is

calculated through facial expression analysis model, the
avatar’s 3D expression is obtained by interpolation.

V:zalr/l s OSalSI,
i=0

Avatar expression V' is then combined with head pose to
generate the final animation which is similar to the actor’s
action.

Offline Basic Expression Generation

In the previous section, we precompute all the basic
expressions of the target avatar so that the run-time
operation involves only blending together these bases
appropriately. When a target avatar is loaded, we should

first synthesize its basic expressions, we use expression
retargeting technique to map the expression of a source
model to the target avatar.

We first ask an artist to create a source neutral model and
its 12 basic expressions as Figure 8 shows, and then we map
these basic expressions to the target avatar. We require
source model and target avatar be in the neutral expression,
the expression mapping process is achieved by two stages:
key-point motion transfer and motion interpolation.

Key-point motion transfer: We first label some key points
on the models to manually create a small set of
correspondences between these two surfaces, and then
transfer the key point’s motion vector on the source model
to the target model. The deformation on the source surface
can not simply be transferred to a target model without
adjusting the direction and scale of each motion vector,
because facial proportions and geometry vary between
models. Based on these key points, Radial Basis
Function[17] can be used to learn the mapping function
from the neutral expression of the source surface
x, =(x,,»,,z,) to the neutral expression of the target

surface X, :(xl,yﬂzt), such that X, :f(xx). Given a small

deformation for a source point 5"::(5’%:5%,52:)’ the

deformation 8X, of its corresponding target point X, is

computed by the formula 6x, = ML6x_ , while M is the

Jacobian matrix at X, numerically.

Motion interpolation: Given the deformation vector of the
key points on the target surface for each basic expression,
this step deform the remaining vertices on the surface by
linearly interpolating the movement of the key points using
barycentric coordinates. First, the system generates a
triangular mesh based on the key points. Second, spherical
parameterization [18] is used to help determine each
vertex’s barycentric coordinate. Then the deformation
vector of the remaining vertices is interpolated accordingly.

EXPERIMENTS

Face Analysis Performance

To verify the effectiveness of our face analysis method, the
algorithm has been tested on the videos of three persons.
The videos are all downloaded from web sites that are taken
under uncontrolled environments. Figure 9 shows some
frames of the videos.
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Figure 9. Tracking results of the videos.

In our experiments, we train a multi-view AAM model with
multi-bands as explained in previous section. For each
view’s AAM, the shape model contains 8 shape bases, the
appearance model contains 40 appearance bases and the size
of the appearance patch is 52x58.

Figure 9 shows the typical face tracking results of the three
videos. Our proposed algorithm accurately localizes the
facial components under the conditions with illumination
changes, large expression and pose variations. Our face
analysis algorithm is realtime. On a Pentium-4 3.0G
computer, the algorithm’s speed is about 60 fps for the
video with 320x 240 resolution.

Online Facial Interactive System

We implement a fully automatic online facial interactive
system based on our face analysis and synthesis algorithms.
Any common web camera can be used in the system. On a
Pentium-4 3.0G computer, the whole system’s speed is
about 35 fps for the video with 320 x 240 resolution.

Figure 10. Some facial cloning results.

Figure 10 shows some facial cloning results. As we can see,
our system accurately extracts head pose and facial
expressions and then retargets the pose and expressions on
to the avatar.

CONCLUSIONS

In this paper, we proposed a solution to solve facial cloning
for online interactive system. For face analysis, we proposed
an effective and efficient 3D face and facial action tracking
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algorithm based on 2D view-based AAMs and a modified
3D face model. The robustness to fast motion is greatly
improved by robust shape initialization. A penalty function
is introduced to effectively prevent unallowable mouth
shapes. For face synthesis, we proposed an efficient
expression synthesis method whose run-time computation is
constant independent of the complexity of the avatar model.

FUTURE WORK

Currently our online interactive system can not extract
subtle facial actions, such as wrinkles. We plan to use the
pattern recognition method to extract the subtle actions.
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