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Preface

Welcome to the third joint conference consisting of the annual Asian Conference
on Simulation and Al in Games (GAMEON-ASIA), and the annual Asian
Simulation Technology Conference (ASTEC). The aim of this joint conference is
to consolidate work in the technical aspects of games and simulations with
special focuses in artificial intelligence, physics and graphics.

As a collective effort, annual GAMEON conferences have been held
internationally in various parts of the world, which includes countries in Europe,
North-America, the Middle-east and Asia. GAMEON conferences represent a
prominent avenue for academics and practitioners alike to present novel
research work in the video games domain. ASTEC on the other hand provides a
similar avenue but focuses on work in the industrial simulations domain.

This year, GAMEON-ASIA 2011 brings several cutting-edge research papers in
game artificial intelligence, computer graphics, game methodology and game
design. ASTEC 2011 also presents to you papers from the management and
security domains. As usual, all accepted papers have undergone rigorous
reviews from the International Program Committee. Also include in our program
are several invited talks from both academia and the games industry. With their
expertise in computer game development, computer vision and computer
graphics, we believe that much insightful knowledge could be gained to aid your
game and simulation projects.

On behalf of the entire organizing committee, we wish to thank every contributing
author for their effort in their preparations to submit their work in this conference.
Our heartfelt thanks also goes to all the members of the International Program
Committee for their precious time devoted to the review process. We also wish to
thank all the program chairs, session chairs, presenters and attendees. Special
mention goes to the Executive Editor, Philippe Geril, who has always given his
utmost effort in making sure every detail falls into place. Last but not least, our
gratitude goes to the European Multidisciplinary Society for Modelling and
Simulation Technology (EUROSIS), for making this conference possible.

Lastly, we wish all of you a fruitful conference and an enjoyable stay in the
unique city of Singapore. Again, we thank you for your valuable time in
supporting and participating in this conference.

Chek Tien Tan
GAMEON-ASIA 2011 General Conference Chair
and ASTEC 2011 General Conference Chair
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REAL TIME RENDERING OF AMORPHOUS EFFECTS
Golam Ashraf and Koh Kok Weng
Department of Computer Science
National University of Singapore
13 Computing Drive, Coomputing 1, Singapore
E-mail: gashraf@nus.edu.sg

KEYWORDS
Natural Phenomena, Amorphous Phenomena, Dust, Smoke,
Fire, Real time Rendering, GPU Acceleration, Perlin Noise

ABSTRACT

We present a simple generic method for rendering
amorphous effects like smoke, dust and fire in real time, by
combining surface-shaded procedural primitives, fractal
noise, texture manipulation and meta-particle systems. The
framework allows seamless transition from one type of effect
to another, and requires simple high-level primitive creation
and management. This method also achieves attractive
transformations of arbitrary solid objects into dust, smoke or
fire. We demonstrate several applications of our procedural
amorphous effects that strike a good performance-quality
compromise compared to volume rendering and billboard
techniques. Our system runs on commodity graphics cards
supporting Shader Model 3.0 at 60-120 fps. The reasonable
visual quality and economical performance make this
framework attractive for next generation games and
interactive media.

1. INTRODUCTION

Amorphous special effects like smoke, dust and fire are
common immersion elements in current games and animated
features. Crumbling ruins, blazing tanks or shady opium
dens are just not complete without these amorphous effects.
Two techniques are widely used to model these phenomena:
volumetric models and overlapped billboards. Volumetric
models capture fine details of lighting and shape but are
usually too expensive for real time applications. Overlapped
billboards yield real-time performance, but have severe view
angle limitations due to their flat structure.

In this paper, we explore a viable third alternative, namely,
overlapped surface-shaded procedural 3D primitives. Using
meta-particle systems to manage a bunch of procedural
geometry, as opposed to micro-managing huge numbers of
particles, we prove that it is possible to create an illusion of
irregular volume with animated local features. Though this
idea has been around for over two decades, it has not been
utilized in a generic amorphous effects framework. Unlike
existing work in procedural shading, we retain a high level
of user-control over the general appearance of the
phenomena, through procedural texture manipulation, and
parameterized geometry distortion. These two techniques
dramatically extend the expressiveness of our procedural
shading framework, especially when we compare it with
existing billboard systems. All three effects in Fig. 1 were
created with the same shader code, and slightly different
rules governing the meta-particle systems comprising only
10-25 low-resolution poly-spheres.

Our interest here is not to model physically correct
simulation. Instead we want to capture essential properties of
amorphous phenomena that make the visual representation
believable enough. These shape, color and animation
properties can be expressed as raw textures, procedural
functions, and animated parameters that drive a common
underlying shading network. Our goal is to produce models
that take up minimum CPU resources, render fast and yet
look good in 3D virtual worlds. The proposed framework
naturally supports GPU acceleration, and performs in real
time on current commodity graphics cards at 60-1201fps.

We believe this work will be valuable to special effects
developers for games and interactive media, since it is much
more economical than volumetric modeling, yields better
expressiveness than  billboards, and is easy to
control/implement. As shown in Fig. 1, it is possible to
recreate believable effects quite easily from a single doctored
input image.

Figure 1. Real time dust, smoke and fire effects in 3D, created by modulating input textures (images on the left of arrows) with
fractal noise before shading 10~25 overlapped spheres controlled by meta-particle systems



By sampling colors from real footage or procedural
functions, it is possible to arrange a collage of expressive
patterns into an input color texture, and then define temporal
parameters that appropriately sample from this texture
during the lifetime of the shaded 3D surface. The 3D surface
can be a procedural primitive (e.g. sphere, cylinder, etc.)
under the control of a meta-particle system. It could also be
any other arbitrary shape (e.g. avatars, buildings, etc.) that is
semantically remapped to the input texture space. Either
way, it is easy to achieve transitions between solid and
amorphous state, as well as change state between different
amorphous forms. Furthermore, by combining the referenced
color with multi-resolution noise, a large variety of results
can be obtained from the same input texture. Lastly, the
implemented framework incorporates a post processing
layer, where image filters and color transforms can be
applied to achieve the desirable final effect.

2. PREVIOUS WORK

Fluid modeling techniques can be broadly classified under
two main categories, namely dynamics-based and
ontogenetic-based approaches. We discuss trends in both
these classes, as well as relevant work in hardware shading,
before summarizing our contribution.

Dynamics-based approaches focus on accurate computation
of low level particle physics and optical properties of fluids.
Fluid animation using Navier Stokes Equation [Fay 1994;
Foster and Metaxas 1996] and volumetric rendering [Blinn
1982; Antoine 2004] are popular examples from this class of
methods. Apart from the computation intensiveness, a large
number of particles are usually needed to represent small
volumes, and thus often prove too heavy for real time
application.  Besides  this, a  third issue of
control/predictability of simulation has challenged
researchers. All three issues; i.e. memory, computation speed
and control; are being incrementally alleviated. Jos Stam
[1999] improved time step limitations in earlier techniques
via a viscous flow algorithm where fluids are assumed to be
incompressible and energy conserving. By adapting his
algorithm to the GPU, [NVIDIA 2005] has opened up
physics based simulation to a whole world of 2D interactive
applications. However, 3D fluid flow continues to be too
expensive for real-time applications. Klinger et. al [2006]
report about 60~800 seconds of simulation and re-meshing
time per frame of detailed interaction between fluids and
obstacles, while McNamara et al. [2006] report about
95MB~600MB of memory usage per frame for 3D grids
ranging from 30~50 units in each dimension. The final issue
of simulation control by artists has been addressed
eloquently by McNamara et al. [2006] by allowing a set of
keyframes guide the simulation result, with performance
speedup of several orders of magnitude. Better optimization
techniques (e.g. adjoint method for more efficient gradient
computation [McNamara et al. 2006]) and dimension
reduction [Treuille et al. 2006] seem to be key directions
forward.

Ontogenetic approaches place more attention on achieving
visually convincing approximations, with economical
memory and compute requirements. [Gardener 1985]

proposed a fractal surface shading technique to achieve
fuzzy edges for clouds. Ashraf and Wong [1999] created a
believable pseudo-dynamics dust model for offline
rendering, using a combination of Gardner’s fractal shading
and overlapped spheres. Our work is inspired by their
approach, except that we choose procedural texture
manipulation instead of procedural texture generation, in
order to afford more user control over the final appearance.
Furthermore, we achieve real time rendering with GPU
accelerated geometry and pixel manipulations. Harris and
Lastra [2001] achieved reasonable quality in real-time cloud
rendering. They wused light scattering pixel shading
techniques, to render large superimposed billboards to form
an illusion of clouds. Even though the visual appearance of
billboard systems is good, the intra-particle animations are
often static due to coarse texture mapping. Chen and Jim
[1999] implemented a dense particle system for real-time
dust generated by moving vehicles, but their method has the
same limitations as the earlier discussed dynamics methods.

Rapid advances in programmable graphics hardware have
encouraged significant acceleration of important rendering
functions. Perlin’s Noise [1985] function has been adapted
for use in hardware shaders [Hart 2001; NVIDIA 2005].
Zdrojewska [2001] implemented turbulence enhanced fog in
real-time. We draw inspiration from their noise
superimposition technique, and adapt the idea to enhance
color variation for the amorphous primitive surfaces.

We can draw a few conclusions from the existing state of the
art. There is a lot of attention to amorphous phenomena
models in the dynamics-based community. In comparison,
there is hardly enough exploration in procedural models for
such phenomena. Dynamics methods are still unsuitable for
interactive applications. Thus, for example, the area of 3D
amorphous phenomena is fairly undeveloped in games. We
believe that almost all the animation, modeling and
rendering features can be approximated ontogenetically. Our
goal in this paper is to overcome the first two hurdles of real-
time ontogenetic rendering: a) to make a bunch of
overlapped primitives appear like an irregular volume that
gradually diffuses away; b) to abstract parameters that
capture important properties of amorphous phenomena.

We first cover a four-stage process, describing how we
generate fractal alpha textures, and combine them with an
input color texture to surface-shade overlapped 3D
primitives. We then illustrate local-feature animation using
texture and geometry distortion functions. We end the
technical description with post-processing and effects
compositing. After this we describe how to develop
applications based on our rendering framework, covering
important shader semantics, and examples on how to create
specific kinds of amorphous special effects. Lastly we
present performance statistics and wrap up with a qualitative
analysis of our contributions.

3. IMPLEMENTATION

Let us describe the overall 4-stage render workflow as
shown in Fig. 2. During the first stage we precompute a large
matrix of Perlin’s turbulence values [Perlin89]. We store the



values in two textures, one coarse-grain and the other fine-
grain. Next during the texture preparation stage, a unique
alpha texture is generated every timeframe by blending the
precomputed coarse and fine grain noise textures. The
drawing stage deforms the geometry representing amorphous
volumes, and colors them with reference to the input color
texture multiplied by the computed alpha texture. During the
last stage, the drawn image is post-processed (e.g. blurring,
color correction, etc.) and blended into the frame-buffer. In
practice, the last 3 stages are separated for efficiency. If we
need to render a cluster of surfaces with nearly the same
properties, we could just reuse the blended noise texture
from the texture preparation stage. Similarly, we could
service the post-processing stage after all the amorphous
surfaces in the view frustum have been rasterized and
colored into a temporary buffer.

[ == = =

a texture preparation

Texture
Preparation

Geometry deformation
and coloring shader

U i i WS S e i i i

Post-processing

Smoothing and
Blending shader

Figure 2: Amorphous Phenomena Rendering Overview

3.1 Noise Accumulation (Precomputation)

This stage serves to prepare a hardware friendly array of pre-
computed noise values, and a convenient storage is a 2D
texture. This is done before the starting of the rendering loop
as a pre-computation step. We prepare 2 noise textures,
using HLSL’s noise intrinsic [MICROSOFT 2005], for the
coarse and fine grain details for subsequent alpha
modulation. The noise intrinsic is an implementation of
Perlin’s Noise, and runs on the CPU [MICROSOFT 2005].
As shown in the equations below, the procedure involves
accumulating 256 iterations of a noise relation function into
a color value for each of the Red, Green, Blue and Alpha
channels, resulting in results similar to that in Fig. 3.

S ‘Noise(ni[texx +0,zex, + 0])‘
color,,, = 2 -
£ i
S ‘N oisen,[tex, + L tex, + 1])‘
color,,,, = 2
green £ l
S ’N oisen,[tex, +2,tex, + 2])‘
color,,, = 2 -
£ i

S, ‘Noise(ni[texx +3,tex, + 3])‘

color,,,, = 2 1
=

In the equations above, fex represents the pixel-coordinate of
the computed noise texture. For generation of coarse-grain
and fine-grain detail, 7 is 2 and /5 respectively. S is set to

be 256.

Figure 3: Coarse (1) = 2) and Fine Grain (7) = 15) Noise

The resolution of these noise maps are set to be 1024 X 1024
to reduce chances of texture repetition during shading.

3.2 Alpha Texture Preparation

In this stage, we need to prepare an alpha texture map to
generate a distribution pattern for the shaded surface. Every
pixel on this animated alpha texture is computed in a
hardware pixel shader, as shown below.

First, we will need to determine the coordinates to sample to
sample from the two noise textures. We choose a periodic
function to inject subtle variation in sampling, and hence the
alpha pattern itself, as follows:

te, = cos( time x speed )
100

tc, = sin( time x speed)
100

where, fc is the texture coordinate offset.

The two pixels, P and P° are then sampled from the fine-
grain and coarse-grain noise textures respectively. The
variable ex, once again denotes the coordinates of the alpha
image that is being computed.

P’ = FineT. exture(tex,, + ic)

P¢ = CoarseTexture(tex,, + ic)

The raw alpha value «,,, is calculated as function of

difference between the alpha channel of the coarse and fine
noise pixels, and a sinusoidal offset driven by rgb values in
the coarse noise pixel.



2
¢ = (2?"(1’)) +tex, +ftex, +time

3
¢, = (EPC(I')) +fex, —fex,, + time

o = sin(Speedx ¢,)

1

10
cos(Speedx ¢, x0.75)
w, =
10
&, =2 (P’ @) -P@ o +0,
asmooth = SmOOthl‘)(araw)

The raw alpha value is smoothed with a 2D Gaussian filter
(see Appendix for details) before being stored in the alpha
texture. Fig. 4 illustrates a time sequence of smoothed alpha
textures generated by these calculations.

. »
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Figure 4: Animated Sequence of Alpha Textures
We believe that these noise-based alpha generation equations
are an important contribution to the state of the art, as they
facilitate a viable alternative to procedural fractal shading,
championed by various existing ontogenetic shading
frameworks [Gardner, 1985; Ebert et al. 1998; Ashraf and
Wong, 1998]. It allows smooth modulation and animation of
an input texture without noticeable aliasing or repetition. Fig.
5 illustrates this contribution as significantly different local
features are achieved for a dust volume comprising 10
spheres, without distorting the geometry too much.

Figure 5: Alpha Textures achieving different local features
3.3 Geometry Deformation and Coloring

3.3.1 Vertex displacement

Local geometric distortions can be implemented on the CPU
or the programmable vertex shader, following any periodic
or force feedback based functions. As long as the vertices are
well mapped into some kind of continuous logical space, a
moderately scaled periodic distortion function should not
yield any significant artifacts. The resulting distortion offset
is added along the local vertex normals and tangents, so that
results are invariant to object rotation. As a self-regulating
measure against discernibly sharp edges, we scale down the
alpha wvalue proportionately to vertex displacement
magnitude. Fig. 6 demonstrates how dramatic fire shapes are

generated from a set of 25 low resolution poly-spheres,
undergoing vertex distortion guided by 5 separate particle
systems.

Figure 6: Local vertex distortion with alpha regulation

Regular primitives are generally quite easy to map. For
arbitrary polygons, we re-map the vertices to a unit sphere,
to extract the parameter driving the distortion function. Fig.
7 shows how different arbitrary geometry is shaded without
any discontinuities.

Figure 7: Smooth mapping for arbitrary geometry

We have extended the above idea to animated characters, as
shown in Fig. 8. Using the same basic idea for smooth
distortion and coloring, our framework takes over
immediately after the hardware smooth skinning stage. It is
easy to achieve simple transitions from one form to another,
by blending between the input color textures. We are eager
to extend these exciting results with simplified fluid
dynamics in the near future.

Figure 8: Smooth mapping for skinned characters

3.3.2 Texture Coordinate Manipulation

Animating vertex texture coordinates can create interesting
sliding effects. Also, scaling of texture coordinates can yield
different levels of granularity [Gardner 1985]. An example
equation that combines both these factors is shown below:

fo(w)
£0)

where uv’ are the new texture coordinates, and f>(u) and f3(u)
are some arbitrary mapping of model texture coordinates.

uv'=uv + f,(textureScale,time) x [

3.3.3 Lighting
We use per-vertex lighting with the Gouraud shading model,
in favor of the more accurate (and expensive) per-pixel



Phong Shading model. Given our framework’s expressive
per-pixel color generation, we do not lose out much with
interpolated light intensities. The lighting equation is slightly
modified, so that the specular component of the shading is
treated as residuals, which is useful when rendering dust and
fire. Currently we do not add fog to enclosed volumes, but
this could be aided with fast depth intersection accumulation.

3.3.4 Rasterization

Dust geometry is first drawn into an off-screen buffer with
depth checking enabled to prevent overwriting occluding
geometry. However, during the final alpha-blending with the
frame-buffer, depth writing is disabled. The pixel shader
simply combines the alpha value from the alpha texture
computed in Sec. 3.2, and the rgb color value from the input
color texture, using the vertex texture coordinates passed in
by the rasterizer, in the following equations:

argba = alp hatex(vtexcnord )
crgba = COIO}" tex(vtaxcourd)

_ [ €6 X colorIntensity
p rgha —

a, x alphaMultplier

The output pixel p,q, is written out to an off-screen buffer
for subsequent post processing before final blending with the
frame-buffer.

3.4 Post Processing
The contents of the off-screen buffer are smoothed (see
Appendix) and color corrected based on the desired blurring
and glow parameters, as shown below:

blurAmt = ‘ buffer(x,y)|| +1

blurred(x,y) = (smoothﬂ(bujj‘er))(x,y)

blurAmt
detailsAmt x buffer(x,y),,, +
col,, = (1= detailsAmt) x blurred(x,y) +
glowAmt x blurred(x,y),
col

rgb

blurred(x,y),

PP(X,Y) e = [

The processed pixel pp(x,y) is then alpha-blended into the
frame-buffer as follows:
pp(x,y) x pp(x,y),
frame(x,y)'= +
Jrame(x,y) x (1= pp(x,y),)

4. Framework Application

Having presented the main technical ideas, we now discuss
pertinent application issues like important shader parameters
and a couple of possible modeling and animation scenarios
to drive our ontogenetic rendering framework.

The designer needs to specify rules for generating the
particle system, and the seed and rate of various animated
parameters. Example rules could be conditions for placement
of meta-particle (or 3D primitive) emitters; or shape
transforms in the event of collisions, etc. Example
parameters can be geometric attributes (e.g. affine transform

and type of a primitive); or local shape, color and texture
properties expressed via shader parameters.

We now explain some particle systems details implemented.
Each emitter has an age scalar, a position vector, a velocity
vector, and a spray direction vector. The life scalar grows
with the application’s time tick, and the emitter produces
primitives if the [life scalar is within its predetermined
lifetime. The emission direction is affected by, but not equal
to the spray direction. The variance is scaled by the emitter’s
spread property.

‘ﬁ— -
Figure 9: Unified shading parameters for different
amorphous phenomena

Each meta-particle has a position, direction, rotation, and
size. In turn, it also has a p_age scalar and p lifetime. As
p_age grows closer to its p lifetime, the rendering
parameters, alpha and density, in the shader are changed to



visually reflect its current age. All primitives are drawn
using hardware instancing techniques [Microsoft 2005] to
make rendering more efficient.

4.1 Shader Parameters

Fig. 9 demonstrates variations of a common set of
parameters to achieve reasonably realistic results for three
common amorphous phenomena, namely dust, fire and
smoke. Each volume is made of typically 10~25 poly-
spheres. Here is a description of important shader parameters
and an example range of values that we cater for.

sizeMultiplier {0.0...3.0}: Controls the relative size of each
dust primitive sent to this shader.

density {0.0...1.0}: Controls surface opacity. A density of
0.0 will cause the primitive to be invisible.

alphaMultiplier {0.0...1.0}: Global effect transparency.
Used during scene blends.

displacement {0.0...6.0}: Affects how much a vertex can be
displaced from its original position.

speed {0.0...10.0}: Scales internal animation time with
respect to global time.

blurWidth {0.0...10.0}: Scales Gaussian blurring

colorIntensity {0.0...1.0}: Scales brightness of all rendered
effect pixels.

glowAmt {0.0...1.0}: Scales brightness of blurred pixels.

detailsAmt {0.0...1.0}: Scales contribution from original
un-blurred pixel.

distanceFromCoreMultiplier {1.0...8.0}: Scales vertex
displacement to the transparency of the vertex. The bigger
the number, the more transparent a vertex gets when it
moves further away from the object center.

textureRepeat {1.0...8.0}: Controls the number of times the
texture is wrapped around each dust primitive. The bigger
this parameter is, the more times the texture is wrapped.

specModifier {0.0...1.0}: Specular scale. Affects shininess.

4.2 Trailing Dust/Smoke

This effect can model smoke trailing off a flying missile, or
the dust raised from a speeding vehicle. To achieve such
effects, we can use a single emitter with its spray direction
opposing its velocity. Other parameters like lifetime, growth,
etc. can be varied according to the desired end result. Fig. 10
shows a trail of sphere particles drawn with the shader
configured to look like dust.
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Figure 10: A spray emitting dust primitives

4.3 Amorphous Emission Shaped by Solid Geometry

This effect can model dust and smoke generated from
collapsing buildings, game creatures morphing into dust and
smoke after taking a hit, or objects engulfed in flames.

An object is often described as an array of polygons, which
in turn are made up of vertices. We sample this array of
vertices at discrete intervals. At the position of each sampled
vertex, we attach an emitter to its position. The velocity of
each emitter can then be affected by a gravity parameter, so
that the amorphous volume created can then appear more
realistic. The emitters can also be activated at different times
for some time and before dying off. This can achieve more
interesting non-uniform transition into amorphous volumes,
as illustrated in Fig. 11.

58.50 Tps (800x600), XBREGBBS (D24X8)
HAL {mixed wp}: Inno3D GeFerce 6800 GT

B vetone
B coras

Figure 11: Particle emitters (red) activated at regular time
intervals

5 PERFORMANCE ANALYSIS

We present three sets of render performance specifications,
typically important to game and interactive media
developers: a) number of meta-particles; b) number of
emitters; c¢) screen resolution. We implemented our
framework in DirectX9.0c using HLSL and C++, on an Intel
Pentium4 3.06 GHZ with 1GB RAM, and an NVidia
GeForce 6600 graphics card with 128MB DDR3 VRAM.

5.1 Impact of geometry

If we assume 15fps as the benchmark for real-time
performance, each frame can take at most 66.67 milliseconds
to render. Spheres of 10 latitudes and 10 longitudes were
used; i.e. each sphere had 118 triangles. Care was taken to
ensure that all the spheres were in the view frustum without
any visibility culling.



Table 1: Number of spheres vs. rendering time

Number of spheres | Rendering time (ms)

1 5.12

5 5.85

10 6.95
30 10.87
50 14.29
100 25.00
200 43.48
300 68.97
500 98.04
1000 208.33

We can see from Table 1 that the rendering time is
somewhat linearly related to the number of spheres. We
could have at least 200 to 300 low-poly effect-primitives on
screen at one time while still meeting the real-time
requirement. Most of the figures presented here use less than
30 spheres, so it affords the user at least 10 such effects at a
time, without any special optimization.

5.2 Impact of number of emitters

We used spray emitters that produced dust spheres at random
intervals. On an average, each emitter produced 10 dust
primitives every 3 seconds., as shown in Table 2.

Table 2: Number of emitters vs. rendering time

Number of Rendering time

emitters (ms)
1 7.33

5 11.11

10 17.64

15 23.81

20 28.41
25 31.25
30 33.20

35 38.46

40 43.48
50 55.56

We observed that the rendering time here is also somewhat
linearly proportional to the number of emitters used. It goes
on to show that simple particle systems scale well. Our
rendering system could accommodate a maximum of 50
emitters on screen at one time before falling short of the
66.67ms benchmark.

5.3 Impact of Screen Resolution

Since the proposed framework relies heavily on the
rasterization and pixel shading pipeline of the GPU, we need
to investigate how the screen resolution impacts rendering
speed. We conducted this test with an average of 80 spheres
(each with 118 triangles) on screen at any one time, as
shown in Table 3. We realized that beyond 640x480, the
screen resolution significantly contributes to the rendering
time. This is probably due to the fill-rate limitations of the
GPU. We lose performance by about 30% at the highest
resolution.
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Table 3: Screen resolution vs. rendering time

Rendering time (ms)
per Frame Average
try 1 try 2 try 3
200X200 9.091 8.13 9.44
320X240 9.62 9.18 8.27
640X480 13.16 15.39 17.24
800X600 14.93 15.15 21.74
1024X768 18.87 20.41 17.55
1280X1024 21.28 25.00 26.32

In summary, our system yields reasonable performance on a
modestly configured system. Since we use GPU
acceleration, we can expect this performance to roughly
double with each new generation of graphics cards. Since the
performance is fairly predicable, with no hidden bottlenecks,
etc., it affords developers a rough idea of design complexity,
pretty much at the drawing board.

6. DISCUSSION AND FUTURE WORK

We have proposed a real-time rendering framework that can
support ontogenetic modeling and animation of amorphous
phenomena. Before we list our contributions, it is important
to understand why our work is useful, and what gaps it has
addressed.

Dynamics amorphous phenomena models generate great
realism, but are hard to develop and control, and require
massive computation and storage resources. They have not
been yet able to provide answers for games and interactive
media. Ontogenetic models seem to have more promise.

We have not proposed a dust model that works very well in
racing dirt tracks. Neither is it a fire model that recreates
great explosions from aerial bombs. Such models are
probably generated and redeveloped many times over in
production houses, where the target is to produce a
compelling shot, or sequence, aided with very custom
parameters and routines. This greatly reduces the cross-
applicability of these models.

None of the elements that we use in this paper are entirely
new. Procedural shaders, fractals, texture manipulation,
overlapped primitives, particle systems... they are all well
known, and individually well applied. It is the generality of
ontogenetic modeling that is missing. Perhaps, it stems from
a lack of belief in the possibility of simple and intuitive
things solving challenging problems. Perhaps, it is hard to
find commonalities between a dirt track and urban mayhem.

What we have done, is we have taken a small step to address
this gap. We have demonstrated three different amorphous
phenomena, namely: dust, smoke and fire, using the same
primitives, same particle systems and the same shader code.
We believe that this building block approach... reusing
blocks interchangeably through a common set of strong
semantic parameters... will truly encourage effects pipeline
cross-applicability.



Let us now examine our tangible contributions. We have
demonstrated a number of procedural texture and geometry
manipulation techniques that can produce believable
animation of local features in an amorphous volume.
Paradoxically, this volume is an illusion. It is actually a set
of procedurally shaded surfaces, rendered in a fraction of the
time taken for true volumes. For the first time, we have
demonstrated that overlapped primitives can be made to look
like metaballs [Blinn, 1985] in real time. Users/designers can
retain more control over the final appearance of the effect,
by exercising their choice in color/pattern selection and
semantic layout of the local features in the input texture. We
used only one color texture for each effect, and easily
doctored them via Photoshop’s editing tools and filters. This
contribution allows a more data driven flavor to special
effects modeling, as opposed to procedure driven.

Our approach does have its limitations. When viewing the
overlapped primitives at close proximity, or at high
sharpness, the illusion of volume sometimes breaks down.
An adaptive blurring scheme can help alleviate this
somewhat. Also, the overall render quality still loses out to
volume visualization. But we are comparing results
generated in milliseconds (see Sec. 5) vs. in days
[McNamara et al. 2004].

By creating images like Fig. 6 & 9, we hope to be able to
excite more examination into high level ontogenetic
animation and modeling. For example, how could we reuse
the meta-particle render primitives for broad-phase collision
detection and see the response in real time? This kind of
serious work is being done in dynamics simulation [Treuille
et al. 2006; Klinger et al. 2006], so we have reasons to be
optimistic about ontogenetic modeling as well. The overall
shape and animation of the simulated volume is quite
dependent on the type of overlapped primitives. We hope to
study different kinds of primitive modeling possibilities to
address this aspect. We also hope to add dynamics attributes
to the ontogenetic amorphous model. In particular, we are
interested to extend the animated character application in
Sec. 3.3.1 with some form of simplified dynamics. The
shape emitter application in Sec. 4.3 could also be hooked up
with fluid dynamics using the Lattice Boltzmann method
[Chen and Doolean, 1998], and the calculation could also be
accelerated on the GPU [Li et al. 2004]. In summary, we are
pleased with the results of our generic real-time amorphous
effects rendering framework, and excited about related
ontogenetic modeling and animation research to follow.
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APPENDIX: TWO PASS GAUSSIAN CONVOLUTION

Forsyth and Ponce [2003] state that the double integration in
2D convolution can be simplified into 2 passes of 1D
convolution for efficiency purpose if possible. This is
especially useful Gaussian blur, which is separable.

We use the following kernel for convolution to achieve
Gaussian blur:

Gauss,, =[0.05 0.1 02 03 02 0.1 0.05]

A 2D Gaussian kernel would be a matrix defined

T
by: Gauss,,, = Gauss,, x Gauss,,

We shall also use the following short-forms for the Gaussian

kernels:
WNx) = Gauss,, (x)
ﬁ(xa y) = GauSS2D (x5 y)

Let us denote the convolution of two images, / and W using
the * operator, such that

(I*Wlx,y) = ff(l(x—u,y—v)xW(u,v))Buav

—00—00

If the convolution is separable,

(1+W) (x,y) = J (10 = w,y) x W (u))ou

0

(1+W )(x,y) = f((I*W) (X,y =) X W(v))av
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Using the definitions above, we could define our 7-pixel
Gaussian blur as:

(5 9) (x.) = E(Hx—ﬁ,y)xﬁ(u))
=3 w
(1+9)x.y) = i(l(x,y—%)’xﬂ(v))

u=-3

where w and % represent width and height of image 1. The
short form below represents the Gaussian blur operation on
image 7, using our 1D Gaussian kernel: smoothy (1) = (I *19)
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ABSTRACT

This paper presents a review of the state of the art
in Augmented Reality (AR) games. Distinguished ad-
vancements in terms of entertainment and serious games
from both the research and industry are presented.
These works are then analyzed across metrics like tech-
nology usage, game genre and chronology. Via this anal-
ysis, trends are extracted and novel insights into promis-
ing domains are eventually concluded, in both the per-
spectives of research and commercial development.

INTRODUCTION

We define Augmented Reality (AR) as a synthesized
perspective of the real physical environment using
computer-generated imagery. Additionally it is also
commonly accepted to be interactive in real-time and
registered in three dimensions (3D) [2].

Its potential can be seen in recent releases of the re-
search AR applications such as the 6th Sense Technol-
ogy by MIT Media Lab[25]. Still in research infancy, the
inventors have agreed to release the source code which
we expect will generate another wave of innovations in
AR.

The interactivity and immersiveness of AR technologies
make games one of its best applications. Given the huge
and rapidly expanding game industry, its inherant abil-
ity to make new technology pervasive (like the graphics
processing unit) and its enormous number of consumers
[1], it is not surprising to see that a vast majority of work
in both AR research and industry are focused in making
games. Hence this paper aims to provide a review of the
state of the art in the AR games domain.

To scope the domain, we only reference complete games
that are 1. published research work or 2. commercial
work that have been publicized on the internet. We also
make the distinction between AR and Virtual Reality
(VR). Easily confused, Virtual Reality (VR) performs
somewhat the reverse of AR, placing the human into a
completely virtual world, whereas AR is primarily the
interaction of virtual objects into the real world (usually
in as a video feed, gps data). This paper is about the
latter and does not include VR games.
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To the best of knowledge, there are no formal reviews
done in the domain of AR games. There was however
a paper that reviewed the AR domain in general, way
back in 1997 [2]. In that paper, various applications of
AR were presented but games were not in that list. Al-
though a large number of work has been performed in
AR games, a consolidation has not been done yet. There
was also a case study review [18] that was performed by
only describing five AR games separately. Without a
thorough holistic view and analysis of current advance-
ments, a lot of overlapping work will surface, especially
in research.

Motivated by the lack of a holistic consolidated review
of current AR work in the computer games domain, this
paper aims to fill that cavity. The goal of this paper
is to provide an initial framework for an analysis of
the trends in current AR games such that researchers
and practitioners are able to have a holistic view of the
current state of the art in order to better advance AR
game technology as well as make better commercial AR
games. This paper by no means tries to cover the com-
plete space of AR games but aims to cover the most high
profiled ones.

The contributions in this paper includes

1. a review of state of the art AR games in research
and industry, and

2. a trend analysis of these games.

The analysis results shown in this paper serves two pur-
poses. Firstly, researchers will be able to target and
work on areas that are currently lacking in terms of tech-
nology. Secondly, commercial game developers will be
able to determine currently popular technologies to cre-
ate or enhance their AR games. In terms of commercial
viability, they can also use this review to select game
genres that are currently lacking in AR games and get
the first-movers advantage.

Games can be broadly classified into either entertain-
ment games or serious games. Not surprisingly, AR
games also fall into either of these categories. The struc-
ture of this paper will be to first describe key advance-
ments in the entertainment games domain in Section ,
followed by the serious games domain in Section . Then



an analysis is provided in Section to cluster and identify
common trends and pitfalls in current advancements, as
well as provide directions for future AR work. Finally,
a conclusion is given in Section .

ENTERTAINMENT GAMES

This paper defines entertainment games as computer
games whose sole purpose is to provide entertainment
to the player. Entertainment or player enjoyment is the
original goal computer games were created for. The pur-
pose of having such a definition is more obvious when
compared to relatively newer domain of games known
as serious games, which will be defined in Section .

This section lists, in reverse chronological order, some
of the most prominent entertainment AR games created
in both the research and commercial domains.

AR Defender

AR Defender [14] is a commercial casual game that was
just recently released on the iPhone, a popular mobile
smart phone product by Apple Inc. [13]. It makes use
of its proprietary marker pattern printed on a card so
that the software can make use of the phone’s camera
to detect the position and orientation to place a virtual
tower. The goal of the game is to defend the tower
by moving the camera and shooting various weapons at
the enemy units that try to take down the tower. It is
claimed to be the first complete and fun AR game on
the iPhone [11].

Invizimals

Invizimals [24] is a commercial casual game that was
released on the PlayStation Portable (PSP), a hand-
held gaming device by Sony Computer Entertainment
[23]. Tt requires the player to lay proprietary printed
marker patterns in the real-world. These markers are
detected by the PSP’s camera and rendered as traps in
the virtual game world such that virtual animals can
be hunted and captured by the players. It has been
well received by consumers and received a top ranking
in Amazon UK [12].

Art of Defense

Art of Defense [9] is a multi-player AR board game made
for research purposes. It makes use of a classical physical
board game placed on the tabletop but modified to con-
tain multiple pre-defined marker patterns. Its software
is built on a mobile smart phone which it makes use of
to detect and track the marker. Virtual towers can then
be built by players on these marker positions via the
phone. They performed an empirical user study which
has shown that players found it enjoyable although they
also found it vastly different from traditional non-AR
computer games.
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AR Quotes

AR Quotes [14] is a commercial casual game that is also
on the iPhone. It makes use of its proprietary marker
pattern printed on a card so that the software can make
use of the phone’s camera to detect the position and
orientation to place a virtual peg. The goal of the game
is to toss virtual rings such that it falls on the peg.
Although simplistic, it is the first game on the iPhone to
use markers to overlay 3D content onto real-time video.

MyTown

MyTown [3] is a location-based commercial social game
based on real-world property ownership released on
the iPhone. The game simply makes use of the
phone’s Global Positioning System (GPS) to find out
the player’s location, then allow him/her to buy and own
that real-world location virtually. The game also en-
ables the player to drop virtual items based on proxim-
ity to these real-world locations. The AR technique used
here does not actually superimpose the virtual graphics
onto a video, but rather conceptually superimposes the
virtual items onto the real world using the GPS. With
their partnership with H&M and Travel Channel, My-
Town served 14 million branded items in apps and drove
thousands to their 200 retail stores across the country.

AR Squash

AR Squash [21] is an AR racquet sports game created
for research purposes. It uses pre-defined markers, a
charged-coupled device (CCD) camera connected to a
personal computer, and a motion tracker. Unlike others,
the markers in this game are not used to render objects
on top of them. Instead, these markers are placed on
walls and used to detect the 3D geometry of the real
world. The ball is rendered virtually and the player hits
the ball using a motion tracker mounted on a racket.
The ball then moves realistically according to physics
with the geometry estimated using the markers. This
work shows an innovative and alternative use of marker-
based technology.

Augmented Coliseum

Augmented Coliseum [20] is a mini RTS AR game cre-
ated for research purposes. It uses pre-defined mark-
ers, cameras connected to personal computers and mini
robots with movement controllers. The markers are
placed on the mini robots such that virtual add-ons like
weapons can be rendered on them. The player controls
these robots with the movement controllers such that
they will attack the other robots in the virtual world
using the virtual weapons. Hence, they have demon-
strated a deep fusion of both virtual (using weapons to
attack) and real-world interactions (collisions) in this
game.



CurBall

CurBall [17] is a casual curling-cum-bowling sports
game created for research purposes. It uses pre-defined
markers, cameras connected to personal computers and
a motion detector. The markers are placed on easily
movable physical objects which are rendered as obsta-
cles on the screen. The motion detector is placed in
a ball which is also rendered on the screen as a ball.
The game is a two-player cooperative game. The first
player controls the ball and the task is to get the ball
to a certain goal position without hitting the virtual ob-
stacles. The first player can see the entire game world
with the rendered obstacles and ball. The second player
can only see and move the physical obstacles. The two
players are physically separated and are only virtually
connected thru a network. Hence they have to cooper-
ate and shift the obstacles while rolling the ball to reach
the goal. They have hence presented a novel cooperative
networked game.

Butterfly Effect

Butterfly Effect [26] is a casual AR game made for re-
search purposes. It uses a head-mounted display (HMD)
[2] and a customized rod controller. The aim of the game
is to capture all the virtual butterflies that are rendered
in front of the player. The rod serves as a device to
attract the butterflies and make them move in a regular
fashion such that they can be caught easily. Catching
butterflies simply means moving the HMD close enough
to them. The butterflies are rendered in a 3D volume
around the player, so the player has to move and make
use of real objects to get to these butterflies. Their game
has shown to make good use of the 3D space around the
player without using markers.

ARBattleCommander

ARBattleCommander [28] is an AR real-time strategy
(RTS) game made for research purposes. It uses a video
see-through HMD [2] to both display the virtual objects
on the see-through real world as well as obtain inputs
from the player via a heads-up display (HUD) menu in
the HMD. It also uses a GPS to track position and a
motion sensor to track motion. The system also detects
a glove worn on the player’s hands which allows him /her
to issue commands on the HUD using physical hand
movements. The player is the commander of a team
of units who can then make use of his hands and the
HUD to control them like in that of a standard RTS
game. The limited field of view also acts like a natural
fog-of-war present in RTS games.

ARQuake

ARQuake [5, 29] is an AR version of the popular first-
person shooter (FPS) Quake game by id Software [10]
made for research purposes. The system uses a video
see-through HMD, a GPS, a hybrid magnetic and iner-
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tial orientation sensor, a custom made gun controller,
and a standard laptop carried on a backpack. A full
replica of the real world map is created as a Quake map.
The software algorithm’s task is hence to constantly per-
form accurate registrations of the virtual map with the
real world. The player then plays the FPS by using
the orientation sensitive HMD to aim, and pressing the
gun controller to shoot. Though the game has never be-
come commercial, ARQuake was the first fully working
outdoors AR game. Hence it has generated substantial
interest in the AR community back then.

SERIOUS GAMES

The term “serious games” [36] is generally accepted to
mean games with a purpose, going beyond entertain-
ment to deliver engaging learning experiences across a
wide range of sectors [35]. Examples are educational
games for teaching aids in schools, combat games for
military simulations in the army, and advertising games
for marketing purposes in commercial companies.

Similar to the previous section, this section lists, in re-
verse chronological order, some of the most prominent
serious AR games across both the research and commer-
cial domains.

Tangible Cubes

Tangible Cubes [15] is an educational AR game to edu-
cate children on endangered animals. It uses pre-defined
markers that are viewed on a video HMD. It also allowed
game administrators to view the augmented scene using
web cameras mounted on personal computers and note-
books. The markers are actual numbers and symbols
printed on cubes and the task of the child is to turn
the cubes to indicate their choice when asked to find
a certain animal. The respective animals are virtually
rendered on the choice markers. One cube also overlays
videos on it to describe the questions. Their results indi-
cate that children found it more enjoyable and preferred
playing the AR version rather than the traditional ver-
sion of the computer game, although they did mention
that the AR version is harder.

Learning Words

Learning Words [16] is an educational AR game to help
children learn words. This game is done by the same
researchers who created Tangible Cubes. It also uses
HMDs, markers and cameras. In this game, the child is
required to correctly spell words by placing and aligning
the markers representing each alphabet in their correct
positions. Several markers are also used as user interface
menu buttons and video overlay hints. Similar to Tan-
gible Cubes, their study also shows that children liked
the AR version of this game more.



Shelf Stack

Shelf Stack [4] is an AR game used for upper-limb
stroke rehabilitation. It uses pre-defined markers viewed
through cameras on a personal computer. Markers are
placed as the game designer wishes on the player’s desk-
top, which then sits a virtual object on top of it in the
screen. Many of these objects will be rings. At each
stage of the game, one of the rings will be highlighted
along with another object (like a teapot). The aim of
the game is to keep placing the highlighted item onto
the correctly highlighted ring. A time limit is imposed
with a scoring mechanism.

AR Racing

AR Racing [22] is a driving AR game that teaches hand
coordination, including to people with disabilities. It
uses markers, HMDs, pinch gloves and the Wiimote, a
motion sensing device by Nintendo [27]. The goal of
the game is to move the virtual car around the scene
using the Wiimote without colliding with certain virtual
obstacles placed on marker positions in the real world.
These virtual obstacles can be moved around using the
glove. Their results show that multi-modal interaction
games are beneficial in the domain of serious games.

FEnvironmental Detectives

Educational Detectives [19] is multi-player educational
AR game to support learning in late high school and
early college environments. It simply uses a GPS on
a smart phone to display the player’s current position
on a virtual map. The real environment is not shown
on the smart phone. Similar to MyTown, this game
conceptually superimposes the virtual items onto the
real world using the GPS. The goal of the game is to
find out the culprits, causes and solutions to a scientific
sabotage case by moving to various real-world locations
and conducting interviews with virtual persons as well
as reading virtual documents. The cases are modeled
such that the information to be obtained are related to
scientific topics the student players are studying. They
have provided case studies of their development process
which serves as a good reference in terms of serious AR
game design.

GenVirtual

GenVirtual [6] is a musical educational AR game to
help people with learning disabilities. It uses pre-defined
markers and a camera mounted on a personal computer.
Each marker represents a certain musical note and they
can be placed according to what the therapist intends to
teach. Cube buttons are then rendered on each marker.
A musical sequence is then demonstrated at the start
of the game, with each button appearing to indicate the
musical note correspondence. The goal of the game is to
correctly repeat the sequence. The corresponding note
is played when the player’s hand is placed over the but-
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ton (marker).

ARVe

ARVe (Augmented Reality applied to the Vegetal field)
[30] is an educational AR game for rehabilitation of cog-
nitive disabled children to make proper decisions. It uses
pre-defined marker patterns printed on a picture book.
The children views the book through a camera mounted
on a personal computer, in which virtual plant entities
are rendered on the markers. The goal of the game is to
place the correct virtual plant entities (by shifting some
moveable markers) in the same positions shown on a
reference page. For example one task might be to place
the flowers, seeds and leaves of pears and strawberries
in their correct positions. Their research showed that
cognitive disabled children were very enthusiastic and
showed a higher motivation to complete the tasks than
other children.

THE AR GAME DOMAIN

With a description of all the prominent work performed
in AR games, this section aims to consolidate and anal-
yse the current state of AR games. The analysis focuses
on the spectrums of technology used and game genre
implemented such that insights can be effectively drawn
using these spectrums as a basis.

Technology

The current state of technology usage can be summa-
rized in the graph shown in Figure 1. Note that tech-
nology is not divided into hardware and software be-
cause AR games are currently still primarily dependent
on the choice of hardware. The software program is still
very much built around the hardware that are chosen.
Descriptions of each of the technologies on the y-axis
are already given alongside the game descriptions in the
previous section on Entertainment Games.

As shown in Figure 1, the work done in earlier years
mainly make use of highly specialized hardware like
HMDs, gloves and motion sensors. These hardware
used are mostly costly lab equipment which is why
these work primarily stayed in the lab without being
commercialized. In recent years, especially in 2010, it
can be seen that marker-driven detection and tracking
through a simple web camera or phone camera has be-
come immensely popular. The cost of equipment is
simply a cheap camera and some paper to print the
marker patterns. This easy accessibility to equipment
meant that even hobbyist researchers without funding
can investigate AR games, and that game companies
can make AR games easily available to the masses. This
also coincides with the rapid adoption of smart phones
and ultra-portable laptops by consumers. It is noted
however that there are still recent work using HMDs
[22, 15, 16]. Hence HMDs are not completely obsolete
especially when a high level of immersion is required.
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hardware to simply using markers and cameras.

Game Genre

The current state of game genres implemented can be
summarized in the graph shown in Figure 2. Most of the
mainstream game genres are listed on the y-axis, namely
First Person Shooters (FPS) [31], Real-Time Strategy
(RTS) games [32], Role-Playing Games (RPG) [33], and
Sports games [34].

Although there is no obvious trending in terms of
chronology, at least it can still be seen from Figure 2
that more AR games are being created as time goes by.
It is also seen that in general, AR games tend to de-
viate from the mainstream game genres. Undoubtedly,
serious games exhibits this trait more obviously as cur-
rent serious AR games are used mostly for education or
medical rehabilitation. If serious AR games are to be
created for military or advertising purposes, then prob-
ably mainstream serious game genres will be seen more
often.

It can also be seen that entertainment RT'S AR games,
especially the tower defense sub-genre is rather popular.
This sub-genre involves defending certain stationary as-
sets by building more assets or shooting the enemies
using screen controls. The reason why this is so popu-
lar might be that most AR games are moving towards
marker-based technology, and the camera do not need
to move much in tower defense games.

It also seems like nobody is making RPG AR games.
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The obvious reason might be that RPG games involve a
lot of content, and it is not feasible to place thousands of
markers in the real world. This is hence a shortcoming
of marker-based AR games.

Insights

From the analysis described, several insights can be
drawn for both research and commercial development.

In terms of research, it appears that the AR requirement
of current software is very much built around the hard-
ware that is provided. In current games, that means
mostly detecting and tracking the markers. This, as
mentioned earlier, has a scalability shortcoming. Other
than that, designing and printing of markers is also a
hassle. Hence a promising direction for research is to
look into generic marker-less detection and tracking of
generic objects. A good starting point would be to look
at mature computer vision domains like face and ges-
ture detection and recognition. There are marker-less
AR research [8] that are on-going, just that nobody has
applied it successfully in a working game.

Moreover, it is also observed that the serious AR games
are mainly applied in the education and healthcare in-
dustries. Conventional serious games have been success-
ful in military and advertising industries and hence AR
versions of those games would prospectively be more en-
gaging and fun as some of the researchers have shown.
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This are also areas whereby research work can venture
into.

In terms of commercial development, many unchartered
domains exist that are yet to be commercially exploited.
In commercial products, the first-mover’s advantage is
important to a product’s success. Firstly, AR is not in-
corporated into any of the mainstream genres yet. Imag-
ine for example Starcraft [7] being played by physically
placing game cards on a map. Secondly, it seems like
there are no serious AR games on the market currently.
Most of the serious games created by the research com-
munity are technological demos at best, and it is up
to the commercial developers to make these demos into
professional solutions such that the society can benefit
from them. Moreover, the advent of marker-based tech-
nology has made AR so much more accessible to con-
sumers than it was previously, therefore this era would
be a good time to make commercial AR games.

CONCLUSION AND FUTURE WORK

This paper has presented an initial effort at analyzing
current AR games across various technologies used as
well as game genres. The trend graphs show that mod-
ern AR games tend to make use of cheap and highly ac-
cessible equipment found on popular mobile consumer
phones and laptops. They also show many avenues
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which are lacking in both research and commercial de-
velopment. Hence researchers and game companies can
make use of the review in this paper to better focus their
energies in terms of AR games.

Although this paper tries to list most of the current
state of the art AR games that have been created, it
does not claim to have considered each and every sin-
gle AR game created so far. This paper can be seen as
simply a starting point at trying to consolidating an AR
games database. Hence a future work is to create an au-
tomated database that people an submit a technological
description of their AR games. In doing this, the trend
graphs and certain aspects of analysis can also be au-
tomatically generated. Moreover, the current spectrum
of analysis is currently only technology and game genre,
hence more spectrums should be added in the future.
In all, this paper serves as an ignition for a continu-
ous and iterative process of consolidating and analysing
AR games in both research and industry, such that re-
searchers and practitioners can advance better with a
holistic view of the domain at all times.
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ABSTRACT

This paper describes the “6-11 Framework”, a new
game analysis and design methodology defined to
help game designers in the process of crafting
emotionally engaging and, ultimately, “fun”
experiences. The framework is contextualized in an
existing and well known model, the MDA, and then
explained through relevant examples and case
studies.

INTRODUCTION

Being able to quickly capture the essence of a game
and understand what makes it "fun" is a required skill
for any game designer. Unfortunately, due to the
subjective nature of fun itself, too many analyses
proposed so far tend to be quite subjective as well or
to be applicable only in specific cases. Among the
different approaches and models that have been
proposed to explain why games can be so immersive
and engaging, the MDA model (Hunicke et al. 2004)
is the most well known and it is widely used across
both the game industry and academia to analyze and
formalize game ideas at different levels of
abstraction. The MDA is based on the concepts of
Mechanics, Dynamics and Aesthetics defined as
follows:

e  Mechanics: the game rules, i.e. basic, atomic
actions that players can do to play the game.

e Dynamics: the gameplay, i.e. the complex
actions that unfold as a result of applying the
mechanics.
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e  Acsthetics: the emotional response evoked
in the player, ultimately leading to a “fun”
experience.

“Aesthetics” are the most challenging aspect to
analyze, as they can be extremely variable and
personal. The MDA model faces this issue by
proposing the “8 Kinds of Fun”, a taxonomy
introduced to explain different types of “fun” by
relating them to experiences like problem solving
(Fun as Challenge”) or role playing (“Fun as
Fantasy”).

This classification, while insightful and fascinating,
provides only a very high level description of what is
happening inside the players’ mind at an emotional
level. In the end, it may not be very straightforward
to relate a particular “kind of fun” to a specific in-
game dynamic, especially for beginning game
designers and students.

The "6-11 Framework" (Dillon 2010) tries to address
these issues by providing a new taxonomy for game
aesthetics which should be easy to relate to actual
game dynamics. This process should result in a
clearer and easier to understand picture of why a
game is “fun” and how players’ emotional experience
develops throughout the game.

THE 6-11 FRAMEWORK

The 6-11 Framework proposes that games can be so
engaging at a subconscious level because they
successfully rely on a subset of basic emotions and
instincts which are common and deeply rooted into
all of us.

Specifically, the framework focuses on six emotions
and eleven instincts that are recurrent in psychology
and widely analyzed in a number of well known
treatises (Izard 1977; Plutchik 1980; Weiner and
Graham 1984; Ekman 1999).



In particular, the six emotions are:

Fear: one of the most common emotions in
games nowadays. Thanks to the newest
technologies, it is now possible to represent
realistic environments and situations where
fear can easily be triggered: think of all the
recent survival horror games or dungeon
explorations in RPG games for plenty of
examples.

Anger: A powerful emotion that is often
used as a motivational factor to play again
or to advance in the story to correct any
wrongs that some bad guy did.

Joy / Happiness: Arguably, one of the most
relevant emotions for having a fun gaming
experience. Usually this is a consequence of
the player succeeding in some task and
being rewarded by means of power ups,
story advancements and so on.

Pride: rewarding players and making them
feel good for their achievements is an
important motivational factor for pushing
them to improve further and advance in the
game to face even more difficult challenges.

Sadness: Despite being an emotion that
doesn’t seem to match with the concept of
“fun”, game designers have always been
attracted by it as a way to reach new artistic
heights and touch more complex and mature
themes.

Excitement: most games worth playing
should achieve this and it should happen
naturally as a consequence of successfully
triggering other emotions and/or instincts.

the eleven core instincts taken into

considerations are:

Survival (Fight or Flight): the most
fundamental and primordial of all instincts,
triggered when we, like any other living
being, are faced with a life threat. According
to the situation, our brain will instantly
decide whether we should face the threat
and fight for our life or try to avoid it by
finding a possible way of escaping. This is
widely used in many modern videogames.
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Self Identification: people tend to admire
successful individuals or smart fictional
characters and naturally start to imagine of
being like their models.

Collecting: a very strong instinct that can
link to a variety of different emotions and it
has always been widely used in games.

Greed: often we are prone to go beyond a
simple “collection” and start amass much
more than actually needed just for the sake
of it. Whether we are talking about real
valuable items or just goods and resources
we need to build our virtual empire in a
strategy game, a greedy instinct is likely to
surface very early in our gaming habits.

Protection / Care / Nurture: arguably the
“best” instinct of all: the one that pushes
every parent to love their children and every
person to feel the impulse for caring and
helping those in need.

Aggressiveness: the other side of the coin,
usually leading to violence when coupled
with greed or anger. It is exploited in
countless of games.

Revenge: another powerful instinct that can
act as a motivational force and is often used
in games to advance the storyline or justify
why we need to annihilate some bad guy.

Competition: deeply linked with the social
aspects of our psyche and one of most
important instinct in relation to gaming, e.g.
leaderboards. Without it, games would lose
much of their appeal.

Communication: the need for expressing
ideas, thoughts, or just gossip, was one of
the most influential for human evolution and
it can be used to great effect in games too,
while secking information by talking to a
non-playing character (NPC) or while
sharing experiences with other players in
chatrooms and forums.

Exploration / Curiosity: all human
discoveries, whether of a scientific or
geographical nature, have been made thanks
to these instincts that always pushed us
towards the unknown.




e Color Appreciation: scenes and
environments full of vibrant colors naturally
attract us, including the more and more
detailed and colorful graphics we see in
modern games.

The main idea behind the 6-11 Framework is that
these emotions and instincts interact with each other
to build a network or sequence that should end with
“Joy” and/or “Excitement”, so as to provide players
with a meaningful and fun experience. This network
can then be related to game dynamics by realizing
that, when different emotions are naturally aroused in
the player by the game, these will trigger different
instincts. These instincts, in turn, will force the
player to act in the game, ultimately showing how the
whole aesthetics can be linked to actual gameplay
and game mechanics.

EXAMPLES

To gain a better understanding about the possible
interactions between emotions and instincts we can
describe by using this model, let us imagine we are
designing a hypothetic action/adventure first person
game where we start by immersing the player in a
beautiful and colorful environment.

The luscious environment will naturally resonate
with our “color appreciation” instinct, giving the
player a sense of well-being and an early feeling of
satisfaction/joy. This, together with the “self
identification” instinct we stimulated through a
proper first person perspective and, possibly, a
compelling background storyline, will also help in
triggering the player’s “curiosity” which, in turn, will
drive him to explore the surroundings. Once this
happens, a “fearful” emotional state can be easily
induced by a sudden encounter with a hostile
creature, triggering the “survival” instincts with
consequent “excitement” for the ensuing battle and
confrontation.

The whole gaming experience, and the corresponding
sequence of emotions and instincts, can be
represented through a diagram, shown in Figure 1,
where we see how specific emotions lead to instincts
that, in turn, push the player to act into the game by
means of the game dynamics, which are then made
possible through particular mechanics. For example,
here, our curiosity will make us explore the
environment, walking around and eventually solving
some environmental puzzle by opening/unlocking
hidden passages, and then, once the dangerous
encounter has been set, it will be our survival instinct
to naturally drive our actions, for example by fighting
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the monster or by trying to escape to a safe arca.
Either way, the resulting experience and adrenaline
rush will definitely bring excitement and, ultimately,
deliver a fun experience to our brave adventurer.
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Figure 1: a diagram representing an analysis for a
hypothetical action adventure game. Curiosity and
Survival are the main instincts responsible for
identifying the game aesthetics and are the main
emotional factors driving the gameplay.

We can now try to analyze a commercial game, like
the award winning mobile game “Angry Birds”
(Rovio 2009) to see the framework at work on an
actual, well known and best selling game.

In angry birds the player is tasked with the duty of
driving a family of birds in their revenge against a
group of pigs that stole their eggs. A well crafted cut
scene starts the game by providing a very simple yet
engaging background story to make the player
sympathize and identify himself with the birds. This
also fuels anger towards the pigs, motivating a
revengeful feeling that will actually drive the whole
playing experience through a carefully crafted
dynamic of destroying the pigs’ fortifications thanks
to each bird’s unique abilities (which will identify the
individual game mechanics).

But there is more to analyze to fully understand what
makes this game so compelling and engaging.



Besides very colorful graphics, which will help in
increasing the player’s curiosity to see the next scene
and progress in the simple storyline, the possibility of
recording our scores, on local and worldwide leader-
boards alike, adds a very strong competitive element
that will make players proud for their achievements
and results. This pride will also be greatly enhanced
by the possibility of collecting different bonus items,
like golden eggs and stars, which will rise the overall
score and will keep players interested for a long time.

By using the 6-11 framework, all this can be easily
and concisely summarized in a diagram like the one
in Figure 2.
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Figure 2: a diagram describing Rovio’s game “Angry
Birds”. Several different instincts work together to
deliver a very fun experience that is basically driven
by the revengeful instinct to punish the pigs for
stealing the birds’ eggs. It’s also important to note
how the competitive and collecting instincts work
together to make players proud for their
achievements. This is fundamental to keep them
engaged even once the action is over and motivate
them to play again and improve their results.

CONCLUSIONS

The “6-11 Framework”, especially when used in
conjunction with the MDA model, seems like a very
reliable approach for game designers to analyze
games from many different genres. By explicating
“aesthetics” in terms of familiar emotions and
instincts, it can be used also as a design tool for
organizing a game’s inner working into a meaningful
high level structure which will be more likely to
subconsciously resonate with prospective players and
successfully capture their total attention.
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The proposed framework is also successfully used to
teach game analysis in undergraduate level courses at
DigiPen Singapore, providing students with a robust
tool to break down any game into different layers of
abstraction and then gain a proper insight not only on
how a specific game works but also on the reasons
why it is appealing to players and ultimately able to
deliver a fun experience.

The use in class also provides plenty of opportunities
for testing and validating the model in practice.
Indeed, students’ analyses shows that, while there can
be slight variations from student to student, people
tend to perceive a specific game experience in the
same way. For example, when faced with a game like
Battlezone (Atari 1980), most students easily identify
a structure like the one represented in Figure 3, where
the player gets immersed in a first person 3D
environment and then needs to fight and escape from
the enemy’s line of fire.

Idenuficaton
Fear
Survival

Excitement

Figure 3: an analysis of the game aesthetics at play in
Battlezone according to the 6-11 Framework

Similarly, when analyzing another classic arcade
game such as Pac-Man (Namco 1980), all analysis
identify how the fear to be “ecaten” by the ghosts,
together with the defenseless nature of our character,
stirs our revengeful instincts as described in Figure 4.

Fear

Survival

|

Anger

|

Revenge

Exctement

Figure 4: when analyzing Pac-Man, students identify
a sequence where Fear and the following escaping
action lead to a strong revengeful feeling which is
then satisfied once the player is finally able to chase
back the ghosts later in the game.



While more rigorous testing is certainly needed to
validate the proposed model, these first results,
showing common analyses and positive feedback
from the students, seem to confirm that the set of
emotions and instincts included are actually
meaningful while also being general enough for
describing games belonging to a wide variety of
genres and styles.
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ABSTRACT

This paper is an analysis of the Wii Fit Plus experience
and Wii Fit Plus player interview videos featured in the
official Wii website, which presented the Wii Fit as a
highly normative game that disciplines the body in subtle
ways via immersion; if not punishing the bad obese body
which exceeds its measuring limits, altogether. Using
concepts from Whitson’s study, this research reevaluates
the Wii Fit’s inclusion in the category of neo-immersive
games, within which it has been lauded for aiding in a new
generation of video game consoles presenting solutions to
a sedentary lifestyle, and providing a space for mobility to
gamers.

INTRODUCTION

The Wii Fit program has been regarded as a most welcome
addition to the stock of neo-immersive videogames when
it first came out in the market, for ‘[enabling] video
gamers to employ active body movements [in] interaction
mode’ and for having a chance at ‘becoming a global,
affordable, mass-market interactive home fitness system’
(Pasch 2008, Schiesel 2008).

Indeed, the success of the Wii Fit program, Nintendo
Inc.’s current top-selling software, was not built solely on
the revolutionizing technology of its console and the
Wiimote, nor its dynamic set of exercises, but instead
because ‘[it has been developed as an easy to use,
inexpensive diversion for families]...rather than create a
new generation of games that would titillate hard-core
players’, ushering in a slew of promotional materials like
TV advertisements that showcased a ‘pace that’s friendly
to girls and women and old people, as well as a slice of the
18—34-year-old male demographic’ (Schiesel 2008, Jones
2008). In addition, whereas in traditional immersive
games like World of Warcraft and Super Mario where
users assume other pre-set selves and their characters’
goals and motivations, neo-immersive games, like most
Wii games, ‘achieve an increased awareness of the
physical self by foregrounding the importance of the game
interface and controllers...allowing the story to recede in
the background’—giving the appeal that the game is less
than a game, but more like a real program (Whitson et al.
2008).

Unlike previous television commercials for the Wii Fit,
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however, where actors were silent, the Wii Fit Plus
experience and Wii Fit Plus player interview videos
featured in the official Wii website (www.wii.com), and
which were analyzed for most of this research, now
feature an array of characters who give testimonials on
why exactly the Wii Fit program works for them. An
analysis of these videos as well as the game’s interface,
guided by concepts from Whitson’s study, has allowed for
a redefinition of the very concept of neo-immersion in
such a game as the Wii Fit.

AVATARS: HEY, THAT’S MII!

In the Wii platform, with the added sense of control that
the Wiimote provides, avatars called Miis can be
considered as virtually embodied as one can get in any
game, as they are assumed to represent and approximate
corporeal bodies. Even in the Wii Fit experience videos,
one can see the striking resemblance of the interviewees to
their Miis.

With avatars, the level of immersion of characters in the
virtual world becomes closer to the feeling that “I am
there” as opposed to “my character is in the game”
(Castronova 2005). According to Peng, because there are
usually set goals that players must achieve in games,
‘these goals are also the goals of the game characters in
the game environment’ (2008). These statements could not
ring any truer than in the case of the Wii Fit program. At
the beginning of the game, when a Mii is first imported
from the Mii channel to play in the Wii Fit program, the
user is asked to perform a body test that will measure
statistics on which the workout scheme for him will be
based. As one weighs him or herself on the balance board,
one can observe how the Mii either blows up or shrinks in
size, depending on the user’s body mass index (BMI).
When a user exceeds the overweight limit and moves on to
the realm of the obese, the Mii is shown as if in a desolate
mood, and his virtual body is enlarged, even when a
presumed height and width have been entered by the user
during the creation of the Mii. What follows is a process
where the console evaluates the statistics it has received
and comes up with a usually amiss and exaggerated Wii
Fit age, which it presents with accompanying drum roll
and spotlights.

At this point, only when a user’s Wii Fit age is similar to
his real age that the Mii will be shown as happy and
jumping in joy. Even a 2-year difference will show a Mii
as utterly embarrassed and shaking his head. This scenario
is similar to Yael Sherman’s application of Foucault’s
panopticon where users are already outside their embodied



virtual bodies, and are directed in terms of how they
should feel about the status being assigned to them by the
equipment (Sherman 2008). Not only are users becoming
docile bodies disciplined by the Wii Fit program, the users
themselves move their gaze onto their new subjects: the
Miis, which by virtue of transference of the characteristics
of a corporeal body, is now in itself becoming a docile
body that needs to be disciplined as well.

With this mode of instruction on how a user should feel
about the results of a game or exercise, the Wii Fit
becomes a normative tool that turns the users’ motivations
toward the idea of a “fit”, non-obese body—the very
normal, white, medium-built body that is the beginning
template for all new creations of Miis. This begins a
process of identification, wherein the user desires ‘ability
to increase the power of their avatars’, or in this case,
improve their Miis, as a representation of the improvement
of their own bodies in the real world (Castronova 2005).

TOWARD A REDEFINITION OF IMMERSION

It is its neo-immersive gameplay that makes the Wii Fit a
pioneer in the field of ‘movement-based consoles [that]
reach exertion levels that increase physical health and
appear promising for reducing obesity, which is at least
partly the result of a sedentary lifestyle’ (Pasch 2008). By
giving its users the promise of health and fitness as long as
one sticks to one’s two-week goals and follows the
balance board’s virtual advise to “Keep hydrated and eat
fruits!” users and new buyers alike are drawn to this
device that could help their previously inactive bodies.

Indeed, it is highly ironic that a video game console such
as the Wii Fit, should present itself as a solution to the
sedentary lifestyle of which one major cause is the very
technology sold by computer games, especially as gaming
technologies become more and more sophisticated—both
in isolating gamers from the real world (therefore
immersing them in the game), and also in incorporating
their actions in the real world to the screen.

Whitson’s definitions of immersive and neo-immersive
gameplay were fundamental to the findings of this
research. According to Whitson’s study, neo-immersive
games, the category under which the Wii Fit program
supposedly belongs to, ‘start with the body, building upon
the embodied knowledges and sets of experiences that
users already possess, and that connect them to social
networks and contexts. . .[Neo-immersion] acknowledges
the body and its various existing contexts as an integral
part of game design. This inside-out approach adapts
technology to the needs and lifestyles of users, rather than
demanding their full attention and immobilization’
(Whitson et al. 2008).

On the other hand, they define immersion as ‘the
encapsulating of the physical body in technology and
representations. In this model of immersion, the user’s
body is treated as an object, hooked up and forced to adapt
to a technology that is socially alienating and profoundly
solipsistic, and that rarely provides opportunities for
engaging social and bodily interactions. Loss of self-
awareness, social awareness and game awareness are
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required to keep the user in a state of flow and within a
seamless magic circle of representation’ (Whitson et al.
2008).

The Wii Fit program, however, stands at the middle
ground of these categories, and to a certain degree is
innovating on the idea of ‘immersion’ to create a new
form of immersion, or simply, a new neo-immersion.

To begin, the Wii Fit definitely encloses the physical body
in technology and representations. Whitson notes that ‘the
Wiimote [has become] a kind of enabling or prosthetic
technology that enhances the physical body, rather than
transcending it through out-of-body experiences’ (Whitson
et al. 2008). Not only are Wii Fit routines abrupt and
discontinuous—diminishing the semblance of working out
with it with real, physical “workout”—for some
supposedly strenuous Wii Fit routines like boxing or
running, ‘it is sufficient to make a small movement from
the wrist” to succeed (Pasch 2008). In other words, the
nature of the Wii Fit as a videogame itself, is not far-
fetched from the selection of videogames that contribute to
the current generation’s sedentary lifestyle.

Also, there is the users’ preoccupation with the cute and
charming Miis. Because the emotional response elicited in
their countenance instruct users how to feel, they go
through a transcendence from the real world, to a passive
state where there is a ‘loss of self-awareness, social
awareness and even game awareness’ the very
characteristics that identify immersive gameplay (Whitson
et al. 2008). In fact, what can be more passive and lazy
than the following statements from interviewees in the Wii
Fit Plus experience videos: “I like exercising at home
because I could be dressed however I want. I could just
take my time. If T get a phone call T could stop for a
minute, go and continue when I come back. ... A new
feature that I really like are the routines, they have it all
preplanned for you so they’ll just target whatever, and you
don’t have to think about it” (Appendix, Video 2).

The parody video from SarcasticGamer.Com sums this
observation up and says in an inviting tone, “Find out
today why people all over the world think they're getting
exercise with that little white thing you stand on. It's
simple. It's easy. And you don't have to do anything”
(Appendix, Video 1).

While it is true that a simulator game like The Sims by
Electronic Arts is traditionally considered the more
immersive game, the Wii Fit program actually follows
closely in its ranks, but is marching in with a subtle and
different process of alienation, as well as a reinforcement
of solipsism. Both games do not follow a narrative, the
decision of how the game progresses is entirely up to the
user and his utility of his Mii. Unlike The Sims, however,
the synthetic world of the Wii Fit does not compare well
to the real world, or even attempt to be mimetic. “On
earth, we have trees and buildings but they are not always
designed to please the eye” (Castronova 2005). Wii Fit
eliminates things and circumstances that would otherwise
prevent the Wii Fit’s very users from working out in the
real world—by incorporating a suite of all exercises,
routines and the personal fancies a user thinks he or she
needs, without enduring subjection to the gaze, as when he



or she is in a gym. This is especially true for the already
subjected body, one that is outside the presumed normal
age or weight group that are socially acceptable to work
out—including the obese body, which the advertising
materials of the Wii Fit so blatantly avoid. Thus, in the
privacy of the Wii Fit program, such outcast, disabled,
dismembered bodies, can find refuge—an escape with an
unclear promise of what really will emerge. Castronova
says, in the closing of his chapter on the Wii platform,
‘Thus, synthetic worlds may find their significance, not in
being radically different from the world of ordinary life,
but in being so similar to it as to present a comparable
option, one that in some cases may be the better of the
two’ (2005). The Wii Fit has ensured, through its
promotional materials, that the Wii Fit experience is a
private one—that it can be best enjoyed in the private
space that is the home, in an inclusive activity that
requires no interaction with persons other than family, or a
select group of friends, in a safe space where no actual
harm can be incurred, and in a privileged environment
where the best utility of a gaming console can be attained
by obtaining classy furniture, electronic appliances and
high-end fitness apparel.

CONCLUSION

Even the nature of the Wii Fit as an endless game, like
The Sims, is suspect. Castronova says of these long-run
projections, ‘It seems that, unlike gory shooter video
games, skateboards and punk music, there is no obvious
limit to this growth, no point at which one can say, “Even
the truest fan will give this up and start living like the rest
of us,”” (2005). The Wii Fit program, in other words, is a
forever thing. A player’s attachment to the program
depends then on when the target weight is reached—if it is
ever reached with the games which are at best, dependent
on wrist and hip power—and how often the person’s
weight dwindles and moves back into the realms of the
overweight and the obese. By keeping these bodies
subject, and inside their homes—further isolating them
from the outside world, one’s engagement with the Wii Fit
is part of a series of consumption patterns based on the
pretense of self-improvement. As sure as the Wii Fit is a
“forever thing”, one can also be certain that there will be
more upgrades for the software to come. One of the most
recent developments in the Wii platform is that with the
balance board, one can now opt for a more strenuous
workout software tailored by The Biggest Loser star
trainer Jillian Michaels herself.

Perhaps, after all this talk, the most feasible potential site
(or threat, depending on which side one is on) for the Wii
Fit program to become an ultimate example of a new neo-
immersion, is in the Mii channel, the virtual location in the
gaming console where Miis are allowed to interact with
each other. Steven Jones says, “Miis are one of the key
identifying features of the system. Once you make them
they live in the console’s memory but show up in many
Wii games, either as playable characters or non-player
characters (for example, as team-members or cheering
spectators in a sports game). On the Mii Plaza they can
mingle online (in a Mii Parade) with your own and other
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people’s Miis” (Jones 2008).

Though there has been no mention of it in press materials,
and it might still be a long way from where we are today,
there exists the possibility that in the future, with the
utilization of the i<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>