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PREFACE

Dear participants,

it is with the greatest of pleasure we welcome you to the 9th EUROSIS Annual Industrial
Simulation Conference in Venice. The conference is held in a wonderful location namely
the Centro Culturale Don Orione facing the Giudecca channel and close to San Marco
square.

This year the ISC program is very rich and puts together research papers coming both from
academic institutions and industry. Accepted papers come from many European countries
(Austria, Belgium, Czech Republic, Estonia, Germany, Greece, Ireland, Italy, Romania,
Russia, Sweden, Switzerland, The Netherlands and Turkey) but a great contribution comes
also from research groups outside of Europe.(Australia, Cuba, Colombia, Thailand, USA).

Traditionally, Venice is a city where the mix of cultures coming from all over the world has
lead to great cooperative results -S. Marco Cathedral is a wonderful example-and we are
sure that this Conference will not be an exception!

The topics addressed from the conference papers are very interesting for the simulation
community and range from the specification and analysis of simulation tools to applications
of simulation in various contexts such as electronics, computer systems, logistics,
economic markets, manufacturing, multimodal transport systems and the environment.

We would like to thank the keynote and invited speaker who contribute to the effectiveness
of the conference. We thank the authors of all submitted papers for their contributions and
the paper reviewers for reviewing papers and providing valuable feedback to the authors.

Last but not least, we would like to express special thanks to Philippe Geril from EUROSIS,

for managing the multi-facetted processes that have gone into the preparation of this
conference.

Simonetta Balsamo
General Chair

Andrea Marin
Program Chair

Universita' Ca' Foscari Venezia
Dipartimento di Scienze Ambientali, Informatica, Statistica
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DISCRETE SIMULATION TOOLS RANKING —
a Commercial Software Packages comparison based on popularity

Luis M. S. Dias; Guilherme A. B. Pereira; Pavel Vik; José A. Oliveira
Department of Production and Systems,
University of Minho
Braga, 4710-057, PORTUGAL
http://www.dps.uminho.pt < {Isd,gui,zan} @dps.uminho.pt >
Phone: +351253604764/+351936271733 Fax: +351253604741

KEYWORDS
Simulation languages, Survey, Review, Web-Presence

ABSTRACT

This paper documents a work on all-purpose discrete event
simulation tools evaluation. Selected tools must be suitable
for process design (e.g. manufacturing or services industries).
Rather than making specific judgements of the tools, authors
tried to measure the intensity of usage or presence in
different sources, which they called “popularity”. It was
performed in several different ways, including occurrences in
the WWW and scientific publications with tool name and
vendor name. This work is an upgrade to the same study
issued 5 years ago (in 2006). It is obvious that more
popularity does not mean necessarily more quality or being
better to the purpose of a simulation tool; however a positive
correlation may exist between them. The result of this work
is a short list of 19 simulation tools.

INTRODUCTION

Most of scientific works related to tools comparison/reviews
analyse only a small set of tools and usually evaluating
several parameters separately avoiding to make a final
judgement due to the subjective nature of such task.
Simulation languages have been replaced by simulation
packages/tools.

High market prices of simulation tools in the past decades,
added to other factors like: ease of construction of a
simulation tool; the emerging graphics facilities; the wide
field of applications and the absence of strong standards or
languages; lead to a large, or may be too large, tools offer
(Dias, 2005).

Thus, for instance, in the Industrial Engineering Magazine
(1993/July) there is a list of 45 commercial simulation
software products. The sixth biannual edition of simulation
software compiled by James J. Swain in 2003 identifies
about 60 commercial simulation products, 55 in 2005 and 48
in 2009 (Swain, 1991-2009). The annual 2004 SCS edition -
“M&S Resource Directory” lists 60 simulation products
(Klee, 2004). In the “Simulation Education Homepage”
(Simulation tools list by William Yurcik) there were more
than 200 simulation products, incl. non commercial tools.
This work started with Swain’s list, removing non discrete
event simulation environments, and adding some tools found
in more than one list sources. Some other relevant simulation

tools like SIMPRO don't appear in our list due to lower web-
presence (see Table 2).
This tools comparison was performed previously in 2006,
and is here extended with more parameters and relevant
changes are discussed.

Product names in this paper are trademarks or registered
trademarks of their respective owners.

MOTIVATION — WHY MEASURING POPULARITY?

In this scenario of such a large simulation tools’ offer it is
unfeasible to perform a consistent experiment. The
comparison, based on features or characteristics is also very
difficult or non conclusive because most of them have similar
features lists.
The measure here called “popularity” was the way that we
found to overcome those difficulties identifying the tools that
are potentially the best or most used.
To choose a popular simulation tool is positive in two ways:
e If you are a company, it is easier to find simulation
specialists with know-how on a popular tool;
e If you are a simulation specialist, it is easier to find
companies working with a popular tool.
The second way includes educational purposes because
students should be the future simulation specialists.
Nevertheless, popularity should never be used as a unique
parameter for simulation tools selection. If so, new tools,
would never gain market share - and this is a generic risk, not
a simulation particularity.
So, the popularity may be seen as a significant “blind” factor
to be used in conjunction with direct evaluation mechanisms
like features comparison and experimentation

DEVELOPMENT — POPULARITY EVALUATION

Our evaluation method, in order to identify a short list
containing the most popular or important tools, was
essentially based in the intensity or level of presence on:
e  WWW (Internet);
e  Winter Simulation
publications.
e Document database oriented sites (new)
e  Social networks (new)
e Selected set of sources (e.g. scientific surveys, lists
and homepages).

Conference scientific



TECHNIQUE

For the purpose of measuring the web-presence, the Google
searching engine was used. The reasons are:

e It is the most-used search engine on the Web
(http://searchenginewatch.com/3630718) — around
61% of all searching actions in 2008

o Google owns different sources of relevant
information (books, youtube, synonyms, maps,
translator, etc.)

e It supports a function for getting an approximated
number of results (for this project we developed
also a function for automatically updating data in an
Excel sheet)

e It supports restricted search to specific domains
(e.g. scribd.com, books.google.com, linkedin.com,
facebook.com).

FACTORS DESCRIPTION AND TUNING

We used around 40 parameters/factors for evaluating each
simulation tool, listed in Table 1. For each tool we defined
the two following labels:

e  “Tool” represents the search string containing the name
of the simulation tool, the word “simulation” and some
additional words to avoid finding pages out of the topic
due to common English words used as tools names.
(e.g. “Arena”, “Witness”, “Extend”, “Quest” etc)

e “Vendor” represents the search string containing the
name of the simulation tool vendor.

“T” is also used as abbreviation of “Tool” and “TV” as
“Tool”+”Vendor”.

In the factors where the results represent the number of
occurrences, the values may vary from units to millions. The
sum of all of them together would lead to irrelevant factors
mixed with absorbent factors. To reduce the impact of
different orders of magnitude, the uses of mathematical
functions were studied in order to “control” big numbers,
although keeping relative differences. Square and cubic root,
Natural and ten base logarithms were the evaluated
possibilities.

After an extensive iterative process, the cubic root was
chosen once it was proven to consider both small and big
numbers adequately - see Figure 1 (cubic root (x) = x*1/3).
The use of a cubic root of a number in place of the number
it-self, is the same as comparing the volume of cubes, using
only the value of the their width.

A1l/2 AY/3 LN LOG10

1000000 1000 100 14 6
100000 316 46 12 5
10000 100 22 9 4
1000 32 10 7 3
100 10 5 5 2

10 3 2 2 1

1 1 1 0 0

Figure 1 Possible Functions to Factors Adjustment

Almost all factors between #1 and #20, were adjusted using
the cubic root of the number of occurrences, multiplied by
“Factor Weight’ (indicated under the label of each column).

In each of those columns in the datasheet is a pair of values:
-The right sided values represent the “raw” number of
occurrences;

-The left sided values represent the result of the cubic root of
those values, multiplied by the “Factor Weight”. Those
values are then directly added to the respective tool scoring.
Above the left side of each column is the average of the
adjusted values. Each of those averages shows up the real
influence of each factor in the tool’s score. Those values are
named as “Average Effective Factor Weight”.

The complete list with factors description (in Table 1) is
organized in two groups.

The first group includes all factors that are calculated based
on Google search results (approximate number of results).
This group is split into two tables: Figure 2 (with Winter
Simulation Conference, Documentation sites and Social
Networks Scoring) (#1->#10) and Figure 3 (with general
searches in WWW, including tools URL web-presence and
Google’s and Yahoo page rankings) (#11->#18).
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The second group is based on a selection of scientific works
of review/survey, software lists and conference activities and
sponsorships. The 20 factors used in this group are in one
table in Figure 4 (The first three columns refer to relevant
reviews with some kind of tools evaluation and their results
were used here with proportional scoring. All the others are
just binary scores when the tool name is referenced in the
specified sources) (#24>#44).

Plant Simulation -
QUEST, DPM POWERTH
Emterprise Dynamics b
SIMPROCESS {SIMSCR
ProcessModel

Simio  AERY

Micro Saimt + IPME
SmCAD P

SLX + Proof 3D + Proof ¢
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Figure 4 Selected Sources
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Figure 5 Ranking Total Scores and Prices

Figure 5 (and Figure 7) contains the table with Total Scoring.
Columns #19 to #22 have the scores of the first group
(Winter Simulation Conference, Documentation sites, Social
Networks Scoring and WWW). Columns #23 and #45 have
the sub-totals of the two Groups, where the #45 is the scoring
of the second group - Selected Sources. The column #46 has

the Final Score of this Paper Research, adjusted to a 0-10
scale, using the square root mathematical function.

12
13
14
15
16
17
18
19
20
21
22

23

24

25

26

27

28

29

Table 1 Factors Description

WSC “only
Tool"

WSC "TV'=
"Tool+Vendor"
amazon.com
Scholar.Google "T"
Scholar. Google
scribd.com
docstoc.com
youlube.com
iinkedin.com
facebook.com
WWW only
"Tool"

WWW Ty"
N. of WWW
Links {o "Site”
"Site” In WWW
Domain age,
Google
PageRank'06
Google
PageRank’'{1

Yahoo {new!)
WSC

DOCS
SOCIAL
WWW

Tot.(WsC docs
social WWW)

Mustafee 2009

Abu-Taieh,
2007

VIVACE
review 2004
SimulationTool
5.bib 2010

ORMS Survey
2009

WSC 2010
sponsorship

ccurrences O ools” in  www.informs-sim.org.
(Institute for Operations Research and Management
Science - Simulation Society) (includes all Winter
Simulation Conference — papers 1997-2011April)
Occurrences of "Tools" + "Vendor" in www.informs-
sim.org (same source as #1))

Occurrences of "Tools" + "Vendor" in site:amazon.com
Occurrences of "Tools" in site:Scholar.Google
Occurrences of "Tools" + "Vendor" in site:Scholar.Google
Occurrences of "Tools" + "Vendor" in site:scribd.com
Occurrences of "Tools" + "Vendor" in site:docstoc.com
Occurrences of "Tools" + "Vendor" in site:youtube.com
Occurrences of "Tools" + "Vendor" in site:linkedin.com
Occurrences of "Tools" + "Vendor" in site:facebook.com
Number of web pages with "Tools"+"simulation"(the
“simulation” string was used to count only the internet
pages in the simulation area)

Number of web pages with "Tools"+"Vendor"+"simulation"

Number of web pages pointing with a link to the “Site” of
the “Vendor” (in Google)

Occurrences of vendor's site address in WWW
Vendor's site years old (factor not used, just information)

Google "PageRank" (Google automatic evaluation about
page importance). Record from 2006.

Google "PageRank" (Google automatic evaluation about
page importance). Current value (2011).

Yahoo "PageRank" Yahoo evaluation about page
importance. checkpagerank.net. Current value (2011).

Sum of WSC related factors: #1 + #2 (Factors adjusted
with cubic root function)

Sum of Documents Repositorium related factors: from #3
to #8 (Factors are adjusted with cubic root function)

Sum of Social Networks Activity related factors: #8 + #9 +
#10 (Factors are adjusted with cubic root function)

Sum of general WWW webpresence factors: from #11 to
#18 (Factors are adjusted with cubic root function)

Total Sum of Factors related to Google Search engine
used for measuring webpresence (from #19 to #22)

Mustafee N. 2007 "A Grid Computing Framework For
Commercial Simulation Packages". Brunel University,
West London, PhD Thesis. bura.brunel.ac.uk/
bitstream/2438/4009/1/Fulltext(Thesis).pdf

Abu-Taieh. 2007. Commercial Simulation Packages -
CSP. I.J. of SIMULATION Vol. 8 No 2. ISSN 1473-804x
(http://ducati.doc.ntu.ac.uk/uksim/journal/Vol-8/No-
2/paper-7.pdf)

VIVACE review: "Techniques to Model the Supply Chain
in an Extended Enterprise”, Kim et.al, 2004.

List with Simulation Tools with Short Description. By
Andrea Emilio Rizzoli. SimulationTools.bib, 2010
http://www.idsia.ch/~andrea/sim/simlang.html

Swain J. 2009. Simulation Software Survey. OR/MS
Today magazine, Institute for Operations Research

and the Management Sciences (INFORMS).

Lionheart Publishing. 1991-2009. www.lionhrtpub.com
lorms/surveys/Simulation/Simulation.html

Sponsors of the Winter Simulation Conference 2010
(Memory registered in year 2011)



yste y , Inc.
2006 (2005-2009)http:/iwww.systemflow.com/software_list.htm
3 Google's Google Directory of Simulation Software
Simul, SN www.google.com/Top/Science/Software/Simulation/
32 Wikipedia - Wikipedia - List of discrete event simulation software
Listof http:/fen.wikipedia.org/wiki/List_of_discrete_event_simulat
Simu.gfwy  fon_software

33 OrRwS Survey33  Swain J. 2003. (See Factor #28)
34  PRC shortlist List of the simulation tools where the PMC Company have

(2010) competency (http://www.pmcorp.com/sim_services.shtm)

35 www.averil- Averill-law list of simulation training software: (www.averill-
law.com law.com/simulation-training-software.htm)

36 ZimServ Sim-Serv organization white paper about simulation tools.
WhitePaper Jaroslaw Chrobot. 2004. (http://www.sim-
(2004) serv.com/wg_doc/WG1_White_Paper_discussion.pdf)

37 |iE Exhibitors  Exhibitors of the IIE Conference (2011) (Institute of
(2019 Industrial Engineers)

(http://www.iienet2.org/annual2/details.aspx?id=6790)
38  SimuiRSite Brooks homepage (Simul8) identification of concurrency
(2008 (www.simul8.com/products/webdemo.htm)

39 WSO 2005 Sponsors of the Winter Simulation Conference 2005

(Memory registered in year 2006)

40 Roistion Sponsors of the conference "Solution Simulation 2004".
Simulation http://www.simsol.org/2004 % 20files/SimSol% 20onsite % 2020
2004 04%20revised.pdf

M Hiupic, 2000 Hlupic V. 2000. Simulation software: an operational
research society survey of academic and industrial users.
In (J. Joines et. al., eds.) Proc. WSC 2000. (Piscataway,
New Jersey), IEEE, 1676-1683.

42 Babulzk 2008 Babulak B and Wang M. 2008. "Discrete Event
Simulation: State of the Art"
International Journal of Online Engineering (iJOE), Vol 4,
No 2 (2008) ISSN: 1861-2121

43 P Cyrus 2004 Simulation Software List by Pemberton Cyrus, 2004

Sim, S http://pt.scribd.com/doc/38056975/Simulation-Software-2004-05-28

44  Edwin Valentin  Tools systematic evaluation based on experimentation
(2002) (Valentin, 2002). (http:/fwww.tbm.tudelft.nl
) ' Iwebstafledwinv/SimulationSoftware/index.htm)

45  Salected Sum of Factors related to the 20 selected sources, from

Sources Total  #24to#44.

46 Total Score Total sum of all factors. Calculated as
SQRT(#23+0,8*#45)/K.
The 0,8 coefficient was defined to balance the relative
weight between web presence and selected sources. The
K divisor was used to adjust scale to 0-10.

47 Price Software tools prices from (Swain, 2009 or 2003) in
thousands of Dollars (K$). Minimum, Average and
Maximum prices mentioned, when available. Not used for

scoring.
48 Ranking 2006  Ranking of our 2006 ranking
48 Ranking changes analysis for each tool

50 Ranking 2011 Current Ranking.

COMPARISON WITH FORMER 2006 RANKING

In this ranking we introduced the social networks
communities presence that are used every day (e.g. Facebook,
Linkedin, youtube), and show recent activity.

Another set of factors was introduced — the number of
occurrences on documents database oriented sites (e.g.
amazon.com, Scholar.Google, scribd.com, docstoc.com, youtube.com).
The two new sets of factors are basically fed by people in the
spirit of web 2.0. It is remarkable that a page rank
reduction has occurred on many vendors’ sites. This could
mean that users share more among them rather than being
connected to vendor’s websites.

Figure 6 shows tools rankings evolution between 2006 and
2011 (Dias et.al 2007).

The four most popular tools are Arena, Simul8, Witness, and
Promodel. Simul8 registered a significant increase of its
popularity level, as well as AnyLogic, Plant Simulation and
Enterprise Dynamics.

A tool like Siemens Tecnomatix — Plant Simulation is more
popular now than 5 years ago basically as a result of the
distribution of Digital Factories Packages by big automotive
companies to their suppliers.

There is one new “player” (Simio) that climbed directly to a
noticeable position.

Simprocess, SLX and Automod registered a significant
popularity loss.
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Figure 6 Ranking comparison 2006-2011 and Tool’s Site
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LIST OF OTHER SIMULATION TOOLS

The process of tools selection, lead to the exclusion of many
simulation tools. They were not suited for discrete event
simulation or because of their lower popularity score. In the
following Table 2 is the list of such software tools.

Table 2 List of other simulation tools

AP3, Capstone, COCODRIS (realistic 3D), COOPS, Crystal Ball,
CSIM-19 (ct+,c), DecisionPro, DESMO , Factory Explorer,
G.R.AS.P., GAUSS, HighMast, HOCUS, iGrafx, INSIGHT ,
INSTRATA, IRT PETRINWZ, KanbanSIM, Lean Modeler,
MAST, ModSim, NET, NETWORK II.5 (CACI), OMNEST,
OPTIMA, PACE, PCModel, PIMSS, Process Charter, Proplanner
Manufacturing Process Management Software, QGERT, Resource
Manager, SDI Supply Chain (Supply Chain Builder), SIGMA,
Siman/Cinema, SIMFACTORY I1.5 (CACI), SIMPRO, SimPRO
(other), DOSIMIS-3, SIMULA, SLAM, SLIM,
SLOOP/TERMINAL, TOMASWeb, VISSIM (traffic), VS7; VSe6,
VSE Visual Simulation Environment, WebGPSS, WORKSPACE,
XCELL+
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Figure 7 Scoring distribution
CONCLUSION

This list was created based on the subjective evaluation of a
parameters set. Different parameters may be used
alternatively with different weights producing other results.
Anyway, even with subjectivity, we believe that the Top 10
“popular” simulation commercial tools are included in this
list (of 19). As well as it is most probable that this list
includes the top 10 “most used” and “best” contemporary
simulation tools.

The chart in Figure 7, can help to visualize the strengths and
weaknesses of each tool, in a comparative analysis.

In measuring popularity some other relevant parameters
could be considered like the number of sold licences in the
industry area (with a company size factor) or used at
universities for education purposes. Although it is quite
difficult to reliably collect these types of data.

One relevant improvement to this study may consist on
giving more weight to recent references, using some time-
line approach to analyse trends. Some effort have been made
using Google but searching with multiple keywords was not
yet successful in searching the historical data of the search
engine.
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Figure 8 Table from 2006 Ranking (Dias et al. 2006)
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THE SIMSED FRAMEWORK FOR MODELLING AND SIMULATION OF
TRANSITIC SYSTEMS UNDER UNCERTAIN ENVIRONMENT
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ABSTRACT

This paper presents a virtual reality environment used for the
design and the simulation of transitic systems (conveying
systems). This framework, called SimSED, enables testing
and validating the control code of the system before on-site
implementation. The virtual reality environment provides a
tool for representing three-dimensionally a transitic system,
which encapsulates the realistic behaviour of the system
including failure occurrence. The 3D animation improves
graphical display and the use of a physical engine called
ODE provides a technical solution for realistic and precise
material part behaviour. The control code is validated by
joint simulation of the transitic system’s material part and
control part. The tool enables the control behaviour to be
tested in case of material breakdown. SIimSED has been used
to design and to simulate a complete industrial application.
This framework has then been validated by tests.

INTRODUCTION

Within the framework of production systems, as well as the
design of systems, designers try to find a correct solution as
quickly as possible, which meets the requirements in terms of
production time, robustness, flexibility ... They frequently
test the automation of their equipment directly on-site before
the commissioning of facilities. This testing phase, which
comes very late in the design process, is inadequate (Lallican
2007). In fact, we need to ensure, at the earliest design phase
of the control system, that no faults leading to non
compliance with safety constraints and requirements set by
the specifications were committed.

One solution consists in using synthesis (Ramadge &
Wonham 1987, Hietter et al. 2008) that guarantees the
obtained solution. As this kind of work is promising, it has to
overcome the major difficulty of scalability for common
industrial uses. Another solution consists in checking the
solution after elaboration. Simulation is largely used for this
in industry. Its major advantage is that it is quite easy to carry
out compared to proof techniques. This is particularly true
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for analyzing complex systems that cannot be easily
modelled using mathematical or analytical models. The
drawback is that the system is only validated according to a
set of scenarios. Thus scenarios may include failure
occurrences in order to take degraded situations into account.

The objective of the presented work is to ensure that the
control is adequately designed and to test the impact of a
failure occurrence on the control code. In order to reduce the
number of experiments carried out on the real system that
may induce material damages, this phase should be
performed before on site implementation. Essentially due to
a time to market reduction, the time for testing may be short
in industrial project. We propose to use the simulation of
control code coupled to a virtual material part of the system
and have therefore developed a tool in collaboration with the
Sydel company to help its engineers in this task.

As the systems evolve in an uncertain environment, it has to
be noticed that we need to test the system in both normal and
degraded conditions. Indeed, the simulation has to take into
account component wear present in a system and the various
issues that may affect their proper functioning. The remark is
important for the requirements of the future testing tool.

The paper is organised as follows: the next section
summarises the state of the art in terms of simulation and
tools for control code simulation. This both enables to
establish our contribution and to deduce some interesting
requirements for the simulation tool. Section 3 presents the
environment, how it interacts in a global design flow. Some
specific features, that enable the capturing of some
uncertainties of the environment, are delineated in section 4
and an industrial application is presented before discussion
and conclusion.

STATE OF THE ART

Simulation is classically divided into three categories: static
simulation, continuous simulation, and discrete event
simulation.

Static or Monte Carlo simulation enables solving stochastic
problems without needing explicit time representation (Page
Jr 1994). The last two kinds of simulations concern more
dynamic systems.



In continuous simulation, state variables evolve with time
without any interruption. In discrete event simulation they
change according to event occurrences (Ray & Claramunt
2003).

In manufacturing systems, simulation software tools can be
classified into two kinds: discrete event simulation and
geometric simulation (Klingstam & Gullander 1999).

Discrete event simulation (also called flow simulation) is
suitable for an analyzing system and its performances. This
kind of simulation often expresses flows and has the
advantage of rapidly providing results based on large
simulated periods. But as the control behaviour is embedded
in the model, it is not relevant for control code testing.
Arena, Extend, Cadence and Quest are examples of flow
oriented simulators. Others are based on simulation
languages such as Simula, Simscript.

In contrast, geometric simulation simulates the geometry of a
part, or the whole manufacturing system. Geometric
simulation often refers to continuous simulation. Generally
this kind of simulation allows for the testing of the control
code of the system. System evolution can be displayed
through two-dimension or three-dimension techniques. An
example of a two-dimension display simulator is
ControlBuild (Gros et al. 2006). This tool uses an interesting
reuse-based approach, which consists in reusing components
(elementary building blocks) present in a library, to improve
the quality and productivity of a complex systems design.
This software is configurable (cycle time management,
actuator configuration, user settings) unfortunately it does
not take the interactions between actuators into account.
Three-dimension display simulation applications are as
follows: Virtual Factory (Wenbin et al. 2002), Robotic (Ju-
Yeon et al. 1997) and ITS PLC (Real Games Lda. 2008). In
Robotic applications, simulation often concerns a small part
of the system. ITS PLC tool uses a quite realistic
environment that can be directly connected with an industrial
PLC, but the application is currently limited to five existing
systems and not configurable (no cycle time management,
only sixteen inputs / outputs).

Previous works have led to a virtual reality environment for
the design and simulation of transitic systems (conveying
systems). This framework called SimSED (Simulation of
Discrete Event Systems) is the result of a joint effort by the
Lab-STICC laboratory (ex LESTER laboratory) and Sydel, a
company specialized in process engineering and automation,
for fourteen years.

The tool developed in Java enables the modelling of the
operative part. It is based on a component-based approach
(association of elements that can be parameterised) which
increases the productivity and the reliability of the design.
The system simulator used is a three-dimension display
simulator. Operating part simulation is performed
simultaneously with control code simulation, taking into
account the PLC cycle. Products and parcels are simulated as
individual entities, which allow for a precise simulation

taking into account collision problems (J. L. Lallican et al.
2005).

As the prototype was used by the Sydel company, some
possible adjustments were pointed out, such as for time
simulation that remained relatively long for complex
systems, or for the copy/past mechanism that was not easy to
use. Moreover, the library had to include more elements,
such as elevators which were missing to represent more
complex systems, only normal behaviour was possible and
the user could not interact with the system (parcels, actuators,
Sensors).

The simulator has thus been improved to take into account
these new requirements.

SIMSED FRAMEWORK

This section first recalls the flow and the simulation
principle.

Global flow

The global process is part of a usual flow based on
simulation to validate or modify the design parameters. It
also integrates a component-based approach facilitating and
increasing the design process. Simulation concerns both
operating and control parts, the control program being
associated with the operating part.

Controls
library

( Material part design | / Control part design
\ éﬁ 54rmSED / o\
\\» W+ DESIGNER ‘ :

£

(  Simulation
L =0 SimsED
éﬂ G!J?EAUON

straton

: Loading control
code on Sydel PLC

Figure 1: Global process design

Figure 1 illustrates the global process composed of three
steps: the material part design, the control part design and the
simulation.



The material and control part designs are performed using
libraries. After validation, the control program can be loaded
in a PLC. If simulation does not fit the requirements, the
operating part and/or the control part are modified to achieve
objectives.

e
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XML File >

LSIMULATION
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‘é Workbench traton | Virtual Machines

Figure 2: SimSED Framework

As depicted by figure 2, the SimSED framework is
composed of two tools: SImSED DESIGNER for the
material design part and SimSED SIMULATION for the
simulation. As for the control part, it is written with an IEC
61131-3 standard-compliant software: STRATON.

The following sections introduce the different parts of
SimSED framework: the operating part, the control part and
the simulation.

Operating part design

The material part design is performed using the SimSED
DESIGNER tool.

A component-based model approach has been adopted to
provide an easy way to reuse previously modelled elements.
The complete model of a system is seen as an assembling of
components. All components include parameters: static
parameters such as position, orientation in the 3D
environment and dynamic parameters, for example the speed
for a motor. Components are stored in a library. This
software is seen as an ergonomic interface for the 3D
simulator. To design a system it is sufficient to select
components from the library and to parameterize them
according to system features.

Control part design

The control part is written using a software compatible with
the IEC 61131-3 standard. STRATON software is used to
write the different controls and to download them to a virtual
machine for the simulation (Copalp 2004).

The control part implementation is realized with a
STRATON Workbench and its simulation uses a STRATON
Virtual Machine. The interest is to simulate and test controls
that will be really implemented, without any transcription.
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This tool has been chosen because our partner, the Sydel
Company, has developed a PLC based on a Vx Works
operating system and a STRATON Virtual Machine.

Analysis using joint simulation

Dynamic analysis enables the study of the behaviour that the
system is going to have in operation, in order to validate the
control part of the system and to check whether the chosen
parameters will enable the obtaining of the requested
performances.

The validation of the control part is performed using
simulation of control code coupled with operating part one.
The dedicated simulator is called SImSED SIMULATION.
This method uses continuous simulation respecting the PLC
cycle. Synchronization management between the two kinds
of software is dedicated to SImSED SIMULATION. It is
also meant to control STRATON simulation execution.
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Reading the Straton output @ Writing Straton Outputs
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Updating the control part

i g ARTE
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Figure 3: Description of the simulation cycle

Figure 3 described the simulation cycle that is divided into 2
parts. The goal of the first part, carried out by SimSED, is
first to memorize STRATON output values. Then
components execute one simulation cycle. After STRATON
inputs are updated. The second part details the evolution of
the control program according to the new values of these
inputs. When the control program simulation cycle is
performed, STRATON outputs are updated.

SimSED Features

To be relevant, a simulation has to be as close as possible to
the real system. As the control is checked, it can be seen as a
parameter of the other part of the system that is the operating
part. To provide a realistic behaviour of the material part,
SimSED SIMULATION (Figure 4), developed in C++
language, integrates a physics engine called Open Dynamic
Engine (Smith 2008). This open source library, also written
in C++ language, enables the simulation of rigid body
dynamics. It has advanced joint types and integrated collision
detection with friction. Problems like critical speed or
acceleration, low sensor tolerance, and parcel collision can
be pointed out.



Animation is also an important feature. 3D animation helps
to visualize clearly the behaviour of the simulated workshop
and emphasizes the understanding of the system. Coupling
the 3D environment with the physics engine ODE guarantees
3D realistic graphics and real-time physics that closely report
what happens in real life. The proposed 3D animation
enables the designer to zoom in on a specific part of the
workshop to watch it in detail, or to zoom out for overall
review. It is also possible to follow an object moving around
the virtual system. Designers can also change viewpoints as
desired. All these features enable easier detection of critical
points. Finally, SimSED SIMULATION provides a clear
interface which allows for cycle time management,

STRATON Virtual Machine connexions for centralised or
distributed architecture connexions and user settings for a
perfect control of simulation parameters.

Figure 4: SimSED SIMULATION interface
IMPROVEMENTS

The prototype used by Sydel pointed out some previously
cited weaknesses. SImSED has thus been improved to take
into account these new requirements.

The former editor SimSED DESIGNER was initially
developed, “by hand”, in Java. With hindsight, we realize
that it was adapted to its time but nowadays, it lacks in
scalability and convenience that recent technologies could
allow it to acquire.

To capitalize on our expertise and ensure the continued
existence of our product, we have followed a model-driven
engineering (MDE) approach. This methodology focuses on
creating models, or abstractions, closer to our domain
concepts than computing (or algorithmic) concepts. Based on
the principle that our business logic is stable, we have made
our business models to represent our systems regardless of
implementation platform.

The Eclipse Modelling Framework (EMF) (Budinsky et al.
2003) is a modelling framework for Eclipse. EMF includes a
metametamodel Ecore, close to the MOF metametamodel,
for describing (meta) models and runtime support for the
models. After transcription of our business model as a
business metamodel within EMF which conforms to Ecore,
we have generated a complete product (application-specific
branding) for operating part design.

The new SimSED DESIGNER provides a clear and user-
friendly interface with native operations of Eclipse, such as
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the “Copy/Paste” functionality, thus improving the system
design.

The complete model of a system is seen as an assembling of
components (Berruet et al. 2001). All components include
parameters providing adaptability to different designs.
Several components of level L-1 can be grouped into an
aggregate component of level L. As components have the
same structure at any abstraction level, the hierarchical
components can be easily stored and reused for future
workshop designs.

Figure 5: SimSED DESIGNER interface

SimSED DESIGNER modular interface (Figure 5) is
composed as follows:

e The Editor View, generated by EMF from our
business metamodel, offers a hierarchical view for
the design of a transitic system, compliant to our
requirements through its construction.

e The Properties View, related to the Editor View,
enables the configuration of the components (static
parameters, dynamic parameters and input/output
connexions of PLC’s).

e The Generation View forwards the validation of the
transitic system model and the generation of the
simulation file (XML file conforms to SimSED

SIMULATION  metamodel) using  model
transformations described with Atlas
Transformation Language (ATL) (Jouault & Kurtev
20006).

e The 3D View, developed with Java OpenGL-
bindings (JOGL), displays the transitic system
edited in the Editing View. This view is particularly
useful for the designer-user to check the correct
positioning of the components.

To simplify component settings, a parent / child structure
(Figure 6) has been adopted and two abstraction levels have
been defined. Each level provides its own reference. There
are two parent components: the “normal” conveyor and the
turn one. The other components, such as jacks, sensors, and
stoppers are considered as children because they are
necessarily associated with a parent component. The parent
components are arranged according to site level (absolute
reference of the workshop), whereas the child components
are arranged according to their parent component levels. This
structure makes the modelling of the workshop easier.
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Figure 6: Parent / Child structure

The library was initially constituted of two different types of
components: the support component and the basic
component. A support component, such as a conveyor, is
composed of basic components, such as jacks, sensors, and
stoppers. To represent more complex systems, the library
had to include more missing elements. For this purpose, the
library has been enriched. Among the additions, the elevator
has enabled the introduction of a new component typology:
the handling component. Thus, a support component can be
composed of both basic components and handling
components to address a broader array of complex systems.

HAZARD INTEGRATION / HANDLING

Simulation, the goal of which is to get as close as possible to
reality, must take into account unexpected events related to
the wear or malfunctioning of components in a transitic
system.

Indeed, after several months or years, a component may fail
or become faulty. This material defect, called internal
hazards, may first have important implications on the
production line, until sometimes stopping it. This translates
into a potentially large economic impact for the company
concerned. In this case, the chain is forced to stop until a
maintenance team arrives on site.

Thus, these material defects should be considered for the
design of the control part, as well as the operative part, which
is why we propose to integrate and handle hazards within the
simulation.

Hazard integration

Simulation considers an abstraction of the physical system,
on which the command control code is tested, and the
functioning of the operative part can be visualized. To get as
close as possible to reality, the transitic system model
integrates hazards (Figure 7).

Each component is associated with one or many types of
hazards, defined accordingly to the needs and feedback of
control engineer experts. It is almost always elementary
components situated on a conveyor, such as a stopper, a jack,
a motor or a sensor. Two types of hazard are defined in this
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work: there is "blocking at a given value" for the sensor,
whereas there is "speed reduction” for the others. The list of
components concerned by hazards, as well as the nature of
the latter, can be expanded to meet specific needs.

Conveyor
| b | :

4'|Sensor| |Motor| |Jack| |Stopper|
has_speed_hazard
as-blocking_hazard Hazard Activation
+activation: condition +value: int
L4 Blocking| Speed |Time| [Packages|
i +reduction_rate: int
0.1

Figure 7: Class Diagram of components affected by hazards

Hazard integration in SimSED SIMULATION is done
through an XML script. The latter can be edited by the user,
handling an adapted GUI before the simulation. At this level,
the user can:

e Select one component in which hazards have to be
integrated. It is possible to let the system choose
randomly between all instances that are on the site.

e Set hazards according to the type of component.
This choice can also be done randomly.

e Select and set the hazard activation condition: it can
be time (simulated or PLC cycle time) or the
number of generated parcels. Once again, a pseudo
random value (bounded value) associated with this
condition can be generated.

At each simulation step, the program checks and updates
component properties from the physics engine (e.g. collision
test). Furthermore, PLC commands are checked and updated
at each controller cycle step. Time and generated parcel
numbers are tested for all components that are subject to a
defect. When the event occurs, the physical properties of the
component are changed according to the nature of the hazard
that has to be simulated. The faulty component flashes black
and white to give visual feedback to the user.

Finally, the integration of hazards allows users to realize that
there might be errors in the control part of their system, and
thus change the PLC program accordingly. But the static
integration alone is not enough: the possibility to add/remove
hazards dynamically during the simulation and the possibility
to play back scenarios are essential features to obtain a more
fault tolerant system.

Handling hazards

Recording / Playback scenarios
Once the hazard has been taken into account in the PLC
program (e.g. output jack on a tempo rather than sensor



information when the later failed), the user must be able to
replay the same scenario, which has been previously
recorded, to test the modified program.

Recording a complete scenario requires significant memory
resources. The backup of all physical parameters (related to
ODE physics engine) associated to all components at each
execution step is too costly. The video capture meets neither
the joint criteria for CPU occupancy, nor for video quality.
Thus scenarios are based on an XML structure containing
specifications (time, size, references, etc.) of the generated
parcels sequences, as well as previously programmed hazard
specifications (component, time, and parcel).

SimSED SIMULATION, through the PLC program, reacts
logically in the same way to an identical sequence of hazards
and generated parcels. The user can, in this case, test and
change his program recursively until obtaining one that can
fit his requirements.

Dynamic interaction with the environment

OpenGL, an open-source graphics library, is widely used to
design applications that produce 3D images. It uses
representations of projective geometry to avoid any situation
involving the infinite. A picking function allows one to detect
which objects are below the mouse or in a square region of
the OpenGL window. It is implemented through the use of
the OpenGL selection mode. This method is retained in this
work because it offers a fast and efficient hardware selection
management as managed by the GPU (Graphics Processing
Unit).

From this picking function, features of hazard management
have been developed. The user may, during the simulation,
choose to remove the programmed hazard component, or on
the contrary, to add some at runtime in order to do a robust
system control. But conveyor components are not the only
ones to cause disturbances on the functioning of the system:
parcels can sometimes block and cause an untimely pile.
Picking allows one to move or remove the latter without
restarting the simulation from the beginning.

Beyond the application to hazards, interaction with the 3D
environment is very useful for moving parcels, as well as
manual and intuitive control components. This makes it
possible to move towards more real conditions in the testing
phase that can be later verified on the prototype or site.

ILLUSTRATION

The basics of our approach have been validated by
comparing a real system, which exists at Sydel, to its
simulated one on SImSED (J. L. Lallican et al. 2005). The
behaviour provided by simulation was similar to the
behaviour of the real system, controlled by the same control
code. The principle of control code validation using the 3D
virtual simulation provided correct and promising results.

Different huge complex systems were simulated using the
new simulator version. The new enhancements of SimSED
make it possible to take into account operating hazards, such
as sensors and actuators malfunctioning which cause error
situations or system jams. We can thus test, improve and
validate our control code to be as robust and effective as
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possible before the commissioning of facilities, in order to
prevent risks of human injury or machine damage.

Aleas declenchés pa le nombie de cofs -

BC reader .

Figure 8: Interface to generate a scenario with hazards (1)
and simulation results on a sorting conveyor example (2)

Figure 8 illustrates, on a sorting conveyor example, the use
of the generation with hazards. A sorting conveyor is often
deployed to sort products (parcels) by size or by bar code. In
our case, the sorting conveyor is composed of a main
motorized conveyor, a rotary encoder placed on the main
conveyor motor, a bar-code reader (BC reader), two jacks,
and two outputs conveyors (ramps).

When operating normally, the upstream conveyor spaces out
the products and sends them to the main conveyor from
which they are scanned by the BC reader. Then the PLC
connected to the system begins to measure the distance
covered by the parcel with the help of the rotary encoder. It
then decides to perform a transfer with a jack when the
product is in front of its output conveyor.

Figure 8 (1) presents the interface to generate a scenario with
hazards. The scenario we have decided to play is to lock
Jack2 in its current position after twenty seconds of
simulation ("blocking at a given value" hazard). The result,
Figure 8 (2), is that after twenty seconds of simulation, Jack
2 which just transferred product P/, locks while it was
coming back (jammed halfway). Visually, the three-
dimensional representation of Jack2 flashes in black and
white: this makes it possible to easily locate the component
affected by malfunctioning in a huge system. The Jack2
problem leads to the jamming of the system because product
P2 abuts on it and then blocks the product flow. It can be
noticed that our control code is clearly not adapted to this
situation: we should, for example, transfer all the new
products onto the first ramp through Jack I or at worst, stop
the main conveyor to avoid a build up and an amplification
of this blocking problem.

During the simulation, picking can allow us to unlock Jack2
and to delete the desired parcels in order to unblock the
system. However, that does not solve our control problem.
Therefore, SImSED offers the possibility to replay this



scenario an unlimited amount of times. We can thus adapt
and refine our control code and retest it to improve system
operations and to avoid this blocking situation.

SimSED is also used for the development / enhancement of
the control program of Technocentre Sydel. Technocentre
Sydel is a platform for tests and customer demonstrations of
the expertise of the company. This system has, among other
elements, a sorting conveyor, a collecting conveyor, and a
converging conveyor. Figure 5 presents the design part on
SimSED DESIGNER. Figure 4 shows the global view of the
Technocentre on SimSED SIMULATION and Figure 9
offers comparative views of the real system and the simulated
one. The simulation results closely emulate what happens in
a real system. We were able to refine our control code to
obtain a quality code checked by performance indicators
present in SimSED (like flowmeters including graphical
representations) without any physical damages.

Figure 9: Comparative views of Technocentre Sydel system
DISCUSSION AND FUTURE WORKS

A framework for testing and validating control programs of
transitic systems using operative part simulation has been
presented. A same program developed using the virtual
environment can be used on a real one. The 3D environment
and the use of a physical engine guarantee a technical
solution to obtain realistic and precise material part
behaviour that closely emulates what happens in real life.
The new enhancements of the framework integrate operating
hazards (failure occurrences) and scenarios for refining,
improving, and “robustifying” control programs and thereby
reducing the risks of damage during on-site implementation.
These additional features are also used after implementation
to recreate and then solve critical situations which happen in
real systems. It should also be noted that the tool has a
significant educational aspect. In fact, students can learn and
practice PLC programming without any risks of human injury
or machine damage.

Future works are planned to comply to the framework with
new hardware targets, such as Siemens or Schneider PLCs in
order to expand the range of action of the framework.

Finally, further works focus on obtaining a reconfigurable
control program with the operating part design. For this, the
description of the system is based on components that
include several views with partial models. Promising results
for nominal control program generation from a conveying
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system modelling have been obtained. We are currently
working on the generation of multiple versions of control
code to include at least a nominal and a degraded control
program by component.

Thus, we will be able to test the system response upon the
occurrence of a failure, such as a sensor or a jack becoming
faulty. The control code will switch between control versions
(normal/degraded). The SimSED interface to generate a
scenario with hazards is suitable for this purpose and it will
enable us to introduce these types of hazards that can be
replayed as desired as scenarios (Cf. Section 4 Hazard
integration / Handling).

We will also be able to test the reliability of the control code
against the insertion/suppression of parcels by human
operators. Again, the SimSED framework and its picking
functionality will be particularly relevant to carry out these
tests and validating our works.
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ABSTRACT

In this paper we consider the ARQ Go-Back-N protocol,
using both simulation and theoretical analysis in order
to derive some performance indices, like the throughput
and the energy efficiency, given some channel error dis-
tributions. We then propose a heuristic for the optimi-
sation of energy consumption when errors are strongly
correlated, and compare our approach with other solu-
tions in literature.

INTRODUCTION

Automatic Repeat Request (ARQ) protocols are widely
used as methods to detect and correct errors in data
transmission through the use of acknowledgements and
timeouts in order to achieve reliability on a intrinsi-
cally unreliable channel. Three basic types of ARQ
protocols are traditionally used, namely Stop-and-Wait
(SAW), Go-Back-N (GBN) and Selective Repeat (SR).
Although those protocols are widely analysed in litera-
ture, the recent widespread use of wireless networks and
mobile agents has posed new challenges to implementers
of those protocols, especially regarding energy consump-
tion minimisation and performances in very error-prone
channels.

In this paper we focus on the performance evaluation
of the Go-Back-N ARQ protocol, and in particular on
two performance indices, i.e., the throughput and the
energy efficiency, proposing an heuristic to increase the
energy efficiency of the protocol implementations and
using theoretical analysis and simulation to support our
claims.

Related Works In Chockalingam and Zorzi (2008)
an approach to energy minimisation in Go-Back-N ARQ
protocol is proposed. Although the aim of the paper is
similar to ours, the proposed heuristic and its perfor-
mances and properties are really different, as can be
seen in the comparison made in the rest of the paper.
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In Chlamtac et al. (1998) some energy minimisation
techniques for Go-Back-N protocols are proposed. How-
ever, the approach of the authors differs from ours in the
fact that they actually change the communication proto-
col in order to achieve better results. Altering the pro-
tocol requires that both parties in the communication
are aware of those modification, i.e., their protocol im-
plementation has to be modified in order to interoperate
with the other. In our approach, only the sender imple-
mentation has to be changed, and, because the protocol
is left untouched, it can communicate with every other
party in the system.

Paper Structure The paper is structured as follows:
first we recall some background notions needed to main-
tain the paper self-contained, then we introduce an an-
alytical Semi-Markov model for Go-Back-N protocols.
In the next section we present a simulator created in
order to do experiments with Go-Back-N performances,
and then we propose an heuristic for energy efficiency
optimization in those kind of protocols. In the conclu-
sive section we analyse the results of the simulation and
we compare our approach with another heuristic pro-
posed in the literature. Some final remarks are then
presented.

THEORETICAL BACKGROUND

In this section we recall some well-known theoretical re-
sults that are needed in order to understand the remain-
ing part of the paper.

The Go-Back-N Protocol

Go-Back-N (GBN) is a sliding window protocol that uses
an Automatic Repeat Request (ARQ) mechanism. In
this kind of protocol, each packet (or frame) transmitted
has an associated sequence number (SN). The receiver
memorizes in a variable the next expected SN for an in-
coming packet. If a packet has the right number, the
variable is incremented and an acknowledgement with
the SN of the received packet is sent back to the sender.
If a received packet has a SN that is not expected, the
receiver simply discards the packet and sends back an
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Figure 1: Go-Back-N Protocol Example.

acknowledgement with the SN of the last correctly re-
ceived packet.

The sender, on the other hand, maintains a sequence
number for the next packet to be sent S,,, the sequence
number of the last acknowledged packet S, and a win-
dow size N. A packet can be sent if S, — S, < N.
At each packet transmission the value of S, is updated,
and at each acknowledgement reception if its sequence
number S, > S,, S, is update accordingly.

The protocol behaviour is illustrated in Figure 1.

A more detailed description of Go-Back-N and of other
ARQ protocols can be found in Tanenbaum (2002).

Renewal Reward Processes

A renewal process is a generalization of a Poisson pro-
cess where the times between consecutive events are
not necessarily exponentially distributed. Formally, let
{N(t),t > 0} be a counting process, and let X,, be the
non-negative random variable that denotes the time be-
tween events (n—1) and n, then, if the random variables
in the sequence {X;, Xo, ...} are independent and iden-
tically distributed (IID), the counting process is said to
be a renewal process. Whenever an event occurs, the
time between that and the next event is independent
from the time between the previous ones and it has the
same probability distribution. We can say that at each
event a renewal occurs.

Let us consider a renewal process {N(t),t > 0} as de-
scribed before, and suppose that whenever a renewal
occurs, i.e., an event happens, there is a reward. We de-
note by R,,, n > 1 the reward for the nth renewal, and
we assume that each reward is independent and iden-
tically distributed. An usual choice for the reward R,
is the time X,, between the renewal n and the previous
one. Let R(t) be the total reward received by time t,
then:

N(t)

A detailed description of Renewal Reward Processes can
be found in Ross (2006).
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Semi-Markov Processes Let a stochastic process
have N states 1,2,..., N. Whenever the process enters
in state i it remains in the state for a random amount
of time with mean p; and then has a transition to state
J with probability p;;. Such a process is called a Semi-
Markov Process). Let X, be the state of the process
after the nth transition, then {X,,,n > 0} is a Discrete-
Time Markov Chain (DTMC) with transition probabil-
ity matrix P = [p;;] with¢,j € {1,..., N}, i.e., the same
transition probabilities of the original Semi-Markov pro-
cess.

Let m be the stationary probability vector for the
DTMC, i.e., the solution for the linear system

P =
w1l =

then the stationary probabilities for the Semi-Markov
Processes can be computed using the formula:

, 3)

™,

T )

il

P=—"—
N

> j=1TjHj

where 7; is the ith component of 7, i.e. the stationary

probability of being in the state ¢ of the DTMC.

THEORETICAL MODEL
Model Assumptions

According to the analysis method for the performances
of the Go-Back-N ARQ Protocol proposed in Chock-
alingam and Zorzi (2008), we consider a model for the
sender behaviour, using the following assumption:

e There are two agents in the system, namely sender
S and a receiver R;

e S and R communicates using a noisy channel C,
whose bandwidth is b and propagation delay is d;

e The sender S is always ready to send packets, unless
the window is full;

e The packets have size s, and therefore the time to
send a single packet is f = 7;

e The window of the protocol is fixed, and has the
f+2d,

optimal size N = o
e Acknowledgements have a negligible size (modelled
as size 0), and are never lost;

e The time-out ¢ for the reception of an acknowledge-
ment has to be at least equal to round-trip time
plus the time to send a packet, then t > 2d+ f, i.e.,
t =2d+ f + ¢ with € > 0. However, in order to
maintain efficiency, £ should be as small as possi-
ble, and therefore in our model we will assume that
t=2d+ f;
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Figure 2: Channel State Markov Chain.

e At every packet transmission, if the channel is in a
good state, i.e., there is no error, it remains in this
state with probability p or it switches to bad state
with probability 1 — p.

e Whenever the channel is in bad state, it returns to
good state with probability ¢ or it remains in bad
state with probability 1 — gq.

The last two assumptions characterise the behaviour of
errors in the channel at each packet transmission, and
could be represented by a DTMC as in Figure 2, where
the state B represents the bad (error) state, and the
state G the good (absence of error) one, and whose tran-
sition probability matrix P, is

<1 —q q> .
l—-p p
The stationary probability distribution for this chain,
computed using Equation (2) , is given by:

(4)

1-p

q
=P G
—pta ™(G)

B =1
m(B) [

()
A model with such assumptions is clearly limited in its
scope, but it is analytically tractable and useful for the
validation of the simulator.

Semi-Markov Model

Given the above assumption, we can easily build a
Semi-Markov Process that models the behaviour of the
sender, where each state 1...N represents how many
packets are waiting to be acknowledged in the window.
Moreover, there is a state E that represents an error
condition detected by the sender. The resulting process
is shown in Figure 3. Transitions are labelled using the
following schema: first there is the transition probabil-
ity, second is the reward, third is the number of packets
sent, and last is the number of packets that reach the
destination correctly and are acknowledged.

Note that the probabilities of going from the error state
FE to the state 2 and to remain in the state E are respec-
tively ¢* and 1 — ¢*, and not ¢ and 1 — q. The reason
is that we defined ¢ as the probability of returning to a
good state after a single packet transmission, i.e., after a
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time f, but in the model we have to consider the proba-
bility that the channel is in a good state after a timeout
t is elapsed, i.e., after NV attempts to send a packet were
done. Given the transition matrix P, defined by the
Equation (4), if the one-step-probability ¢ of remaining
in state B starting from the same state is P.(1,1), then
the probability of being in the state B starting from B
after N steps is

¢ =P(1,1). (6)
Notice also that the state 1 is transient, because, after
the very beginning of the communication, it will never
be visited again, therefore it can be omitted, as could
be seen in Figure 4.

Lumping The model just described could be used di-
rectly to analyse some performance indices of the Go-
Back-N protocol, like the throughput and the energy
efficiency, but it is complex and the number of its states
depends on the window size. It is possible to further
simplify the underlying stochastic process using a tech-
nique called lumping (see Kemeny and Snell (1976)) that
reduces the space state of a Markov Chain partitioning
the process according to some constraints. In Figure
5 is shown the lumped Semi-Markov model, where all
good states 2,..., N are collapsed into one, named T
(for transmitting), i.e., the state in which the transmis-
sion activity of the sender is effective. The transition
matrix for the model is given by

Il-q¢ ¢

l-p p)~’
and, using Equation (2), we can compute the stationary
probabilities, that are:

(7)

*

q
e

1—p

wE)= o

(8)
Using Equation 3 combined with Equation (8) we can
compute the stationary probability Pr of being in the
transmitting state 7T, i.e., the fraction of time used to
transmit data on the whole elapsed time:

f(m(E)qg" +=(T)p)

m(E)[fq* +t(1 = ¢*)] + 7(T)[fp+ t(1 — p)] ég)
When the protocol doesn’t use any mechanism in or-
der to avoid unnecessary transmission, and all of them
requires, on average, the same amount of energy, this
probability is also what is called the energy efficiency of
the protocol, i.e., the fraction of transmission that are
effective in communicating data to the receiver:

Pr =

Eq = Pr. (10)

From the energy efficiency is also possible to derive the
throughput of the system, i.e., how many packets are
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Figure 3: Semi-Markov Model for Go-Back-N, transient
state 1 included.

pLARI[]

)

pLAR

¢ [A10] (1 = p)[E][N][0]

(= PINIIe) (1~ pNI[0]

U (1= g¢")[E[N][0]

Figure 4: Semi-Markov Model for Go-Back-N without
transient states.

effectively sent, and thus received on the other end of
the channel, in the chosen unit of time. As stated in the
model assumptions, the system is continuously trying to
send packets on the channel whenever it is ready, i.e.,
if the time to send a packet is f, in the chosen unit of
time 1/f packet transmissions are attempted. Of those
packets, only a fraction E.g is effectively transmitted,
and then the throughput is:

(11)

Error Correlation

In our analytical model for the state of the channel, the
presence of two different probabilities p and ¢ for the
transition to the state for the next transmission, as seen
in Figure 2, influences the distribution of errors over
time. Suppose that the error distribution is correlation-
free: then Pr{X,+1 = B|X,, = B} = Pr{X,+1 = B},
i.e., the probability that, in the next transmission, the
process would be in the error state is the same whether
the process is already in an error state or not. In our
model, this condition is satisfied only when p = ¢. In
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Figure 5: Lumping of the Semi-Markov Model for Go-
Back-N.
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Figure 6: Uncorrelated errors in the channel.

all the other cases we have a correlation of errors over
time.

Analysing the model, it would be useful to express the
error distribution on the channel in terms of the overall
probability of being in a good state 7(G) and a correla-
tion parameter k. After some algebraic manipulation of
Equation (5), imposing the constraint that £ = 0 when
p = q, we could rewrite p and ¢ as:

m(G)p—1)

p=(1-7(G))k+n(G) q= (G) -1

. (12)

In Figure 6 the error distribution in a channel without
correlation is shown: errors are independent and uni-
formly distributed. In figure 7 a channel with strong
error correlation but with the same stationary proba-
bilities is depicted: the errors tend to concentrate in
some regions, leaving the channel in a uninterrupted
good state for longer intervals of time.

Notice that, for £k = 1, the DTMC for errors is no more
ergodic, because p = 1 and ¢ = 0, independently from
the desired 7(G). Moreover, in our study we will not
consider negative correlation parameters, so we will as-
sume that k € [0,1).

SIMULATOR DESCRIPTION

In this section we introduce our simulator for Go-Back-
N ARQ protocols and how it has been used in order
to achieve some experimental results. Our software is
based on the OMNeT++ framework, described in Varga
(2010), that provides object-oriented libraries to write
discrete-event simulators focusing on the domain logic
of the problem.
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Figure 7: Strongly correlated errors in the channel.

Our simulator models a packet sender, a receiver and a
channel between them. The simulation parameters are:

e The maximum bandwidth of the channel, in our ex-
amples it is assumed to be 54Mbps, like in a 802.11g
wireless network);

e The delay of the channel, i.e., how much time is
spent between the transmission of the first bit of a
message and its reception on the other side of the
channel;

e The size of the packets transmitted;
e The timeout delay;
e The window size, V;

e The probability p of correctly transmitting a frame,
given that the previous one was correctly transmit-
ted;

e The probability q of correctly transmitting a frame,
given that the previous one was lost.

The simulator behaves as the Go-Back-N protocol pre-
scribes for sender and receiver. The channel state at
each packet transmission is modelled according to the
chain of Figure 2.

For the pseudo-random number generation we have cho-
sen a Mersenne Twister RNG (see Matsumoto and
Nishimura (1998)). In order to eliminate the effects of
initial transient in the steady state simulation, we use
the techniques described in Welch (1981) and thus dis-
carding the results of the simulator during the warmup
time, estimated using pilot runs.

Validation

In order to validate our simulator we compared its re-
sults with the ones obtained analytically using the model
described in the previous sections. Clearly, the applica-
tion scope of the simulator is much broader than the
one of the analytical model, e.g., it is possible to ob-
serve the behaviour of the system when the window size
is not optimal or when acknowledgements could be lost,
but nevertheless a validation is a useful aid to verify the
correctness of a simulator.
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Figure 8: Energy Efficiency for correlated errors: theo-
retical vs. simulation results.

The validation process is complex and lengthy, thus in
this section we will only show some highlights of the
tests that were actually done. In Figure 8 we can see a
comparison between simulation and theoretical results
for the energy efficiency of a system parametrised with
a bandwidth of 54Mbps, a packet size of 1492 bytes, a
delay of 11ms, a timeout of 22.3ms and a window of size
100 when the correlation parameter k varies. All the ex-
perimental measurements shown are actually the mean
of the energy efficiency values for 100 runs with a simu-
lated time interval of 300s, without resetting the RNG
seed. Those 100 measurements were then considered to
be IID, and mean, variance and confidence intervals for
¢ = 0.95 were computed. It was verified that the the-
oretical results obtained from the model were always
inside the aforementioned confidence intervals, whose
maximum width was less than 3 -107%.

It should be noted that the same procedure is used
for every validation test that we have done, e.g., the
throughput and the energy efficiency for different cor-
relation indexes, different stationary probabilities for
the error state, different delay times (and thus differ-
ent timeouts and optimal window sizes).

A HEURISTIC FOR ENERGY MINIMISA-
TION

In this section we present a novel heuristic for the min-
imisation of the energy consumption of the sender, i.e.,
for the maximisation of the energy efficiency. Our main
observation here is that the knowledge of the error cor-
relation parameter can lead to better energy efficiency
without degrading performance sensibly.

In Figure 7 we have seen that strong correlation param-
eters lead to error concentration in some time intervals.
This is quite realistic, thinking of typical sources of noise
or signal loss in wireless networks, e.g., an engine in its



starting phase or an agent entering and going through
a tunnel. In those cases, trying to send packets contin-
uously until an acknowledgement is received is not an
optimal strategy. On the other hand, stopping transmis-
sions for a pre-determined time or slowing the communi-
cation reverting to a Stop-And-Wait behaviour doesn’t
exploit the knowledge of the error correlation param-
eter and leads to poor performances. An optimal be-
haviour should be skipping the transmission that, given
the probability distribution of errors, are likely to be in-
effective, and resume normal operations whenever there
is an high probability to be in a good state.
In order to understand how this behaviour could be
achieved, we have to consider the model of Figure 2
and recall that in a DTMC the residence time in a state
is modelled as a geometrically distributed random vari-
able X. Given the fact that the process is in the state
B (that models the bad channel state), the probability
that the process will exit the state after the kth step is:
Pr{X =k} =q(1—¢)". (13)
We recall also that the expected value for that random
variable is:

(14)

This result means that, on average, if the channel is
detected to be in a bad state, it will remain in that
state for the next ¢! steps. An ideal heuristic for Go-
Back-N, then, should be, whenever a packet is lost, to
skip the next ¢~! transmission, i.e., for a time fq!.
The problem with that solution is that the sender is
not able to directly and instantaneously detect packet
losses. The error detection is done only a posteriort,
when a timeout has occurred. Under the assumption of
optimality of the window size and of the timeout value,
when a packet loss is detected, other N packets have
already been sent. It is clear that it is not possible to
avoid those transmissions, but if the error correlation
parameter is high, it is likely that ¢! is higher than NV,
and thus some energy could be saved avoiding to send
the remaining packets until the first value is reached.
We can model the amount of packet transmission slots
that should be skipped using the variable s:

e[} ).

If the windows size is not optimal, we cannot assume
that, waiting the timeout, exactly N packets are sent,
thus we have to use a more general formula, where the
number of already sent packets is ¢f 1

([} 59)

Using the results in Equation (15) or (16) we can derive
a simple heuristic for optimising the energy efficiency

(15)

(16)
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Figure 9: Comparison between energy efficiencies.

of the Go-Back-N protocol, i.e., whenever the sender is
in a sending state, and a timeout occurs, the next s
transmission could be skipped.

Simulation Results

Using the simulator that we have built, we can now anal-
yse the behaviour of the protocol when it uses our pro-
posed heuristic and compare the performances with the
plain Go-Back-N and the heuristic proposed in Chock-
alingam and Zorzi (2008). All the simulations were done
adopting the same criteria used for validation (Initial
transient elimination and repeated runs). In this section
we briefly present the salient results of our experiments,
using the set of parameters shown in Table 1.

In Figure 9 is shown a comparison between the energy
efficiency of our proposed heuristic, the one proposed in
Chockalingam and Zorzi (2008) (labeled MS+LBO) and
a naive implementation of Go-Back-N (labeled GBN).
We can see that the naive implementation has the worst
efficiency, while the MS+LBO approach behaves well
when the correlation is not too strong. Our heuris-
tic performs as the naive GBN when the correlation is
low, but has an significant advantage over the other ap-
proaches when the correlation is strong.

In Figure 10, on the other hand, is shown a comparison
between the throughputs of the three approaches. In
this case the better results are achieved by the naive
GBN, because the protocol continuously attempts to
send packets. Our approach has a lower throughput,
that decreases slightly as the correlation parameter in-
creases. The MS+LBO approach has the worst perfor-
mances, but they get slightly betters with high error
correlation.

Note that, for k > 0.94, our heuristic has both a bet-
ter energy efficiency and a better throughput than the
MS+LBO approach.
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Figure 10: Comparison between throughputs.
Parameter | Value
Bandwidth | 54Mbps
Delay 0.99ms
Frame size 1492 B
Timeout 2.21ms
m(Q) 0.9

Table 1: Parameter values for the simulation.

CONCLUSION

In this paper, we have presented a simulation package to
analyse energy efficiency and other performance indices
for ARQ protocols, focusing on Go-Back-N and its vari-
ants. We have then proposed a novel heuristic for energy
efficiency optimisation, using the results provided by a
theoretical model.

Using the simulation package that we have developed,
we have analysed and compared the energy efficiency
and the throughput of a system adopting our heuris-
tic, pointing out the advantages of our approach in the
strong error correlation case.

Future Works

Future developments of this research could be manifold.
From a theoretical point of view, an extension of the
analytical model to cases not currently tractable, e.g.,
when the window size is not optimal or when acknowl-
edgement can be lost, would be desirable. From the
tool development perspective, the simulator could be
extended in order to allow a more precise description of
errors behaviour, e.g., specifying signal fading and other
physical characteristics.

The proposed heuristic could be modified in order to
achieve better results when the correlation index is low,
maybe combining techniques already used in other ap-
proaches.
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For the implementation of the heuristic in real devices,
techniques to efficiently guess values for 7(G) and k
from statistics on the previous behaviour of the chan-
nel should be considered.
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KEYWORDS Going through the most popular literature on work
Pace rating, a visualizing tool, response selection, response measurement, we observe most authors write about pace
execution, decision making pattern. rating in terms of ‘“the most difficult and controversial
step”(Groover 2007), “the most important step” (Niebel and
ABSTRACT Freivalds 2003), “the most challenging aspect’(Meyers and

stewart 2002),“two most controversial aspects” (Kanawaty
1992), “the most important and the most difficult part”
(Barnes 1980), “very difficult part”, and “the most
subjective aspect” (Miller and Schmidt 1990). Pace rating
has always been treated as difficult, subjective and even
controversial. This research is investigating ways to
overcome these issues.

Pace rating has always been one of the main responsibilities
for industrial engineers (IEs) when manufacturing
companies need standard times to use for planning,
scheduling, cost efficiency and budget calculations.
Although computer technologies have been applied to
model, analyze, and visualize complex systems to help
engineers solve specific issues, a simulation or visualization
tool on pace rating that reveals and visualizes decision
making patterns has as yet not been developed to help IEs
perform worker's pace rating. This paper presents the
development of a tool that can visualize response selection
and execution, showing decision making patterns and help
IEs to perform pace rating.

Pace rating (PR) is an important element to compute
standard time. Direct time study is the most widely spread
work measurement technique. It is used when
manufacturing companies need standard times with
accuracy and high confidence. The standard time is
composed of two elements as in Equation(1) below.

Standard time = normal time + allowances (1)

Normal time = observed timeg(RR/100) (2)
Allowances are additional times to compensate for non
optimal work circumstances while normal time can be
calculated as iEquation(2) above.

What is pacerating?

Pace rating is a kind of performance rating. Performance
rating is defined as the process of rating work's

performance by comparing the actual task being performed
and evaluating the observed performance quantitatively X ) )
with the industrial engineer's concept of normal or adjust the mean observed time for each element being

performance (Aft 2000). Performance rating methods can perfc_>rmed in order to become the nqrmal time that is
be categorized in 6 types (Barnes 1980) consisting of applicable to every worker. Standard times are used for

(1)Skill and effort rating or the Bedaux system, planning, ~scheduling, ~cost efficiency and budget

(2)Westinghouse system of rating, (3)Synthetic rating, (4) calculations as well as for process design and improvement.
Objective rating, (5) Physiological evaluation of Reliable standard times are needed for all activities. The

performance level, and (6)Pace rating. Barnes (1980) also quality of the standard time is considerably dependant on

reports an investigation that 90% of 72 US companies at the quality of the pace rating process.
that time used the pace rating system in time study practices
while the rest used others. Among the different ways, pace
rating is considered to be the fastest method only the
operator’s speed of movements is rated but it still has some
unresolved issues (see further). Pace rating is also a part o
the objective rating method (Mundel and Danner 1994). In
this method speed of motions is evaluated together with six
factors of job difficulty containing the amount of body used,
foot pedals, ambidexterity, eye-hand coordination, handing
requirement and weight are then rated with their respective
tables of percentages.

The fundamental purpose of determining PR is to normalize

Rating scales are needed in order to have an effective way
for quantifying the observed pace of working in comparison
with the standard pace. There are several pace rating scales
fin use, the most frequently used scales are (1) Scale A - 100
percent equals normal performance or 100-133 MTM scale,
(2) Scale B - 60 points equals normal performance, (3)Scale
C - 125 percent equals incentive performance, and (4) Scale
D - 100 percent equals incentive performance. The 100-133
MTM scale is easy to use and to understand as the 100%
pace corresponds to walking 3 miles per hour (Barnes 1980)
or dealing 52 cards into four equal stacks around 30"x30"
in 0.5 minute.(Nadler 1955; Watmough 1975; Barnes 1980;
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Mundel and Danner 1994; Meyers and Stewart 2002; the speed or pace of the reference video, IEs can
Niebel and Freivalds 2003; Groover 2007 synchronize and match the motion patterns in both videos
and hence, quantify the actual pace of the method under
study. Therefore, it appears that video technology can help
IEs to rate the real pace of a worker performing a task.
However, only the basic idea of synchronizing videos has
been presented in literature. A tool that visualizes response
selection and execution, with particularly more on decision
making patterns for pace rating, needs to be developed as
part of the validation of this new pace rating method.

Pacerating in traditional way

Traditional direct time study is carried out by using a
stopwatch or other timekeeping device to time and record a
task to obtain an observed time. To normalize the observed
time in order to obtain a normal time, pace rating is
typically done in the traditional way. Eventually, allowances
are added for converting the normal time into the final
standard time. Figure 1 illustrates a model showing pace fuctual video
rating in the traditional way. To perform pace rating,

industrial engineers (IEs) are trained to remember a speed _Refeseges viden _ _
of motion at 100% standard pace like dealing 52 cards into
four equal stacks. Vision, one of the five basic human
senses, is then used in the process of pace rating on an
actual work method. The IE sees a worker performing a
task at a workstation. Next, this information is processed in
the brain by comparing the actual work rate with the 100%
standard pace. Finally, the rated pace is estimated and
documented.

In the traditional pace rating way, three body parts of the

IE are involved: eyes, the brain and hands. The most Figure 2: Pace rating using video technology (Van

significant step is the information processing in the brain, Goubergen and Vancauwenberghe 2006)
including hidden factors that affect response selection and

execution. Until now, this has never been studied in detail. The need for a visualizing tool

The whole process can be considered as a black box which,

until now, never has been modeled, simulated or visualized Since computer and simulation technologies have been used
in pace rating. Hence, the traditional pace rating method canto model, analyze and visualize complex systems, many
be considered to be very subjective and most challenging. simulation and visualization packages have been developed
as tools to help engineers and decision makers solve
specific issues in both manufacturing and service systems.
The results of simulation based on certain inputs and

operational characteristics can be different alternatives

available to the decision makers. However, no simulation or

visualization package on pace rating has been developed
yet, that reveals and visualizes the decision making pattern
that are involved as a tool to help IEs better to determine

worker’'s pace rating. This paper presents a tool that can
visualize response selection and execution, showing

decision making patterns and help IEs to perform pace

rating.

The black box

¥i
# HOW TO MODEL AND VISUALIZE RESPONSE
— SELECTION AND EXECUTION ON PACE RATING
Decision A rated pace
Figure 3 illustrates the basic idea to model and visualize
response selection and execution on pace rating. Our idea is
Figure 1: Pace rating in the traditional way associated with observing events of a system as they evolve
over time. Each event influences the state of a system at
Pace rating using video technology discrete points in time.

Based on video technology, Van Goubergen and As can be seen from Figure 3, the variables we defined are :
Vancauwenberghe (2006) proposed a new alternative § = each event

method for pace rating of work being performed. As shown s; = tempo of RV (Reference Video) is less than AV

in Figure 2, an actual video of the task being studied (the (Actual Video)

right side) and a reference video calibrated at 100% pace s, = tempo of RV is more than AV

(the left side) are displayed at the same time. By adjusting s; = tempo of RV is equal AV
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a, = clicking thef! button In contrast, if the initiapoint of the reference video is set at

& = clicking thell button a maximum tempo difference of 180 %, the decision
as = clicking the stop button making pattern is generated in the opposite way as
t; = clock time recoded on e displayed in Figure 5.
ET;, = execution time P
TET = total execution time A . 5 i
ET, and TET can be calculated by
ETi =t-t,
TET =X ET,
=1
Ay RY _ ey

o o e e e e e e e

el L Bl ' Time

5 10 15 20 25 30 35 40 45 30 35 (sec)

Figure 4: The event graph of a behavior of response

) e = selection and execution on pace rating (min)

-
-
-

-

g = Pace
**** I'"""'-""""' 4 a3 a] Az
Ea £1 v £3 En2 Bl En
time
0 1 to ez tal t
j—ft———— | ]
ET: ETs ETna ETw1 ETw

Figure 3: How to model and visualize response selection
and execution on pace rating

e

! ! ! Time

An event is defined as a state when eyes, the brain and a I i
hand are ‘connected’ to perform the process of pace rating. 01015 20 25 30 35 40 45 S50 35 (sec)
Initially, eyes look at the actual video (AV) andeth
reference video (RV)Thefinal response required ig shat
means a (‘'STOP’) is activated. To obtairg,ahowever, we

rate the process under study by comparing the actual video
and the reference video, starting at a significantly different
tempo. In our research, we set the starting point of the
reference video at a minimum tempo difference
corresponding to 20 % and a maximum tempo difference at
180%. The time elapsed between two clicks (time factor) is
recorded in order to compute and visualize the data series of
rated paces. After clicking the mouse, this causes the system
state to change instantaneously. The desired outcome of a
pace rating method is a figure indicating the actual pace of a
work method. In case of the newly proposed method, this
corresponds to the speed of the video when the stop button
(a) is pushed.

Figure 5: The event graph of a behavior of response
selection and execution on pace rating (max)

The basic idea on which the software is based, is how to
connect response selection and each execution time.
Adjusting the speed of the reference video was programmed
so it can be changed with 5 % increments and 5 %
decrements. Figure 5 shows a screenshot of the software
developed using JAVA programming, suitable for
generating decision making patterns.

The concept of discrete-event dynamic systems was chosen
to model and visualize the decision making patterns, as
updating the clock time and recording the events is done at
discrete moments in time. In this first case, Figure 4 shows ﬂ%
an event graph that displays a behavior of visual response 3
selection and execution on pace rating with three zongs : a

& and g activated. The time is plotted along the X-axis and Figure 6: Screenshot of the visualization tool for pace rating
pace level is indicated on the Y-axis.
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CASE APPLICATION pattern into two important zones: an easy decision zone and
a difficult decision zone. The left part is the easy decision
In order to visualize response selection and execution on zone: as apparently the difference in pace between the two
pace rating based on comparing two videos, a reference videos is significant, the human being will click relatively
video, analyzed and normalized with MTM-1 at 100% pace, fast to approach a value that is closer in the range of the real
was chosen to be used in the experiment as displayed inpace value (in this experiment 100%). From this point on
Figure 7 (the right side). MTM-1 is a predetermined time we observe a more ‘difficult’ decision zone: bdthand |
standards technique that provides the highest accuracybuttons are used and it takes longer for the human being to
compared to other similar systems. It gives a normal time decide to click a button. Analyzing the decision making
based on predetermined time values at pace 100% for patterns shows that especially in the range of the real pace it
fundamental motion such as : reaching, moving, turning, is more difficult to rate. Based on the two final responses
apply pressure, grasping, positioning, releasing, obtained : 95% and 100%, the average value(97.5%) can be
disengaging, eye movements, and body movement used as the rated pace.
(Karger&Bayha 1987; Salvendy 2001).

Decision making pattern
Actual Video Reference Video x| 1 e
i 1o mg 105
o o i
9
- -
B
- Gl
7; 70
65 ﬁg
= =
g 50 SF
45
45 il
40 o .
. . . 35
Figure 7: A case application e
The actual video (the left side of Figure 7) showing hand =
oy 10
movements rated at 100% based on the traditional pace s
rating way was selected from the TMI pace rating videos = = o =
collection (Watmough 1975). For conducting the e

experiments, a master student in Industrial Engineering and

Operations Research at Ghent University was selected as aFigure 8: A decision making pattern(minimum)
participant. '

Decision making pattern

The following instructions were given to the participant for
conducting the experiment: Reference and actual videos are | = %

shown at the same time without giving any quantitative - 11%:2,

information on the pace. The participant is asked to )

compare both videos with regard to pace of working. As a 120 e

starting point, the video under study is shown at a lower - ﬂ%,

pace (20%). When the pace is perceived by the participant Ej _T?Sg_% W

as being lower, th@ button (a) needs to be clicked. The - I
speed of the reference video will now increase. The same
question is asked repeatedly until the pace is judged as
being higher. Thé button (@) can be then clicked until the 50
participant is satisfied with the resemblance. Finally, the b
stop button (g needs to be pushed in order to end the
experiment. After that, the two videos are shown again but i
the starting point of the video under study is shown at a e e o o = =
maximum pace (180%). The instruction to perform the ’%d’

experiment is given in procedure similar way.

Rate (%)

. . . . Figure 9: A decision making pattern(maximum
After the experiment, we obtain two decision making g gp ( )

patterns as depicted in Figure 8 and 9. These graphs depiCtCONCLUSIONSAND FURTHER RESEARCH

the evolution of the perceived pace in function of time,

visualizing the phenomenon of pace rating in the human . .

brain of the participant. T_he purpose of this paper is to prese_nt a tool that can
visualize response selection and execution for pace rating.

Alternatively, Figure 10 displays two decision making This_ research attempts to reveal a’?d generate decisiqn

patterns so they can be compared and analyzed at the saménak'ng patterns based (_:oncepts of d|scr_ete-eyen'g dynamic

time. Two vertical lines drawn on the chart divide the Systems. Paces sequentially evaluated with this visual and
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Figure 10: Two decision making patterns(min&max)
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ABSTRACT

To facilitate the maintenance of hydroelectric groups and
ensure the production of electrical energy, we defined a
decision making tool to help the construction of maintenance
plans by integrating the concept of risk for a Francis turbine
currently operating in Colombia. As the risks are generally
expressed in terms of human knowledge, it seems very
interesting to use fuzzy logic to solve this kind of problems.
Moreover, it can also be applied in case of detectable
failures (via sensors) or undetectable failures. This work has
been done in collaboration with EAFIT University in
Colombia.

INTRODUCTION

To facilitate maintenance of hydroelectric groups and ensure
the electric power production, we conducted the study and
assessment of potential risks for a Francis turbine currently
operating in hydro plants in Colombia. These hydro plants,
La Herradura and La Vuelta have been operational in
October 2004 in Frontino (Antioquia) Colombia and
developed by the company Empresas Publicas of Medellin
(EPM). Currently these two plants work continuously, but
climate change, which currently generates the seasons of
heavy rain and drought is beginning to cause problems. In
fact, during periods of water shortage, the station must
continue its production of electrical energy, despite a lower
nominal level than expected, and that is why the operating
speed has to be reduced. This reducing generates vibration
and wear. Moreover, due to a design error, the recovery
systems of sand were undersized and therefore fail to
recover all the sand that damages components. Replacing
these components is very difficult because it requires
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stopping the installation (and therefore stopping the
production of energy). It is however imperative for the
region to maintain its production of energy for these plants,
and, in addition to supplying energy, generate jobs for the
region. A maintenance plan must be defined to minimize the
risk of failures.

Maintenance of industrial systems has becomed a key issue
in design and operations, both for reasons of security and
availability (Al-Najjar, 2003). Until recently, techniques of
corrective maintenance (Zwingelstein, 1996) or preventive
maintenance (Valdez-Flores, 1989) were the only ones used.
The second is not always applicable because of the number
of human resources and equipment needed, while the former
involves extra holding costs for the company. In response to
this problem appeared the predictive maintenance, or
conditional maintenance (Mobley, 2002). The principle is to
simultaneously measure several parameters of the system to
monitor, to analyze data to detect the emergence of a
potential failure, and to respond with the correctest and
fastest way in case of possible problem. Our work concerns
decision tools for predictive and preventive maintenance and
definition of maintenance policies to ensure the availability
of components of La Herradura and La Vuelta hydro plants.
In this article, our work is limited to a pre-study of risks
management for the maintenance of the Francis turbine used
in the both hydropower plants. Research works are carried
out through cooperation between the University EAFIT
(especially the laboratory GEMI) and the laboratory LGIPM.
For risks management and assessment of failures, we
propose to use the failure mode and effects analysis (FMEA)
method (Garin, 1994). This method is used as a technique
for evaluating failures to determine the reliability of
equipment and system. Unfortunately, in an industrial
context, it is sometimes very difficult to quantify exactly the
effects of failures, in case of lack of information (no
diagnosis, for example) and / or lack of resources. In this
case, fuzzy logic can be used (Yager, 1994). This theory
helps to define concepts that are subjective, imprecise,



vague, and uncertain. Indeed, fuzzy logic can be defined as
Boolean logic which has been extended to meet the concept
of partial truth. In Boolean logic, truth values are defined as
"completely false" and "completely true" (0 or 1). With
fuzzy logic, all possible values between 0 and 1 could be
used (Zimmermann, 1990, Vasant, 2004). Several studies
have wused fuzzy logic to manage some stages of
maintenance. Fuzzy logic has for example been used for
decision support during the integration maintenance policies
with the production management (Gomez et al., 2007), but
also to model the human factor which is difficult to quantify
(Hennequin and al., 2009). Fuzzy logic is also used for the
definition of failures in diagnosis. We can, for example, cite
the work developed by (Wang et al., 2008) in which a model
is defined to determine the criticality based on fuzzy weights
to define the input variables. These weights have led to
better estimate the criticality and the proposed model is
realistic and simple

In this article, fuzzy logic is used to represent risks in a
FMEA model. The studied industrial system is presented in
section 2. In a third section, we present our methodology
based on fuzzy logic. The fourth part presents numerical
results of our fuzzy models. Finally, we finish this article
with some conclusions and perspectives.

INDUSTRIAL SYSTEM

In this work, we consider two hydroelectric plants currently
operating in Colombia: La Herradura (Figure 1) and La
Vuelta. These plants include two conventional dams, with
two pressure tubes, two vacuum-tube diffusers, two sand
traps and two engine rooms with Francis turbine (Figure 2).
The Francis turbine is a jet engine, which means that the
inlet pressure of the wheel is greater than the output pressure
of the wheel (Varlet, 1964). In that sense it uses both
reaction and impulse. The reaction part is the part where the
static pressure of the fluid is transmitted to the wheel while
the impulse part is the part where the kinetic energy of the
fluid is transmitted to the wheel. Francis turbines are used
for medium falls and can develop very significant powers.

Figure 1: La Herradura plant (EPM)

A hydropower group is a very complex system with many
variables, and therefore, is difficult to model and study. In
this study, we limit the study to components of the Francis
turbine. To make this choice, we use the information found
in Guamnizo Luisa Fernanda Gomez’s thesis (Gomez
Guarnizo, 2007), in which all the key variables for the
diagnosis of the turbine are presented. In her work, the most
common failures for this type of systems and components
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are detailed. We defined a model of risks management based
on fuzzy logic for certain components of the Francis turbine.

&
Figure 2: Francis turbine in La Herradura plant (EPM)

For our proposed method, we used the work given in [Faisal
I. Khan, 2003]. This method is described by 4 steps and a
looping process allows a continuous feedback for risks
management. The steps are the following:

- System analysis: In this first step, an analysis of the
system is made to understand its operation and
identify what are the basic components, and among
them, the critical components that must be
evaluated and monitored.

- Risk estimation: This step involves the
identification of failure modes of critical parts,
found in the earlier step using an FMEA sheet.
These failure modes are quantified in relation of
detection, occurrence and gravity.

- Risk assessment: In this step, we take the values
defined in the previous step to calculate the
criticality of each failure mode; we use a model
based on fuzzy logic.

- Maintenance Schedule: when the criticality of
failure modes has been calculated, we must act on
the modes and critical parts to reduce their
criticality. The reduction of criticality allows the
development and implementation of maintenance
activities. When these actions are implemented, a
new estimate of risk is made.

METHODOLOGY
System analysis

The generator group is composed of various sub-systems;
among them, the most critical and complex are the turbine
(which performs the conversion of hydraulic energy into
mechanical energy) and generator (which makes the
conversion of mechanical energy into electricity). In this
study, we looked at the Francis turbine because it is affected
by factors which are not casily modeled (such as cavitations,
wear, leaks, etc.). To better understand these phenomena, we
examined their effects on different components of the
turbine, especially whose affected by the phenomenon of
degradation due to the blaster water, and we also evaluated
the indicators to measure the risks associated with these
phenomena. The water that circulates throughout, and that
brings a large amount of dust, can cause serious failures that
may affect the continuous production of energy. The
detection of these types of failures is very difficult to
implement, firstly because it is costly and sometimes



impossible to place sensors on each critical element, and
secondly, there is at our knowledge no diagnostic method
that ensures to take into account the interaction of different
components with each other and back reliable information
about the failures of the Francis turbine. Therefore, we
initially conducted a special study of certain parts which
enabled us to establish the failure modes of these
components and a tool to determine their criticality.

Risk estimation

To estimate risk, we used the FMEA method combines with
fuzzy logic in order to identify failure modes of the basic
components. Firstly, for a period of study of two years, the
number of failures for each failure types in function of
components are determined (Figure 3).
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Figure 3: Failures mode vs components

Then, the most recurring failures are those due to the blaster
water (Figure 4).
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Figure 4: Failures mode vs causes

This cause is very difficult to detect because we do not have
a history of dust concentration in the water to connect with
failures. On the other hand, the establishment of a
monitoring system for this variable can be very costly and
complex that is why in this article, we present this particular
case, to try to build a system able to determine the criticality
of components affected by this phenomenon. To implement
the FMEA methodology three variables must be defined to
determine the criticality of each component. These variables
are: occurrence, gravity and detection.

Detection is defined as the ability to see or detect changes on
the monitoring system. This variable is defined using fuzzy
logic (Figure 5) and fuzzy sets.
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We chose the form of a bell to define the fuzzy sets as
considering the Gauss curve allows us to incorporate the
probabilistic aspect of variables.
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Figure 5: Fuzzy sets for the detection variable

Similarly to detection, the occurrence must be defined in
terms of values of FMEA and we defined the corresponding
fuzzy sets (Figure 6).
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Figure 6: Fuzzy sets for the occurrence variable

The third variable to consider is gravity, which is defined
from the effects of failure on the system (Figure 7).
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Figure 7: Fuzzy sets for the gravity variable

The criticality is the output variable (Figure 8). To calculate
the criticality, we can use the multiplication of occurrence
time detection time gravity or using our model derived from
fuzzy logic.
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Figure 8: Fuzzy sets for the gravity variable



Risk assessment

The risk assessment is conducted using an inference system,
derived from fuzzy logic, which takes into account all the
knowledge of experts and maintenance personnel.

From this knowledge, we creat a rule base to compute the
criticality of potential risks while reducing the effects of
uncertainty on the assessment of FMEA variables
(occurrence, gravity and detection). Thanks to studies done
by the University EAFIT and information provided by EPM,
we could build two models to determine the criticality, a
model for all detectable failures and another model for
failure due to undetectable phenomena.

For this case, we have identified five potential failure modes,
the most critical failure mode is the blocking blades. It is
quite obvious that this failure is the most critical since the
onset of this failure involves a cessation of production of
energy. Furthermore, to replace the part located inside the
system, it is necessary to remove the turbine totally. It is then
necessary to define a very good maintenance schedule to
ensure that the criticality of this failure mode is reduced.

MAINTENANCE SCHEDULE

To reduce the failures on different components, it should
provide and implement appropriate actions and measures for
each component and failure mode and this, according to its
criticality. When we know the critical components, we could
act directly on these components to increase system
availability and reduce the likelihood of a shutdown.

For our case of bloking blades (due to blaster water), we
have to act preemptively against this component in order to
reduce the interval of occurrence of this failure, and then
reduce the criticality and swing to a normal level.

Until now, only some preventive maintenance actions
(mainly cleaning and upkeep) have been implemented.
Indeed, the enterprise EPM has decided to investigate and
seek new technologies to lessen more the effects.

RESULTS

To create our fuzzy models, we used the module Fuzzylogic
software Matlab. Operation "and" and implication use the
minimum operator, and the operation "or" and aggregation
are defined using the maximum operator.

For our fuzzy model for detectable failures, we obtain the
following surfaces (Figure 9). We can note that in this
model, the symmetry is fully respected, the only defect that
we find are peaks.

SRR 8 0 S
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Figure 9: Occurrence vs Detection vs Criticality for the
model with 125 rules

For the fuzzy model for undetectable failures, we did not
simplify the number of rules because cases were assessed to
be manageable (25 possible cases). So we obtain the
following surface (Figure 10).

The results obtained using our method seems very
interesting and should be modified and adjusted based on the
expertise of EAFIT.

SURFACE DE LA SOLUTION

Criticité

Gravité

Occurrence

Figure 10: Occurrence vs Gravity vs Criticality for the
model with 25 rules

CONCLUSION

We defined a tool for decision support for the definition of
maintenance plans by incorporating the concept of risk. The
major difficulty in risk management is, of course, as we have
seen, the quantification of risks against each other,
quantification which 1is essential to verify that the
maintenance actions put in place ensure both the availability
of the system and security of all. As the risks are generally
expressed in terms of human knowledge, it seemed very
interesting to use fuzzy logic to solve this problem. In
addition, it may effectively be applied in the case of
detectable failures (using sensors) or in a more difficult case
to estimate where the failures are not detectable. This case is
very important for the industrial system studied in this paper
because the implementation of sensors and expertise of these
sensors are very expensive, and on the other hand, require
time and human resources. The integration of tools from
artificial intelligence will thus create relays which can be
placed in all production sites of the company EPM to help
staff make sound decisions during maintenance, while
limiting costs. Moreover, the method we proposed, based on
a decomposition of the system into subsystems and
individual parts associated with the FMEA method to
identify parts and critical failure modes, allowed us to be
familiar with the operation and behavior of the system and
thus to highlight the key components to be priority given
(high research topic currently in the laboratory GEMI) with
the system analysis step. We were able to demonstrate that
all the cases studied were not well monitored and
instrumented. The proposed method is very interesting
because it does not require a significant financial
contribution. It is of course obvious that our tool will not be



used for maintenance of very expensive systems such as
satellites, but it remains very promising for many systems
and many other countries. The interest of our approach is to
propose a model which does not require the definition of
complex physical models that are sometimes inaccurate
(because of different assumptions made) and difficult to
define. Similarly, we have created a method of risk
management performance which, because of looping, allows
a continuous assessment of risks to redefine a more
appropriate and efficient operations and increase the
availability and reliability in production energy.

To improve our system, we consider various ways:

- In the inference step, we could identify the rules or
inputs whose membership degree is important and
integrate them into the calculation of the
defuzzification.

- We could establish a system of neuro-fuzzy
learning to allow the model to automatically
rebalance and adjust to small changes on
information provided by the sensors.

- When the study of the laboratory GEMI will be
over, a step of statistical analysis to find the best
way to define the fuzzy variables associated with
inputs and outputs would significantly improve the
accuracy of our model.

The fuzzy rules must also be reworked and adapted
according to the results provided by EAFIT.
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ABSTRACT

The important request for simulations is to have a large
quantity of data from real systems. This paper describes
a methodology and practical experience with a workplace
for measurement, evaluation and storage of data acquired
during extensive measurement of brake systems on cars
or special device called brake stand. The workplace
provides now over one hundred data sets per a few days
which represent a huge data volume. Software system
used for the controlling whole processing cycle is
amodular complex system designed to simplify
particular stages of measurement, data processing,
storage evaluation and results archiving. Nowadays, the
workplace is used as areference one for industrial
partners, but existing data set has a great value for
a future research. Selected data from whole dataset will
be used for the future simulation of brake system in
several directions — for validations of simulation model,
as real examples of possible failure states or for creating
simulation scenarios.

INTRODUCTION

The safety is the most important part of automotive
industry — not only safety of car’s crew but of all
participants in traffic operations. One of key elements of
the safety is brakes’ behaviour while driving, slowing
down a vehicle or complete stopping when a driver puts
the brakes on. While car is braking, the places with
significantly higher temperature — hotspots — can appear
on the brake disc as aresult of thermo-mechanical
instabilities. They can cause an unstable contact between
the disc and brake pads which can result in undesirable
vibrations, noise and brakes efficiency reduction. Since
this and no other possible failure is acceptable, neither in
minimal rate, the car brake system must be completely
examined before the vehicle is able to be used in normal
traffic.

It has been two years now since Department of New
Technology (research centre of University of West
Bohemia) finished building up two special devices
designed for brake system characteristics measurements —
one for measuring car’s built-in brakes and one for
separate brake components. These devices are called the
automobile and the brake stand respectively and they
allow measurements of large amount of characteristics
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like pressure evolved on the brake disc during
deceleration, temperature distribution on the brake disc,
brake moment, RPM, acceleration etc. The other
individual components of the devices are able to measure
e.g. noise or vibrations produced by braking process and
a lot of other parameters. All characteristics are scanned
by a number of sensors and are transmitted as an analog
signal into acontrol computer. This data acquisition
process results in a huge number of data values so further
processing is necessary to get human-readable results
which could be used for diagnostics, simulations and
future research of brake systems.

Our first step was to develop stand-alone independent
software system which provides acomplex fully-
automated solution as an addition to specialized software
connected to the measuring interface. The basic
requirements are:

full automation,

high performance,

fast access to evaluated results,

storage of already measured data that can be used
for another research in the future,

e modularity to allow easy extensibility to satisfy

urgent needs on brake system measurement,
especially for already mentioned brake system
simulations,

e visualisation of results captured from data
evaluation

These measurements are considerably specific and they
mostly take place in development centres of car factories
only. Only a few relevant references can be found in
available literature, for example (Yong Fu Zhan et al.
2010) talks about designing and implementing a data
acquisition and processing system for testing vehicle’s
braking performance which has the function of storage,
real time display and analysis. Functional samples of the
automobile and the brake stands are described in (Honner
et al. 2009) and (Lang et al. 2009) respectively.

DATA MEASUREMENT

As was written above, the experimental testing of brake
system can proceed either on the brake stand or the
automobile stand. Figure 1 shows an illustration of the
brake stand which is able to simulate either static tests on



constant speed, e.g. driving down the hill, or dynamic
tests with varying speed such as stopping. The brake
stand control allows testing different braking modes —
constant pressure in the braking system, constant
moment, constant speed or defined changes of named
parameters. (Sroub and Lang 2008)

Many sensors are located on the stand and they sample
values at very high sample rate. Information from one
sensor is called a channel. It is possible that each channel
is sampled at different rate. The channels with single
value can exist too, e.g. some statistical averages.
Scanned information is passed into the measuring card
connected into the control computer via PCI interface.
This card is license-bundled with the software
DEWESoft  (hitp:/www.dewesoft.com)  which 1s
responsible for an acquisition and storing all data. It is
also possible to install measuring system in the car
directly for measuring in real conditions.

Figure 1: The illustration of the brake stand

It is important to highlight that DEWESoft provides basic
means for acquisition and storage of measured data.
Since each measured application is unique on principle,
nobody can expect this software to be able to evaluate the
arbitrary application. It is obvious that experimental
evaluation can be tried by tools like Matlab, but everyday
practice usage must be performed with dedicated
software.

DATA EVALUATION

Up to now, all data acquired from measurements were
evaluated by Matlab software which was supported by
the fact that DEWESoft allows data exporting to .mat
format. But since Matlab is a purely computational
environment, it would not allow easy automated file
exports of measured data. It is not an optimal way to get
evaluation results either — exporting 1.94 GB data file
resulted in 4.07 GB Matlab file and it took 20 minutes to
finish exporting. During that time the application was
completely unresponsive, so another measurement was
not possible. Another drawback is the need to load whole
data file although only some chunk is going to be
evaluated. There was also a problem that we were not
able to evaluate data in the environments where Matlab
was not installed for whatever reason. These all
disadvantages resulted in decision to code a stand-alone
application in C++.
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Hotspots evaluation

There are several possibilities for data evaluation in
prepared software. The most important is an evaluation of
temperatures on the brake disc. The wheel rotations must
be detected in an incoming signal at first. The brake stand
provides measurement data for one wheel only. The
automobile stand or direct car measurement logically
provide data for two wheels, left one and right one, hence
whole evaluation process must be executed twice. The
inner and outer surfaces are evaluated separately.
Individual rotations are denoted with amplitude peaks
(eventually with troughs for an opposite wheel) in the
signal. They can be easily detected and separated by
setting amplitude threshold to the half of the maximum
value in the scanned signal segment. Problem is that
peaks with very small amplitude cannot be detected with
this method, so we are still in work to improve it.

Temperatures are computed for each rotation by mapping
voltage to temperature using sensors’ calibration curves.
These are obtained from a theoretical calibration
exponential curve and constants ¢; and ¢,, which must be
defined for each measurement, as:

US:CI'Ut‘l'CZ

where U, and U, are the diode voltage and the theoretical
voltage respectively. Computed temperatures can be
utilised for later visualisation in the form of temperature
maps showing temperature distribution on the brake disc
as shown in Figure 2. The performance of plotting is very
important, because animations of the temperature
distributions during a whole measurement process will be
one part of prepared simulations.

Figure 2: Visualisation of temperature evaluation with the
visible hotspots

Noise detection

Next step of evaluation is noise detection during braking.
One measurement of noise contains alot of data (as
speed, rotations, vibrations, sound, moment, brake
pressure etc.) for many cycles of starting, accelerating,
driving, decelerating and complete stopping. Each cycle



and its parts must be identified and it is divided into
(possibly overlapping) segments of N samples length.
Each segment is windowed, using Hanning window, and
then transformed via fast Fourier Transform to N spectral
samples. Many statistics are obtained during the
evaluation process too. The measurement is executed
many times for different speeds, pressures and other
parameters to simulate different conditions of real usage.
Batch processing of more data sets is supported.
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Figure 3: View at noise detection signals. Left graph
shows speed (green) and brake pressure (red), right one
shows FFT of vibrations.

Other types of evaluations are also possible. Majority of
results is planned to be incorporated into the prepared
simulations.

SYSTEM ARCHITECTURE

Whole software system is divided into several parts
where each one is responsible for different tasks. The
core is the most important part which represents the heart
of the application. The base of it is built up on plug-in
systems that are responsible for data processing
operations and storing them into data manager in the
core. Data can be obtained from several sources as
DEWESoft data files or running DEWESoft instance via
DCOM (Distributed Component Object Model) interface,
exported text files, our binary files etc. Each data source
must have its own plug-in else it is not possible to read
from or write to it. Multiple sources per one plug-in are
also supported.

DATA STORAGE AND ARCHIVING

All measured data and evaluated results must be stored
for future usage. DEWESoft data file were saved
immediately after acquisition process in the measuring
computer which has a limited disc capacity. Only relative
small number of files could be kept there and it was
inevitable to either delete old files with time or move
them to external medium. The storage of complete data
files was necessary to be solved. There was also a need to
archive evaluated results without necessity to go through
whole evaluation process again.

Data storage

All data captured by DEWESoft application are stored in
measuring computer’s hard disk in its native binary
format. Its biggest disadvantage is that it has very
dynamic structure changing all the time with each release
as new functions are added. It results in many files stored
with one version of this software cannot be loaded with
different version. This makes the future research with
formerly measured data very difficult, maybe nearly
impossible. Installing all possible software versions and
guessing the version of the stored file is not a suitable
solution. The lack of non-existing documentation makes
it impossible to load into any external application.

Due to the reasons mentioned above there was a need to
find a better solution than storing data in DEWESoft’s
native format. We were discussing many already existing
data formats, for example well known XML format. Its
drawback is that it is not suitable for huge data sets — files
need to be read sequentially and they would grow to
enormous sizes as measurement requests increase. The
same pays for plain text or Matlab format. Therefore we
ended up with the opinion that creating our own format
will be the best solution and we will be able to design it
directly for our purposes.

We have developed a new file format for storing all data
acquired during measurements. The designed binary
structure makes it well-extensible with preservation of
backward compatibility when some change needs to be
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Figure 4: Data flow in our software solution
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suitable compressing algorithm because file sizes must
retain as small as possible — or at least no more than the
original DEWESoft data files. We have managed to
reduce the file size up to a half of original files in some
cases. Any requested information is loaded from disk
almost instantly, because there is no need to load whole
file in memory which is the most important property of
this format. Table 1 shows size comparison of exported
files in formats supported by DEWESoft. The last
columns shows file size of our data format.

Table 1: Examples of file size comparison of several data

formats
DEWESoft Matlab | Plain text | Our binary
data files format format format
1.94 GB 4.07 GB 7.47 GB 1.44 GB
455 MB 1.71 GB 1.69 GB 339 MB
343 MB 1.98 GB 2.21 GB 155 MB

Our file format has an easy binary structure arranged into
the blocks as scheme below shows. Since all data are
referenced by the block index and its size, it is very easy
to append any new kind of information to either any
channel data block or at the end of the file and backward
compatibility will still be maintained. This is controlled
by adding new flag in the header of file. New versions of
application will be able to read older format and vice
versa. It is obvious that application will ignore fields
which it does not understand. The block structure also
makes loading individual channel data very fast by
avoiding sequential reading of whole file.

<identificator><flags><channels><data_count>
<sample_rate><start_time>[<channel name_length>
<channel name_string><channel _min><channel _max>
<async_data_count>]"<indexes><channels_data>

The identificator is used for checking whether loaded file
is really in our format. Flags are there as an option for
any future extension. Next values denote a number of
available channels, how many values were captured, their
sample rate and time of acquisition process start.
Individual channels data can be compressed (controlled
by flags) using more algorithms to minimize storage
space usage. We performed benchmarks of common
compression algorithms but none of them satisfied us.
Either compression ratio was bad (e.g. ZLIB) or
performance was very poor (e.g. BZip2 or LZMA -
Lempel-Ziv-Markov-Chain Algorithm). After several
studies, we came across a sequence of pre-processing and
compression algorithms which provides very good
compression ratio with minimal impact on compressing
and decompressing performance. At first, the channel
data block is pre-processed with Schindler’s Sort
transformation (Schindler 2002-2004) and then it is
transformed using Move-To-Front algorithm (Bentley et
al. 1986) which improves the speed of following
compression. It consists of common RLE (Run-Length-
Encoding) compression encoded into 3-byte packets
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followed by range encoding (Schindler 2002-2004).
Decompression is performed in reverse order and is very
fast.

As was already mentioned, the file format description for
reading DEWESoft files does not exist (this fact was also
confirmed by DEWESoft’s support team), hence it was
necessary to find out any way to load data from them.
First, we utilized data exporting from DEWESoft in plain
text format and importing it into our application. Such
way was very inefficient because text files were really
huge so we had to help it with developing special decimal
number format. This gained at least some speed and
improved memory usage a lot. Also a lot of information
(especially info about asynchronous and single channels)
was lost as it was not saved in exported files. Later we
developed plug-in for our software application which
allows communicating with the measuring computer over
network. This way quickly downloads demanded data
from running DEWESoft instance using provided DCOM
interface. Since different computers (mostly used by
different persons) can be responsible for each kind of
evaluation (temperatures distribution, noise detection
etc.), the network communication makes possible to
distribute captured data between them. This data
distribution makes much easier finding requested files
than searching in tons of external mediums. Our designed
format is used for this data storage so also less disc space
is required.

The only downside of using different format for data
storing and archiving is the necessity of file conversion
that can take some time. Currently, operating personnel
must do it manually but we put all effort to do it
automatically because the goal is to have fully automated
system so we could target on brake simulations only. The
question is whether to execute conversion after
measurement is finished or do it simultaneously when
measurement is in process. The first option would require
additional time after the measurement; the second option
could influence the measurement performance because
direct co-operation with DEWESoft application (which is
busy with data acquisition in that time) is required.
Several tests must be done to choose the most suitable
solution. All formerly measured data stored in
DEWESoft native format can be easily converted into our
format using implemented batch processing (of course, as
was already mentioned, appropriate DEWESoft versions
must be installed but this is avoided for any future
measurement).

Data loading and storing speed is the most critical part of
data processing. Experiments show that the best loading
performance is gained by using the operating system’s
native functions executed asynchronously where you can
process (evaluate, compress etc.) one data segment while
another one is still being loaded. Also native functions
know better how the operating system works with file
system and they do not perform so much additional
checking as universal functions do. Data storing is



performed using said method. Data loading is done via
memory-mapping, because it is the ideal choice for
processing files with block structure.

Results archiving

It was also necessary to archive individual results of
evaluation process, such as statistical parameters, pre-
processed data needed for visualisation of hotspots or
visualised graphs. This step is very important to avoid re-
evaluation due to every triviality. Such results are
archived in collective MySQL database placed on
aremote server. Every member of team has an access to
it. Any requested information can be downloaded from
there by one click without searching for necessary data
files. The database ERA model is shown in Figure 6.
Since this archiving is applied on data evaluation only,
the complete data set is not placed in the database. Those
are needed only when some new kind of evaluation must
be done or evaluation process must be re-executed for
serious  reason. Measurement  description and
identification of the external medium (CD, DVD, HDD
etc.) where complete data file can be found are also saved
to the database.

Measurement Graghs
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date
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channeis_count temperature_min graph

id_cd temperature_max

note temperature_avg

Figure 5: Database ERA model

CONCLUSION

In this paper, the methodology of data acquisition and
processing essential for experimental testing of the brake
system was introduced. Some types of evaluation were
outlined. We coded our own software solution which
represents  comprehensive  system for complex
processing, evaluation, storage and archiving of all
possible values captured during referenced measurement.
We were successful in accomplishing all requirements
written in the introduction of this paper. Designing our
own data format specialized for this kind of work
provides efficient usage of data storage and almost instant
access to the measured data with regard to the original
file format. The application has been fully optimized for
the best performance and everything has been made fully
automated by one click. All performed steps led to the
time reduction of data evaluation. Up to now, we have
already gone through approximately five hundreds
measurements which resulted in the extreme amount of
huge data files. As was mentioned before, collected data
are going to be utilized for simulations of braking
systems and all obtained experience employed in
the future research. We are going to use this data in
prepared simulation models in several ways for
validations of simulation model, as real examples of
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possible failure states or for creating simulation
scenarios. The main value of this paper and described
research is in fact that it introduced quite practical
experience with industrial measurement and processing
of huge datasets acquired during this measurement. This
activity precedes preparation of many simulation models.
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ABSTRACT

This paper presents a real-time simulation system developed
for providing automatic tuning and adjustment of
electrohydraulic systems in the energy field. The system
developed allows modeling of control upon the rotational
speed of a hydro unit, identification/ parameterization of
model coefficients based on experimental data and
developing of a process control algorithm. The system was
developed because of the necessity of tuning and off-site
testing of the automatic rotational speed electrohydraulic
regulators within the structure of hydro units.

INTRODUCTION

In the global energy system balance between production and
consumption is achieved with speed and power regulators.
Through the joint action of the interconnected generators is
ensured a high safety level for consumers because it may be
set a stationary value of system frequency, less affected by
disturbances. In power systems can be found two control
strategies: primary adjustment and secondary adjustment.
Both strategies require speed and power regulators for all
energy units but the dominant part is played by hydro units
which can react quickly in case of local or global load
variation in the system [1]. Conventional speed and power
regulators used to control hydro units are made in two
versions: mechano-hydraulic and electrohydraulic regulators.

The rapid evolution of digital industrial computers and major
progress achieved in the field of electrohydraulic systems
have imposed as the natural solution the use of
electrohydraulic equipment in development or upgrading of
speed and power regulators in the energy field. Thus the
special static and dynamic performances of hydraulic
actuation elements are well mixed with the flexibility and
reliability of digital control systems.
Currently, at national and international level, there is a
constant concern for the modernization of the automatic
speed regulators of hydro units. By introducing the new
types of automatic speed regulators substantial
improvements have been achieved in the following
directions:

- increased safety in the operation of hydro units;

- increasing the reliability of automatic

regulators;

speed
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- increased flexibility in the operation of automatic
speed regulators;
- increasing the annual production of electricity.

PROBLEM FORMULATION

The subject of this paper is that category of automated
systems using amplification by hydraulic means of the
control value up to the level required for the execution value.
Usually, applications wherein automatic hydraulic systems
are found are characterized by a very high amplification ratio
between the signal of automation action execution and the
control signal. In combination with electronics, and
especially with digital electronics (characterized by
abstractization of signal processing in a specialized
firmware/ software), hydraulics is associated with the idea of
precision.

The objective of this work was to develop a computer system
used for tuning and automatic adjustment of electrohydraulic
systems in the field of energy. Automatic adjustment means
all actions performed on a process for it to behave in a
desired manner. For practical application of automatic
adjustment it takes up a few basic steps, namely:
- modeling of processes;
- identification of processes based on experimental data
and estimation of parameters;
- processing of signals by filtering, prediction, state
estimation;
- design of control signals for automatic management

The system developed for tuning and automatic adjustment
of electrohydraulic systems must allow running of the afore-
mentioned steps. By means of this system it must be possible
to be identified the adjustment law and compliance
parameters which provide for the whole system a certain unit
step response, i.e. satisfying certain required transient and
stationary performances. Also the system should allow the
selection of a desired response in relation to the actuation of
the disturbance values, preserving at the same time certain
performances relative to the input value.

The system must provide capabilities for interfacing with
physical processes and obviously for driving them in real
time. Based on information gathered from the process
models of the process can be created to be used during the
stage of off-line testing on the adjustment laws adopted. Off-
line testing will involve real-time simulation of the process
in parallel with execution of the adjustment law adopted.

Real-time simulation of systems has obvious advantages.
One can test, with a low risk level, different methods of



adjustment and control. Although tuning 'on site' of complex
systems is unavoidable, real-time analysis method allows
reducing the time needed for tests and adjustments during
processes [2]. Reduction of the time required to achieve
these objectives minimizes cost and at the same time
decreases the possibility of damage for the real systems
modelled

The system that adjusts the speed of the hydro unit must

provide a set of performance requirements. In the case of the

analyzed problem can be identified three important elements

[3]:

- the fixed element: hydro unit, electrohydraulic
servo motor of the driving device and rotational
speed transducer;

- objective of designing the regulator: is to determine
the adjustment laws and compliance parameters of
the regulator so that to be provided a certain unit
step response of the system, thus ensuring transient
and stationary performance requirements;

- method of adjustment.

REAL-TIME SIMULATION OF
ELECTROHYDRAULIC SERVOMECHANISMS
WITH POSITION REACTION

It is hard to imagine now the analysis of a complex dynamic
system without the benefit of being able to model and
simulate the system. Dynamic systems modeling and
simulation are techniques widely used in computer-assisted
analysis of systems, also representing an important step in
the design (synthesis) assisted by computer systems.

Numerical simulation of dynamic systems is the process
whereby information is obtained about the evolution over
time of the characteristic parameters of systems by means of
the digital computer.

Tontroller

Fig. 1. Real-time simulation of an electrohydraulic
adjustment system

Real-time simulation of systems corresponds to the capacity
of some computer systems to perform numerical simulation
over determined time intervals. An immediate advantage of
these types of simulations is the possibility of interfacing the
computer system performing numerical integration with the
investigated physical systems or subsystems [4].

Numerical simulation of dynamical systems allows getting
the necessary information on their behavior based on
mathematical models that describe these systems. The
mathematical models used to develop real-time simulation
networks must enable their development in the time range
that confers the real-time character to the simulation. The
mathematical models used may be linear or nonlinear
models. If there is noticed execution of a computation loop
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outside the allowed time rage, models must be simplified so
that the time assigned for execution to be satisfied. For an
electrohydraulic servomechanism with position reaction
(Fig. 1.) the linear mathematical model can be used:

K

pe
z (S ) _ 4, (1)
&(s) m , mK,
S| —s"+— s+l
h 4
Hydraulic natural pulsation,
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m
Damping factor,
K
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242
Speed amplification factor,
uKQx
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Fig. 2. Linearized simulation model of the electrohydraulic
servomechanism

Using a numerical system for interfacing with the physical
part requires sampling the analog signal acquired from the
process. The mathematical model must be transformed from
the complex space s into z, determining the equivalent
transfer function in z. If it is intended for the output of the
continuous system to coincide with the output of the system
with sampling during sampling moments there is introduced
an extrapolator for signal reconstruction
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In the case of a continuous-time signal 1 (¢), having Laplace
image F(s)=L [f ()], by digitization there is obtained a signal
whose transform Z is:

F(=Z[F(9) @

For a continuous-time process, having transfer function H
(s), the discrete equivalent of transfer function H(z) must
also include the transfer function of the zero order
extrapolator (ZOE).

The zero-order extrapolator translates an unitary impulse into
a constant string along duration T - sampling step. This
string can be expressed as the sum of two step signals.
Extrapolator transfer function is:

1 —sT

e
HEOZ(S):;_T ®)

Discrete equivalent H(z) of the transfer function H(s) of a
process is obtained applying transform Z to the product
Heoz(s)H(s).

H(z) = Z[H s, (s)H (s)] =
_ Z{(l L (s)} _z-l Z[H(s)} ©)

S z S

Calculation of transfer function H(z) from H(s) according to
z—1_| H(s
H(z)= Z (s)
z S

rests or there can be used the functions ¢2d or c¢2dm
(continuous - to discrete - time models) of Matlab.

} can be performed analytically by

It is considered:

Ko m K
by =pu = a; =—; a, =m };'

4, R, 4, (10)
a,=1;a,=0
z(s b

(s) _ : o a1

e(s) ays” +a,s” +as+a,
The calculated coefficients of the linear model of
electrohydraulic system can be found in Table 1.

Furthermore there are presented the coefficients of the
discrete model obtained in Matlab using the conversion
function c2dm. Comparison between the response to step-
type excitation signals of various amplitudes, for the linear
model, and the discretized model is shown in Figure 3, a -
response of the servomechanism in space s and b - response
of the system in z.
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Table 1: Coefficients of the electrohydraulic system

m— a3 a a g by
3e4 kg
(I-3.8) | 7.89¢-4 1.23e-2 1 0 0.335

Example of digitization in MATLAB
Sampling step 7=0.1 s

>>T=0.1;

>> num=[0.335];

>> den=[7.89e-4 1.23e-2 1 0];

>> [x,y]=c2dm(num,den, T, zoh’)

x= 0 0.0289 0.0297 0.0110
y= 10000 -0.1328 -0.6568 -0.2104

(a) Response of the servomechanism in s

stroke [m]

(b) Response of the servomechanism in z

Fig. 3. Response over time to step-type excitation signals

Using the zero-order extrapolator generates a dead time
delay equal to half the sampling period:

(12)

l—e "  1=1+sT. —(sT.)*/2+...
H(s) = ~ .~ (T
S
= 7—;@ 2
SIMULATION NETWORK AND VIRTUAL

INTERFACE OF THE ADJUSTMENT MODEL

To identify the optimal system adjustment process an
application for co-simulating the process has been developed
using AMESim and MATLAB simulation environments. In
its structure there are found the models of the hydro unit, of
the electrohydraulic drive system and the software
component for automation/ adjustment of the process.




Hydraulic drive systems have been modelated in AMESim,
while the adjustment algorithm has been developed using the
Simulink toolbox, part of MATLAB software.

: |

Fig. 4. Softwafé simulation network (co-simulation
AMESim - MATLAB)

Real-time simulation has been performed using in the first
stage the mathematical model of the system (fig. 4)
consisting of:

a) model of the hydro unit

b) model of the speed regulator (process computer)

¢) model of the actuation system of the driving device

d) model of the actuation system of rotor blades.

The mathematical model of hydro wunit has been
experimentally identified by a set of data acquired from the
unit of interest. Identification has ben performed using the
IDENT toolbox of Matlab. Data aquired experimentally has
been filtered (Fig. 5.) to remove the electrical nature noises,
disturbances, and it has been divided into two sets (one used
for identification itself and the other for verifying the
mathematical model chosen).

Perindogram

Freguerncy (radisy

Fig. 5. Frequency spectrum of experimental data range

To remove unwanted components of the signal used to
identify the parameters of a mathematical model there has
been used a low-pass filter with the upper limit of 10 rad/s.
Identification, based on experimental data, of parameters of
hydro unit mathematical model involves four steps:

a) acquisition of input / output data (Fig. 6.)

b) choice of model structure

¢) assessment of model parameters

d) validation of the identified model (validation of structure
and parameter values - Fig. 7.)

Input and output signals

Fig. 6. Experimental data set used in the identification
procedure.
ul — position of driving device blades (%)
yl - difference between prescribed rotational speed and
rotational speed of the turbine shaft (%)

Tnput and autput signats

19 18 20 25 30 35
Time

Fig. 7. Comparison of the signals used for the identification
procedure, before and after applying the correction filter

Following experimental data processing by means of toolbox
Ident threre was obtained a transfer function with the
following coefficients:

>> jdent
Opening System Identification Tool ....... done.
Process model with transfer function
1+Tz*s
G(s)=K *
(1+Tp1*s)(Tp2*s)

with K=0.6256

Tpl =0.1254

Tp2 = 6.0856

Tz =-0.20365

Measured and simulated model output




Fig.8. Comparison between the graph obtained with
experimental data and the model identified (similar input
data)

PID controller studied results from discretizing a continuous
PID controller with the independent actions P, I and D.

It is considered the transfer function of the continuous
controller [5]:

Hpp(s)=K| 1+

Parameters:

K — proportional amplification

Ti — integral action

Td — derivative action

Td/N — derivative action filtering

For digitization there is approximated derivation s through
(1-q")/Te and integration 1/s through Te / (1-q). It results:

1T, 1

Ts T, 1-q

Tds=%-(l—q_1)

e

NT,

e

T;+NT,

1+T7d.(1_q—1) 1_T7dq—1
N T, +NT,

Entering these expressions in the transfer function of the
continuous controller there is obtained:

T, 1
1+-—=- -+
I 1-q
oy R(@H NT, .
H = =Kl e (1-qg!
pp(q) S(C]_l) Td+NTe( q)
_|_
- e q" 15
r,+nr," | )
Polynominals R(g™") and S(¢g™") have the form:
R(q‘])=r0+r1q_]+r2q‘2
S(q_l):(l_q_l)(l"'slq_l) (16)

where:

(14
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L
T,+ NT,

7 =K(1+%—NSIJ

n=K sl[1+%+2N]—l

1

S

(17

r,=—Ks,(1+ N)

To determine the numerical controller parameters:

- there is determined the digitized process

- performances are specified

- there are determined the coefficients of polynominals R(g")
and S(g”')

After verifying functionality of the real-time "software"
model, there have been replaced in the model the software
used to simulate the process computer and the model of the
blade actuation system of driving device with their physical
equivalent.

Fig. 10. Application Block Diagram

The objective of these tests was to validate the proposed
model in order to use it for developing an "embedded"
simulator of the hydro unit. The utility of this simulator is
derived from the necessity for preliminary tuning of speed
regulator coefficients. To allow easy modification of
regulator parameters and recording of the obtained results a
monitoring and control application has been developed using
the graphical programming language LabVIEW (fig. 9, fig.
10).

Tuning of the regulator parameters was performed taking
into consideration the system stability and restrictions related
to its dynamic behaviour. Objectives targeted were to



improve the dynamic characteristics and response to
disturbances. Analysis criteria used were chosen taking into
consideration the possibility to obtain information on system
stability, and also on influence of the parameters which are
to be optimized.

DYNAMIC CHARACTERISTIC OF THE SYSTEM

To perform simulations there has been developed the
modeling network of the hydro unit, comprising these
subsystems: turbine model, synchronous generator model,
electrohydraulic driving subsystems and digital regulator -
ASR. The results were compared with a set of experimental
data acquired from areal system (fig.11.)
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Fig. 11. Start with continuance at idling
(a) - simulated, (b) — experimental

CONCLUSION

As it can be seen in figure 11, results obtained by numerical
simulation are comparable with experimental results. This
confirms the possibility of using the system for preliminary
"laboratory" tuning of such systems. The developed system
can also be used for off-line testing/debugging of the
firmware required by the equipment for
automation/adjustment of these types of processes.
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ABSTRACT

In this paper, have introduced a different self-tuning process
for PID controllers based on neuro-predictive control. A
bounded horizon optimal control problem will solve on-line,
authorizing to analyze the tuning parameters of the PID
controller. The suggested technique can realized on a PM
electromagnets active magnetic bearing process and a

comparison with traditional auto-tuning techniques
assumed.
1. Introduction

Although most of the industrial processes are complex
nonlinear systems, they are still controlled with classical
PID control structures, which are tuned to give good results
only around a fixed operating point. Under these
circumstances, in order to obtain the optimal response over
the entire operating range, on-line adaptation or self tuning
of the controller is required, and several methods have been
proposed in the last decade, e.g. [1], [2], [3]. In [1], the
existent types of adaptive techniques are classified based on
the fact that if the process dynamics are varying, then the
controller hold compensate these variations by adapting its
parameters. There are two types of process dynamics
variations: predictable and unpredictable. The predictable
ones are typically caused by nonlinearities and can be
handled using a gain schedule, which means that the
controller parameters are found for different operating
conditions with an auto-tuning procedure that is employed
thereafter to build a schedule. In this paper, a new self-
tuning method for PID controllers designed to control
processes with predictable dynamics variations is presented.
The gain scheduling principle replaced by using a neural
network based model that is capable to capture the
predictable dynamics variations of the process. The neural
network model is also used to develop a neural structure that
predicts the future control error caused by process dynamics
variations. The controller tuning parameters are calculated
solving a finite horizon optimal control problem that
minimizes the predicted control error. Real-life
experimental results are given for a PM electromagnets
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active magnetic bearing plant, which demonstrate the
practical benefits of this self-tuning method[3].

2. Description of the self-tuning procedure

The proposed self-tuning approach is based on two parallel
control structures (see Fig. 1) that are synchronized with the
reference clock of the predictable dynamics process in
closed-loop with a PID controller. The upper structure uses
a predictive control loop consisting of a neural predictor and
a PID controller with adaptive tuning parameters. The
predictive structure, with the sampling rate Tp, works faster
than the real-time control loop supplying the predicted
control error over a finite future time horizon. The tuning
parameters are calculated at each sample time instant
through the minimization of the predicted control error and
the obtained values are used to update the tuning parameters
of the real-time control loop. Thus, the controller
parameters are adapted based on the Predictive optimization
of the control system behavior and the desired performances
can be achieved over the entire operating range.
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controller ~ [* L g
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Fig.1. Neuro-predictive structure

2.1 Process neural model

Neuro-predictive control loop contains a neural network
model, which models the real process with predictable
dynamic variations. The use of neural networks for
nonlinear process modeling and identification is justified by
their capability to approximate unknown non-linear
systems. A nonlinear model that includes a large class of
non-linear processes is the following NARMAX model



viky=flie -1, vk —nhuik—d— 1), ., ulk—d —m}l .. {1}

Where, f () is some nonlinear function, d is the dead time
in T/sample, n and m are the orders of the nonlinear system
model, # and y being the input and the output of the process
with order n and m respectively. A neural network based
model, NNARMAX, corresponding to the NARMAX
model, may be obtained by adjusting the weights of multi-
layer perceptron architecture with adequately delayed inputs
[4].

Where, f(.) is some nonlinear function, d is the dead time
in T/sample, n and m are the orders of the nonlinear system
model, # and y being the input and the output of the process
with order n&m respectively. A neural network based
model, NNARMAX, corresponding to the NARMAX
model, may be obtained by adjusting the weights of Where
7" denotes the input-output transfer function of the neural
network, which replaces the non-linear function f'in (1) and,
u(k-d-1) and y(k-1) have the following structure

y(k) = [N uk —d 1), y(k=1)]
Where /' denotes the input-output transfer function of the
neural network, which replaces the non-linear function f in
(1) and, u(k-d-1) and y(k-1) have the following structure

u(k—d -1) = [u(k—d -Du(k—d ~2)........ u(k—d—m)]T
k=) =[yk-Dyk=2).......... y(k—n)"
3)
For a two layer network, the following expression is
obtained from eq.(2)

Va
y(k) = Y W,0, (W ulk—d = 1)+ W) (k=1)+b,) +b

j=1
“4)

Where p is the number of neurons in the hidden layer, o; is
the activation function for the j-th neuron from the hidden
layer, u;" the weight vector for the j-th neuron with respect
to the inputs stored in u(k-d-1), y;" the weight vector for the
Jj-th neuron with respect to the outputs stored in y(k-1), b
the bias for the j-th neuron from the hidden layer, w; the
weight for the output layer corresponding to the /™ neuron
from the hidden layer and 5 the bias for the output layer.
Such structures with a single hidden layer are considered
satisfactory for most of the cases. Since all the industrial
processes are working in closed-loop, a closed-loop
identification method has been used to obtain the neural
model of the process. In order to capture all the nonlinear
dynamics of the process, the training data had to be attained
around several different operating points such that the entire
variation range of the process output to be covered. For this
reason, a stepwise reference was chosen and then summed
with a pseudo random binary signal generated with a
shifting register [5].

2.2 Neuro-predictive control loop

In order to obtain the predictable dynamics variations at the
time instants &, a neural predictor based on the neural-based
model of the process was used. A sequential algorithm based
on the knowledge of current values of « and y together with
the neural network system model gives the i-step ahead
neural predictor
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y(k):iW!aj(W;u(k—d+i—1)+W;(k+i—1)+b!)+b ®)

The future control u(k-d+i-1) from (5) is obtained running
the neuro-predictive control loop. Thus, at time instant %,
the predicted output y(k+i) is determined, for i = Ny, N,
where N, and N, are the prediction horizons. If 7, is the
sampling time with which the predictive control loop
operates, this must satisfy: (¥, — N)T, << T .Placing the
neural model of the process to operate in the neuro-
predictive control loop allows for transferring the current
state x of the process to the neural predictor Figure (1) at
each time instant k. Thus, at each time instant %, the
predicted behavior of the process is obtained in the vector
form

Ypredicive = [+ NIYk+ N, 1) y(k+N)I'
(6)

The process output Ypredictives predicted by the neural
predictor, is used to calculate the predicted control error
based on the controller set-point. Considering the discrete
form of a PID controller,[6]
u(k) = u(k=1+q,e(k)+q,e(k—1)+q,e(k-2)
(7

and the model (5), yields the following equation for the
predicted control error

i D Wio Wiuk—d+i-1)+
= Jj=1

Wiyk+i=1)+b; +b

e predictive

—r(k+1i)....(8)
where the vector u(k-d+i-1) is a function of the tuning
parameters vector q=[go ¢1 ¢»]. Minimizing the cost
function

1 N2 5
J = 5 Zepredictive (k + l) (9)

i=N1
3. Analysis of System Dynamic Model

Figure (2) shows the schematics of the active magnetic
bearing system. It consists of a levitated object (rotor) and a
pair of opposing E-shaped controlled-PM electromagnets
with coil winding. An attraction force acts between each
pair of hybrid magnet and extremity of the rotor [7]. The
attractive force each electromagnet exerts on the levitated
object is proportional to the square of the current in each
coil and is inversely dependent on the square of the gap.
Assuming a minimum distance to the length of the axis, the
two attraction forces assure the restriction of radial motions
of the axis in a stable way. The rotor position in axial
direction is controlled by a closed loop control system,
which is composed of a non-contact type gap sensor, a PID
controller and an electromagnetic actuator (power
amplifier). This control is necessary since it is impossible to
reach the equilibrium only by permanent magnets. The rotor
with mass m is suspended. Two attraction forces Fi. and F,
are produced by the hybrid magnets. The applied voltage E



from power amplifier to the coil will generate a current i
which is necessary only when the system is subjected to an
external disturbance w. Equations governing the dynamics

of the system are
2

d’y
dr*

E = Ri+N%(¢1(yal') +¢,(y,0) (A1)

F(y, i)+ F,(y,i)—mg+w=m (10)

Under small disturbance, the above equation becomes

AE = RAI+ N2 (4.0 + 4,050 (12

AE = RAi + N{a(M' *Ad) diy | oA +A¢z)@} (13)

Ay dr i dt

h;m:‘i‘s‘&gnsi

Fig.2. Configuration of PM electromagnets active magnetic
bearing

If the weight of rotor is equal to the sum of these two
attraction forces, the rotor will rotate on specific gap.
According to Eq. (11), the disturbance equation at specific
gap is calculated as follows

2
AF(Av, Ai) + AF, (A, Ai) + w = m% (14)

And

AF,(Ay, Ai) = %AAE Ay+%Ai (15)
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~ OAF. OAF, | .

AF,(Ay,Ai) = —2Ay+—2Ai (16)
OAy OAi

Where y is the distance from gap sensor to bottom of rotor.
R and N are the resistance and number of turns of the coil.
@, and @, are the flux of the top and bottom air gap,
respectively. We denote ¢ =¢; +¢, and F = F, + F, . The
system is linearlized at the operation point (y=yo, i=0) and
described as follows

A 1 OAF 1 OAF
d 2y:_6 Ayt L9 AP (17)
dt m OAy m OAi

dni _ R, NOApdry 1,. (13
dt L Loy d L

diAy'=a21 0 ay|A |+|0|E+|d|w

Al |0 ay anlail b o

Where

1 6AF a _ 1 0AF
G . oy 2 m OAi

N OA¢@ R

I — Ay = ——

L oy L

1
b=— d:i L—N%

L m OAI

The partial derivatives are calculated from the experimental
characteristics at the normal equilibrium operating point.
The characteristic roots of the system is found.[7] This
system has to be stabilized by a PID controller with
appropriate controller parameters tuning.

4. Neural model of the plant

In order to estimate the parameters of the neural model, a
training sequence was built such that the process output
explores its whole operating range. Thus, a stepwise
reference summed with a pseudo random binary signal was
applied to the real time control loop and, by monitoring the
control signal u1 and the process output y,, a training
sequence was obtained. Using the training sequence, a two
layer neural network was trained off-line.

Model parameters m, L, N and R were estimated based on
the collected input-output data and on the physical structure
of the process (the inner flow loop and the tank). With a
sampling rate of 2sec, it was found that the process has a
delay N=2 and m=2, L=2, R=2. For the training and the
validation of the neural network that models the process, the
software instruments presented in [6] were used.
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Fig.3.Process neural model validation



In Figure 3, the results of a closed-loop experimental
validation of the neural model are plotted.
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Fig. (4-b) validation data for
neural network predictive control
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Predictive control

5. Conclusions

A neuro-predictive control based self-tuning procedure for
PID controllers has been developed. The main advantage of
the method consists in the on-line adaptation of the
controller parameters and in the possibility to track different
process operating regimes. The proposed method has been
implemented on a benchmark real-life system with good
results and a comparison with a classical auto-tuning
method for PID controllers has been given.
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ABSTRACT

Model-based methods improve the reliability of fault
diagnosis for technical systems especially when the
diagnostic system is able to conclude under dynamic
conditions. The diagnostic system presented in this
paper is based in inconsistency between the actual
process behaviour and its expected behaviour as
described by an analytical model. The simulation results
and the measured quantities from the actual system are
compared on-line. The inconsistency between model and
systems is exhibited in residual signals. Decision making
about possible faults is performed based on the
evaluation of these signals. The experimental results
show the effectiveness of the proposed method.

INTRODUCTION

Studies on fault detection and isolation are attracting
considerable attention in industrial production world due
to the increasing complexity and productivity of modern
industrial systems. For the complex highly automated
industrial systems it is fundamental to be able to monitor
the condition of the installation continually in order to
detect faults and to locate deteriorated components.

A lot of industrial monitoring systems rely on the
comparison of measured signals to specific thresholds.
Many of them do not exploit the correlation existing
between the different measured signals. Therefore they
only allow the detection of significant deviations from
operating conditions and they are not able to detect
incipient deviations. These drawbacks motivate the
development of diagnostic systems based on analytical
models. The main idea behind such systems is to check
the consistency between the measurements of different
variables of the supervised system and the expected
behaviour of this system as described by an analytical
model.
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In model-based fault detection a model (mathematical or
heuristic) is employed to describe the nominal behaviour
of the monitored system. The generated residual signals
that indicate differences between the model’s output and
measured process output are interpreted and evaluated
to isolate faults.

Model-based fault diagnosis offers a well established
approach and many paradigms for engineering systems
have been proposed by researchers such as (Patton et al.
2000, Frank et al. 2000, Isermann 2005, Korbicz et al.
2004, Gentil et al. 2004, Medjaher and Zerhouni 2009,
Freddi et al. 2009). However the model-based fault
diagnosis is build on a number of idealized assumptions
for the engineering practice. One of them is that the
model of the system is a faithful replica of a system
dynamics. Another one is that disturbances and noise
acting upon the system are known. In consequence a
suitable residual evaluation technique should apply in
order to minimise the false alarms and simultaneously
maximize the sensitivity of the fault diagnosis system.

Fluid power systems are used in a variety of applications
ranging from robotics and aerospace to industrial
systems and they are becoming more complex in design
and function. An efficient maintenance scheme is
necessary for the reliability of the installation. In this
paper a model-based approach for interaction of
modelling information with relevant measured values of
the actual system for the detection and diagnosis of
faults in an electro-hydraulic drive system is presented.
The dynamic behaviour of the actual system was
modelled. Acquired values referring to pressure signals
and to the angular velocity signal are compared with the
relevant variable values of the simulation process.
Previous research work in development of various kind
of diagnostic functions for these systems is provided
among other researchers by (Angeli 2008, Meuser and
Schmidt 2006, Ghoshal and Samanta 2009 Muenchhof
and Clever 2009, Kashi et al. 2006, Jelali, and Kroll
2003, Angeli and Chatzinikolaou 2005).

MODELLING PROCESS

The experimental layout used for this work is shown in
Figure 1. This system is a typical drive system for a
production machine, Figure 2.



Figure 1: The experimental layout

This system consists basically of a hydraulic motor, a
proportional 4-way valve and the connection pipes
between them. The hydraulic motor is rotated by means
of a hydraulic power unit. The proportional 4-way valve

ol .-

controls the actual flow rate to the hydraulic motor
according to an input current and determines so the
angular velocity, the acceleration and the deceleration of
the hydraulic motor with an attached rotating mass Jy,.

qma é qmb
A 9 B

Displacement Motor

Pa

qva A

A1

Pb

Step

B qvb

XL
A

4/3 Way Proportional Valve

Figure 2: The actual system

This hydraulic system rotates the hydraulic motor and
the attached load. The function diagram represents the
operating curves of the motor for various values of the
operating pressure. From these curves the actual flow in
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1/min for a demanded rotation speed in min"' can be
found. The flow curves, Figure 3, can be used for the
estimation or validation of the volumetric efficiency of
the hydraulic motor.
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Figure 3: Motor performance as a function of operating speed

The fluid power system of Figure 2 drives the hydraulic
motor through a cyclical routine which requires a high
speed for a short time and then returns to a low speed
according to a periodically changed voltage.

Assuming that the working pressure is constant, the
variables of the system are following:

The pressure p, at the port A of the hydraulic motor, the
pressure p , at the port B of the hydraulic motor, the
rotation angle of the motor shaft ¢, the angular velocity
o, the flows q,, and q y, through the A and B ports of
the proportional 4-way valve, the flows q ,, and q
through the ports A and B of the hydraulic motor, the
input current to the proportional valve or the
corresponding voltage to the amplifier of the
proportional valve,

For the components which contain large quantities of oil
as pipes and hydraulic actuators it may be assumed that
the change in pressure in the dynamic state is
proportional to the net inflow of oil, that is:

dp/dt=(E/V,).20
where:

E is the elasticity module of the oil plus the
included air,

V, is the Volume of the pipe plus a part of the
volume of the attached actuator,

2Q = Qi - Qouss

Q;, is the incoming flow to the volume V, of a
connecting pipe and

Qou is the outgoing flow from V,,.

In consequence the pressure increase in a pipe element
at a junction is proportional to the algebraic sum of the
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incoming and outgoing flows and inverse proportional
to the included oil volume.

The modelling of the hydraulic elements with the
attached moving mass leads to a non-linear system of
equations.

The description of the dynamic behaviour takes also into
account the non-linear character of hydraulic systems as
well as the special characteristics of the hydraulic
elements used so that the produced model represents the
behaviour of the system elements more accurately. For
the simulation process the 20-Sim software was used.

The model was validated in comparison to the real
process measurements in order to determine
experimentally the parameter values that include
uncertainty and to define the acceptable limits of
deviation between the measurements and the simulation
results.

MONITORING PROCESS

The physical hydraulic system was connected with the
computer using appropriate electronic and electrical
devices, Figure 4. The proportional valve is controlled
by a voltage of O to = 10 V via the electronic amplifier
of type VT5005.

The amplifier  controls the proportional valve and
transforms the input voltage U to the input current I. The
input voltage U , = 0 to £10 V is converted to a current
I, =0 to £1,8 A. The amplifier VT5005 is connected to
a power supply unit of +24 V DC.

The analogue input of 0 to + 10 V for the amplifier
comes from the card PCI-multi I/O. The input to the
actual system is the voltage signal U from the control
system and the outputs which are fed to the expert
system are the angular velocity o, the pressures p,, P,
and the state signals from the devices of the power unit.
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Figure 4: Control diagram of the Valve-Motor system

An effective monitoring unit for on-line condition
monitoring requires suitable algorithms and methods to
generate information about the condition of the system
as well as the ability to communicate this information at
any time. It also requires an environment which is
capable to evaluate the information provided. The data
acquisition system was developed wusing suitably
connected modules of the the DASYLab software.

FAULT DIAGNOSIS PROCESS

l Faults

Faults are detecting when the limits of a threshold on a
residual signal generated from the difference between
measured and estimate values are exceeding. In this case
the possible deviation from zero is evaluated by a
decision system. The role of the decision system is to
determine whether the residuals differ significantly from
zero and to decide which the faulty component is. Figure
5 presents a diagram of diagnosis process using the
model-based approach.

Inputs
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Outputs

B

—

System Residual
Model »  Generation
: Fault
# Residual Detection
Residual
Evaluation

# Diagno

stic

Fault Isolation

l Faults

Figure 5: Fault diagnosis using system models
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Faults are diagnosed by determining the changes in
variables that have significant contribution to the
diagnostic process and by relating these variables to
specific process equipment faults.

This information is used by the expert system as input
together with the text file information coming from the
data acquisition process and experiential knowledge to
determine more precisely a faulty element after
transformation of the comparison results to linguistic
variables. Experiential knowledge was complementary
used to the scientific knowledge of the mathematical
model in order to model more precisely the expert’s
reasoning activity, to gain the efficiency of heuristics
and to respond to the real world requirements for
diagnosis of faults.

EXPERIMENTAL RESULTS

The system was tested under various cases of
malfunction using simulated faulty conditions.

In this process the effectiveness of the developed model
was verified by examining the effects of changes in
parameter values, used in the model, on the simulation
results. Some parameters, as the friction torque M;, the
moment of inertia J,, and the oil elasticity E were varied.
For a variation of * 5 %, and = 10 % of these
parameters the variation of the simulation results was
studied.

It was observed that the maximum deviations of the
pressure p, and p, are approximately 0,5 bar for a
variation + 5 % of the moment of inertia J,, and 1 bar
for a variation of + 10 %. These variations can not affect
the effectiveness of the fault detection process.

CONCLUSION

Fault detection and diagnosis is an important and
challenging issue in many engineering applications and
nowadays it continues to be an active area of research.

Faults in fluid power systems are often caused by an
incipient leakage. In consequence model-based
technologies that are able to detect the effects of leakage
in systems and propose corrective actions are beneficial
for the production technology. This method enables
effective detection of process abnormalities by
continuous monitoring of the systems changes and
triggers fault diagnostic activities. The research
identifies new opportunities to further development of
automated procedures for these systems and as
consequence a higher degree of reliability in an
industrial environment.
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The experimentation results show that the developed
system is reliable and the method can respond to the
requirements of the practice.
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ABSTRACT

Multi-wall carbon nanotube (MWCNT) / nylon 6 nano-
composites were prepared using in-situ polymerization
technique. Micron sized fibers were then extruded from
prepared nanocomposite using single screw extruder. The
prepared fibers were characterized for the dispersion and
orientation of carbon nanotubes using SEM, non-isothermal
crystallization studies using DSC and mechanical properties.
Wide angle x-ray diffraction (WAXD) and simple theoretical
models of filled polymers were used to approximately
determine the effect of the MWNTSs on the molecular weight
of the prepared nylon 6 polymer.

INTRODUCTION

Carbon materials are found in various forms such as graphite,
diamond, carbon fibers, fullerenes and carbon nanotubes
(CNTs). The carbon nanotubes have been shown to be easily
oriented by mechanical stretch and other mechanisms by
many researchers [1, 2]. However the dispersion and
adhesion between the carbon nanotubes and matrix have been
the subjects of considerable research for a long time. Melt-
mixing, ultrasonication, solvent evaporation, chemical
treatments and use of surfactants have been extensively used
for the uniform dispersion of the carbon nanotubes [3, 4, 5, 6,
7.]. Most of the studies are unsatisfactory as the harsh
treatments, higher energies and long exposures of the above
treatments are generally required for the uniform dispersion
of the carbon nanotubes inside the polymer matrix.

For carbon nanotubes a number of surface treatments have
been proposed to improve adhesion at the CNT/matrix
interface. Interfacial adhesion is typically improved by
attaching various organic functional groups or molecules
covalently or non-covalently. These techniques also involve
the harsh treatments and strong chemical exposures to the
carbon nanotubes [8, 9, 10].

Though these techniques have been shown to be successful in
some cases the use of harsh treatments for the dispersion and
adhesion can damage CNTs as well as degrade polymer
resulting in less or no improvements in the properties of the
final CNT-Polymer composites.

To avoid the damage to CNTs or polymer we prepared multi-
wall carbon nanotube (MWNT)-nylon 6 nanocomposites
using in-situ polymerization technique assisted with few
minutes of ultrasonication. The short duration of the
ultrasonication treatment was expected to separate carbon
nanotubes in a low viscosity of the monomer solution without
any damage to CNTs. Interaction of growing polymer chains
with carbon nanotubes at nano or angstrom level was
expected to render good adhesion properties.
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Interfacial interactions between nanoparticles such as clays or
carbon nanotubes and polymeric molecules are still far less
understood. Polymer type, chemical functionalization of
nanoparticles and the method of preparation nanocomposites
notably affect these interactions. Strong interactions between
hydrogen bonds of polymeric molecules and n-bond network
of pristine carbon nanotubes were proposed by Lordi and Yao
[11] based on the molecular dynamics studies. In this paper we
report indications of such interactions in in-situ prepared
nanocomposite of nylon 6/MWNT.

EXPERIMENTAL
Neat Nylon 6 and Nanocomposite Fiber Preparation

Purified (HCl treated) multi-wall carbon nanotubes
(MWNTSs) with average diameter of 30 nm were received
from Catalytic Materials. e-caprolactam, polyoxyethylene
(POE) and N-acetylcaprolactam were purchased from Fisher
Scientific. Chemicals, g-caprolactam (40g), polyoxyethylene
(POE, 0.88 g), multi wall carbon nanotubes (0.5 % and 1 %
on weight of polymer) and N-acetylcaprolactam (20 drops)
were taken into reaction flask. The mixture in the flask was
then heated slowly. The molten solution was then subjected
to 4 minutes of ultrasonication (Cole Parmer Ultrasonic
Processor 750 WATTS Model, at 80 % amplitude, 5 sec.
ON, 5 sec. OFF) to break the agglomeration of carbon
nanotubes. 0.15 gm of NaH was added when the mixture in
the tube melted and when temperature reached to 120 °C.
Heating was kept continued for 4-6 minutes more until the
reaction mixture became much more viscous.

Neat nylon 6 and nanocomposite fibers were prepared using
a Brabender single screw extruder (Intelli-torque) and single
hole fiber die (diameter = 0.016 inches L/D ratio = 4).
Temperatures were set to 250, 230, 230 °C for zone 1, 2, and
3 respectively and screw speed was set to 3 rpm. The
extruded fibers were stretched with draw ratio 3 and 4 using
Instron fiber clamps at room temperature. Stretched samples
were used for further characterization.

Characterization of the Neat Nylon 6 and Nanocomposite
Fibers

The prepared nanocomposite and nanocomposite fibers were
observed using SEM (JEOL JSM-5610). Samples were
characterized for crystallization studies using DSC (Q 1000
TA Instruments) and for mechanical properties using an
Instron testing machine. X-ray diffraction studies were done
on the identically prepared films of the neat nylon 6 and
nanocomposites to understand the effect of carbon nanotubes
on the morphology of the nylon 6 crystals. Bruker wide
angle X - ray diffraction instrument was used to analyze all
the samples.



RESULTS AND DISCUSSION

MWNT Dispersion

The ultrasonic treatment given to the solution of molten e-
caprolactam and multiwall carbon nanotubes found to have
significant impact on the interactions between the carbon
nanotubes and &-caprolactam molecules. Just few minutes
of ultrasonication produced very homogenous solutions of
carbon nanotubes. The solution was stable for a long period
of time and remained homogenous over the period of
polymerization (2-4 min.) after the addition of initiator,
NaH. The ultrasonication creates tremendous amount of
energy and g-caprolactam molecules are possibly forced
through the carbon nanotubes bundles and very close to the
surface of carbon nanotubes which can assist the setting up
the interactions between hydrogen bonds polymeric
molecules and n-bond network of pristine carbon nanotubes.
The presence of such interactions has been indicated in
crystallization, X-ray diffraction and tensile testing studies
which will discussed later. The SEM studies conducted on
the cross section of the nanocomposite fibers showed well
separated carbon nanotubes as shown in Figure 1. The
energy created by ultrasonication separates the carbon
nanotube bundles which remain separated even after
polymerization as polymer chains grow in between well
separated carbon nanotubes. The detailed mechanism of
dispersion has been discussed in our previous publication
2. 131

Figure 1: Dispersion of MWNTs: SEM image of cross
section of broken fibers

DSC Crystallization Study

Neat nylon 6 and nanocomposites samples were tested for
melting and crystallization properties. Though melting points
of neat nylon 6 and nanocomposites samples were same,
nanocomposite samples showed wider melting peak which
indicated the presence of smaller and/or defective crystals.
The crystallization behavior of both the samples was
observed in the subsequent cooling cycle. The sample was
kept isothermal at 240°C for 5 minutes to completely erase
the pervious thermal history. In cooling cycle (Figure 2) it
was observed that crystallization in nanocomposites starts
significantly earlier (about 1 min earlier for -40°C/min
cooling ramp) or at higher temperature (about 25°C higher)
compared to neat nylon 6 samples. This indicates that carbon
nanotubes act as nucleating agents at the early stages of
crystallization. However at the later stages of crystallization
the rate of crystal growth was significantly hindered. This is
apparent from the wider crystallization peaks as shown in
Figure 2 and the plot of relative crystallinity (%) vs. time
(Figure 3).
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Figure 2: DSC crystallization curves for neat nylon 6 and
nanocomposites
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Figure 3: Relative crystallinity with time for neat nylon 6
and nanocomposites

The crystallization half time (t ) for nanocomposites
samples, 0.76 and 0.83 min. for 0.5 % and 1% MWNTs
samples respectively was significantly higher compared to
that of neat nylon 6 samples (0.42 min.). Furthermore the
Avrami’s paramters (growth rate parameter K and
nucleation parameter #) were determined from the plot of
In [- In (1-X))] vs. In t (Figure 4), where X, is the relative
crystallinity at time #. The Avarami equation was used to
determine values of » and K from the slopes and the
interception of the best fit (equation 1).
In[-In(1-X)]=nlnt+Ink 1)
As shown in Table 2 the nanocomposite samples showed
lower values of growth rate parameter K which confirms
the hindered crystal growth. The values of » around 1.4-
1.5 suggest the rod shaped crystal geometry and thermal
nucleation type [13].
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Table 1: Avrami parameters for neat nylon 6 and

nanocomposite

Sample ty, Avrami parameters

(min) K (min™) n
Neat Nylon 0.420 1.054 1.548
0.5 wt. %
MWNT 0.760 0.176 1.497
I wt. %
MWNT 0.825 0.039 1.454

WAXD Results

We performed wide angle X-ray diffraction studies on the neat
nylon 6 and nanocomposite samples to understand the effect
of carbon nanotubes on the crystal structure of nylon 6. Figure
5 shows the Wide angle X-ray diffraction spectra for neat
nylon 6 and nanocomposite samples. Nylon 6 alpha crystal
structures give two strong and characteristic diffraction signals
at spacing 0.44 nm (20 = 20 deg.) and 0.37 nm (26 = 24 deg.),
respectively. A number of studies suggest that interfacial
interactions with nanotubes result in an interfacial region of
polymer

With morphology and properties different to the bulk. Kohan
[14] showed that these diffraction signals represent a projected
inter-chain distance within a hydrogen-bonded sheet and inter-
sheet spacing, respectively. However, both 0.5 wt. % and 1 wt.
% nanocomposite samples showed reduced intensity for 0.44
nm spacing and huge increase in intensity for 0.37 nm inter-
sheet spacing. The decreased intensity of the 20° peaks
suggests that (200) planes are parallel to the surface of the film
which means preferred orientation of the crystals in the
sample. There is random orientation of crystals in the case
neat nylon 6 which is evident by the fact that 20 deg. and 24
deg. peaks have similar intensities. As two films were
prepared in exact identical ways, the preferred orientation of
the nylon 6 crystals should be something to do with the
inclusion of carbon nanotubes. It is now well known that
carbon nanotubes or nanoparticles can be oriented in matrix
materials even with the moderate level of shear forces. Thus, it
appears like carbon nanotubes first get oriented along the
direction of film due to the shear forces involved during the
compression of film and the crystals forms along the curved
surface of the carbon nanotubes and hence are preferentially
oriented along the film direction.
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Figure 5: Wide angle X-ray diffraction spectra for neat
nylon 6 and nanocomposite samples

Tang and Xu [15] prepared PPA (polyphenylacetylene)-
wrapped MWNTs by polymerizing phenylacetylene
monomer in the presence of carbon nanotubes and observed
the helical wrapping of PPA around the nanotubes due to the
strong interactions between the acidic acetylene hydrogen of
the monomers and the IT electrons of the nanotube surface.
These hydrogen atoms interact with the fluctuating dipoles
of the IT bonds, which are oriented, normal to the surface of
the carbon nanotubes. They also mention that since PPA can
exist in various forms, in-situ polymerization was necessary
to wrap the nanotubes, which influences the polymer
morphology.

As in this research work nanocomposites were prepared in
same way (in-situ polymerization), the reduced rate of
polymerization and reduced molecular weight can be
explained with results of the interactions between the
hydrogen atoms of the e-caprolactam monomer and the IT
electrons of the nanotube surface. Reduced crystallization
growth and altered crystal morphology observed in X-ray
diffraction study further indicates the presence of such
interactions between polymer and carbon nanotube.
Furthermore molecular dynamics study conducted by Lordi
and Yao [11] showed that such hydrogen bond interactions
with IT electrons of the pristine nanotubes can result in very
strong interface between polymer and carbon nanotubes
provided the polymer molecules are wrapped helically
around the carbon nanotube .

Thus improved mechanical strength and modulus can be
results of such strong interactions. Strong interface enables
the proper stress transfer from nylon 6 matrix to the carbon
nanotubes to give reinforcing effects.

Similar to the modeling phase the interaction of more than
one user has influence on the execution. The next paragraph
elaborates possible conflicts which might occur in a multi-
user simulation environment.

Improvement in Mechanical Properties

The mechanical properties of nylon 6/MWNT
nanocomposite fibers are shown in Table 2. All the samples
showed high variability in properties. Variability was higher
in the case of nanocomposite samples. The reasons behind
the high variability can be attributed to the absence of the
deaeration, mixing of the purging compound and localized
MWNTs agglomerates in the case of nanocomposites.



Table 2: Average mechanical properties for nylon 6 and nanocomposite fibers

Neat Nylon Neat Nylon NC 0.5 NC 0.5 NC 1 NC 1
Properties DR-3 DR-4 DR-3 DR-4 DR-3 DR-4
Modulus (MPa) 1149 1302 1553 1837 1353 1641
SD Modulus (MPa) 96 112 189 258 118 169
Strength (MPa) 205 224 261 327 226 277
SD Strength (MPa) 12 10 29 30 20 34
Breaking strain % 33 24 39 23 38 17
SD Breaking strain % 6 5 7 4 7 3

Note: DR - draw ratio, NC — nanocomposite with 0.5 wt. % MWNTs, NC 1 - nanocomposite with 1 wt. %. MWNTs, SD - Standard dev.

Table 3: % Change in mechanical properties of nanocomposite samples compared to neat nylon 6 samples

% Change
NC 0.5 DR-3 NC 0.5 DR-4 NC 1 DR-3 NC 1 DR-4
Neat Nylon DR-3 +35 +18
Modulus Neat Nylon DR-4 +41 +26
Neat Nylon DR-3 +27 +10
Strength Neat Nylon DR-4 +46 +24
Neat Nylon DR-3 +19 +14
Strain % at break Neat Nylon DR-4 -7 -31
Table 3 shows the % change in mechanical properties due to 3. In non-isothermal crystallization studies, results

reinforcement of the carbon nanotubes in neat nylon 6. The
maximum increase of 41 % and 46 % in modulus and strength
respectively were observed in case of nanocomposite fibers
with 0.5 wt. % MWNT stretched 4 times. Less improvement
can be observed in case of nanocomposites with 1 wt. %
MWNT likely due to the lower molecular weight of the nylon
from the interference of CNTs to polymerization.
Improvements in modulus and strength of nanocomposites
confirmed that there exists a strong interfacial interaction
between nylon 6 matrix and embedded carbon nanotubes.

CONCLUSION

Nylon 6/MWNT nanocomposites were prepared by an in-situ
polymerization technique. Different studies were done on the
nylon 6/MWNT nanocomposites and extruded nanocomposite
fibers and the following conclusions were made.

1. SEM analysis of the cross section of the stretched and
broken nanocomposite fibers showed that carbon
nanotubes were well-separated in the polymer matrix.
Thus in-situ polymerization technique was to found to be
effective technique to separate carbon nanotubes at low
ultrasonication energy and time and without any use of
solvent or chemical treatment. Carbon nanotubes also
appeared to be nearly oriented along the direction of the
fiber axis due to the effect of the extrusion and stretching.

2. Crystallization  studies of the nylon6/MWNT
nanocomposite fibers showed that the diffusion of nylon 6
molecules was significantly restricted, which resulted in
reduced crystal growth rate.
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showed that, though carbon nanotubes acted as
nucleating agents, rate of crystallization growth was
reduced significantly. X-ray diffraction study showed
the reduced d-spacing for nylon 6 a-crystal geometry
due to irregular hydrogen bonds network in the
crystals or twisted crystal morphology.  Reduced
crystallization growth and altered crystal morphology
further indicate the interactions between nylon 6
polymer and carbon nanotubes.

4. Tensile testing of neat nylon 6 and nanocomposite

fibers showed that reinforcement of nylon 6 fiber by
carbon nanotubes increased the modulus and the
strength of the fibers significantly (95% confidence
level). Compared to the neat nylon fibers, maximum
improvements, 41% in modulus and 46% in strength
were observed for the 0.5 wt. % MWNT
nanocomposite fibers which were stretched four times.
But improvements were reduced to the 26% in
modulus and 23% in strength for the 1 wt. % MWNT
nanocomposite fibers, stretched four times, possibly
due to the reduced molecular weight (23%). The
results further showed that additional stretching of the
fibers from 3 times to 4 times, possibly further
oriented the carbon nanotubes and resulted in
additional improvements in modulus and strength.

FUTURE WORK PLANNED

We are planning to develop a molecular model of the
interaction between the nylon 6 molecules and
MWCNT surfaces to understand the observed
interfacial phenomena in future.




ACKNOWLEDGEMENT

The authors wish to thank to Professor Steve Warner for his
suggestions. We also acknowledge Dr. Terry Baker of
Catalytic Materials for providing us MWNT nanofibers.
Finally authors are grateful to the National Textile Center
(NTC) for funding under US Department of Commerce
grant no. 0207400.

REFERENCES

1.

10.

11.

12.

13.

14.

15.

Michael Sennett, Elizabeth Welsh, J. B. Wright, Appl.
Phys. A, Vol. 76, pp 111, 2003.

Jin, L., C. Bower And O. Zhou, Applied Physics
Letters, Vol. 73, pp 1197, 1998.

Bower, C., R. Rosen, J. Lin, J. Han and O. Zhou,
Applied Physics Letters, Vol. 74, pp 3317, 1999.
Sandler J, Shaffer MSP, Prasse T, Bauhofer W, Schulte
K, Polymer, Vol. 40, pp 5967, 1999.

Gong, X., J. Liu, S. Baskaran, R. Voise And J. Young,
Chemistry Of Materials, Vol. 12, pp 1049, 2000.
Qian, D., E. Dickey, R. Andrews, Applied Physics
Letters, Vol. 76, pp 2868-2870, 2000.

R. W. Siegel, S. K. Chang, B. J. Ash, J. Stone, P. M.
Ajayan, R. W. Doremus, Scripta. Mater., Vol. 44, pp
2061, 2001.
http://www.univie.ac.at/spectroscopy/funcars/funcars.ht
ml

Ajayan, P M., Ebbesen, T. W., Nature, Vol. 362, pp
522, 1993.

S C Tsang, Y K Chen, P J F Harris and M L H Green,
Nature, Vol. 372, pp 159, 1994.

Lordi, V. And N. Yao, Journal of Materials Research,
Vol. 15, pp 2770, 2000.

Kim, Y.K, P. K. Patra, Chapter 14 MWNT-nylon6
nanocomposites from polymerization, Brown and
Stevens (ed.), Nanofibers and nanotechnology in
textiles, CRC, Boca Raton (2007)

Mhetre S., Kim Y., Patra P., Mat. Res. Soc. Symp.
Proc., 788, p. L11.17.1, 2003

Kohan M., Nylon Plastics Handbook, Hanser/Gardner
Publications Inc., Cincinnati, 1995.

Tang, B and H. Xu, Macromolecules, Vol.32, pp 2569,
1999.

62

BIOGRAPHIES

YONG K. KIM is a chancellor professor of materials and
textiles since 2003. He was the co-chair of the Department of
Materials and Textiles at the University of Massachusetts —
Dartmouth from 2002 to 2004. He earned Ph.D. in Fiber and
Polymer Science from the North Carolina State University at
Raleigh, NC in 1981 before joining the University of
Massachusetts-Dartmouth. His research interests are
nano/micro composites, biotechnology and digital printing.

PRABIR K. PATRA is an assistant professor of Mechanical
Engineering and Biomedical Engineering at the University of
Bridgeport, CT since 2009. He was a postdoctoral research
associate in professor Kim and Warner’s nano composites
group at the University of Massachusetts Dartmouth from
2002 to 2007. He then worked for Prof Ajayan’s nanomaterials
group at the Rice University in Houston TX from 2007 to 2009
before joining the Bridgeport University. He earned his Ph.D
in Material Science and Engineering from Indian Institute of
Technology at Kharagpur. His expertise is in nanoscale
materials and electroactive materials.



TRAINING
SIMULATION



64



A FUZZY PETRINET APPROACH TO ESTIMATE THE LEARNING OF SKILLS

Brigitte Finel*
Sophie Hennequin*
Nidhal Rezg**

*Ecole Nationale d’Ingénieurs de Metz
1, route d’Ars Laquenexy
F-57078 Metz cedex 3
**UFR MIM - Université Paul Verlaine de Metz
Ile du Saulcy
F-57045 Metz
E-mail: fincl{@enim.fr, hennequin@enim. fr, rezg@univ-metz.fr

KEYWORDS
Training system, modeling learning of skills, fuzzy Petri
nets, schedule design.

ABSTRACT

In this paper, a fuzzy Petri net is proposed to represent the
learning of skills helping the schedule design of training
systems. The basic idea is that the concepts of motivation
and good learning of skills are somehow difficult to model.
This modeling is necessary however, to change and to
improve the training system but also to implement a good
schedule (not too costly and efficient). This work has been
initiated by our National Engineering School (ENIM) in
order to reduce our total costs and to assure our students the
learning of sufficient and efficient skills. This work is in
progress, and in this paper, we only present our fuzzy Petri
net.

INTRODUCTION

Since its definition (Zadeh, 1965), fuzzy logic has been
largely used and developed for the modeling of subjective,
imprecise, vague, and uncertain concepts and also for the
control of complex systems (Zimmermann, 1990, Yager
1994). However, fuzzy logic could provide sometimes a very
complex model (in the sense of a large definition of fuzzy
rules) which is timeless computational. Furthermore, the
definition and validation of logical properties is not always
simple with the theory of fuzzy logic (Vasant, 2004).

On the other hand, Petri nets have shown their ability to
represent discrete events systems (Murata, 1994).
Unfortunately, Petri nets can not correctly represent the
notion of uncertainty even if stochastic Petri nets can
integrate randomness. That is why fuzzy Petri nets have been
defined (Lipp, 1994) and (Chen, 1992). Since those early
works, many different types of fuzzy Petri nets have been
proposed in the literature (Aziz, 2010). In this paper, the
objective is not to propose a new kind of fuzzy Petri net but
only to use a simple structure of fuzzy Petri nets to represent
human factor in the learning of a course.
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Indeed, a lot of works have been developed to model and
simulate timetabling (Burke, 2007 and Qu, 2009 and
Petrovic, 2005) or to reduce total costs in training systems,
but to the best of our knowledge, no study has been done to
represent students who are both customers but also the
“product” (Renauld, 2010) on which training systems work.

In this article, a fuzzy Petri net is defined to represent the
learning of skills for a given course. The fuzzy Petri nets
concept is presented in section 2. In section 3, we present our
approach based on a basic fuzzy Petri net. Finally, we give
some conclusions and perspectives.

BASIC CONCEPTS

Since its development by C. A. Petri in 1962, Petri nets
(PNs) have been largely used to model, to real time control
and to supervise discrete cvents systems (such as
manufacturing systems, computer systems,
telecommunication, robots, etc.) because of their graphical
representation associated with a mathematical description.
Petri nets are a powerful and practical tool to manage
conflicts, concurrent events, etc. A very good review on Petri
nets could be found in (Murata, 1994). Systems, however,
are not always easily represented by precise mathematical
models. So, the concept of fuzzy Petri nets has been defined
to allow the modeling of imprecise data and/or uncertainty
(Lipp, 1994). A good classification on different kind of
fuzzy Petri nets is given in (Aziz, 2010).

A simple fuzzy Petri net (FPN) is an oriented graph given by
FPN=(P,T,D,1,O.f, &, §) where:

- P={p.p>,....pn} 1s a finite set of places,

- T={t,,t,,...,t,,} is a finite set of transitions,

- D={d;d,,...,p,} is a finite set of propositions,
with PNTHD= and |P|=|D],

- I and O are the sets of input and output functions such as
I:P2T is the set of the arcs from places to transitions and
O:T-P is the set of the arcs from transitions to places,



- f:T22/[0,1] is an association function, a mapping from
transitions to real values between zero and one,

- a:P-2/0,1] is an association function, a mapping from
places to real values between zero and one,

- [:P2D is an association function, a bijective mapping
from places to propositions.

Compared with PN, the principle of a FPN is the following
(Figure 1) : a variable (crisp) is modeled by a first place,
then a first transition is given to make the fuzzification (i.e.
transform the crisp variable into a fuzzy variable which
corresponds to a second variable then the modeling of the
system is given in an fuzzy environment (the Petri net
structure) to evaluate the fuzzy value of the output variable,
thereafter a last transition is given to make the
defuzzification to transform the fuzzy output into a crisp
value given in a last place.

Crisp
input

v

Fuzzification

; !

Petri net structure

v

v
Fuzzy output i
Defuzzification

Petri net

v

Crisp
output

Figure 1 Principle of a FPN

In the following section, we present our fuzzy Petri net for
the modeling of skill acquisition and the validation of the
learning of a given course.

PROPOSED FUZZY PETRI NET

The basic idea in this paper is to represent by a simple fuzzy
Petri net the fact that a course is known by students or not,
i.e. that a course skills are acquired or not. In this paper, we
limit our study to the design phase of a training system and
we suppose that the formalization of the training system is
always done (we know what kind of material, resources and
prerequisites are necessary for a course). Furthermore, we
suppose, in order to facilitate the reading (to simplify our
proposed fuzzy Petri net), that the prerequisite of a course is
offered by only one other course. We also suppose that all
needed resources are available for the considered course (in
this paper, we do not focus on timetabling which has already
been defined by other colleagues).
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Our fuzzy Petri net is composed by two input variables
which are: acquisition of the previous course, denoted by
Ac,.; and the percentage of motivation, denoted by M. In
terms of fuzzy logic, Ac,, is defined by 5 fuzzy sets, given
by triangular functions, which are: VL, L, M, H, VH (Figure
2). This first input is not fuzzy but a fuzzification step is
necessary to define our FPN. The second input is given by
also five fuzzy sets: VL, L, M, H, VH (Figure 3) which are
defined by Gauss laws. The output of our fuzzy Petri net
model is the acquisition of the considered course, denoted by
Ac,.

g ows

Figure 3 Fuzzy sets for M

This output is also given by 5 fuzzy sets, given by triangular
functions, which are: VL, L, M, H, VH and are identical to
the input 4c,,.;.

The 25 rules are given by the fuzzy associative memory
(FAM) (Sudiarso, 2002) (see Table 1) and are defined as the
following:

Ry: If (Ac,.11s VL) and (Mn is VL) then (4c, is VL).

Table 1 FAM
Ac,t/ VL L M H VH

M,

VL VL VL L L M
L VL L M M H
M L L M M H
H L L M H VH

VH L M M H VH

Our fuzzy Petri net is then given by the following figure
(Figure 4):

In a first step, we simply implement our fuzzy Petri net in
Matlab to see the values of Ac,. The obtained results are
given in Figure 5.

For our proposed FPN, we have decided that student
motivation has a stronger impact on the final results than the
acquisition of the precedent course which can be forgotten
from one semester to the other.

In a second step, we will add our fuzzy Petri net into the
Petri net which has been defined by our colleagues to



represent the timetabling of our National Engineering
School.

Acquisition of
previous course
Acn-l

Motivation

M

O O

A 4 A4
Fuzzification (FFFLZF) (FZFLF) Fuzzification

v v

Fuzzy
Acquisition of
the course

DeFuzzification
Acquisition of
the course

O i

Figure 4 Fuzzy Petri net

Figure 5 Results for Ac,
CONCLUSION

We proposed a fuzzy Petri net for the modeling of learning
skills for a given course. The advantage of our method is
firstly to describe easily human concepts and secondly our
proposed fuzzy Petri net is very simple and furthermore
consistent (Murata, 1989) and could then be included in the
Petri net which has been defined to represent our
timetabling.

To improve our fuzzy Petri net, we have to consider various
ways: 1) we can use fuzzy colored Petri nets to represent
more than one prerequisite, ii) we must also consider all the
concepts necessary to the acquisition of a course such as the
percentage of time spent in the course, the return of
knowledge about the course based on evaluation of teachers
and the course, etc.
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We have to analyze our global Petri net in order to evaluate
performances of our training system and also to improve it
and then the final objective is to simulate our global Petri net
to design a more efficient and cheaper training system.
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ABSTRACT

This paper reports on a pilot study undertaken in a
collaboration of 3 Australian universities. The pilot
simulated a pharmacy patient as a virtual pharmacy patient
(VPP) to study its effects on student learning when it is used
as a formative assessment tool for pharmacy students in
interviewing and diagnosing a patient. The paper briefly
describes the system that was developed and used for
student assessment in 2010. It focuses on the issues and
associated  design  strategies  encountered  during
development of the VPP reasoning module.

INTRODUCTION

Three Australian universities (The University of Newcastle,
Charles Sturt University, and Monash University) were
successful in a collaborative Australian Learning and
Teaching Council grant for a AUS$180,000 proposal for a
pilot study to develop a virtual pharmacy patient (VPP)
system and to evaluate its effects on student learning when
used as a formative assessment tool compared to the use of
live actors simulating patients (Newby et al, 2011). These
universities represent a broad cross-section of the current
range of pharmacy programs available at Australian schools
as they include major metropolitan, regional and rural areas,
and also cover both undergraduate and post-graduate
pharmacy programs. The VPP system was used in the
assessment of pharmacy students from all participating
universities in 2010.

A previous paper (Summons et al, 2009) reported on the
initial stages of the project. This paper focuses on the the
issues encountered in the development of the VPP
reasoning module and their influence on the final system.
The next section provides a background to the rationale for
developing a virtual patient (VP) and a brief overview of
some current virtual patient systems. The general
architecture of the VPP is then overviewed, followed by a
section discussing the issues encountered during
development of the reasoning module, their solution
strategies and enhancements to the initial design of the
VPP. The final section presents some of the results of VPP
implementation and concludes with some possibilities for
future developments or research opportunities.
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BACKGROUND

Pharmacists practice in a range of clinical settings.
However, the majority of pharmacists work in private
practice in the community where they play a pivotal role in
delivering primary health care for a range of minor
illnesses. A significant part of the emphasis of education in
undergraduate and graduate Pharmacy programs is devoted
to developing the clinical skills required to fulfil this
primary health care role. These include communication
(e.g. history taking), diagnosing and differentiating minor
illnesses from those that require referral to a medical
practitioner, choosing the most appropriate treatment for
these minor illnesses, and counselling on the correct use of
the suggested treatment.
The above skills are especially important in the community
setting where the pharmacist is usually reliant on only an
oral history to make the diagnosis on which to base their
subsequent recommendation for treatment. Pharmacists are
not able to physically ‘examine’ patients as doctors can, and
do not have access to other diagnostic tools such as blood
tests, X-rays etc to confirm their findings. Fortunately, over
75% of minor illnesses can be identified using an oral
history alone. These communication and diagnostic skills
are currently generally assessed using written exams, or
using Objective Structured Clinical Examinations (OSCEs)
with simulated live patients (people trained to respond like
patients). The problems of current teaching and assessment
methods include:

e tutorials are not conducted using ‘real’ or ‘simulated’
live patients because of the large number of students in
pharmacy programs;

e there is a lack of adequate numbers of suitably trained
‘simulated’ patients for use in either tutorials, practice
situations or assessments;

e the costs of training and employing real or ‘simulated’
live patients is prohibitive;

e live patients must be consistent and may respond
inappropriately if the student asks questions about an
area in which they have not been ‘trained’

e feedback on students’ interactions with patients on
placement may be inconsistent and depend on their
supervisor;

The current state of computerised simulation of patients in
medicine, dentistry, pharmacy, or nursing personalise the
patient by employing images of a patient that are either
static pictures of real patients, or dynamic three-
dimensional images (either video images of real patients or
computer generated images using virtual reality technology
and avatars to represent patients).

Some systems have advantages of being scalable in

allowing new scenarios to be provided by teachers within a

fixed framework, but provide mainly static interaction with



the student, allowing only pre-formulated questions or
selections of prepared questions (Zary et al, 2006). Other
systems encouraged student interaction and realism by
providing video clips as responses to student questions
(Bergin and Fors, 2003; Farrar, 2002). Video images allow
system responses from the virtual patient to convey
emotional aspects, such as pain or frustration, in addition to
the textual content provided by systems that use static
images, however they require a lot of time for the initial
filming of every possible answer and they cannot easily
change patient features (age, race, gender) without a
complete remake of the video. This drawback can be
overcome by using avatars (Cavazza and Simo, 2003).

One of the best examples of an avatar based virtual patient
operating within a virtual reality world was the DIgital
ANimated Avatar (DIANA), created by the University of
Florida. DIANA is a female virtual character who played
the role of a patient with appendicitis, while a virtual
interactive character (VIC - a male virtual character) plays
the role of an observing expert (Lok et al, 2006). Students
interact with a life-size projection of the DIANA avatar
using voice recognition technology.

A similar system has been developed at Keele University in
the United Kingdom (Keele University, 2009; PJ Online,
2008). Although no published information exists for the
Keele project, it was demonstrated at the Monash Pharmacy
Practice Symposium in Prato, Italy. However, evaluation
of the DIANA virtual patient, and the demonstration of the
Keele virtual patient, identified the following limitations of
these types of models:

e students felt the avatar needed more ‘emotion’ and
needed to be more ‘expressive’ (Lok, 2006);

e only 60% of student questions were recognised by
the virtual patient (Stevens, 2006);

e there was difficulty with the speech recognition
technology and students had to train before the
assessment to increase the recognition capability
of the system. These difficulties “..brought the
students out of the relationship (with the virtual
patient sic) and made them cognizant of the
product rather than the process” (Lok, 2006).

The design of the software for the Newcastle Virtual
Pharmacy Patient (VPP) system described in this paper was
influenced by these previous virtual patient systems. As this
was to be a pilot implementation of the virtual patient
system it was decided to build a flexible and scalable
interface capable of easily generating new patient scenarios
within the Pharmacy discipline and which was also easily
extensible for re-use in other disciplines.

In 2010, the Newcastle VPP system was used to assess the
oral-history skills of pharmacy students at the 3
participating universities in their coverage and style of
investigative questions to diagnose three clinical scenarios:
a cough; Gastro-oesophageal reflux disease (GORD); and
constipation; each with 3 levels of severity: mild, moderate
and severe (a total of 9 assessments for each student).
Students were randomly assigned a condition with a
random severity to assess. The VPP system presented a
student with all 3 conditions at randomly selected severities
before re-assessing the same conditions at different levels
of severity.
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VPP OVERALL ARCHITECTURE

The VPP was designed to interact with different user
groups: the student being assessed interacts with the VPP to
conduct an assessment and obtain feedback; pharmacy
lecturers interact with the VPP system for management of
students reports and creating/editing assessments; and
finally, the system administrator interacts to add/edit virtual
patient scenarios and for user (student and academic)
registration and management.

The overall architecture for the VPP system is outlined in
the Figure 1. The VPP system was developed as client-
server based software system. The server side consisted of
the database server while the client-side consisted of the
VPP Interface module which interacted with the different
user groups (Students, Pharmacy academics and
Administrators).

All interactions to the server were via a database interface
module. The Student Assessment module assigned
student’s to a specific assessment scenario and tracked their
progress. It included interfaces to the VPP Face Image and
Speech modules. The Image and Speech modules were
synchronised to represent a patient’s face that spoke to
provide feedback to student’s questions.
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Figure 1 — VPP Architecture Overview

The Reasoning Module had code to recognise the question
asked by the student being assessed. These questions were
matched to templates held in the server database and
appropriate answers were provided to the student via the
virtual patient interface (VPP face and speech).

IMPLEMENTATION

The software system of the virtual patient was divided into
3 main development modules:
Facial Imaging and Speech
Reasoning (Student Question Recognition and
Virtual Patient Answer)
. Student Assessment/Feedback;
Administration and Reporting

Lecturer

Two facial images, for a male and a female patient (Figure
2) were developed for the pilot assessment of the virtual
pharmacy patient (Newby et al, 2011). Different resources
(hardware and software) in assessment sites at different
universities required different versions of the virtual patient
program to be built and tested — some with known



limitations, such as low resolution and slow speed. These
do not occur if the SQL Server database is installed
centrally on a fast server and the reasonably configured
client assessment machines are networked to it.

Figure 2 — Facial Images used in the VPP Assessment

For the pilot study a server-based architecture was adopted
for the prototype virtual patient. Microsoft SQL Server
2005 was used as a central database to store data (student
logins, student questions input during assessment,
assessment results, and the data required for the reasoning
logic). The virtual patient program was written in Java
(using NetBeans IDE) and some data required by the
reasoning logic was ported to the client to speed up
processing.

VPP REASONING MODULE ISSUES

The assessable arcas that the students were supposed to
visit during their interrogation of the VPP in order to
determine a patient condition were broken down into
Categories. Some categories consisted of standard areas
that might apply and should be questioned across many
conditions, including such areas as Medications Taken,
Duration (of condition), Other Symptoms and General
Opening Questions. Other categories were particular to a
specific condition, such as the categories of Normal Bowel
Movements for the constipation condition and Frequency of
Cough for the cough condition. Categories were populated
with questions that were expected to be asked by a student
to ensure they had investigated that category. The expected
questions are termed Target Questions and any variations of
them are termed Alias Questions. For a specific domain
category, there can be many aliases associated with a
particular target question however each target question is
matched against only one Category/sub-category
combination for a specific condition and severity. Each
target question for a particular condition and severity is also
matched to one virtual patient response (patient answer).
Initially the assessment criteria specified that only one
question needed to be asked from a particular category and
that there was no required order in which the categories
need to be addressed, that is no required sequence to the
questioning order of the categories.

Although the assessment criteria only required that one
question in a category be asked by a student to indicate
coverage of that category, the system is capable of finer
reporting detail and so the design further divided the
categories, with their associated expected questions, into
specific sub-categories, for example the category Duration
(of a condition) was sub-divided into Start (of the
condition), Duration (interval of the condition) and
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Existence (of the condition). This enables finer reporting in
the future and also caters for the analysis logic necessary to
determine appropriate sequencing and style of questions
that are asked by students. In some cases the sub-categories
were chosen based on grouping the open-ended and closed-
ended expected questions contained in the category, for
example the Frequency of Cough in the cough condition
was subdivided into Frequency of Cough-Closed and
Frequency of Cough-Open. In other cases the sub-
categories were associated with specific groups of
questions, for example Other Symptoms-Runny Nose,
Symptoms-Aches, Other Symptoms-Fever, and so on, for the
cough condition.

Modifications in the original assessment criteria
necessitated development of additional logic in the VPP
reasoning model to cater for assessment of the
appropriateness and sequencing of student questions. In
addition to the ability to add to the lexicon and manage the
domain knowledge base, the VPP provided an interface for
pharmacists (lecturers) to specify simple logic rules for the
assessment.

Intra-category question logic allowed lecturers to specify
questions that should not be asked following a specific
question. For a specific Condition/Severity pair and a
specific sub-category, pharmacist lecturers can specify a
conditional relationship indicating whether particular
Target questions are not appropriate to be asked if a specific
question has been asked previously within that category.
For example, if a student asks “Do you have any other
symptoms” and has already asked “What other symptoms do
you have”, then the system provides a response but records
this as an inappropriate question sequence and will provide
this feedback to the student at the end of the assessment.
Inter-category question logic was also added. It became
apparent in beta testing that follow-up questions between
categories had to be flagged and indicated. The VPP
interface enabled pharmacist lecturers to specify simple
logic rules for questions that may be required to be asked in
a specific category following a specific question being
asked by a student from another category. This allowed a
requirement for a follow-up question from a category in
response to the VPP’s answer of a question from another
category. The rules depend on the answer from the virtual
patient to the initial student question. For example, if a
specific question such as “Are you on medication?” is
asked by the student and the virtual patient’s answer is
“Yes” then follow-up questions regarding the nature of the
medication, or of what symptoms the medication is for, are
generally required from the student.

The VPP design was also enhanced to provide the ability to
assess the style of questions that students asked.
Pharmacists supplied the rationale for the style of
questioning and the types of questions that were expected
for that specific category, such as “Only Open-Ended
questions allowed”, or “Questioning should start with and
Open Ended Question”.

Free-Text Recognition and Response

From this paper’s introduction section it can be seen that
the current state of multi-speaker, wide vocabulary and
free-text interpretation is still not perfected. It was felt that
the technical difficulty with accurate and consistent speech



recognition may detract from the student’s learning
experience, as they may become frustrated and focus on
problems caused by the system’s inability to correctly
interpret and understand their questions, rather than those
caused by the wrong type of questioning. For this reason a
text input and speech output design was established.
Students used earphones for VPP responses and typed their
questions to the VPP. This had the advantage of allowing
multiple students to run the system independently in a
single room without disturbance from other students
speaking commands. A spell-checker ability, that the
students could enable or disable, was incorporated into the
system to minimize recognition difficulties due to spelling.
One of the main problems in this type of system is
recognition of free-text student questions. As the sequence
to the interview question/answer sequence was not part of
the initial development, this meant that probabilistic
reasoning techniques for student question recognition by
the virtual patient program were not effective. Also, there
was no initial ontology or transcripts of interview
question/answers, so there was no training set available and
therefore it was difficult to apply any sophisticated artificial
intelligence techniques, such as neural networks, to the
recognition of sample data. The strategy to overcome this
was to choose a simple data-matching reasoning system for
the prototype and build into it the ability to “learn” from
student supplied questions. The aim was to adopt a
pragmatic solution to the recognition problem and develop
the systems potential as a tool to generate a lexicon for
more complex question recognition in later systems.

Some VP systems, such as Web-SP (Zary et al, 2006),
avoided the problems of interpreting student’s free-form
questions by restricting the allowed questions so that they
had to be chosen by the student from a pre-formulated
question bank composed by the teachers. This limited the
scope of the range of questions to those expected by the
system creators and may provide “clues” to a student if
used as an assessment.

Adoption of a free-form text style of student questioning
was one of the ecarliest design decisions for the VPP.
Systems that use allow free-text student questions and
employ lexical analysis to obtain the semantic information,
such as DIANA (Lok et al, 2006) and the Arizona Virtual
Patient (Farrar, 2002) typically have noticeably slow
responses to questions. They perform reasonably well with
a small vocabulary but when unlimited free-text questions
are allowed they are prone to a reasonably low accuracy as
the rate of incorrectly interpreted student questions rises.
This is compounded if speech recognition technology is
used instead of text entry.

As outlined in (Summons et al, 2009) the reasoning module
initially used a pragmatic data matching approach. This was
enhanced in the pilot by providing a learning ability for a
tutorial version of the VPP and adopting a hill-climbing
approach to student question recognition that provided an
ability to add to the database lexicon. If a student
continually asked questions that the VPP could not
recognise, when the VPP finally did match a response, the
student was presented with a list of questions that they had
asked since the time that the VPP had recognised one of
their questions. They were asked to indicate if any of the
not recognised questions were similar to the question that
the VPP had just recognised. If so, they could be added to
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the database lexicon as an alias for the question that had
just been recognised. Even though this would have helped
recognition of students who did not have English as a first
language, this feature was not enabled as pharmacy
academics wanted to make sure that students were asking
grammatical questions that would be understood by the
public. However, this was found to have a negative effect
on the correct interpretation by the VPP to questions from
English-as-a-second-language (ESL) students.

The pilot study concerned itself with the assessment of a
student’s ability to take an oral history. The main design
problem was in correctly interpreting a student’s question in
order to categorise it against a list of expected questions
that were necessary to be asked to investigate specific
categories associated with the clinical condition. Once the
student’s question has been recognised and associated with
one of the expected questions, a suitable answer can be
casily supplied to the student by the VPP. If the VPP did
not understand the student question (it could not be
matched against any of the expected questions) then it
responds that it did not understand the question and
requests that the student re-phrase and then re-enter it. The
VPP used 3 different (randomly selected) requests to do this
so that the student being assessed would not get bored by
the system response.

A virtual patient design decision was adopted so that the
VPP would only respond to single-purpose questions, as
multiple questions would require sophisticated lexical
analysis techniques to determine that there was more than
one question to be matched. Another early design decision
was that only investigative student questions would be
allowed as student question input, thus avoiding potential
problems when trying to interpret a suggestion or treatment
advice as a question, such as when a pharmacist might
suggest to a patient that he/she take a medication as
opposed to when they are asking the patient whether they
are taking a specific medication. Students are directed, in
the initial VPP assessment interface screens, not to suggest
treatments or to offer explanations or indicate diagnoses as
part of their questioning, but to enter these in separate input
arecas that allowed modification of diagnosis and
recommended treatment by the student at any stage during
their assessment.

Each student question is tokenised into individual words
after it has been input into the VPP, and then punctuation
and irrelevant words are removed. The VPP stores the
question in both tokenised form and also in its complete
original form for reporting the chronological sequence of
student question and VPP answer, but the VPP system logic
operates on the tokenised form of the student question.
Matching of the tokenised student question is done initially
against a list of tokenised phrases that represent variations
in phrasing (aliases) of the expected target question (each
variation will only map to one expected question). As the
pilot was not intended to produce new reasoning
algorithms, initially the reasoning was only based on data
matching of the tokenised question against a Target
Question (also tokenised) in the VPP.

Academic Pharmacy participants at a workshop in Hobart
(2009) trialled the prototype VPP for alpha testing and it
was found to have a 50% question recognition rate. They
liked how the VPP allowed them to reflect on how they
interacted with the virtual patient. Overall, their comments



were very positive, such as: “This is a fabulous student
resource” and “A fantastic tool”.

Based on the results of the 2009 alpha testing, extra
recognition capability was added to the reasoning module.
A secondary filter scheme, using keywords with wildcards
to match specific target questions, was implemented as a
fallback for the initial data matching to tokenised target
questions. If a student question was not recognised initially
by the data-matching process (tokenised student question to
tokenised target question), then an attempt to match it with
a keyword “filter” (consisting of keywords and wildcard
characters) was done. If a match with a filter keyword was
found then the virtual patient responded to the student “If

you meant to ask ...” — the virtual patient then provided the
target question that the keyword filter was matched to —
“then the answer is...” — the virtual patient then provided

the answer corresponding to the target question for the
appropriate condition and severity being assessed. If no
match was found to the initial tokenised target question
data-matching, or to the subsequent keyword filter, then the
virtual patient responded that it did not understand the
question and asked the student to re-phrase and re-enter as
before. This improved the virtual patient question
recognition to be comparable with the DIANA system
recognition rate and allowed for simple keyword filters to
encompass many aliases. Addition of keyword filters was
not incorporated in the teacher interface due to the
complexity of finding suitable keywords with filters and
assigning them to an appropriate target question. The
keyword filters were entered directly into the SQL Server
database.

The virtual patient captures student questions that it has not
recognised in an assessment. Following assessment sessions
the system provides a teacher with the ability to view and
analyse these unrecognised questions and, if they are
questions that the virtual patient should recognise, add them
to the virtual patient lexicon database using the virtual
patient teacher interface. If there are multiple valid student
questions that the virtual patient has not recognised then a
request may be made to the knowledge engineer to
incorporate an appropriate category, subcategory, or am
keyword filter into the virtual patient.

CONCLUSIONS

Overall results from the assessments at the three
collaborating universities indicate that students were
generally satisfied with the virtual patient’s realism.
Students who had worked for less than a year in a pharmacy
or not at all tended to indicate more frequently that they felt
the virtual patient better prepared them to care for patients
and make a diagnosis compared to those that have worked
for more than a year (60% vs 45% and 70% vs 56%
agreeing /strongly agreeing respectively). In particular, they
felt it helped them identify areas of their communication
that they could work on (100% vs 56% agreeing/strongly
agreeing), and that using the virtual patient would improve
their confidence with real patients (90% vs 56%
agreeing/strongly agreeing).

Due to time limitations between final testing and the actual
assessments only a limited number (192) of keyword filters
were added as a secondary data matching recognition
scheme in the VPP lexicon database, this improved the
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recognition rate from 52% in the Hobart alpha test, to an
average recognition rate of 52% for international (ESL)
students and 62% for domestic students doing the final
assessment at Monash, Charles Sturt and Newcastle
universities. This achieved one of the design objectives of
obtaining a recognition rate that is comparable to other
available virtual patient systems. In addition, analysis of
the unmatched questions resulting from the assessments
over the three participating universities and formulation of
additional keyword filters based on those results would
improve the recognition rate considerably.

The VPP system is open source and available through the
ALTC grant system (Newby et al, 2011). Its pragmatic and
simple design has been shown to be capable of being
implemented on a variety of software and hardware
platforms and with a reasonable level of operation. The
tool’s pragmatic approach has been seen to be useful as a
means of easily generating training data for systems that
employ more complex recognition analysis.
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Abstract

Training has been identified as the primary intervention
strategy to improve the performance and the accuracy
in tasks related to handling industrial cranes. This im-
provement impacts directly in a safer labour conditions
of the crane operators and the rest of workers in the faci-
lity where cranes are operating. Training in virtual envi-
ronments (VE) allows to work in specific conditions and
simulating dangerous situations which can not be repli-
cated in the real world. The acquired expertise by the
operators using this kind of training, can reduce dras-
tically the incidents during operations. A substantial
improvement in the training process could be reached
by increasing the quality of the users’ experience in the
VE. The aim of the presented study is to measure the
degree of immersion and presence perceived by subjects
in a VE which replicates the control of an industrial
bridge crane in a steel manufacturer factory. This study
has been done by Global ArcelorMittal R&D, in its re-
search centre of Asturias (Spain) using a simulator de-
veloped in a previous project. From the results of this
study it arises that the users gave an overall positive
evaluation of the system and they helped to identify the
aspects that can be improved.

INTRODUCTION

Nowadays, safety on the workplace is an important is-
sue to be addressed due to the difficulty to reduce the
number of accidents, independently on the type of work,
despite social and technical improvements of labour con-
ditions. For this reason, in many European countries,
it has become mandatory the adoption of safety mea-
sures which vary depending on the nature of the work-
place and task performed, but sharing common main
directives. Safety measures include structural modifica-
tions (buildings and/or machines) and the training of
workers to teach them the safest operation modes and
practices. Traditionally, the training of the staff is per-
formed on the workplace by means of special courses

Marta Pla-Castells
Dept. of Engineering and Computer Science
University Jaume I - Castellon
Marta.Pla@uv.es

73

Miguel A. Gamén
LSYM - Robotics Institute
University of Valencia
Miguel. A.Gamon@Quv.es

where theoretical classes are given to provide the funda-
mental information and, in some cases, practical activi-
ties are performed to complete the learning process and
evaluate the trainees. In the last years, thanks to the
wide development of computer sciences and information
technologies, many computer-based tools have been de-
veloped aimed to this kind of activities (Vannucci et al.
2009; 2010, Zayas Perez et al. 2007, Lin et al. 2000, Ro-
denas et al. 2004, Swadling and Dudley 2001, Dong et al.
2009, Wilson et al. 1998, Rouvinen et al. 2005, Garcia-
Fernandez et al. 2009, Huang and Gau 2003, Dagaq and
Nayfeh 2004)

Virtual reality (VR), described by several researchers
(Kalawsky 1993, Durlach and Mavor 1995, Heim 1998,
Burdea and Coiffet 2003), is most properly defined as
immersive, interactive, multi-sensorial, viewer-centered,
three-dimensional (3D) computer generated environ-
ments and the combination of technologies required to
build them (Cruz-Neira 1993). As this definition sug-
gests, creating a virtual environment (VE) requires im-
mersing humans into a world completely generated by
a computer. The user becomes a real participant in the
virtual world, interacting with virtual objects. There-
fore, the quality of the user’s experience is one of the
most important considerations in defining the require-
ments for a VE. As the user’s senses and body are in-
volved in the task, it becomes essential to focus on user-
centric measures of this quality. Although in the field
of human-computer interaction, abstract values such as
ease of use, ease of learning, presence and user comfort
are significant (Kalawsky 1993), presence in VE, which
is the subjective experience of being in one place or en-
vironment when someone is physically situated in other,
(Witmer and Singer 1996) becomes the most important
measure.

This concept of experiencing presence as a normal
awareness or attentional phenomenon is based on the
interaction between external stimuli and immersion fac-
tors. It is also defined as the mental state in which user
feels physically within the computer-generated environ-
ment (Slater and Steed 2000). The involvement tenden-
cies depend on focusing one’s attention and energy on a
coherent set of VE stimuli while immersion tendencies
lead to the perception of being a part of the VE stim-
ulus flow. According to Witmer and Singer (Witmer
and Singer 1998), both, involvement and immersion are



necessary conditions for experiencing presence. It is ge-
nerally held that human performance in VEs is directly
proportional to the degree of presence induced by the
environment, which, in turn, is influenced by the in-
dividual’s level of immersion in the VE (Witmer and
Singer 1998, Stanney et al. 1998). Essentially, a tran-
sitive relationship appears where the immersion affects
presence, and it directly affects the performance of the
system. In this paper we will consider the concept of
presence as defined in (Witmer and Singer 1998).

Fully immersed observers perceive that they are in-
teracting directly or remotely with the environment.
Thus, presence becomes a subjective sensation or men-
tal manifestation that is not easily amenable to objec-
tive physiological definition and measurement, with its
strength varying both as a function of individual dif-
ferences, traits, abilities and characteristics of the VE.
In general, the more control a person has over the task
environment or in interacting with the virtual environ-
ment, the greater the experience of presence (Schloerb
1995). The success of using VR as a tool for training and
job aiding, therefore, is highly dependent on the degree
of presence experienced by the users of the virtual rea-
lity environment. So, it is important that we measure
the degree of presence of the VR simulator to support
training.

If the VR simulator is going to be proposed as a so-
lution for off-line training, it is essential that the envi-
ronment accurately mimics the real world as perceived
by the user. Only then, the effects of training can be
expected to transfer from the VR environment to the
real world. In order to measure the degree of presence
of the VR simulator, this study asks for the subjective
opinion of humans on the applicability of the system
as a support for training of industrial bridge crane in
steel manufacturing facilities. This is done by using a
presence questionnaire (PQ) to ascertain the degree to
which individuals experienced presence in a VE and the
influence of possible contributing factors on the intensity
of this experience (Witmer and Singer 1998). This pa-
per describes the VR simulator developed and the study
conducted.

DESCRIPTION OF THE VR SYSTEM

Prior to describing the configuration of the simulation
system that is the object of this study, the context of
the project that led to its development is introduced.

Context

In production systems that link different processes, such
as steel making manufacturing process, handling and
loading intermediate products is a frequent and critical
task. The cranes are used when, in addition to load-
ing or unloading products, it is necessary to move them
within the working place, which can be constrained by
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several obstacles. Therefore, it constitutes a work in
which both safety and efficiency are key factors.

Platform cranes (gantry and bridge cranes) are the most
prevalent cranes in industrial environments where a con-
vergence of process and environmental factors make the
manoeuvres especially dangerous. They are one of the
most critical bottlenecks which affect the efficiency in
manufacturing rhythms and they are also a focus of po-
tential risks. On the other hand, there are many types
of cranes and working scenarios which differ in a wide
range of aspects, such as frame, types of beams, types
and degrees of freedom of hoist trolley, number of hooks,
hook load capacity, speeds and cabin (workplace) or di-
fferent control panel configuration, just to give some ex-
amples. Besides, many other variables must be added
to this fact such as the interlocking type and types of
loads.

Training of bridge crane operators is a vital and very
complex process because of the aforementioned vari-
ety of conditions. This training is sought, on the one
hand, to obtain an adequate return of investment and,
on the other hand, to ensure the safety of workers in the
working area according to different rules and standard
regulations on the prevention of occupational risks.

To improve the questions above, the R&D centre of
ArcelorMittal in Asturias, in collaboration with IRTIC
at University of Valencia developed a complete training
system for crane operators, in the scope of the project
codenamed UCRANE. This system is based on the use
of a versatile and easily expandable simulator, both in
regard to software, the system of assessment and ins-
tructional design, and as regards the scope of supply
hardware.

The simulation system used in this study, is a medium-
range simulator, installed and located in the research
centre of ArcelorMittal in Asturias (see Figure 1).

Figure 1: An image of the simulation system



Technological solution

The hardware component which formed the process
computer of the simulator are a Pentium Intel® Core™
2 Quad CPU Q8300 @ 2.5Ghz processors, equipped with
4 GB of main memory and a NVIDIA GeForce GTX 470
for graphics processing with 1280MB of texture memory.
The main structure is an industrial seat with two desks
that are a replica of a standard crane control panel with
two joysticks and various buttons and switches. Under
the seat, two electromagnetic bass shakers were added,
plugged to a wave amplifier in order to replicate some vi-
brations according to the movements of the crane. The
simulator has got a television where users can view 3D
images with stereoscopic vision glasses. In order to im-
prove the vision of the simulation scenario from several
points of view, the system has a motion tracker formed
by a camera, located in the top of the television which
recognize the movements of user’s head by means a de-
vice located in a cap. Besides, real sounds were added
to try to introduce a greater sense of presence in users
(Storms and Zyda 2000). Figure 1 shows an image of
the training system.

Development of the VR environment

The development of the VR environment was based on a
detailed analytic methodology. Data on crane operation
were collected through observation, expert interviewing
and digital data capturing techniques. For some aspects,
detailed layouts were requested to the facilities.

The goal of the construction of the virtual environment
was to reproduce the appearance of the real working
facility. This physical environment is a complex 3D vo-
lume with different elements and working tools (see Fi-
gure 2).

Figure 2: Image of real environment

The elements of the scenario were built with a high de-
gree of realism using the 3DStudioMax(®) environment.
Most of the models were built with planar polygons
for two reasons. First, since the representation of the
true complexity of the facility is avoided, fast display
rates are maintained (on the order of 25-30 fps) while
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tracking latencies are minimized. Second, planar poly-
gons (quadrilaterals) are particularly suitable for tex-
ture mapping. To provide a realistic appearance of the
environment, images of the physical location were used
for texture maps.

To generate the environment, no specialized rendering
algorithms are invoked because they are provided by
the OpenSceneGraph library (OpenScenegraph 2010).
Standard direct lighting is used to illuminate the scene.
To build the texturize map simple 3D box-like environ-
ment and images of the real facility were captured.

Scenarios

The VR system is formed by several scenarios or envi-
ronments. Every scenario is divided into several train-
ing exercises to improve the performance of the users.
These exercises will provide a rapid learning curve to
the trainees with a moderate effort. This system al-
lows the trainees to start to work with a virtual bridge
crane without any previous practical knowledge about
its operation. However, psychotechnical tests are per-
formed and theoretical lessons on bridge crane handling
are taught to the trainees before they start using the
VR system.

The system has four different scenarios. The first one
is devoted to learn how a bridge crane works, showing
its basic behaviour and operation focusing on its move-
ments, in order to improve the reaction of the users.
Other exercises of this scenario are designed to improve
the accuracy skills of trainees in low-visibility cases and
operator aided manoeuvres. The other three scenarios
are based on real conditions in steel plants and, due to
the nature and the great variety of bridge cranes, these
are simulated depending on the real scenario: primary
and secondary elevations, cabin movement together the
hoist-trolley versus cabin movement together the bridge,
different control panels, etc. These scenarios are focused
on a roll workshop, where accuracy and low-visibility
tasks are performed; and a slab yard, where the sway
of the load is a very important factor due to the kind
of clamp that is used and the high weight of the car-
ried load, which can be up to many tons. An image of
this scenario can be seen in Figure 3. Finally, a billet
yard, where the transportation of loads are made using
electromagnetic devices with its consequent problems of
energy supply losses and bad coupling between device
and load, have also been implemented.

All the aforementioned scenarios comprise different
exercises to provide trainees with all the necessary skills
before they start working in a real machine.

One important aspect to take into account is the sce-
narios’ set up. This point is performed by the trainer,
who defines and configures all the operations that have
to be performed in an exercise, together with a set of
environmental conditions, possible machine failures and
working place events, such as the appearance of crossing



Figure 3: Simulation of the slab yard scenario

workers near the operation zone.
PRESENCE STUDY

Upon this system, an study has been performed in order
to evaluate its quality in terms of the degree of presence
perceived by the users. Next, the experimental design
and the tests done with a set of users is described.

Subjects

Twenty-five participants took part in the study (18
males and 7 females). The average age of the parti-
cipants was 34 years. They were recruited by a request
email from the R&D center of ArcelorMittal located in
Asturias. All of them were workers and researchers. It is
important to remark that participants did not received
any compensation for their time. All the participants in
the experiment knew the real scenario that is reproduced
in the VE, but had no prior experience in handling the
crane.

Experimental design

The study was performed using a VR training session
consisting on a familiarization scenario for getting ac-
quainted with the system, followed by a normal working
scenario. The scenario was the simulation of one of
the exercises designed to improve the skills in specific
manoeuvres where accuracy is needed. The exercise is
formed by two sets of movements. The first one, is ori-
ented to fit a round weight inside a box. The second one,
is to pass with the round element, through a kind of a
corridor with tight dimensions. The resulting scenario
is shown in Figure 4.

The experiment duration was around 35 minutes (a 5
minutes familiarization session, followed by a 20 minutes
working session, and 10 minutes to fulfil the PQ).
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Figure 4: Image of virtual environment

Procedure

Prior to starting the experiment, subjects were individu-
ally told how the working scenario would be. They were
taken to the VR room where the simulator was put in
operation. Each subject was briefed, also in an individ-
ual manner, on the experiment through a description of
the objectives of the study and the tasks that they had
to do. Subjects were allowed to practice with the VR
simulator as part of the software familiarization during
a maximum of ten minutes. After the subjects became
comfortable, they were asked to begin the working tasks
and they notified the researcher when they finished the
exercise. After completing all the working tasks, sub-
jects were asked to fill out the PQ v.4.0 (Witmer and
Singer 1998). The PQ questions are reproduced next by
kind permission of the authors.

1. How much were you able to control events?
2. How responsive was the environment to actions that
you initiated (or performed)?
3. How natural did your interactions with the environment
seem?
4. How much did the visual aspects of the environment
involve you?
5. How much did the auditory aspects of the environment
involve you?
6. How natural was the mechanism which controlled move-
ment through the environment?
7. How compelling was your sense of objects moving
through space?
8. How much did your experiences in the virtual environ-
ment seem consistent with your real world experiences?
9. Were you able to anticipate what would happen next in
response to the actions that you performed?
10. How completely were you able to actively survey or
search the environment using vision?
11. How well could you identify sounds?
12. How well could you localize sounds?
13. How well could you actively survey or search the virtual
environment using touch?
14. How compelling was your sense of moving around inside
the virtual environment?
15. How closely were you able to examine objects?



16. How well could you examine objects from multiple view-
points?

17. How well could you move or manipulate objects in the
virtual environment?

18. How involved were you in the virtual environment ex-
perience?

19. How much delay did you experience between your ac-

tions and expected outcomes?

How quickly did you adjust to the virtual environment

experience?

21. How proficient in moving and interacting with the vir-
tual environment did you feel at the end of the experi-
ence?

22. How much did the visual display quality interfere or
distract you from performing assigned tasks or required
activities?

23. How much did the control devices interfere with the

performance of assigned tasks or with other activities?

How well could you concentrate on the assigned tasks or

required activities rather than on the mechanisms used

to perform those tasks or activities?

25. How completely were your senses engaged in this expe-
rience?

26. How easy was it to identify objects through physical

interaction; like touching an object, walking over a sur-

face, or bumping into a wall or object?

Were there moments during the virtual environment ex-

perience when you felt completely focused on the task

or environment?

28. How easily did you adjust to the control devices used
to interact with the virtual environment?

29. Was the information provided through different senses

in the virtual environment (e.g., vision, hearing, touch)

consistent?

To what extent did you feel completely surrounded by

and enveloped by the virtual environment?

31. As you moved through the virtual environment and in-
teracted with it, did you feel like you were inside the
virtual environment, affecting or being affected by ob-
jects and events in that environment?

32. How much did your experience in the virtual environ-
ment seem like you were in a real place, able to directly
sense and interact with the environment?

33. In the virtual environment, how strong was your sense
of ”being there”?

20.

24.

27.

30.

Data collection

Using the questionnaire, the sense of presence of the sub-
jects on the working tasks was evaluated as they used
the VR environment, focusing on their perceptions of
the system. The PQ was used to address their subjec-
tive experience in a simulated environment, identifying
and measuring the aspects of the virtual environment
that engendered a sense of presence. The P(Q use a
7-point Likert scale based on the semantic differential
principle (Witmer and Singer 1996). Each item is end-
anchored by opposing descriptors, but unlike the seman-
tic differential, the scale also includes an anchor at the
midpoint. Items marked with an asterisk (*) have to be
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reverse scored in order to contribute to the subscale and
overall totals.

Based on the reliability and the clustering analysis per-
formed by Witmer et al. (Witmer et al. 2005), the
four clusters used to collect data for the VR environ-
ment were identified as Involvement, Sensor Fidelity,
Adaptation/Immersion and Interface Quality. A de-
tailed definition of the aspects measured by each cluster
can be found in (Witmer et al. 2005). The questions
for the questionnaire are categorized as shown in Ta-
ble 1. Version 4.0 of the PQ has 33 questions but items

Presence Questionnaire

Questions
1,2,3,4,6,7,8,10,14,17,18,26
5,11,12,13,15,16
9,20,21,24,25,27,28,29
19%*,22% 23*

Factor

Involvement

Sensor Fidelity
Adaptation/Immersion
Interface Quality

Table 1: Categorization of the PQ

30 through 33 are recent additions to the questionnaire
and they are still being investigated. We will take them
into account in the individual question study of the PQ.

RESULTS AND DISCUSSION

The results were analyzed using R (v2.12.1). The
Wilcoxon test was used to examine the significance of
the deviation from the neutral point 4 on the Likert
scale. The results are summarized in Table 2. Every
row of the table corresponds to a question. The mean
score and its standard deviation are shown in column
two. Column three shows the p-values of the Wilcoxon
test of that question. Columns four to six show the per-
centage of responses scored below 4, with score equal to
4 or with score higher to 4. Drawing on these percenta-
ges, we can estimate if the question has been accepted or
not by users. This result is indicated in the last column
as Accepted (A), Neutral (N) or Declined (D). If, for a
given question, more than a 70% of the responses were
higher than the neutral value (4), then it is considered
that the question is Accepted. If more than a 50% of the
responses are below the neutral value, then the ques-
tion is considered as Declined. Otherwise, the response
is considered as Neutral. This classification, however, is
merely informative and used to help read the table.
The results show a significant inclination (p < 0.05) of
the participants to agree to questions 1, 2, 3, 4, 6, 7,
9, 11, 12, 14, 15, 16, 18, 20, 24, 25, and 29 (mean over
4) and to disagree with questions 22 and 23 (mean less
than 4). There was no significant deviation from the
neutral value for the responses to questions 5, 8, 10, 17,
21, 26, 28, 30, 31, 32 and 33 in a positive way and to
question 19 in a negative way. Question 13 and 23 will
be studied separately in next section.
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b7 =1 ~t ~ <t

g 8 2 v [ A

& = = X X X | D/A
1 | 5.73(0.45) | 6.3e-5 0 0 100 A
2 | 5.89(0.73) | 1.0e-4 0 0 100 A
3 | 5.36(0.95) | 8.8¢-5 | 5.26 15.78 | 78.94 A
4 | 5.31(0.67) | 8.6e-5 0 5.26 | 97.73 A
5 | 5.00(1.05) | 1.2e-4 | 5.26 | 31.57 | 63.15 N+
6 | 5.31(0.94) | 9.7e-5 | 5.26 15.78 | 78.94 A
7 | 5.36(0.68) | 1.0e4 | 0 | 1052 | 89.48 | A
8 | 4.52(0.69) | 9.4e-5 0 57.89 | 42.10 N+
9 | 5.31(0.94) | 9.7e-5 | 5.26 15.78 | 78.94 A
10 | 5.21(0.97) | 1.1e-4 0 31.57 | 68.42 N+
11 | 5.42(0.69) | 9.9e-5 0 10.52 | 89.48 A
12 [ 5.00(0.74) | 1.1e-d | 0 | 2631 | 7368 | A
13 | 4.10(1.55) | 1.2e-4 | 26.31 | 42.10 | 31.57 N
14 | 5.21(0.63) | 9.4e-5 0 10.52 | 89.48 A
15 | 5.26(1.04) | 1.2e-4 0 26.31 | 73.69 A
16 | 5.42(0.90) | 1.0ed | 0 | 21.05 | 7895 | A
17 | 5.00(0.94) | 1.1e-4 | 526 | 26.31 | 68.42 N+
18 | 5.68(0.67) | 8.6e-5 0 5.26 | 94.74 A
19 | 3.47(1.12) | 1.2e-4 | 47.36 | 31.57 | 21.05 N-
20 | 5.05(1.12) | 1.1e-4 | 10.52 | 10.52 | 78.94 A
21 [ 478(0.71) | 1.0e-4 | 0 | 36.84 | 63.15 | N+
22 | 3.21(1.18) | 1.2¢4 | 63.15 | 26.31 | 10.52 D
23 | 2.36(0.76) | 1.0e-4 | 94.73 | 5.26 0 D
24 | 4.94(0.84) | 1.1e-4 | 5.26 | 21.05 | 73.68 | A
25 | 5.21(0.91) | 1.1e4 0 21.05 | 78.94 A
26 | 4.68(1.24) | 1.2e-4 | 21.05 | 15.78 | 63.15 N+
27 | 5.52(0.96) | 1.le4 5.26 5.26 89.47 A
28 | 5.05(0.91) | 1.1e4 0 31.57 | 68.42 N+
29 | 5.21(0.97) | 1.0e-4 | 10.52 5.26 84.21 A
30 | 4.73(1.28) | 1.2e-4 | 15.78 | 15.78 | 68.42 | N+
31 | 4.78(0.91) | 1.1e4 | 5.26 | 36.84 | 57.89 N+
32 | 4.42(0.83) | 1.1e-4 | 10.52 | 47.36 | 42.10 N+
33 | 4.31(0.94) | 1.1e4 | 15.78 | 36.84 | 47.36 N+

Table 2: Results of the Wilcoxon and Accept/Decline
Tests

Discussion

The analysis of the results allow us to evaluate the de-
gree of presence of the industrial bridge crane simulator.
There were no significant responses against the simu-
lator except for question 23. In this question it was
asked whether the control devices interfered with per-
formance of assigned tasks and all the user’s responses
where below the neutral value (see Figure 5-right), indi-
cating that controls are not adequate. Another question
that deserves some commentary is Question 13. The
users that did the test gave very different responses to
this question, fact that is reflected in its high standard
deviation (see Figure 5-left). The reason for this wide
range of criteria shown by the users can be the object
of the question. In Question 13 the user is asked How
well could you actively survey or search the virtual en-
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Question 13

Question 23

Response Value Response Value

Figure 5: Histogram and boxplot of questions 13 and 23

vironment using touch. However, in the VE that is used
in the simulator under study the user is not able to di-
rectly touch any element of the environment, and only
the crane’s hook interacts with the objects in the scene.
The users were told to consider the question was asking
about the quality of the reaction of the crane’s hook
against collisions, but the results indicate that this ques-
tion should be rewritten for this particular application.

Analysis by Categories

After discussing the results of the different questions of
the questionnaire, next the results are studied for the
categorization defined by Witmer et al. (Witmer et al.
2005). Taking into account the classification shown in
Table 1, the results of our study for the different cate-
gories can be seen in Table 3. In this table, Mean column
corresponds to the average value of all the questions of
the corresponding category. The standard deviation of
the data is shown between parenthesis. The K factor is
the Kurtosis, which is a measure of whether the data are
peaked or flat relative to a normal distribution. That is,
data sets with high kurtosis tend to have a distinct peak
near the mean, decline rather rapidly, and have heavy
tails. Data sets with low kurtosis tend to have a flat
top near the mean rather than a sharp peak. A uniform
distribution would be the extreme case. Finally, the S
factor is Skewness that is a measure of symmetry, or
more precisely, the lack of symmetry of the data set.

The results show that for Involvement (I), Sensor Fi-
delity (SF) and Adaptation/Immersion (A/I) factors,
the mean is over the neutral value, i.e, the users feel
a high degree of presence in that factors. But for the
Interface Quality (IQ) factor the results are clearly less



Results
Fac | Mean(SD) | K S
I 5.27 (0.42) | 3.13 | -1.02
SF 5.03 (0.52) | 2.05 | -0.40
A/T | 513 (0.57) | 2.16 | 0.09
1Q | 3.01 (0.79) | 1.91 | -0.33

Table 3: Categorization of the PQ

favourable. The average for this factor is lower than the
neutral value (4) and, although the standard deviation
is higher than the others, it indicates that the Interface
Quality of the application should be improved. This re-
sults show that the interface used to move into facility
distract the users from doing the working tasks assigned.
These results can be observed in Figure 6, which shows
the comparison of the histograms and boxplots for the
four categories.

Involvement Sensor Fidelity
(=] f=]
- LTSS =R} - - - R
w0 w
w w0

Response Value Response Value

Adaptation Interface Quality

10
10

[ R

Response Value Response Value

Figure 6: Histogram and boxplot of the four categories

From Table 3 it can be observed that the recolected
data has a leptokurtic distribution in the four factors
analyzed. That is, it has a high degree of concentration
around the mean values of the factors. Negative skew-
ness in three of the four factors indicates a distribution
with an asymmetric tail which is heavier towards values
lower than the mean. These two factors indicate that
the majority of responses in each factor are very close
to their respective averages and that answers that differ
from the average tend to disagreement with the factor
analyzed.

Thus, from both individual questions analysis and cate-
gorized analysis, the results indicate that the users of the
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simulator experienced a high degree of presence during
the test. The users considered, however, that the inter-
face quality is of low quality and, in particular, that it
distracts from the tasks that have to be performed.

Despite the fact that the subjects had no prior expe-
rience in the use of the crane, it does not affect the
responses to the questionaire, as the factors it is mea-
suring are not directly affected by a deep knowledge of
the real environment. Anyway, the obtained results have
to be confirmed or modified by means of new tests that
involve experienced crane users.

CONCLUSION

The presented study evaluated the degree of presence of
a VR simulator, used for training of bridge crane oper-
ators in a steel manufacturing environment. Four main
aspects have been evaluated: usability (Involvement),
movement around the virtual environment (Adapta-
tion/Immersion), handling devices (Sensor fidelity) and
user interface (Interface Quality). The evaluation has
followed the methodology proposed by Witmer and
Singer (Witmer and Singer 1996) in order to obtain
comparable results. The experimental setup has been
done with 25 inexperienced users performing a medium
difficulty task.

The results showed the users gave an overall posi-
tive evaluation of the system. Among the evalu-
ated aspects, Involvement, Sensor Fidelity and Adapta-
tion/Immersion got an evaluation over the neutral value,
while the user Interface Quality is an aspect that the
users considered that can be improved. As future work,
additional tests will be done with experienced users and
with different professional profiles, such as crane oper-
ators, technicians or managers, as we expect that diffe-
rent results can be obtained. Also, the results of the
study will be used for the improvement of the applica-
tion, specially in what regards movement and location
of the user inside the scene.
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