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Preface 
 

The aim of the Industrial Simulation Conference (ISC) is to be the annual international industrial 
simulation conference based in Europe, which aims at giving a complete overview of industrial 
simulation related research and at providing an annual status report on present day industrial 
simulation research within the European Community and the rest of the world. With the integration of 
artificial intelligence, agents and other modelling techniques, simulation has become an effective and 
appropriate decision support tool in industry. The exchange of techniques and ideas among 
universities and industry, which support the integration of simulation in the everyday workplace, is the 
basic premise at the heart of the ISC conference.  
 
This volume brings together various methodologies and theories, dealing with a complete set of 
scientific studies and research teams. The selected papers are contributions such as research papers, 
case studies and demonstrations that present original scientific results, methodological aspects, 
concepts and approaches in the multidisciplinary field of industrial simulation. Applications were largely 
encouraged. Several topics such as Simulation Optimization, Prediction Data Management, 
Agricultural Data Management, Collaborative Systems Management, Trajectory Optimization and 
Inventory Tracking were welcome.  
 
Important issues are also addressed in the area of integration of optimization techniques into 
simulation analysis. The use of multilevel models is a major challenge. Management, planning and 
decision are based increasingly on knowledge and computer-based simulation provides information 
about the behavior of systems in the context of multi-scale or multi-stage optimization. The collections 
of data that are available today (e.g. from monitoring devices) allow a more efficient support for these 
activities. However, their size, nature and complexity require intelligent data structures in order to 
create storage, processing and analytical discovery of more effective ways of knowledge as to its 
diffusion technologies. Data mining and data warehousing fields can contribute significantly for 
empowering and automate the process of decision-making. Important contributions can be made in 
critical areas. Real time and online intelligent decision support systems are of most importance to 
supply people with important information in useful time and data quality assessment is fundamental for 
detecting critical events. 
 
ISC 2018 is organized in the Portuguese autonomous region of Azores. Azores is an archipelago 
composed of nine volcanic islands in the North Atlantic Ocean. The ISC 2018 is held at the University 
of the Azores, on the island of São Miguel, which is the main settlement of the Azores. Researchers 
are warmly welcomed to the Azores and Ponta Delgada, where they can enjoy the natural beauties of 
the region, undoubtedly one of the most beautiful in the world. 
 
We thank all the authors and EUROSIS. 
 
 
 

José Machado 
António Abelha 

Luis Mendes Gome 
Hélia Guerra 

 
The Editors 
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ABSTRACT 
In the paper a method for prediction and control of activated 
sludge sedimentation events in wastewater treatment plants is 
proposed. To simulate the sludge settle ability logit regression 
models have been applied in which operational parameters of 
the plant biologic reactor as well as quality indicators of 
wastewater inflow to the object were used. A logit model is an 
explicit regression relations that allows to assess clearly an 
impact of particular process variables on the sludge 
sedimentation. Because of that such the models can be used 
efficiently by technologists to control the whole wastewater 
treatment process. In view of the high costs of measuring the 
quality indicators of the wastewater inflow in the paper an 
option of their predicting by means of neural network models 
in form of multilayer perceptron and cascade networks has 
been considered. The calculation results confirmed the 
usefulness of the approach for the neural models obtained 
showed very satisfied prediction abilities regarding those 
indicators. Also the logit regression models are effective by 
simulation and control of sludge settle ability and they can be 
used successfully to improve operating efficiency of 
wastewater treatment plants. 

INTRODUCTION
An efficient method of communal sewage clearing is system 
of biological treatment by means of activated sludge. 
Achievement of targeted level of pollutants reduction is then 
conditioned not only by correct designing of treatment 
technological process and its correct technical realization but 
also by suitable treatment plant operation for which an exact 
knowledge of operational parameters of Activated Sludge 
Chambers (ASC) of a Sewage Treatment Plant (STP) is 
needed. One of these parameters is Sludge Volume Index 
(SVI) that has got critical impact on the operational effectivity 
of STP. SVI index makes possible a resultful prediction of 
unstable states of the treatment process and these are 
emerging when the filamentous bacteria in the sludge are 
breeding exceedingly. That occurance leads to so called 
sludge swelling and is signaled by rising of SVI value above 
150 ml/g (Martins et al. 2004, Cortés et al. 2006). The 
presence of filamentous bacteria in biocenosis of the activated 

sludge generates problems especially by the sewage clearing 
occurring in the Secondary Clarifiers (SC) of STP. Appearing 
of the sludge swelling inhibits the process of sludge 
separation from the sewage that terminates the whole process 
of sewage treatment. Consequently some overshooting of 
permissible concentrations of pollutant indicators like BOD5
(Biological Oxygen Demand), COD (Chemical Oxygen
Demand), total suspended solids or total phosphorus can 
appear in the sewage leaving the plant as well as problems by 
sludge condensing and dehydration can occur by the 
following process of excessive sludge processing. To improve 
efficiency of plant operation and above all to improve the 
sludge sedimentation in SC the operational parameters of 
bioreactor are changed by correction of the oxygen 
concentration in nitrification chambers, the recirculation 
ratio, sludge concentration, the sludge load determined by the 
pollutants load as well as sometimes by the correction of 
carbon amount dosed externally. If the corrections mentioned 
above do not cause a satisfied improvement of sludge 
sedimentation ability then coagulants in form of iron or 
aluminum compounds are put in bioreactors.
Currently in the majority of plants the relevant decisions are 
undertaken by the plant operator intuitively in the view of his 
experience and his observations of the treatment process 
running. Such process conducting is wrong from neither 
economical nor ecological point of view for it can cause high 
costs of sewage treatment and in parallel can require the 
application of complicated methods of sludge disposal. Such 
acting does not correspond also with the existent trends of 
plant operation when efforts are done to make use of large 
sets of measurements data that are usually collected in STP; 
with these data mathematical models of treatment processes 
occurring in STP objects can be developed and used to 
support in a formalized way the plant operation. From an 
overview of the available literature concerning that 
problematics (e.g. Capodaglio et al. 1991, Han et al. 2013, 
Bagheri et al., 2015, Szeląg & Gawdzik 2016 % 2017, Szeląg 
& Studziński 2017) results that for modeling the activated
sludge settle ability commonly neuronal networks (hierarchic 
and probabilistic), fuzzy sets (Alsina et al. 2009) or hybrid 
models being connection between classification and 
regression model are used. Unfortunately in these works only 
quantitative compatibility of the measurements with 
calculation results has been verified but a qualitative influence 
of different sewage variable (like amount and quality of 
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sewage inflow or bioreactor parameters) on sludge settle 
ability has not been examined while these relations are of 
cardinal importance for the STP operator by his decisions 
making. Furthermore by developing their models the authors 
quoted applied numerically complex algorithms what restricts 
their use in daily plants exploitation. By the models 
calculation also the problems were overlooked that concern an 
access to data describing the sewage quality which are very 
often incorrect and unreliable due to breakdowns of the 
related measuring probes or to their depreciation. 
The majority of models developed are of classical regression 
type but sometimes also logit regression models are calculated 
while doing STP mathematical modelling. Then those models 
are not used to forecast SVI index but to calculate the 
probability of excessing the accessible index value equal to 
150 cm3/g. Even though a logit model forms a simple and 
explicit regression relation between related variables, the 
models presented in the literature (Szeląg 2016, Szeląg & Bąk 
2016, Bayo et al. 2006, Bezak-Mazur et al. 2016, Bartkiewicz 
et al. 2016) did not make possible neither to control parameter
values of the bioreactor nor to monitor on-line the sludge 
sedimentation features. A control and sustained correction of 
bioreactor operation in order to maintain the SVI value under 
150 cm3/g is a complex and costly task for it requires to 
measure continuously sewage quality indicators on the sewage 
inflow to STP as well as the parameters inside of bioreactor. 
Currently the parameters of ASC are monitored on-line while 
the sewage quality measurements are collected periodically 
according to the obligatory regulations. Such procedures lead 
to the development of models that are not in state to control 
the bioreactor parameters with an appropriate long time delay.
At the same time a relatively long time of determination of 
variables influencing SVI index, like e.g. BOD5, complicates 
an on-line control of ASC parameters.
Therefore it is necessary to elaborate models for prediction 
and control of sludge settle ability that could consider 
technical problems connected with the measurement and 
determination of sewage quality indicators what means the 
troubles with their collection. Such models shall create a 
possibility to control and correct continuously the parameters 
concerning bioreactor operation and dosage of chemical 
compounds into the sewage considering the fact that the 
quality of sewage inflowing the plant is changing in very 
broad range. 
In the paper the models of logit regression have been 
developed to predict the process of activated sludge 
sedimentation; they are described with quite simple 
mathematical relations and can be used easily to undertake 
technological decisions by the plant operator. 

OBJECT OF INVESTIGATION
The modeling object is the communal Sewage Treatment 
Plant of the nominal capacity of 72.000 m3/d that is located in 
the community Sitkowka-Nowiny and into which the 
wastewaters from Kielce city, from the community Sitkowka-
Nowiny and partially from the community Masłow inflow. 
The mixed wastewater is pretreated mechanically in the grid 
chambers and in aerated sand traps with integrated fat 
separators and then it is directed to preliminary clarifiers from 
which it flows into the biological part of the plant (Fig. 1). 

The biologic reactors there consist of separated chambers of 
dephosphatation, denitrification and of nitrification where 
organic pollutants as well as nitrogen and phosphor 
compounds are removed. After the biologic sewage treatment 
is performed the wastewater flows to secondary clarifiers 
where the excessive sludge is set apart and the sewage 
clarified flows to the end receiver which is Bobrza river. 

Figure 1. Diagram of the assembly line of a STP: 1 – grids chamber, 
2 – sand trap, 3 – pumps room, 4 – primary clarifier, 5 – pre-

denitrification chamber, 6 – denitrification chamber, 7 –
dephosphatation chamber, 8 – nitrification chamber, 9 – secondary 

clarifier, 10 – external recirculation, 11 – internal recirculation. 

In the summer time phosphor is removed from the wastewater 
only by biological method without chemical support of the 
process. Whereas in the winter time the phosphor removal 
from the sewage is chemically supported by dosing coagulant 
in form of iron compounds what is caused by decrease of air 
temperature and succeeding slowdown of biologic reactions in 
the wastewater. Likewise in that time the problems with the 
sludge sedimentation occur: the SVI exceeds the value of 150 
cm3/g what points out on the process of activated sludge 
swelling. Addition of coagulant to the sewage in the summer 
is intended also by desire to improve the sludge dropping 
ability and especially in wet periods when some disturbances 
in operation of activated sludge chambers can appear. In those 
time periods the operational parameters of ASC shall be 
amended appropriately and oftentimes to avoid the sludge 
swelling. In the light of above remarks one can see that there 
is an essential need to develop some reliable mathematical 
models with which the STP operator would be able to monitor 
exactly and correct effectively sludge settle ability.

METHODOLOGY 
At the first step of investigation a mathematical model for 
prediction of sludge settle ability features has been calculated 
by means of logit regression method. To calculate the model 
measurements data concerning the raw sewage inflow (Q), 
sewage quality indicators (biochemical and chemical oxygen 
demands (BOD5 and (COD), ammoniacal nitrogen (N-NH4), 
total nitrogen (TN), total phosphor (TP)), total suspended 
solids (TSS) parameters of activated sludge chambers (pH, 
sludge temperature (Tsl), oxygen concentration (DO), sludge 
concentration (MLSS), sludge age (WO), food to mass ratio 
(F/M)), as well as amount of PIX coagulant dosed (mPIX) and 
amount of excessive sludge removed from STP (WAS) have 
been used. The data come from the time period of four years 
2012–2017 and they refer to 200 measurement sessions. As a 
criterion of evaluation of influence of sewage inflow quality 
and of parameters of bioreactor on the quality of its operation 
was the SVI limit value, i.e. SVIlim=150 cm3/g (Bayo et al. 
2006). When SVI value measured was bigger than SVIlim then 
an established linguistic variable took the value 1 and 
otherwise it was 0. In order to select appropriate explanatory 
variables as inputs of the model assuring its satisfied 
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prediction ability, the matching norms have been applied 
which are used in classification models. 
In view of stability and rightness of sewage treatment process 
realized by means of activated sludge method, in the model 
investigated the parameters describing the food to mass ratio 
(F/M=Q·BOD5·MLSS-1·Vk

-1, where Vk – combined volume of 
aeration chambers) and sludge age (WO=WAS·MLSS-1·Vk

-1)
have been concerned, whereas the food to mass ratio limits 
the sewage clearing ability and the sludge age describes the 
time period in which micro-organisms from the sludge reside 
in the bioreactor. By the short sludge age some nitrification 
problems can appear in the biomass while sludge age overly 
long can lead to sewage decay what will essentially worsen 
the quality of clarified sewage on the outlet form STP. 
Therefore there is necessary to take the parameters mentioned 
into consideration by development the respective models and 
also because the variables appearing in the following relation 
(1) can determine importantly the F/M and WO values. 
On account of the fact that sewage quality measurements on 
the inflow to STP are gathered only temporarily and not every 
day and they values influence substantially the sludge 
sedimentation features (Lou & Zhao 2012, Han et al. 2013, 
Alsina et al. 2009), so to produce persistent forecasts of SVI 
index, especial models to simulate sewage quality indicators 
have been prepared. To do it measurements data concerning 
the sewage inflow intensity and the sewage inflow 
temperature have been used (Szeląg & Studziński 2017). Such 
approach makes possible to produce continuously predictions 
of sludge sedimentation features even if measurements 
concerning sewage quality indicators will be temporarily 
missing. To identify variables describing quality indicators 
the method of classification trees has been used while for 
forecasting their values ANN methods of multilayer 
perceptron (MLP) and cascade network (CNN) types were 
applied. The model predicting selected sewage quality 
indicators for which the smallest errors of matching the 
measurements with the prediction values have been got was 
then used to calculate sewage quality on the inflow to STP. 
That calculation was done based on the measurements of 
inflow rate (Q) and temperature (T) from the time period of 8 
months (from January till August). In the time period from 
March till August the total rainfall was equal to 552 mm and 
the number of rainy days amounted to 50. Then the results of 
calculation of the selected sewage quality indicators and the 
measured values of parameters of the biological reactor were 
substituted into the logit model and the probability of 
overshooting the limit value of SVI index (i.e. of SVIlim) has 
been determined. Doing it also the current SVI value was 
calculated and if it was bigger than SVIlim then attemps to 
improve the effectivity of STP operation by elimination of 
sludge swelling occurrence in the relevant time period were 
undertaken; those improvement approaches relied on 
limitation of chemical reagent amounts added to the sewage.
The logit regression method called also as binomial logit 
modeling is commonly used by the analyses of data of 
either/or kind as well as by the calculation of probability of 
events occurrence or no occurrence. The logit models are 
widely applied in economic and medical sciences and while 
solving numerous problems of environmental engineering 
(Szeląg & Bąk 2016, Szeląg 2017, Łomotowski & Dańczuk 

2012, Heyer & Stamm 2013, Bezak–Mazur et al. 2016, 
Bartkiewicz et al. 2016). 
A logit regression model is described by the following 
relation: 

� �
� �Xexp1

Xexp)X(p
�

� (1)

where: p – probability of excessing the limit value SVIlim for 
which p=0,50, X – vector being a linear combination of 
explanatory variables described by the formula: 
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j

1i
i xX ����� �

�

(2)

with: xi – variables denoting SVI which are among others: 
activated sludge concentration, temperature, pH value of the 
sludge, amount of coagulant PIX dosed, amounts of 
ammoniacal and total nitrogen and of organic substances in 
the sewage inflow to STP, β0, βi – coefficients determined by 
means of the maximum likelihood method. 
To assess prediction abilities of models calculated the 
coefficients of correlation of McFadden, Neglekerke and Cox-
Snell, i.e. R2

MCFadden, R2
Neglekerke and R2

Cox-Snell respectively, as 
well as matching measures like specificity (SPEC), sensitivity 
(SENS) and reckoning error (Harell 2001) have been used; 
the latter coefficients are commonly used by the assessment of 
classification models. 
In the paper to model the indicators of sewage quality the 
neuronal networks of the types of multilayers perceptron 
(MLP) and of cascade networks (CNN) having additional 
connections between the weighting factors laying on the input 
layer and on all other network layers. The optimal structure of 
neuronal net modelled was determined every time while for 
the number of neurons admitted on the hidden layer and for 
the taken activation functions the matching errors MAE 
(mean absolute error) and MAPE (mean absolute percentage 
error) have been calculated and compared; the neurons 
number changed from 3 up to 30 and as the activation 
function could be taken the following ones: linear (lin), 
exponential (exp), sinusoidal (sin), sigmoidal (sigm) and 
hyperbolic tangent (tanh). In the ouput layer linear activation 
function has been applied. A model structue assumed was 
recognized as optimal when the matching measures calculated 
had the minimal values among all models considered. Based 
on the experiences of (Szeląg 2017, Capizzi et al. 2015), Al-
Batah et al. 2015) three connections between the weighting 
factors on the input layer and the following layers of CNN 
network were determined.
To estimate the weighting factors in neuronal nets on their 
teaching stage the method of Broyden–Fletcher–Goldfarb–
Shanno (Rutkowski 2006) was applied. To determine the 
parameter values in logit models and to develop MLP and 
CNN models the MATLAB software has been used. 

RESULTS 
Based on the measurement data gained in the sewage 
treatment plant their variability intervals have been calculated 
(Tab. 1). The values of daily sewage inflows and of sewage 
quality indicators have been changed in broad ranges what 
influenced essentially the parameters of activated sludge 
chambers. The sludge concentration changed from 1,19 up to 
5,89 kg/m3, the oxygen concentration in the nitrification 
chamber changed from 0,55 up to 5,78 mg/dm3 and the mean 
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value of DO was equal to 2,56 mg/dm3. In the time period 
concerned the sludge sedimentation ability was worsening as 
evidenced by the mean value of SVI which equals to 186 
ml/g, as well as by SVI maximal value equal to 320 cm3/g. 
Because of that the treatment plant investigated can be a good 
example of a object to perform a test that would show in what 
extent an implementation of a model for predicting the sludge 
sedimentation could improve the effectivity of plant operation. 
By means of the measurements data concerning the amount 
and quality of the sewage inflow to STP and the bioreactor 
parameters and while using the MATLAB software a logit 
regression model has been developed to predict the SVI 
values; in the modeling the vector being a linear combination 
of the variables considered is described by the formula: 

(3)

The calculated values of βi coefficients in equation (3) and of 
parameters decided of fitting the modelling results with the 
measurements data are listed in Table 2. The logit regression 
model obtained shows a satisfied prediction ability. This is 
evidenced by the calculated values of SPEC=0,900 and of 
SENS=0,867; the SPEC value determined means that in case 
of 80 events for which SVI>SVIlim, 72 of them were classified 
rightly, and the SENS value determined means that in case of 
110 events for which SVI<150 cm3/g, 95 of them were 
identified properly. 

Table 1. Variability intervals of parameters describing the sewage 
amount and quality and of operational parameters of activated sludge 

chambers.

Variable Minimu
m Mean Maximu

m
Q, m3/d 32564 40698 86592
Tsl, OC 10.0 15.9 23.0

pH 7.2 7.7 7.8
MLSS, kg/m3 1.98 4.26 6.59

PIX, m3/d 0.00 0.80 1.93
methanol, m3/d 0.00 1.35 4.56
F/M, gBOD5/g 

MLSS·d 0.03 0.07 0.15

WO, d 10.0 16.25 22.35
DO, mg/dm3 0.55 2.56 5.78
SVI, cm3/g 95 186 320

BOD5, mg/dm3 127 309 557
TSS, mg/dm3 126 329 572

NH4
+-N, mg/dm3 24.4 49.4 65.9

TN, mg/dm3 39.9 77.7 124.1
NO2, mg/dm3 0.14 0.002 1.55
NO3, mg/dm3 0.17 0.05 1.20
TP, mg/dm3 4.30 7.80 12.6

From the above analysis results that the model obtained has 
classified correctly 167 events from 190 cases investigated 
(88%). The subsequently performed model validation shown 

that for 10 events considered in 8 cases the events 
qualification was right (80%). This lets to find that our model 
has got better classification and prediction features than the 
models developed by Belanche et al. (2000) or by Bayo et al.
(2006), who in their models used as explanatory variables the 
bioreactor operational parameters (RAS), bacterial microflora 
parameters, the temperature and pH measurements in the 
activated sludge chambers. Moreover it should be noted that 
the functional relationships calculated p=f(xi) have been 
confirmed by investigations carried out by Luo and Zhao 
(2012) and by Flores–Alsina et al. (2009) in communal 
sewage treatment plants.

Table 2. Calculated values of coefficients βi and of parameters 
matching the measurements and modelling results. 

Variable βi
Standard 

deviation (σ)
BOD5/TN 0.019 0.003
BOD/TP 0.32 0.032

LN-NH4 0.0009 0.00005
Tsl -0.368 0.233

MLSS -1.365 0.39
DO -1.183 0.272
PIX -1.756 0.239

Constant term -14.385 1.25

R2
Mc Fadden 0.756 SPEC = 0.900

R2
Negelekerke 0.821 SENS = 0.867

R2
Cox - Snell 0.756 Rz

2 = 0.880

Based on the results obtained the odds ratios (OR) have been 
calculated and listed in Table 3. Those indicators show that 
the quality of sewage inflowing STP as well as operational 
parameters of activated sludge chambers have got an essential 
impact on the probability of overshooting the limit value of 
SVI. For example, if the amount of ammoniacal nitrogen will 
be increased by 100 kg/d then the probability of overshooting 
SVI limit value will be grown by 9%. On the second part, an 
increase of oxygen concentration in the nitrification chamber 
by 0,1 mg/dm3 will lead to the decrease of SVI limit value 
overshooting by 11%.

Table 3. Odds ratios (OR) calculated for respective variables. 
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Because in the calculated logit regression model both the 
values of quotients BOD5/TN and BOD5/TP and of N-NH4
parameter influence the sludge volume index, then statistical 
models to predict selected sewage quality indicators have been 
determined. By means of the method of classification trees the 
explanatory variables for modelling the sewage quality 
indicators (BOD5, TN, TP i N-NH4) and the sewage inflow 
(Q) have been determined; that determination was done by 
using the factors of predictors importance (IMP) (Table 4). In 
the following analyses only the variables have been accounted 
for which IMP values were bigger than 0,9 (Verma et al. 
2013).
Based on the results obtained one can state that to predict the 
intensity of sewage inflow to STP only the values of 
measurements Q(t-1) up to Q(t-3) can be used for the IMP 
values calculated for them are not less than 0,90. From Table 
4 results also that both the amount and temperature of the 
sewage inflow have got an influence on the values of sewage 
quality indicators (BOD5, TN, N-NH4

+). Those conclusions 
can be performed by the calculation results received for 
communal sewage treatment plants by Lubos et al. 2017 and 
by Szeląg 2016 and 2017. Similar confirmations refer also to 
the delay values regarding the variables Q and Tin. 

Table 4. Predictors importance IMP calculated for variables 
explaining selected indicators of sewage quality. 

Variabl
e

IMP Variable 
(Q) IMP

BOD5 TN TP N-NH4

Q(t) 1.00 1.00 1.00 1.00 Q(t-1) 1.00

Q(t-1) 0.95 0.93 0.93 0.97 Q(t-2) 0.99

Q(t-2) 0.78 0.91 0.92 0.92 Q(t-3) 0.93

Q(t-3) 0.74 0.82 0.9 0.85 Q(t-4) 0.88

Q(t-4) 0.87 0.62 0.9 0.9 Q(t-5) 0.85

Q(t-5) 0.92 0.6 0.9 0.9 Q(t-6) 0.76

Q(t-6) 0.9 0.9 0.75 0.8 Q(t-7) 0.73

Q(t-7) 0.75 0.88 0.79 0.72 Tin(t-5) 0.28

Tin(t) 0.9 0.91 0.9 0.8 Tin(t-6) 0.26

Tin(t-1) 0.9 0.92 0.9 0.92 Tin(t-7) 0.25

Tin(t-2) 0.67 0.9 0.9 0.91 Tin(t-2) 0.24

Tin(t-3) 0.92 0.9 0.91 0.9 Tin(t-3) 0.23

Tin(t-4) 0.7 0.61 0.85 0.84 Tin(t-4) 0.22

Tin(t-5) 0.9 0.6 0.82 0.76 Tin(t-1) 0.21

Tin(t-6) 0.8 0.68 0.76 0.73 Tin(t) 0.2

Tin(t-7) 0.9 0.57 0.9 0.72

Based on the above calculation results in the following 
statistical models to predict the sewage quality indicators by 
using the CNN and MLP methods have been elaborated. 
In Table 5 the parameters showing the exactness of fitting of 
prediction results to the measurements and the variables 
describing the structures of the models developed are listed. 
From the Table goes out that the neurons number changed in 
the models calculated from 5 up to 7 for CNN method and 
from 8 up to 9 for MLP method and that efficiency of 

hyperbolic tangent, exponential or sigmoidal functions 
applied as activation functions on the hidden layers of the 
networks depended on the indicator type modelled. A 
following conclusion is that the smallest errors by prediction 
of the sewage quality indicators have been got while using 
CNN and not MLP method. 
The results obtained in the paper are confirmed by Abyaneh 
(2014), Lubos (2017) and Szeląg (2016) who showed in their 
research that the sewage inflow Q has got an essential impact 
on the sewage quality. The correlation value R calculated by 
CNN method while modelling variable BOD5 (R=0.89) is 
bigger than R value determined by Abyaneh (2014) while 
using an ANN method in form of multilayer perceptron 
(R=0.83); to predict that indicator Abyaneh applied as the 
predictors the temperature and pH values of the sewage inflow 
and TSS concentration. A better matching of the 
measurements with the simulation results concerning BOD5
as Abyaneh has been got also by Dogan et al. (2008) who used 
in their modeling as the input variables the measurements 
data of TN, TP, TSS and Q. 

Table 5. Fitting of modelling results to the measurements of sewage 
quality indicators obtained by CNN and MLP methods; R –

coefficient of Pearson correlation. 

Indicator

CNN

MAE
mg/dm3

MAPE
% R Neurons 

number
Activation 
function

BOD5 32.35 10.21 0.89 7 tanh

TP 0.79 10.50 0.83 5 exp

TN 4.66 5.46 0.85 6 tanh

N-NH4 2.74 5.19 0.87 6 tanh

Indicator

MLP

MAE
mg/dm3

MAPE
%

R Neurons 
number

Activation 
function

BOD5 49.2 18.6 0.69 8 exp

TP 1.15 16.5 0.38 9 sigm

TN 6.25 8.22 0.59 8 tanh

N-NH4 4.08 8.33 0.68 8 exp

By the models predicting the sewage inflow Q to the plant the 
number of neurons on the network hidden layer was equal to 
5 for CNN method and it was equal to 6 by MLP method; the 
activation function on the hidden layer was hyperbolic tangent 
in both cases. The calculation errors obtained by Q prediction 
were MAE=1373 m3/d, MAPE=3,26% and R=0,96 in case of 
CNN method and they were MAE=1900 m3/d, MAPE=5,35% 
and R=0,83 in case of MLP method. Those values are smaller 
than the errors received by Bartkiewicz and al. (2010, 2016) 
and by Studziński et al. (2013) who used in their modeling 
neuronal networks also. On the other hand those values are 
bigger than these once obtained by Wei et al. (2012) and by 
El–Din & Smith (2002) (R=0,98). 
Based on the measurements of the bioreactor parameters and 
on the models calculated for prediction of the sewage quality 
indicators (BOD5, TN, TP, N-NH4) and of the sludge 
sedimentation, the probability of overshooting SVIlim value in 
the time period 01.01.2014 – 31.08.2014 has been determined 
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(see Fig. 2). From Fig. 2 results that in the winter time 
phenomena of activated sludge swelling arisen. Also in that 
time the predicted values of food to mass ratio and of sludge 
age amounted to F/M=0,040÷0,075 gBOD5/gMLSS·d and 
WO=15÷21 d, respectively. Up to February 2016 (i.e. by 60 
days) the F/M variable modelled did not exceed the value of 
0,05 gBOD5/gMLSS·d. In that time period as well as in the 
spring and summer time there was found that a rapid rise of 
sewage inflow to STP and the resulted sewage dilution, drop 
of sludge temperature and increase of food to mass ratio lead 
to the increase of the sludge food to mass ratio and to the 
sludge swelling; that is indicated by the value of probability of 
overshooting SVIlim calculated from formula (3). The F/M 
values obtained from the simulation amounted in those time 
periods even up to 0,098 gBOD5/gMLSS·d. 
However in some days of the spring and summer periods p 
values determined were significantly lower than 0,50 what 
indicated on the lack of sludge swelling events. In those days 
the sludge age equaled to WO=12÷14 d and the food to mass 
ratio in most cases changed in the values range of 
0,055÷0,070 gBOD5/gMLSS·d. 

Figure 2. Presentation of measurements data concerning the sludge 
age (WO) and of calculation results regarding the probability of 

overshooting SVIlim value and the food to mass ratio (F/M) for the 
time period investigated. 

Figure 3. Results of calculation of probability of overshooting SVIlim

value for different variants of simulation. 

In order to improve the efficiency of STP operation an 
approach has been taken to apply the calculation results 
obtained and the model developed for making a correction of 
values of the bioreactor parameters with the aim of 
elimination of the sludge swelling. 
While doing it on the object investigated a limitation of the 
amount of coagulant dosed in cases when SVI<150 cm3/g has 
been examined. In the analyses done a reduction of the daily 
intake of related chemicals was tested so that the p value 
calculated then amounted to 0,50 what corresponded with the 
SVI value equal to 150 cm3/g. When in the summer time the 
measured SVI value exceeded the limit of 150 cm3/g then 
concurrent corrections of oxygen concentration (that was 
raised by 0,20 mg/dm3) and of sludge concentration have been 
taken so that the p value calculated amounted again to 0,50. If 
despite the corrections of the oxygen and sludge concentration 
(to achieving maximally the level of MLSS=5,0 kg/m3) the p 
value calculated was bigger than 0,50 then the amount of 
coagulant dosed was raised to the value determined by 
formula (3).
In the winter period the values of DO and MLSS were all the 
time exalted and the improvement of the sludge sedimentation 
ability was then realized by increasing the coagulant dosage. 
The results of calculations performed presented in Fig. 3 show 
that the amount of PIX dosed could be reduced in the summer 
and spring times. The application of the mathematical model 
prepared shown the possibility to reduce the coagulant 
amount from the baseline of 71.1 m3 to 50.3 m3 in the time 
period 21.03.2014 – 09.07.2014. The maximal achieved 
reduction of the coagulant dosage within that period was 
above five times, i.e. from the level of 0,48 m3/d to 0,09 m3/d.
Moreover in the rainfall periods momentary sludge swelling 
occurances could be eliminated by raising the oxygen 
concentration by 0,2 mg/dm3 and by exalting the sludge 
concentration according to formula (3) but at most to the level 
of 5,0 kg/m3 (see Fig. 3). In the winter time the daily amount 
of coagulant shall be increased from the value of 1,38 m3/d to 
2,35 m3/d in order to exclude the sludge swelling events. In 
that time period which means in our calculations the time 
frame from 01.01.2014 to 09.04.2014 (i.e. slightly more than 
3 months) the total dosage of PIX shall be increased from the 
used level of 45,5 m3 to 87,6 m3 to eliminate the sludge 
swelling.
It will lead in the practice to the improvement of ability of 
sewage clarification occuring in secondary clarifiers, to 
improve the sewage quality on the outlet of STP as well as to 
restricting the problems of sludge dewatering. 

CONCLUSIONS
In the paper a methodology of mathematical modelling of 
activated sludge sedimentation in the bioreactor of a 
communal sewage treatment plant by means of logit 
regression models has been described and tested. Those 
sedimentation models are developed by using parameter 
measurements of the bioreactor for which the sewage quality 
indicators have been predicted with the aid of mathematical 
modelling. Several simulation runs done confirmed that the 
sewage quality prediction is possible while using only 
measurements of the amount and temperature of sewage 
inflow to the treatment plant; by that modelling better 

10



prediction results have been got by means of the method of 
cascade neuronal networks than of multilayer perceptron 
ones. 
An analysis of calculation results obtained shows that on the 
treatment plant investigated in the summer time the amount 
of coagulant dosed could be essentially reduced without 
worsening the sludge settle ability what was indicated by the 
value of sludge volume index not exceeding 150 ml/g. Based 
on those results one can say also that in the winter periods the 
sludge swelling events can be eliminated by increasing the 
daily coagulant dosages. In cases of rainfall episodes leading 
to disturbances of treatment plant operation the improvement 
of sludge dropping ability was possible by appropriate 
increasing of oxygen and sludge concentration in the sewage. 
The calculations of modelling and simulation performed 
indicate that operational activities carried out on the plant and 
consisting in appropriate controlling of changes concerning 
coagulant amounts added to the sewage or concentrations of 
oxygen and activated sludge residing in the biologic reactor 
will lead to the improvement of operational efficiency of the 
object and to increase of its operational reliability. 
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Shell Gas to Liquids (GTL) technology converts natural gas 
into high quality liquid products that would otherwise be 
made from crude oil. Shell began developing GTL 
technology in the 1970s and operates commercial GTL 
plants in Bintulu, Malaysia (startup 1993) and the world’s 
largest GTL plant, Pearl GTL, in Qatar (startup 2011). At the 
heart of our GTL plants is our proprietary Shell GTL 
technology with over 500 patent assets in developing the 
GTL process. We continue improving our GTL technology 
by enhancing our designs, improving operations, adding new 
GTL products and modelling plays an essential role in the 
different levels of GTL development and operation. For 
instance, models help us making strategic decisions and 
lowering the cost development and design by using master-
planning/networking optimization tools and flow-sheeting, 
design and process synthesis models. Molecular models help 
understanding and tuning fundamental chemistry and 
catalysis. Integrated design and economic models help to 
optimize the value and prioritize investment decisions. 
Operating, monitoring and optimization models help to drive 
effectiveness and efficiency. Models also allow us to explore 
the boundaries and test constraints and assumptions. 

Modelling and optimization of an integrated process at a 
plant scale is a complex task with various elements and 
models representing the different time and length scales. 
Different methods and techniques are available for varying 
scales/disciplines for representing the subsystem with 
sufficient accuracy (see Figure 1). For example, the internal 
chemistry of the reactor itself is as important as the 
energy/heat balance of the plant. For a unified representation 
of a plant itself, it is therefore important to combine the 
different length and time scales in the models for a suitable 
representation. Further operational constraints become an 
important part of the whole model that combines details from
physics/chemistry to engineering and operational complexity

Figure 1: Length/Time Scales and disciplines involved in a 
complex optimization problem

In the GTL process, natural gas (mainly CH4) is first 
converted to syn-gas (CO and H2), which is further 
combined in a Fischer-Tropsch process to make long chain 
hydrocarbons and final products as schematically shown in 
Figure 2. 

Figure 2: Schematic of a GTL process

To effectively model the whole plant, it is important to 
understand the process from chemical catalysis to the 
operational reactor constraints and stream flows. We have 
combined the different models based on the understanding of 
the processes from different levels of operation and fitting 
the data to physical/chemical or empirical relations. Such a 
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high-level model assists in a daily optimal operation, 
scheduling and value optimizations.  

To obtain level of detail necessary for the operational 
optimization or design optimization, it is necessary that the 
key trends, that are rooted in fundamental physics and 
chemistry are translated to the plant optimization level. We 
achieve this through various length scales simulations and 
appropriate stitching of the scales.
First step is electronic and atomistic understanding, that we 
obtain by performing in-house DFT (density functional 
theory) and MD (molecular dynamics) simulations (Car and 
Parinello, 1985). Typically, here we identify the morphology 
of the ideal FT catalyst (Agarwal et. al. 2018) and possible 
reactions steps that lead to the formation of how desired and 
undesired products. In addition, we perform MD simulations 
to obtain transport parameters like diffusion coefficients of 
different species through different mediums, that are later 
used in the reactor simulations. MD simulations are also used 
to predict what facets are most likely to be present on the 
catalyst surface, and most likely contribute to the overall 
reaction rate that is observed (see Figure 3).

Figure 3: Results of the MD simulations, showing which 
facets are present at which Co nano-particle diameter

(Agarwal et. al. 2018)

Next step is to come up with a “skeleton” of the kinetic 
model that can be used to predict the performance of an ideal 
catalyst. We typically perform KMC (kinetic Monte-Carlo)
simulations with inputs from DFT models to construct how a
reaction would proceed on the surface of the active material
and predict rates of different reaction steps. Typically rate 
determining reaction steps from KMC models are used to 
build micro-kinetic model that can be later used to explain 
experimental measurements.

Measurements of “intrinsic” kinetics is performed in ideal 
“perfectly stirred” Berty-type reactors, and screen all 
conditions that a catalyst pellet in industrial conditions may 
encounter (see Figure 4). We perform fitting exercise to 
determine rate equation parameters. Rate equation
themselves are either derived or inspired from the KMC 
model, to preserve the underlying physical and chemical 
phenomena.
After the intrinsic kinetics are known, the following step is to 
perform modeling of the entire reactor. Modeling of the 
entire reactor, with a distributed catalyst pellet is represented
by DAE (differential algebraic equation) systems describing 
a combination of the kinetics and the mass transfer 
phenomena. A platform like gPROMS is typically used to 

solve the equation set. Model validation is performed using ~ 
250 data points from experiments, and model results shows 
an excellent match to what is observed experimentally (see 
Figure 5).

Figure 4: Apparatus for measuring intrinsic kinetics (left) and 
scatter plot of the data collected for constructing the intrinsic 

kinetics

Figure 5: Parity plot – modeled vs experimental STY (Space
Time yield) for different types of catalysts. Data are obtained 

from the pilot plant experiments.

With a validated reactor model, one can perform the plant-
wide simulation and optimization – for operational and 
design purposes. In the past we have already published a 
work (Ellepola et. al. 2012) that outlines a main approach,
that has been further improved with high fidelity reactor 
models. Namely the main non-linearities come from the 
Fisher-Tropsch (FT) section of the plant, which we have 
modeled and validated from molecular to the reactor scale. 
Exact replica of the reactor model that is used for pilot plant 
validation is used in the optimization step. Other units such 
as syngas manufacturing, utilities and hydrocracking can 
typically be represented with smaller number of algebraic 
equations, typically representing mass, component and 
energy balances. A block diagram of a generic GTL complex 
is represented in Figure 6.

Figure 6: Block diagram of a generic GTL complex (Ellepola 
et. al. 2012)
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To avoid convergence issues and provide robust execution, 
we typically avoid the use of rigorous thermodynamics, and 
we use fitted expressions that represent physical properties in 
the domains we perform optimization. In this way we can
obtain optimal designs or optimal operation points within 
minutes (using AIMMS and/or MATLAB to solve our 
optimization problem). In view of the size of the problem, 
our degree of freedom is typically 100-200 (independent 
process variables) and we normally have 10-20 integer 
variables related to the choice of equipment. However, the
total number of variables and constraints that are required to 
be satisfied are ~ 15000 – 30000, and most of them can be 
traced back to discretized DAE system of the FT reactor 
model. Utilities, and other equipment do not have more than 
few 100s of constraints.

Having such an optimization model available, we are capable 
of rapidly screening a large number of variations to the 
existing GTL line-ups, variations in operating modes, as well 
as support our existing assets with optimal operation and 
with de-bottlenecking. The latter can be achieved by 
determining the most critical parameters in the optimization 
that are “stuck” at their upper or lower boundaries, as well as 
by looking at the information of the gradient and Jacobian 
information for the converged case (i.e. changing which 
variable at the boundary/constraint would lead to most 
value).
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ABSTRACT 

Multi stage Monte Carlo optimization (MSMCO) 
simulation is used here to find the exact solution to a 150 
variable 150 nonlinear equation system. MSMCO makes 
repeated “random” samples of the feasible solution space 
looking for the minimum total error of the 150 equations.  
MSMCO follows a trail of the better and better answers 
(less error).  However, after each stage of the simulation 
the search regions bounds are reduce in size so as it 
travels across the feasible solution sampling distribution it 
begins to funnel into the region where it’s highly probably 
that the true optimal or a useful approximate solution may 
be located.  After many of these MSMCO solution tries 
(all in one program) if the answer is still not found then 
these approximate solutions are statistically averaged and 
the process repeated over and over again (all in one 
simulation program) until the true optimal is found.  The 
overall goal here is to try to develop a general purpose 
solution technique for nonlinear systems of equations that 
are so prevalent in business, science and many fields of 
engineering. 

INTRODUCTION

The linear system of equations: 
 x1 + x2 + x3 + x4 + x5  = 43 
 2x1 + 3x2 + 5x3 + x4 + 6x5 = 108 
 3x1 + x2 + x3 + 8x4 + 9x5 = 163 
 7x1 + 5x2 + x3 + x4 + x5 = 163 
 6x1 + x2 + x3 + x4 + 9x5 = 121 

could be solved with substitution and/or cancellation 
techniques after courses in algebra and linear algebra.  
However, it could also be solved by using MSMCO after 
transferring this system to minimize: 

f(x1,x2,x3,x4,x5) = 
  +|x1 + x2 + x3 +x4 + x5 - 43| 
 + |2x1 + 3x2 + 5x3 + x4 + 6x5 -108| 
+ |3x1 + x2 + x3 + 8x4 + 9x5 -163| 

 + |7x1 + 5x2 + x3 + x4 + x5 - 163| 
 + |6x1 + x2 + x3 + x4 + 9x5 - 121| 

down to zero error with a multi stage Monte Carlo 
optimization (MSMCO) simulation to reveal the answer 
x1=14, x2=9, x3=7, x4=12 and x5=1. Please see Figures 1 
and 2 for a partial geometric and statistical representation 
of this process. 

Figure 1:  N Dimensional Circles or Spheres Closing in 
on the Minimum Solution 
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Figure 2:  Minimizing with K Dimensional Rectangles 
and Maximizing Functions with K Dimensional Spheres 

Now let us consider a larger nonlinear problem and try a 
similar approach. 

A 150 EQUATION 150 VARIABLE 
NONLINEAR SYSTEM 

It is important to the organization to find an all integer 
solution (whole numbers in this case) to the following 
system of equations: 
x + x151-i  ·x150-i + x149-i + x148-i = Ci   
for i = 1, 2, 3, . . . 147 
 and 
x + x70 x66 + x131 = C148 = 6010  (148)

x + x56 x111 + x88 = C149 = 4860  (149)

x + x25 x95 + x142 = C150 = 47259  (150)
for 1 ≤ xi ≤ 50 and whole numbers (Note that there are 
about 1 x 10254 or 1 x 10255 feasible solutions and the 
correct one is required.) for i=1,2,3, . . . 150 all of the 
constants (Cis) for the right hand sides of the equations 
follow here in the pattern: 

12772= C1 C2 C3 C4 C5
C6 C7 C8 C9 C10
" " " " "
" " " " "
" " " " "
" " " " "
" " " " "

C146 C147 C148 C149 C150
Note that the four written out constants above (C1, C148,
C149 and C150) are underlined for ease of reading. 

Table 1:  Right Hand Side of Equations 
Constants 

12772 17921 786 14363 13572
15752 125123 27387 51315 1669
64307 74493 703 433 5013
60084 28880 61392 10830 51987
28169 858 43489 74576 74222
27151 5529 79591 117704 5536
17700 1842 81342 125584 11234
79952 1767 111194 27352 2924

8253 167 138 64755 22592
2973 97521 104469 20846 730
850 85649 10219 125939 1768

27623 16956 69484 13898 36008
47074 27342 1564 179 30146

889 778 126437 117908 50805
54971 237 731 33105 125886

6522 3546 64095 284 12153
1994 106283 27335 4971 85322
477 2296 3143 13304 6166
866 5952 33834 69732 3145

18191 40407 20624 3806 210
85493 18905 14371 837 47089

6036 74149 42 125081 20008
16074 2825 125593 1057 111631

2486 112780 51212 379 59853
4268 2155 27803 8594 1553
4550 37444 6144 17844 80677

27846 125888 65226 92319 4048
165 27103 10824 6640 3842

74538 4560 12196 1324 27607
97922 1572 6010 4860 47259

Therefore, the 150x150 nonlinear system is transformed 
to  
        150

minimize f(x1,x2,x3 . . . x150) = Ʃ  |Li - Ci | 
         i=1

subject to that 1 ≤ xi ≤ 50 and all whole numbers with the 
Li and Ci being the left and right hand sides of equation i 
for i = 1, 2,  . . . 150. 
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THE SOLUTION APPROACH OR ALGORITHM

Note that real arithmetic will be used on each xi until the 
modal averaging starts to work.  Then by the end of the 
program simulation an all whole number answer will 
appear. 

The computer simulation starts with a 31 stage multi stage 
Monte Carlo optimization (MSMCO) solution attempt 
drawing 70,000 feasible solutions in the 1 ≤ xi ≤ 50 for I = 
1, 2, . . . 150 range using real values for xi’s.  Then a 
second 31 stage MSMCO solution try is attempted and 
these two solution try answers are compared coordinate 
wise (the xi’s).  If any of the two values for the same 
variable are within .015 of each other, their values are 
averaged and rounded to the nearest whole number.   An 
example would be if in the first two MSMCO simulation 
attempts when these two best answers found are 
compared coordinate-wise if the two xi values are 23.010 
and 22.998.  Then 23.010-22.998 = .012 which is less 
than our allowable width bound of .015 (a measure of 
deviation).  Therefore, the average of 23.010 and 22.998 
rounded to the nearest whole number is 23 and xi is fixed 
at 23 for the remainder of the simulation. 

These first two solution tries of 70,000x31=2,170,000 
feasible solutions had total errors of approximately 
200,000 and resulted in about two dozen of the 150 xi

values being pinned down for the next two solution 
attempts. 

Then two more MSMCO solution tries of 70,000x31 
stages=2,170,000 sample answers are tried and the total 
error drops to about 150,000 and more xi’s are pinned 
down for the remainder of the simulation program 
algorithm. 

These two pairs of 70,000x31=2,170,000 sample answers 
with subsequent pinning down of xi’s that are less than 
.015 apart are done seven more times. 
 Their total errors are 
  86,290 60,638 
  20,327 21,634 
  7,835 6,552 
  2,479 2,078 
       291      925 
         82      70 
      .406      .267 

Then in stage 19 the total error is reduced to 0.000 and the 
following solution emerges and is printed.  It checks 

exactly in all 150 nonlinear equations.  The solution is 
printed in the pattern: 

X1 X2 X3 X4 X5
X6 X7 X8 X9 X10
" " " " "
" " " " "
" " " " "

X146 X147 X148 X149 X150

THE SOLUTION

23 26 8 24 23
25 50 30 37 10
40 42 3 7 17
39 30 39 21 37
30 7 35 42 42
30 17 43 49 17
26 12 43 50 22
43 11 48 30 13
19 2 1 40 28
14 46 47 27 8
9 44 21 50 11
30 25 41 24 33
36 30 11 3 31
4 6 50 49 37
38 5 4 32 50
17 15 40 2 22
5 47 30 17 44
7 13 14 23 17
2 17 32 41 14
26 34 27 15 4
44 26 23 5 36
17 42 2 50 27
25 11 50 8 48
11 48 37 1 39
15 1 30 20 6
14 33 18 26 43
30 50 40 45 15
1 30 22 17 15
42 15 22 3 30
46 11 18 16 36

The potential of this type of solution approach on a wide 
variety of multivariate nonlinear optimization problems 
seems to be enormous. 

However, there are risks” involved in this approach.  
Therefore, let us think about this a bit. 
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DISCUSSION

One criticism of the Monte Carlo or multi stage Monte 
Carlo optimization (MSMCO) was always that no one 
ever knew if there was a better answer (higher profit, 
lower cost or lower pollution, etc.) than the one that was 
produced in the simulations.  However, when one uses it 
to solve a system of equations (as was done here) the 
0.000 total error term is self-checking that the answer is 
exactly correct with no error because  
                150

 f(x1,x2 . . . x150) = Ʃ  |Li - Ci | = 0.000 
   i=1

Still there are the risks of thousands or even trillions of 
local optimals in the k dimensional space as k (the 
number of variables) increases to large value.  Also, it is 
important not to pin down an xi value incorrectly at any 
stage of the simulation.  Drawing large samples helps to 
overcome these problems. 

However, just as the insurance industry uses applied 
statistics (actuarial mathematics) and computers to 
manage risks, the potential with the computing power 
available in the 21st century seems to be there to 
“manage” the risks mentioned while using MSMCO 
simulation. 

Last century (1980’s and 1990’s particularly) (Conley 
1989) used modal averaging of up to a mode of 7 (only 
fixing a value after it occurred seven times) because 
relatively small samples were being used (and also due to 
the complexity of the famous test problems (Conley 
1991a) and (Conley 1991b) being studied along with new 
ones at the time. 

Instead of the mode would it be acceptable (or even 
better) to use the arithmetic mean or a weighted mean 
(higher weights for better approximate solutions)? Also, 
instead of a somewhat arbitrary measure of deviation of 
.015, would it be better to use some function of the 
standard deviation for closing in to improve the overall 
answer?  The author experimented with these successfully 
in the 20th century on various problems using slower 
computers. 

However, the increases in speed and capacity of 
computers this century makes all of these approaches 
more viable today.  Also, local optimals tend to pile up 
around the true optimal in large nonlinear systems.  That 
can be exploited statistically in the simulation to improve 
answers. 

There is another risk on the other side of this matter.  The 
elegance and certainty with which linear algebra can solve 
linear systems of equations and linear programming 
problems makes practitioners susceptible to linearizing 
essentially nonlinear optimization problems.  Then one 
gets the exact solution to the possibly “wrong question”, 
versus MSMCO simulation getting possibly approximate 
solutions to a more accurate question. 

Both approaches appear to be useful as our computer age 
moves forward. 

CONCLUSION

Presented here was the featured example of a 150 variable 
and 150 nonlinear equation system solved with multi 
stage Monte Carlo optimization (MSMCO) with 
averaging to fine tune the simulation over such a gigantic 
feasible solution space. 

Figures 1 and 2 are a partial representation of the closing 
in of the subsequent stages as the program proceeds 
across the feasible solution space.  (Anderson and 
Sweeney 1999), (Anderson 2003), (Black 2014), (Hayter 
2002), (Keller and Warrack 2003) and (McClave, Benson 
and Sincich 2001) provide good review of statistics. 

(Conley 2017) and (Conley 2016) present more nonlinear 
systems solved with MSMCO. 

The linear programming and linear algebra techniques are 
still viable and useful where appropriate. However, 
MSMCO with averaging allows engineers, scientists and 
business people to take on the difficult nonlinear 
problems that are so prevalent in today’s world.
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ABSTRACT 

Multilevel modelling technique recognizes the existence of 
hierarchal structures in the data by allowing for random 
effects at each level in the hierarchy, thus assessing the 
variation in the dependent variable at several hierarchical 
levels simultaneously.  Multilevel modelling is becoming an 
increasingly popular technique for analysing nested data with 
such popularity accredited to the computational advances in the 
last two decades. In many sports, including football, the game 
fixtures are nested within seasons, which in turn are nested 
within country leagues invoking a multilevel structure in the 
data. Many gaming companies engage in sport data analysis 
in a bid to understand the dynamics and patterns of the game. 
This will assist the gaming company in developing fantasy 
sport games that will enhance gamer engagement and augment
revenue to the company.

This paper presents a comprehensive description of two and 
three level models, which are applied to a real football data 
set accessed from an online free football betting portal. The 
aim is to examine the relationship between the number of 
goals scored during a football match and several game-related 
predictors. These multilevel models, which assume a Poisson 
distribution and a logarithmic function, are implemented using 
the facilities of GLLAMM (Generalized Linear Latent and 
Mixed Models), which is a subroutine of STATA. 

1. Introduction 

The concept of Generalized Linear Models (GLMs) was first 
introduced by Nelder and Wedderburn (1972) where several 
widely used distributions, including the Normal, Poisson, 
Binomial, Gamma, Geometric, Multinomial and Inverse 
Gaussian distribution were combined together as members of 
the exponential family. The iteratively reweighted least 
squares algorithm was used for maximum likelihood 
estimation.  A fundamental assumption of GLMs is that the 
responses are independent making these models inappropriate 
for longitudinal data, repeated measures and multilevel data 
with a nesting structure. To overcome this limitation, Liang 
and Zeger (1986) developed the concept of Generalized 
Estimating Equations (GEE) by removing the independence 
assumption.  This development gave rise to GEE models that 
accommodate highly correlated data by specifying a structure 
for the working correlation matrix.  To accommodate nested 
hierarchical structured data, Bryk and Raudenbush and (1992)

introduced the concept of multilevel models. In contrast with 
the GLM and the GEE, these models take into consideration 
the hierarchical nature of the nested data by accommodating 
the error term and random effects at each hierarchical level of 
nesting. The development of software packages and the 
introduction of supercomputers alleviated the implementation 
of multilevel models to large data sets, particularly when the 
hierarchical structure exceeds two levels of nesting and the 
number of random effects is considerable.  

2. Theory 

In a generalized linear model framework, the expected value 
of the response  is related to linear predictor  
through a non-linear invertible link function  given by: 

In this generalized linear model, the response mechanism is 
fully described by the conditional probability density function 
of the response  given the linear predictor . The model is 
completed by specifying a distribution for the observed 
response , which in the case of count data is the 
Poisson distribution with parameter . 

where 

The link function  for count data is the logarithm link 
specified in the following way: 
  

A Poisson model assumes that the duration of the observation 
period is fixed in advance (constant exposure); however, this 
is not always the case. The model can be extended further by 
including a varying exposure rate . As a result the Poisson 
regression model can be written in the form: 

This implies that the relationship between  and the linear 
predictor  is offset by the amount . This term is a 
fixed part offset and if required, it is centred on the mean so 
as to avoid numerical instabilities. Yet, we do not always 
require an offset, or where the offset is a constant.  A two-level 
random intercept model with one explanatory variable  
can be provided for count data and is given by: 
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An extended two-level random intercept model with several 
explanatory variables is given by:  

Similarly, the two-level random coefficient, 1-predictor model 
for count data is given by: 

More generally, we have that:  

 follows a multivariate normal distribution 
respectively with:  

A three-level random intercept model with one explanatory 
variable   can be provided for count data and is given by: 
  

An extended three-level random intercept model with several 
explanatory variables is given by:  

where and 
Similarly, the three-level random coefficient, 1-predictor model 
for count data is given by: 

 
                

where and

More generally, we have that:  

3.  Application 

The data set is sourced from www.football-data.co.uk, a free 
football betting portal that provides historical results and 
odds. The dataset comprises information about 6,860 football 
matches, two professional European football leagues and ten 
football seasons dating from 2005/2006 to 2014/2015. One of 
the European leagues is the German football league, the 
Bundesliga, where in every season there are 306 match 
fixtures. The other football league is the Serie A, an Italian 
league with 380 match fixtures per season.  
Every football match is nested in the season during which it 
was played and, each season is nested in either one of the two 

football leagues. This structure invokes the multilevel nature 
of this data set where the level-1units are the football 
matches, the seasons are the level-2 units and the football
leagues are the level-3 units. The response variable is the 
number of goals scored per match, and the ultimate scope of 
the study is to investigate the variability in this response 
variable induced by observed and unobserved heterogeneity. 
The following table defines the explanatory variables used in 
the Poisson multilevel models. 

Table 1: Description of predictors 

Notation Predictor

hthg The total number of goals scored by the home 
team during the first half

htag The total number of goals scored by the away 
team during the first half

sa The shooting accuracy is the ratio of the total 
shots on target to the total number of shots

fouls The total number of fouls committed during 
the match

cards Total number of yellow and red cards 
received during the match

home1h 1 corresponds to a home team win after the 
first half and 0 corresponds to otherwise

away1h 1 corresponds to an away team win after the 
first half and 0 corresponds to otherwise

corners The total number of corners awarded during 
the match

dhtg The absolute difference between the total 
home and away goals after the first half

In the two-level random intercept Poisson model given by: 

is a row vector including the values of the explanatory 
variables, is a column vector of regression parameters in the 
fixed component of the multilevel model and is the 
random intercept with distribution . In this 
section, a parsimonious two-level random intercept Poisson 
model is fitted using seven predictors , where 

are the corresponding parameters and is the 
intercept parameter. The model is implemented using the 
facilities of GLLAMM.   

The adaptive quadrature converged after two iterations and 
another five iterations were needed to update the parameters 
using the Newton-Raphson algorithm. The log-likelihood of 
the parsimonious two-level random intercept Poisson model 
is -11255.4. The explanatory variables dhtg and corners were 
not significant and so were removed from the model fit. The 
estimated parameters and estimated variance
are displayed in Table 2.

Since the mean and variance of the Poisson distribution are 
equal then the variance to mean ratio is 1. Thus a value of 1 is 
used for  level 1 variance. The fractions of residual variability 
that are attributed to level 1 and level 2 are 0.975 and 0.025 
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respectively. This implies that of the total variance is 
accounted for by level-1 variations between matches and 

is accounted for by level 2 variations between seasons. 

Table 2: Parameter estimates, standard errors and p-values 

Parameter Coef. S.E. Z P z	

Constant -2.285 0.050 -45.6 0.000
hthg 0.273 0.011 25.6 0.000
htag 0.288 0.012 24.3 0.000
sa 1.455 0.074 19.7 0.000
fouls -0.006 0.001 -5.52 0.000
cards 0.008 0.004 2.09 0.037
home1h 0.100 0.021 4.68 0.000
away1h 0.116 0.023 4.98 0.000
offset 2.398

Level-1 var. 1
Level-2 var. (int.) 0.025 0.007

Figure 1 displays the path diagram to present the structure of 
the implemented 2-level random intercept model. 

Figure 1: Path diagram for 2-level random intercept model 

The gllapred poster directive is used to estimate the posterior 
means and posterior standard deviations using empirical 
Bayes prediction for random effects.  For this 2-level random 
intercept model, different posterior means and posterior 
standard deviations are estimated for each of the 10 seasons.   
In order to predict the level-2 units specific regression lines 
with varying intercepts, the parameter estimates and the 
empirical Bayes estimates of the random intercept are plugged 
into the model. The gllapred predict, linpred directive is used 
to compute the linear predictor of the fixed component and 
adds it to the posterior mean.  

The posterior standard deviations are the conditional standard 
deviations of the prediction errors given the observed 
responses and treating the parameters as known in a Bayesian 
context. Taking the square root of these standard deviations, 
one gets the conditional mean squared error of prediction 
conditional on the observed responses. The empirical Bayes 

estimates of the random intercept  
along with the posterior 

standard deviations are provided in Table 3.

Table 3: Posterior means and posterior standard deviations 
Season Posterior Mean Posterior St. Deviation

1 0.0322 0.0288
2 0.0286 0.0228
3 0.0741 0.0223
4 0.0399 0.0229
5 0.0474 0.0231
6 0.0617 0.0228
7 0.6658 0.0230
8 0.0990 0.0229
9 -0.0219 0.0231
10 -0.1704 0.0231

Figure 2: Log of predicted values against shooting accuracy 

Figure 2 displays the logarithm of the predicted values against 
the shooting accuracy of the football match. The parameter 
estimate of sa is  which implies that for every 1 unit 
increase in shooting accuracy the logarithm of the predicted 
value is expected to increase by 1.455, given that the other 
effects are kept fixed. The ten seasons trajectories displayed in 
Figure 2 have different intercepts but the same gradient as 
conditioned by two-level random intercept model. The ten 
trajectories have positive gradients implying that the number 
of goals per match increases with the shooting accuracy. It 
can be noted that the trajectories for the 2014/2015 and 
2013/2014 seasons are below the other seasons which implies 
that in the last two football seasons the number of goals 
scored per match was less compared to the other seasons.  

In the two-level random coefficient Poisson model given by: 

includes the random intercept and the random slope
. The row vector holds a single explanatory variable, 
, which is the shooting accuracy during the match. So the 

random slope allows the linear relationship between the 
logarithm of predicted values and shooting accuracy to have a 
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different slope for each of the ten seasons.  includes the 
values of the predictors and holds the regression parameters.
The log-likelihood of the parsimonious two-level random 
coefficient model is -11253.9. The parameter estimates 

and the estimated variances , and are 
displayed in Table 4. Figure 3 displays the path diagram to 
present the structure of the implemented 2-level random 
coefficient model.

Table 4: Parameter estimates, standard errors and p-values 

Parameter Coef. S.E. Z P z	

Constant -2.296 0.048 -48.1 0.000
hthg 0.271 0.011 25.4 0.000
htag 0.288 0.012 24.3 0.000
sa 1.592 0.101 15.8 0.000
fouls -0.005 0.001 -5.13 0.000
cards 0.007 0.004 1.96 0.049
home1h 0.100 0.021 4.67 0.000
away1h 0.113 0.023 4.86 0.000
offset 2.398
Level-1 var. 1
Level-2 var. (int.) 0.021 0.034
Level-2 var. (slope) 1.158 0.537
Level-2 covariance -0.152 0.156

Figure 3: Path diagram for 2-level random coefficient model 

Comparing these estimates to the random intercept model, the 
fixed effects estimates have not changed substantially but the 
estimates of the covariance matrix are quite different. The 
fraction of total residual variance attributed to the level-1 units 
is 0.459 and the fraction of total variance attributed to the level-
2 random intercept and random slope are 0.01 and 0.531 
respectively. This implies that 45.9% of the total variance is 
accounted for by level-1 variations between matches, 1% of the 
variance is accounted for variations between season intercepts 
and 53.1% of the variance is accounted for variations between 
season slopes. The empirical Bayes predictions for the random 
intercepts and the random slopes of the ten seasons are 
provided in Table 5 along with the posterior standard deviation.

Table 5: Posterior means and posterior standard deviations 
Season P.M. 1 S.D. 1 P.M. 2 S.D. 2

1 -0.0044 0.0399 -0.0223 0.1254
2 0.0005 0.3989 -0.0477 0.1260
3 -0.0063 0.0392 0.0762 0.1215
4 -0.0010 0.0391 -0.0193 0.1216
5 -0.0081 0.0404 0.0249 0.1299
6 -0.0253 0.0401 0.1127 0.1263
7 -0.0008 0.0398 0.0341 0.1246
8 -0.0151 0.0409 0.1674 0.1346
9 0.0585 0.0374 -0.3433 0.1009
10 0.0827 0.0364 -0.6210 0.0831

Figure 4: Log of predicted values against shooting accuracy 

Table 6: Parameter estimates, standard errors and p-values 

Parameter Coef. S.E. Z P z	

Constant -2.295 0.053 -43.2 0.000
hthg 0.271 0.011 25.1 0.000
htag 0.288 0.012 24.1 0.000
sa 1.388 0.130 10.6 0.000
fouls -0.006 0.001 -5.48 0.000
cards 0.009 0.004 2.29 0.022
home1h 0.099 0.021 4.64 0.000
away1h 0.111 0.023 4.78 0.000
offset 2.398
Level-1 var. 1
Level-2 var. (int.) 0.011 0.056
Level-3 var. (int.) 0.019 0.037
Level-3 var. (slope) 0.334 0.117
Level-3 covariance 0.074 0.051

The three-level random coefficient Poisson model given by: 

 holds the random  intercept  and  slope at level-3
and is the random intercept at level-2. holds the 
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predictor, and  and  are the same as in previous 
models. The log-likelihood of the parsimonious three-level 
random coefficient model is -11243.8. The parameter 
estimates and the estimated variances ,

are displayed in Table 6.

This implies that 73.3  of the total variance is accounted for 
by level-1 variations between matches, of the variance is 
accounted for by level 2 variations between seasons,  1.4% is 
accounted for by level 3 variations between football league 
intercepts and 24.5% is accounted for by level 3 variations 
between football league slopes.

Figure 5 displays the path diagram to present the structure of 
the implemented 3-level random coefficient model. 

Figure 5: Path diagram for 3-level random coefficient model 

The empirical Bayes estimates for the random intercept 
for along with the posterior standard deviations 
are given in Tables 7, along with the Bayes estimates for the 
random effects and  for  and their posterior 
standard deviations given in Table 8. 

Table 7: Posterior means and posterior standard deviations 
Season Posterior Mean Posterior St. Deviation

1 -0.1370 0.0428
2 -0.0089 0.0419
3 0.0460 0.0419
4 -0.0040 0.0426
5 0.0080 0.0427
6 0.0527 0.0425
7 0.0097 0.0428
8 0.0758 0.0422
9 0.0664 0.0425
10 -0.2573 0.0475

Table 8: Posterior means and posterior standard deviations 
League P.M. 1 S.D. 1 P.M. 2 S.D. 2

1 0.0096 0.0328 0.1002 0.0705
2 0.0259 0.0336 0.1508 0.0729

The 3-level random coefficient model provides the best fit 
because it has the lowest AIC value. 

4. Conclusion 

Football is a game that has matured over the years, where 
football players run faster, they shoot harder, they dribble 
quicker and, they pass the ball more accurately. As a result, 
game practices including offside traps, pressing and triangular 
passing have evolved over time. Changes in these techniques 
are the main reason why goal scoring has gradually decreased 
from an average of approximately  goals per game in 1900 
to an approximate average of 2.6 goals more than 100 years 
later. Goal scoring has remained essentially stable in the last 
two decades. Results in chapter 4 confirm the latter statement, 
since goal scoring is not affected much by the football season 
during which the game was played.   

This paper presents a proper methodology to model count data 
in the presence of nested data. The three level random 
coefficient model which included shooting accuracy both as a 
main effect and as a random effect showed that of the 
total variation is accounted for by variation at level-1, is 
accounted for by variation at level-2, is accounted for by 
variation at level-3 intercepts and is accounted by
variation in level-2 slopes. Moreover, shooting accuracy, 
number of fouls, number of red and yellow cards booked by 
referees, number of goals scored during the first half by the 
home team and by the away team and whether the home team 
is winning/losing at half time where all found to be significant 
predictors of the number of goals scored per match.
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ABSTRACT 

The aim of this paper is to analyze and process a dataset to
predict the Medical Specialty (MS) discharge in a hospital 
Urgency Department (UD). MS discharge is the medical 
specialty in which a patient gets discharged from the UD. This 
predictive analysis would improve medical and staff 
performance, not to mention, less time consuming to the 
patient and less expensive to both patient and the hospital. 
However, it is a challenging task due to the quality of data 
retrieved from UDs that’s usually non-treated, with a lot of 
irrelevant information, sparse and, sometimes, incomplete. 
This predictive analysis is obtained through Data Mining 
techniques and machine learning algorithms in Weka 
environment. It was concluded that feature selection and 
structured modelling are important factors that affect 
classification accuracy. It was also concluded as that randomly 
decreasing or increasing dataset information by varying 
patient values does not assist directly in increasing accuracy 
for the prediction of MS discharge. The best results were 
achieved using the Bagging algorithm with a REPTree 
classifier and a ten-fold cross-validation, achieving 91.96 % of 
accuracy and 0.85 F1-score.  

INTRODUCTION  

Being able to predict the Medical Specialty discharge of a 
patient may have an enormous monetary impact, increase of 
efficiency by medical and clinical staff and reduce of patient 
waiting time in the Urgency Department. Nowadays, when a 
patient goes to the Urgency Department it may have to go 
through three stages: the triage, observation and discharge. At 
the first stage, the patient is sent to a MS to be observed. After 
observation, the patient is sent to another MS to perform 
clinical exams, surgery or drug prescription. Finally, the 
patient will be sent to another medical specialty or will have 
medical discharge. You see, sometimes it happens that the 
triage is incorrectly made, or, for some reason, the patient is 
not well attended at the observation stage which causes 

unpredictable scenarios for the patients and unnecessary 
resources spending. 
Though, detection of correctly MS discharge is a very 
challenging task, data mining and machine learning techniques 
using Electronic Health Records (EHR) have proved to be 
very efficient in successfully building clinical decision support 
systems that present satisfactorily predictive results in a large 
population of patients. 
However, finding significant statistical patterns from UD data 
is a challenging problem due to its high dimensional nature. 
UD data frequently contains more than 50 variables, which 
makes it extremely difficult to process. In addition, this data is 
incomplete, which would make most of the statistical and 
empirical analysis complex. It is thus important to detect the 
factors that enhance or degrade the performance of a clinical 
decision support system due to the high-dimensional nature of 
UD data. 
In this paper, the process behind the results obtained focus, 
mainly, on three steps:  


 Dataset properties, which include knowing all features 
included and, possibly, some type of correlation between 
them; 


 Feature selection, along with the dataset properties we also 
vary the number of patient variables based on a technique; 
namely, feature selection (Oliveira 2015). We perform 
classification with as well as without feature selection while 
varying the lab values. We investigate the classification 
performance of the dataset with selected features obtained 
from a feature selection algorithm based on rank 
aggregation (Sarkar 2012); 


 Model Structured information, which consist in the model 
making before machine learning; 

Machine Learning 

Machine learning is the science of getting machines/computers 
to act without being explicitly programmed using algorithms 
that iteratively learn from data allowing computers to find 
hidden insights (Rodrigues 2017). The core idea behind 
machine learning stands on having general systems that can 
adapt to new circumstances, rather than explicitly writing a 
different program for each special circumstance (Alpaydin 
2010). Nevertheless, the role of computer sciences still plays a
major role in this field, as if so, in the training phase, we need 
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efficient algorithms to solve the optimization problem, as well 
as to store and process the massive amount of data we 
generally have. Once a model is learned, its representation and 
algorithmic solution for inference needs to be efficient as well. 
In certain applications, the efficiency of the learning or 
inference algorithm, namely, its space and time complexity, 
may be as important as its predictive accuracy (Alpaydin 
2010). 
Having this said, we can classify machine learning tasks into 
three broad categories (Alpaydin 2010; Russel 2003): 


 Supervised learning: The computer is presented with 
example inputs and their desired outputs, given by a 
"teacher", and the goal is to learn a general rule 
that maps inputs to outputs. 


 Unsupervised learning: No labels are given to the learning 
algorithm, leaving it on its own to find structure in its input. 
Unsupervised learning can be a goal (discovering hidden 
patterns in data) or a means towards an end (feature 
learning). 


 Reinforcement learning: A computer program interacts with 
a dynamic environment in which it must perform a certain 
goal. The program is provided feedback in terms of rewards 
and punishments as it navigates its problem space. 

Application of machine learning methods to large databases is 
called data mining. 

Data Mining  

Data mining has attracted more and more attention in recent 
years, probably because of the popularity of the ‘‘big data’’ 
concept (Xu 2014). 
Data mining, aka “Knowledge mining” (‘Knowledge mining 
from data’), is an interdisciplinary subfield of computer 
science which involves extracting, discovering, or mining, 
interesting patterns and knowledge from a large amount of 
data (Xu 2014; Reddy 2016). 
As a highly application-driven discipline, data mining has 
been successfully applied to many domains, such as business 
intelligence, artificial intelligence, Web search, scientific 
discovery, digital libraries. It bridges the gap from applied 
statistics and artificial intelligence (which usually provide the 
mathematical background) to database management by 
exploiting the way data is stored and indexed in databases to 
execute the actual learning and discovery algorithms more 
efficiently, allowing such methods to be applied to even larger 
datasets (Reddy 2016). 
Data mining involves six common classes of tasks (Morais 
2017): 


 Anomaly detection (outlier/change/deviation detection) –
The identification of unusual data records, that might be 
interesting or data errors that require further investigation; 


 Association rule learning (dependency modelling) –
Searches for relationships between variables. For example, 
a supermarket might gather data on customer purchasing 

habits. Using association rule learning, the supermarket can 
determine which products are frequently bought together 
and use this information for marketing purposes. This is 
sometimes referred to as market basket analysis; 


 Clustering – is the task of discovering groups and structures 
in the data that are in some way or another "similar", 
without using known structures in the data; 


 Classification – is the task of generalizing known structure 
to apply to new data. For example, an e-mail program 
might attempt to classify an e-mail as "legitimate" or as 
"spam"; 


 Regression – attempts to find a function which models the 
data with the least error that is, for estimating the 
relationships among data or datasets; 


 Summarization – providing a more compact representation 
of the dataset, including visualization and report generation; 

BACKGROUND 

It is quite accepted in the engineer community that Machine 
Learning and Data Mining have come to revolutionize several 
computing areas, from artificial intelligence to stocks value 
predictions. Nowadays, there is a wide variety of recent works 
that relate Electronic Health Records, machine learning and 
UD data. More so, it is necessary to understand the methods 
and results of the current State of the Art so that it can be 
possible to structure our approach to the ML problem stated in 
this article. To do so, it was selected some articles that have 
ML approaches to a UD. Some of these approaches are: 
prediction of cardiac arrest in critically ill patients presenting 
to the UD incorporating heart rate variability (Ong 2012); big 
data– driven, machine learning approach is compared to 
existing clinical decision rules (CDRs) and traditional analytic 
methods using the prediction of sepsis in-hospital mortality as 
the use case (Taylor 2016); Machine-Learning-Based 
electronic triage more accurately differentiates patients with 
respect to clinical outcomes compared with the Emergency 
Severity Index (ESI) (Levin 2017). 
In the first study presented, the authors aimed to validate a 
novel machine learning score incorporating heart rate 
variability (HRV) for risk stratification of critically ill patients 
presenting to the UD by comparing sensitivity and specificity 
for prediction of cardiac arrest with the modified early 
warning score (MEWS). The MEWS is based on physiological 
parameters: systolic blood pressure, pulse rate, respiratory 
rate, temperature and other correlating factors (Ong 2012). A 
ML-based prediction model utilizing age, HRV parameters, 
and vital signs was proposed to compute risk score on 
patient’s hospital outcome. The authors found ML scores to be 
more accurate than the MEWS in predicting cardiac arrest 
within 72 hours (Ong 2012). 
In the second study, Sepsis was defined as meeting criteria for 
systemic inflammatory response syndrome with an infectious 
admitting diagnosis in the UD. A random forest model 
(machine learning approach) was constructed using over 500 
clinical variables from data available within the EHRs of four 
hospitals to predict in-hospital mortality. The machine 
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learning prediction model was then compared to a 
classification and regression tree (CART) model, logistic 
regression model, and previously developed prediction tools 
on the validation dataset using area under the receiver 
operating characteristic curve (AUC) and chi-square statistics 
(Taylor 2016). The objective in this study was to provide a 
proof-of-concept example of a local, big data–driven, machine 
learning approach to predictive analytics in emergency care. 
The authors chose prediction of sepsis mortality as the use 
case because of its clinical importance (half of hospital deaths 
in the United States are related to sepsis) and because early 
detection and treatment has been shown to improve outcomes 
(Taylor 2016). As a result, the machine learning approach 
outperformed existing clinical decision rules as well as 
traditional analytic techniques for predicting in-hospital 
mortality of UD patients with sepsis (Taylor 2016). 
In the third article, the authors sought to evaluate an electronic 
triage system (e-triage) based on machine learning that 
predicts likelihood of acute outcomes enabling improved 
patient differentiation. A multisite, retrospective, cross-
sectional study of 172,726 ED visits from urban and 
community UDs was conducted. E-triage is composed of a 
random forest model applied to triage data (vital signs, chief 
complaint, and active medical history) that predicts the need 
for critical care, an emergency procedure, and inpatient 
hospitalization in parallel and translates risk to triage level 
designations. The outcomes were evaluated and compared 
with the Emergency Severity Index (ESI). E-triage more 
accurately classifies ESI level 3 patients and highlights 
opportunities to use predictive analytics to support triage 
decision-making (Levin 2017).
Upon analyzing these articles, we found ways to build and 
evaluate our case study following some of these past 
approaches, such as seeing how sensitivity and specificity vary 
(Ong 2012; Taylor 2016) and try to obtain correlation with 
other metrics that we seem fit. There is a common agreement 
between the authors that all these matters have potential to be 
more developed and to be placed in practice, outperforming 
old practices currently in taking place in UDs. 

METHODOLOGY 
Materials 

1. Dataset: The dataset used for training was prepared by 
using data from an Urgency Department that contained 
actual labels for MS discharge preventable events for 
approximately 13000 patients. This data was extracted from 
a data warehouse previously built for the calendar years of 
2016 and 2017. As it was mentioned before, UD data may 
contain more than 50 features. Of this 50, we removed 22 
variables due to sparsity and incomplete data. Of the final 
28 variables, it was extracted 9 features that the authors 
concluded that had high values of correlation between 
them, including patient demographic data such as 
provenience, waiting time and age, injury or decease, MS 
of triage and observation.  

Methods 

In this section, the methods used to build and evaluate the 
model performance are briefly explained. 
Metric evaluation with accuracy, precision, specificity, 
sensitivity, and F1-score: 

2. Classification accuracy: Classification accuracy refers to 
the number of MS that are correctly identified to belong to 
a class by the classification algorithm (Fayyad 1996). 

3. Precision: Also called positive predictive value, is the 
fraction of relevant instances among the retrieved instances. 
Precision is the probability that a (randomly selected) 
retrieved value is relevant (Olson 2008) 

4. Specificity: Also called the true negative rate, measures the 
proportion of negatives that are correctly identified as such 
(e.g. the percentage of healthy people who are correctly 
identified as not having the condition). Specificity relates to 
the test's ability to correctly reject healthy patients without 
a condition. Consider the example of a medical test for 
diagnosing a disease. Specificity of a test is the proportion 
of healthy patients known not to have the disease, who will 
test negative for it (Altman 1994).

5. Sensitivity: Also called the true positive rate, the recall, or 
probability of detection, measures the proportion of 
positives that are correctly identified as such (e.g. the 
percentage of sick people who are correctly identified as 
having the condition). Sensitivity refers to the test's ability 
to correctly detect ill patients who do have the condition 
(Altman 1994). In the example of a medical test used to 
identify a disease, the sensitivity of the test is the 
proportion of people who test positive for the disease 
among those who have the disease. 

6. F1-Score: In statistical analysis of binary classification, the 
F1 score (also F-score or F-measure) is a measure of a test's 
accuracy. It considers both the precision and the sensitivity 
of the test to compute the score. The F1-score is the 
harmonic average of the precision and recall, where an F1 
score reaches its best value at 1 (perfect precision and 
recall). F1- measure effectively references the True 
Positives to the Arithmetic Mean of Predicted Positives and 
Real Positives, being a constructed rate normalized to an 
idealized value, and expressed in the form it is known in 
statistics as a Proportion of Specific Agreement as it is 
applied to a specific class (Powers 2011).

Prediction of MS discharge depends on intrinsic information 
of the patients which are aptly represented in the UD data. As 
a result, prediction performance of a decision tree will have 
influence from the data quality. Hence, if we vary the number 
of patients in the dataset, we would be able to capture the 
trend in increase or decrease in the classification accuracy. 

7. Feature selection: Feature selection is a very important 
pre-processing task in data mining. The reason is that not 
all features/attributes are relevant to a given problem. Some 

30



of the features interfere and reduce prediction accuracy. In 
addition, dealing with larger number of features is generally 
considered expensive. Reducing dimensionality is 
important when dealing with very high-dimensional data 
such as in electronic health records. Feature selection also 
helps in providing a better understanding of the process that 
generated the data (Oliveira 2015). In this paper, we use 
rank aggregation based feature selection (Sarkar 2012). One 
advantage of using this feature selection technique is that it 
has been proved to be more robust and accurate in a 
previous study (Sarkar 2012) for the prediction of relapse 
rates in leukemia patients. Rank aggregation is the 
procedure that takes multiple rankings of a fixed set of 
alternatives (or candidates) as input, and aggregates them 
into a single consensus ranking of the candidates. In our 
case, candidates are the features and the rankers are 
different feature evaluation techniques such as information 
gain, symmetric uncertainty and correlation attribute 
evaluation (Hall 2009).

8. Classification accuracy with feature selection: We 
perform classification for the prediction of PPE after 
selecting subsets of variables or features that are 
statistically deemed as significant. For rank aggregation, we 
use a position based scoring mechanism to calculate the
final score of a feature. Next, we sort each feature based on 
their final score and rank them from highest (being rank 1) 
to lowest (being rank n, for a total of n features) according 
to their final scores generated as given in equation (1) 
(Sarkar 2013). 

(1)

Where n is the total number of features selection techniques 
(or ranker) used. pos (i, j) is the jth position of a feature ranked 
by the ranker i. scorepos (i,j) is the score of a feature in list I 
generated by ranker i at jth position. scorefinal is the sum of all 
the positional score from all the lists. Here, we consider the 
feature selection techniques (information gain, symmetrical 
uncertainty and correlation attribute as the rankers and the 
candidates as the features (Fonseca 2017). We used the 
following feature evaluation techniques for ranking the 
features according to their distinct statistical properties of data, 
namely: 


 Information gain attribute evaluation - This algorithm 
evaluates features individually by measuring their 
information gain with respect to the classes. 


 Symmetrical uncertainty attribute evaluation – This 
algorithm evaluates features individually by measuring 
their symmetrical uncertainty with respect to the class. 


 Correlation Attribute Evaluation- Evaluates the worth of an 
attribute by measuring the correlation (Pearson's) between 
it and the class. 


 The output of this rank aggregation based feature selection 
is a global rank for each feature.  

9. Model Evaluation: The model evaluation phase consists in 
comparing results of classification algorithms on both 
models and with a baseline classification algorithm. This 
process consists in obtaining and analyzing the best model 
performance and compare both models and their respective 
confusion matrix, error in classification and attribute 
selection, specificity, sensitivity precision and F1-score. 

DATA MINING PROCESS 
Business Understanding 

We document in this section the different observations 
obtained through the results: 


 Variation of classification accuracy (in percentage) of
predicting MS discharge with and without using feature 
selection with feature selection technique (Sarkar 2012) and 
varying number of patients; 


 Baseline and model Evaluation with Weka (ZeroR, 
Bagging and J48); 

We could define, as a matter of perspective that the model 
built will perform well if certain evaluations metrics values, 
mostly F1-score and accuracy, are up to 85%. This will mean 
that the model is capable of predicting MS discharge with 
reasonable consistency, having quality to be a matter of study 
in the upcoming future, perhaps. 

Data Understanding 

There were previously data treatment before loading the data 
warehouse. Even though, it was necessary to preprocess data 
upon inquiring the model in data mining techniques. This 
process mainly included removal of sparse and incomplete 
data, normalization and make clear distinction of what would 
be nominal and numeric in the dataset.  

Data Preparation 

We divided the processed dataset in four. One dataset with 
1000 records, other with 5000, other with 1000 and, finally, 
one containing all data. This was made in order to evaluate 
model performance. Meaning, the idea would be dividing in 
two models, both containing the four previous datasets 
analysis but one with attribute selection and other without, to 
evaluate model performance with two different algorithms. 
This method was chosen due to the lack of quality information 
compared to the number of attributes/features in the dataset. 
Dividing in four datasets in each model, will clarify if the 
domain information is of relevant quality in order to predict 
MS discharge. 

Modeling 

As it was mentioned before, in this project Weka was used to 
test the models. Nevertheless, it is necessary to present the 
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machine learning algorithms used: meta.Bagging, trees.J48 
and rules.ZeroR. 


 meta.Bagging - Recent developments in computational 
learning theory have led to methods that enhance the 
performance or extend the capabilities of these basic 
learning schemes. Those learning schemes have been called 
“meta-learning schemes” or “meta-classifiers” because they 
operate on the output of other learners. Instead of using a 
single classifier to make predictions, why not arrange a 
committee of classifiers to vote on the classification? This 
is the basic idea behind combining multiple models to form 
an ensemble or meta classifier (Fonseca 2017). 


 trees.J48 - This is an implementation of C4.5 release 8 
(Neto 2017), a standard algorithm that is widely used for 
practical machine learning. This implementation produces 
decision tree models. 


 rules.ZeroR - This is the most primitive learning scheme in 
Weka. It models the dataset with a single rule. Given a new 
data item for classification, ZeroR always predicts the most 
frequent category value in the training data for problems 
with a nominal class value, or the average class value for 
numeric prediction problems. Although it seems to make 
little sense to use this scheme for classification, it can be 
useful for generating a baseline performance that other 
learning schemes are compared to. In some datasets, it is 
possible for other learning schemes to induce models that 
perform worse on new data than ZeroR which is a clear 
indicator of serious overfitting (Fonseca 2017). 

Evaluation 

Next, we describe the evaluation results. Initially, the values 
presented on Figure 1 refer to detailed accuracy values 
obtained after applying a classification algorithm, in this case, 
meta.Bagging. As we can see, the classification accuracy 
values tend to be higher with the increase of MS number. This 
tell us that this model tends to evolve to higher classification 
accuracy values with the increase of input information. Even 
though, it would be expected that values of the classification 
accuracy with feature extraction to be higher than values with 
no feature selection, which is not what is verified in this case. 
With the increase number of patients, we can see that the 
classification accuracy with feature selection tends to increase 
exceptions for the last value. This can be explained by the 
classification algorithm that is being used. 

Figure 1: Variation in Classification accuracy with increase 
number of patients with Bagging algorithm 

On a more general analysis of this model, seen of Figure 2, it 
is possible to observe that the general classification accuracy 
increases with the increase of data, even though, at the 
maximum value of data, the accuracy with attribute selection 
not being the desired. The main objective presented by Figure 
2 is to correlate attribute selection with increase, or not, in 
classification accuracy. Having this said, it was divided in 3 
feature selection types: F1, representing removal of one 
undesired feature from the dataset; F2, removal of two 
undesired features of the dataset; F3, removal of three 
undesired features from the dataset.  It is important to refer 
that when using feature selection, not always the same 
attributes are selected, or removed, from the dataset. For 
example, when doing feature selection on the dataset with 
1000 patients, the attributes selected with less “weight” differ 
from the ones obtained for the dataset that contains 5000 
patients. This might explain why in Figure 1 we achieved an 
undesired classification accuracy value with feature selection. 

Figure 2: Variation in Classification accuracy with extended feature 
selection and increase number of patients with Bagging algorithm 
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Table 1: Detailed values obtained with Bagging algorithm and 
with feature selection 

Instances Attributes Accuracy (%)
1000 7 90.1902 
5000 7 91.1582 
10000 7 91.688 
13000 7 91.9219 

Table 2: Detailed values obtained with Bagging algorithm and 
without feature selection

Instances Attributes Accuracy (%)
1000 9 90.2903 
5000 9 91.1382 
10000 9 91.6546 
13000 9 91.9605 

Next, we describe the evaluation results for the same model 
but with a different classification algorithm. Initially, the 
values presented on Figure 3 refer to detailed accuracy values 
obtained after applying a classification algorithm, in this case, 
trees.J48.  
As it happened with the previous model, the accuracy tends to 
be higher with the increase number of MS. As it also 
happened with the previous model, this tell us that it tends to 
evolve into higher accuracy values, with or without feature 
selection. Similar, the first value containing 1000 MS has a 
higher value of classification accuracy instead of classification 
accuracy made with feature selection. This could be explained 
by the lack of data, different attributes obtained with feature 
selection for the model or the type of classification algorithm 
used. However, we can also observe from figure 3 that 
classification accuracy with feature selection method is 
consistently higher than without feature selection irrespective 
of the variation in MS number values. This result, in turn, 
hints us about the fact that, random variation in MS number 
values does not contribute to the enhancement of classification 
accuracy for predicting MS discharge. This consistent increase 
in the classification accuracy shows that this feature selection 
technique (Olson 2008) is robust with varying MS quantity. 

Figure 3: Variation in Classification accuracy with increase number 
of patients with J48 algorithm 

Analyzing Figure 4 and comparing it to Figure 2, since the 
method to obtain them was the same, we can detect clear 
differences, not just on values of accuracy, but also on 
accuracy behavior prediction. In Figure 2, the classification 
accuracy followed a more linear behavior. In this figure, we 
can see that the classification accuracy value drops with the 
increase of number of patients from 1000 to 5000 and then 
increases with the increase of patient number from 5000 to 
13000 patients. We can also identify that the F2 type of 
feature selection is the best one since its behavior tends to be 
the best with the increase of data, following a more linear 
behavior. Analyzing this model in terms of predictions, we 
may infer that with the increase of data, the classification 
accuracy, with and without feature selection, would stabilize 
around 92/93%.  

Figure 4: Variation in Classification accuracy with extended feature 
selection and increase number of patients with J48 algorithm 

Table 3: Detailed values obtained with J48 algorithm and with feature 
selection 

Instances Attributes Accuracy (%)
1000 7 90.6907 
5000 7 91.3183 
10000 7 91.7324 
13000 7 91.9219 

Table 4: Detailed values obtained with J48 algorithm and without 
feature selection

Instances Attributes Accuracy (%)
1000 9 91.1912 
5000 9 91.1382 
10000 9 91.6657 
13000 9 91.8988 

These results presented in Tables 1, 2, 3 and 4 show us 
interesting facts about the classification accuracy and feature 
selection in the data that are easily overlooked. On one hand, it 
indicates that eradicating features that have no 
ponderation/weight on the outcome may not help in increasing 
classification accuracy. Thus, more information (in terms of 
number of patient’s records) is useful in prediction of MS 
discharge (we perform k-fold cross validation, thus reducing 
the chance of overfitting of data).  
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We also observe that feature selection techniques, in some 
cases, can indeed help in a more accurate prediction of MS 
discharge. This firstly indicates the fact that more information 
in terms of feature variables is not very useful. Thus, we 
conclude that extraction of significant features is an important 
criterion for a more accurate prediction of MS discharge. 

Baseline and Model Evaluation  

As it was mentioned before, ZeroR is the most primitive 
learning algorithm in Weka.  It models the dataset with a 
single rule. Given a new data item for classification, ZeroR 
always predicts the most frequent category value in the 
training data for problems with a nominal class value, or the 
average class value for numeric prediction problems. 
Although it seems to make little sense to use this algorithm for 
classification, it can be useful for generating a baseline 
performance that other learning schemes are compared to. In
some datasets, it is possible for other learning schemes to 
induce models that perform worse on new data than ZeroR 
which is a clear indicator of serious overfitting (Fonseca 
2017). 
It was selected from each model the best classification 
accuracy obtained with feature selection and without. 
Analyzing figure X, we can see that the baseline classification 
algorithm presents a rather low classification accuracy. 
Meaning, no algorithm will perform worse than ZeroR unless. 
Comparing Bagging and J48 classification, we can denote that 
the Bagging algorithm performs a little better than the J48. 
This difference can be explained by the nature of the 
algorithm, since meta-classifiers are, nowadays, widely known 
to outperform other classifiers types (Fonseca 2017). 

Table 5: Best classification accuracy from each model with and 
without feature selection. Relative absolute Error* 

Algorithm Instances Attributes Accuracy 
(%)

Error 
(%)*

ZeroR 13000 9 25.2604 100
ZeroR 13000 7 25.2604 100

Bagging 13000 9 91.9605 16.542
Bagging 13000 7 91.9219 16.7872

J48 13000 9 91.9142 17.1164
J48 13000 7 91.9219 17.1679

Analyzing confusion matrix of both J48 and Bagging 
classification algorithms, we can see that the incorrectly 
classified instances are, in some cases, practically the same 
and with the same values. Why? As it was previously 
mentioned before, meta-classifiers operate on the output of 
other learners, and the learner that is being used by Bagging, 
in this case, is the classification algorithm trees.REPTree. 
Meaning, Bagging is operating on the output of a tree 
classification algorithm, much like J48, resulting in confusion 
matrixes with great similarity but, in most cases, with better 
results. Also, it was possible to calculate and interpolate 
specificity, sensitivity, precision and f1-score. These values 
were calculated based on the confusion matrixes and only 9 

classes, the ones with most data, were used to interpolate these 
values and, subsequently, average performance of each model. 

Table 6: Metric Evaluation of J48 and Bagging algorithms 

Average Values J48 Bagging
Precision 0.9199 0.9227

Sensitivity 0.8200 0.8219
Specificity 0.9882 0.9882
F1-Score 0.8539 0.8540

As we can observe, the number of correctly classified classes 
was practically the same. Nevertheless, it is empirical to notice 
that the Bagging algorithm performed slightly better than the 
J48. Even though, looking at this table we can denote that the 
number of false negatives was way superior to false positive 
values (difference between precision and sensitivity), it is still 
considered reasonable results. Looking to the F1-score, the 
weighted average of precision and sensitivity, both values 
meet the expected score stipulated as acceptable and of what 
was expected of the model performance. 
Some discrepancy in the results (e.g. difference between 
sensitivity and the other metrics) may be caused by the lack, 
or excess, of data in some classes leading to nearly inexistent 
classification of some and increased number of false negative 
values justifying the presented lower sensitivity values. 

CONCLUSION 

In this paper, it was performed an investigation of some 
important factors that would impact MS discharge prediction. 
From pre-processing detailed data of a dataset extracted from 
a data warehouse to comparing different models with two 
machine learning algorithms, leading to rather conclusive 
results on the classification outcome. 
First and most important, it is possible to predict with and 
without feature selection, even though with a slight error 
margin, the MS discharge. It is not linear that the model 
behavior will present better results with feature selection than 
without it. Possibly because, with the feature selection method 
used, some relevant features may be discarded, thus the 
underperformance in some cases.  As it was shown previously, 
it only happened with one classification algorithm, the J48.  
Both models, the one tested with Bagging classification 
algorithm and the one tested with J48, presented an 
improvement in classification accuracy with the increase 
number of patients showing a positive prediction for bigger 
models with, possibly, better results. Comparing both models, 
the one tested with J48 and the one tested with Bagging 
algorithm, it is possible to conclude that the Bagging 
classification it is slightly better, even though showing worst 
results with feature selection, (around 91.96 % of accuracy 
and 0.85 F1-score). Future work would rest more upon 
different feature selection techniques and detailed analysis of 
data quality to improve the outcome prediction of MS 
discharge. 
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ABSTRACT 

The term equilibrium is used and applied in so many 
fields and in so many ways. This presentation looks at 
equilibrium in the economic or business sense.  After a 
brief review of one product or commodity equilibrium, 
two more sophisticated examples involving three and 
seven commodities that are each substitutes for one 
another is presented.  Then, the question of what prices 
in combination will lead to supply equaling demand for 
all three and all seven commodities is answered for 
each problem using a statistical optimization 
simulation solution approach. 

INTRODUCTION 

Figure l shows a downward sloping demand equation 
intersecting and upward sloping supply equation at the 
equilibrium point where supply equals demand and X is 
the commodity price and Y is the amount available. 

These two equations are linear.  An example would be:  

 Y=1000 – 10X (demand equation) 
and Y=10X (supply equation) 

where X is the price in dollars and Y is the supply or 
demand of the commodity in tons.  Solving these two 
equations by substitution yields the equilibrium price of 
$50 leading to a balanced supply and demand of 500 tons.  
However, it is possible for the supply and demand 
equations to be nonlinear (as in Figure 2). 

Let us look at two more sophisticated examples. 

A THREE COMMODITY EXAMPLE 

The company’s statisticians and economists working 
together have managed to estimate the three supply 
equations and the three demand equations for three 
commodities that are substitutes for each other.  The s1, s2
and s3 are the supply amounts in tons and the d1, d2 and d3
are the demand amounts in tons also.  The x1, x2, and x3
are the commodity prices in dollars. 

Figure 1:  Supply and Demand Equations Intersecting at 
the Circle or the 50 Dollar Equilibrium Price for X 

d1 = 68,817 – 9x1 – 3x2 – 2x3 - 6(x1x2).5 – (x1x3).3

 - 6(x2x3).5 – 4(x1x2x3).333    (1) 

s1 = 51,183 + 3x1 + 4x2 + 7x3 + 3x x  + 5x x

 + 8x x  + 7x x x    (2) 
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d2 = 144,928 – 11x1 – 3x2 – 10x3 – 8x x

  - 6x x  - 5x  x – 7 x x   (3) 

s2 = 50,072 + 4x1 + 12x2 + 2x3 + 8x(x1x2).8 + 3 x

+ 7x x + 4x x x    (4) 

d3 = 126,809 – 2x1 – 8x2 – 6x3 – 4x x - 5x  x

– 3x x  - 5x x x     (5) 

s3 = 113,191 + 5x1 + 4x2 + 5x3 + 2x  x + 5x x

 + 7x x  + x x x     (6) 

Then try to minimize f(x1,x2,x3) = |s1-d1| + |s2-d2| + |s3-d3| 
subject to 1≤ x1 ≤ 1000 dollars (with accuracy in dollars 
and cents) using a multi stage Monte Carlo optimization 
of 50 stages drawing 100,000 feasible solutions at each 
stage and decreasing the search dimensions in each 
subsequent stage by a factor of 1.41 (or the square root of 
2).  A thirty second run on a desk top computer produced 
the solution of x1=$247.11 and x2 = $368.80 and x3 =
$196.21 for the equilibrium of the whole three commodity 
system.  Also, putting these prices into the six equation 
yields: 

 S1 = D1 = 60603 tons 
 S2 = D2 = 133135 tons 
 S3 = D3 = 120560 tons 

The printout below presents the total (f(x1,x2,x3) = |s1-d1| + 
|s2-d2| + |s3-d3| equation error for the first fifteen stages of 
the simulation and subsequently the total stage errors for 
stages 20, 25, 30, 35, 40, 45, and 50. 

Table 1:  The printout 
   

Stages Total Error
1 5761.97266
2 3361.78516
3 1916.38672
4 1916.38672
5 712.16016
6 712.16016
7 712.16016
8 635.96875
9 635.96875

10 429.53516
11 396.96484
12 292.97656
13 147.82422
14 139.09766
15 29.06094
.. ..

20 8.41797
.. ..

25 1.58203
.. ..

30 .37813
.. ..

35 .07031
.. ..

40 .01172
.. ..

45 .00000
..

50 .00000

Notice that the first stage error is 5761.97266 after 
100,000 feasible solutions.  Then the error terms start 
decreasing with each subsequent stage until in stages 45 
through 50 the total error is 0.00000 or accurate to about 
five decimals. 

DISCUSSION

Even though there are six equations (s1, s2, s3, d1, d2, and 
d3) that give rise to our f function to be minimized, this is 
essentially a function f three variables as the problem is to 
minimize f(x1, x2, x3) down to zero error.  Figures 3 and 4 
give a partial two-dimensional illustration of the search 
looking for and finding the minimum. 

However, the feasible solution space is three dimensional.  
Therefore, think of opening a holiday or birthday present 
given by a friend.  It is in a larger rectangular box (the 
whole feasible solution space).  After opening this box, 
inside it is a second rectangular box with each dimension 
reduced by a factor of 1.41 (the square root of two).  After 
opening the second smaller box a third, even smaller, 
rectangular box whose dimensions were also reduced by a 
factor of 1.41 is found.  Opening this box produces 
another smaller box and so on for 50 concentric smaller 
boxes.  The fiftieth little box contains an emerald ring of 
great value or the exact solution to our nonlinear system 
of economic equilibrium equations, so to speak.  Any 
geometric shapes can be used so long as they are 
decreasing in size and driven by a large enough sample 
size at each stage to contain some meaningful statistical 
information of which direction to head in to locate and 
close in on the true optimal solution or a useful 
approximation. 

Also note that the boxes are re-centered and “free 
floating” after each better answer is found in the three-
dimensional space in the computer simulation.  Therefore, 
in the simulation, the smaller boxes can leap out of the 
confines of the larger boxes in efficient pursuit of the 
optimal. 
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However, in our human reality, the smaller cardboard 
boxes cannot leap out of the confines of the larger boxes 
without the gift recipient’s help of opening the boxes in 
order from larger to smallest. 

Also, quantum and nuclear physicists such as (Wolfson 
2012) and others think that this ability to go through walls 
“tunneling” may be possible in the future.  However, for 
the present, we will just use statistical optimization 
simulation where the ever smaller rectangles are free to 
leap out of any confined space to pursue and find the 
optimal solution. 

THE MORE SOPHISTICATED PROBLEM

The economists and statisticians for a particular industry 
working together have come up with the following 
fourteen supply (S1, S2, S3, S4, S5, S6, S7) and demand (D1,
D2, D3, D4, D5, D6, D7) equations for seven competing 
commodities, where the Xi’s are their prices respectively 
for i=1, 2, 3, 4, 5, 6 and 7 and the S’s and D’s are the 
supplies and demands for the commodities in tons. 

S1 = 925766.91 + 12X  + 15X + 9(X1X2X3X4X5X6X7).12 

S2 = 942396.22 + 13X  + 16X + 11(X1X2X3X4X5X6X7).11 

S3 = 1124124.60 + 9X  + 16X + 8(X1X2X3X4X5X6X7).13 

S4 = 861906.47 + 14X  + 10X + 7(X1X2X3X4X5X6X7).18 

S5 = 1147988.82 + 6X + 4X + 11(X1X2X3X4X5X6X7).16 

S6 = 806171.25 + 21X  + 18X +1 5(X1X2X3X4X5X6X7).15 

S7 = 741794.6 + 18X + 8X + 17(X1X2X3X4X5X6X7).14

D1 = 985000 - 6X  - 11X  - 21(X1X2X3X4X5X6X7).13 

D2 = 1001001 - 17X  - 13X  - 12(X1X2X3X4X5X6X7).15 

D3 = 1203458 - 9X  - 14X  - 7(X1X2X3X4X5X6X7).18 

D4 = 983499 - 5X  - 10X  - 14(X1X2X3X4X5X6X7).19 

D5 = 1200325 - 16X  - 8X  - 11(X1X2X3X4X5X6X7).10 

D6 = 873954 - 4X  - 5X  - 16(X1X2X3X4X5X6X7).12 

D7 = 909192 - 7X  - 18X  - 18(X1X2X3X4X5X6X7).20

Therefore, the problem to solve for total economic 
equilibrium is: 
 S1=D1

S2=D2 
S3=D3 
S4=D4 
S5=D5 
S6=D6 
S7=D7 

With 0 ≤ Xi ≤ 1000 dollars and cents (two decimals of 
accuracy is desired) and no commodities will be priced as 

high as 1000 dollars or more. 

A SEVEN COMMODITY EXAMPLE

Figure 2 shows a supply(s) and demand(s) curve 
intersecting at its equilibrium point where X is the 
commodity price in dollars and Y is the supply (and 
demand) amount in tons.  This is fairly easy to see and 
understand as usually with commodities if the price goes 
up demand decreases and supply increases.  The reverse is 
true as the price goes down.  There are very few times and 
circumstances when this is not the case. 

Figure 2: The Nonlinear Forces of Supply and Demand 
Driven by the Price of the Commodity 

The problem is that if a commodity (or several 
commodities) has substitutes then the supplies and 
demands are affected not only by their individual prices 
but also by the other commodity prices.  Let us look at a 
seven commodity example and use MSMCO to solve this 
more sophisticated problem than the three commodity one 
was.  Figures 3 and 4 give partial geometric and statistical 
illustration of MSMCO at work. 

Therefore, it is transformed to the optimization problem.  
Minimize f(x1,x2,x3,x4,x5,x6,x7) = |S1-D1| + |S2-D2| + |S3-
D3| +| S4-D4| + |S5-D5| + S6-D6| + |S7-D7| subject to 0≤ Xi ≤ 
1000. 
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Then it is solved with a multi stage Monte Carlo 
optimization (MSMCO) simulation of 45 ever decreasing 
in size and repositioning seven dimensional “rectangles” 
(please see Figures 3 and 4 for partial illustrations of this 
approach) driven by 100,000 sample feasible solutions at 
each stage and steered through seven dimensional space 
by following the better and better (less total error) 
answers. 

The printout of the solution is: 

Commodity prices in dollars and cents are X1=$505.15, 
X2=273.38, X3=736.41, X4=824.95, X5=660.63, X6=590.86, 
X7=783.40 for commodities 1, 2, 3, 4, 5, 6 and 7 
respectively. 
_________________________________________________ 
e1=0.00 e2=0.00 e3=0.00 e4=0.00  e5=0.00  e6=0.00  
e7=0.00 
individual equation errors 
______________________________________________
S1=D1=965735.94 tons            S2=D2=957206.38 tons 
S3=D3=1164688.13 tons        S4=D4=907042.44 tons 
S5=D5=1172901.88 tons        S6=D6=864385.00 tons 
S7=D7=761872.19 tons 
Supplies and demands – all seven are equal 

Figure 3.  Fourteen Stages of MSMCO Looking for the 
Minimum Error Solution 

Figure 4:  K Dimensional Rectangles Closing in on the 
Solution in the Lower Left Hand Corner of the Feasible 

Solution Distribution 

DISCUSSION

Therefore, the statisticians, economists and top 
management know that commodity prices in dollars of 
$505.15, $273.38, $736.41, $824.95, $660.63, $590.86, 
and $783.40 for commodities 1, 2, 3, 4, 5, 6, and 7 
respectively will lead to supplies and demands of 
965735.94, 957206.38, 1164688.13, 907042.44, 
1172901.88, 864385.00 and 761872.19 tons for 
commodities 1, 2, 3, 4, 5, 6, and 7 respectively.  This 
could be valuable knowledge that managers and decision 
makers in this industry could act on. 

Also, if the government decides to (or is considering) 
putting price controls on any of the commodities the 
nonlinear system could be resolved for the new 
equilibrium (if one exists) or a near approximation given 
the new temporary, or permanent price controls or 
constraints.  This information could also allow the 
industry representatives to approach the government and 
argue against the price controls or constraints.  However, 
sometime governments impost price controls for very 
good and fair reasons (in the short term anyway. 
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CONCLUSION 

Presented here were hypothetical three and seven 
commodity economic equilibrium problems where all 
three and seven commodities are substitutes for each 
other. The supply and demand equations are all solved 
simultaneously for the three commodity prices that put the 
whole system in equilibrium. 

The statistical simulation technique multi stage Monte 
Carlo optimization (MSMCO) was used to solve for the 
equilibrium prices. 

Multi stage Monte Carlo optimization (MSMCO) is a 
general purpose technique that can be used on a wide 
variety of problems.  Some examples are available in 
(Conley 1991), (Conley 1993), (Conley 2008) and 
(Conley 2010).  (Hayter 2002) presents statistics for 
engineers and scientists from a technical view point.  
Good economic reviews are presented in (Samuelson and 
Nordhaus 2009) and (Dorfman, Samuelson and Solow 
1987). (Samuelson and Nordhaus 2010) and (Keller and 
Warrack 2003) present statistics from managerial and 
economic viewpoints. 
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ABSTRACT 

On the one hand, the olive oils’ quality is fixed by the region 
in which it is produced, the olive variety, the year of 
production, the degree of maturation, the extraction and the 
preservation processes, i.e., the olive oils’ quality is assessed 
by two types of analyzes, the organoleptic and the 
biochemical ones. On the other hand, there are no studies 
linking analytical parameters to sensory data due to the 
nonlinearity that exists between these two types of variables. 
The present study aims to provide an answer to these 
problems by modeling the causal processes used at different 
types of olive and olive oil production. To this end, we 
called at an Artificial Neural Network approach to problem 
solving once it provides a way to handle the various stages 
of ripeness of the olives and olive oil production, by 
allowing one to deal with incomplete, unknown or even self-
contradictory information or knowledge.

INTRODUCTION 

On the one hand, the World Health Organization points to
the relevant nutritional outcomes for the prevention of 
chronic diseases. On the other hand, several studies lead to a 
possible correlation between the Mediterranean diet and the 
lower incidence of some pathologies such as cardiovascular 
disease, obesity, type 2 diabetes, cancer, rheumatoid arthritis 
(Aparicio-Soto et al. 2016). It is clear that virgin olive oil is 
an essential ingredient and the main source of dietary lipids 
in the Mediterranean Diet. Olive oil should have a high 

nutritional quality and a unique composition with a high 
content of monounsaturated fatty acids and antioxidants (e.g., 
phenolic compounds, carotenoids or vitamin E), especially in 
the case of Extra Virgin Olive Oil (EVOO). In fact, a diet high 
in monounsaturated fatty acids provides sufficient fluidity for 
the biological membranes, which reduces lipid peroxidation 
exposure. In addition, the antioxidant components of olive oil 
are able to trap free radicals and protect lipid peroxidation 
and thereby reduce the development of atherosclerosis. In 
terms of the heart, olive oil lowers plasma LDL cholesterol 
levels and increases HDL cholesterol levels, reducing the 
risk of heart disease (Alarcón-de-la-Lastra et al. 2001). The 
olive oil’s quality will be related to the region in which it is 
produced, to the variety of the olive tree, the year of 
production, the maturation of the fruits, the extraction 
processing and the preservation. Indeed, the quality of an 
olive oil is determined taking into account several physical-
chemical parameters (e.g., the determination of free fatty 
acids (acidity expressed as a percentage of oleic acid) and 
the organoleptic properties evaluated during the sensory 
analysis. The acceptable levels of these parameters in olive 
oil are regulated by the European Union (EU Regulation 
1348/2013), i.e., when forecasting the quality of virgin olive 
oil, account should be taken of the geographical area in 
which the olive tree is planted, agronomic parameters,
weather, physicochemical parameters, organoleptic parameters 
and sensory analysis (Dias et al. 2016). The agronomic factors 
should also be taken into account, such as soil type, pH, 
olive variety, olive color, fruit ripening, fruit weight and 
presence (or absence) of infestation, such as olive fly, which 
increases the levels of free fatty acids and peroxides, 
contributing to a reduction in olive oil quality (Pereira et al. 
2004, Piscopo et al. 2016). 
Among physical-chemical parameters the percentage of free 
fatty acids and the rancidity or detention be must considered 
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(Reboredo-Rodriguez et al. 2016). European Union provides 
that free acid content of olive oil must be less than or equal 
to 0.8% for extra virgin olive oils, less than 2% for virgin 
olive oils and less than 3% for ordinary olive oils (EU 
Regulation 1348/2013). Regarding to the peroxide content, it 
should be less than 20 mEqO2/kg for extra virgin and virgin 
oils (Reboredo-Rodriguez et al. 2016). The content of 
esterified unsaturated fatty acids is a very important 
contribution to the quality of olive oil and responsible for the 
beneficial properties of it. The concentration depends on the 
production region, the climate, the variety and the degree of 
ripeness of the olives (Jiménez et al. 2013, Borges et al. 
2017). Another parameter to consider in the quality and 
beneficial effects of olive oil is the amount of tocopherols 
(vitamin E) present, which are the most important fat-soluble 
antioxidants in olive oil and increase oxidative stability during 
storage (Reboredo-Rodriguez et al. 2016). The degradation 
products of chlorophyll can be used as markers for the quality 
and traceability of virgin olive oils. The obtained data can be 
used to determine whether a virgin olive oil has been properly 
stored or whether the virgin olive oil has been cut with 
refined oils (Borges et al., 2017). 
The sensory analysis included tasting events performed by a 
trained panel involving sensory difference tests and 
descriptive analysis attributes. The measurement of minor 
flavor variations is often separated into two groups, i. e.
positive and negative attributes. The first contains attributes 
such as fruity, bitter and spicy, while the other contains 
sediment/mold or acid rancidity (Jiménez et al. 2013). 
According to the European Union (EU Regulation 
1348/2013) olive oil is classified taking into account to the 
median of negative attributes and the median of the fruity 
and others positive attributes (e.g., the extra virgin olive oil, 
has a median negative attribute equal to 0 and a median of 
positive attributes greater than 0). To overcome these 
problems, this work presents a computerized tool that uses a 
Logic Programming based approach to knowledge 
representation and reasoning (Neves 1984, Neves et al. 2007), 
complemented by a computerized framework based on 
Artificial Neural Networks (ANNs). ANNs were inspired by 
the architecture and internal features of the human brain and 
nervous system. ANNs can be described as a connected 
structure of basic computing units (artificial neurons or 
nodes) with learning capabilities. The neural multi-layer 
feed-forward network architecture is one of the most popular 
ANN structures. It consists of two or more layers of artificial 
neurons, including an input layer, an output layer and a 
number of hidden layers with a certain number of active 
neurons connected by modifiable weights. The number of 
nodes in the input level determines the number of 
independent variables, and the number of nodes in the output 
level indicates the number of dependent variables (Haykin 
2009). Several studies have shown how ANNs can 
successfully be used to model data and capture complex 
relationships between inputs and outputs (Haykin 2009, 
Vicente et al. 2012). 
This paper is divided into four sections, the first of which is 
an opening to publicize the problem to be solved, followed 
by a background in which related issues are the subject of 
attention. The third section introduces the case study and the 
solution to the problem using ANNs. Finally, a conclusion is 
presented and guidelines for future work are outlined. 

KNOWLEDGE REPRESENTATION AND 
REASONING 

Many approaches to Knowledge Representation and 
Reasoning (KRR) have been proposed using the Logic 
Programming (LP) epitome, namely in the area of Model 
Theory (Kakas et al. 1998; Pereira and Han 2009), and Proof 
Theory (Neves 1984, Neves et al. 2007). In the present work 
the Proof Theoretical Approach in terms of an extension to 
the LP language is followed. A LP under this setting is a 
finite set of clauses in the form, viz. 

{ 

�
  

}

where “?” is a domain atom denoting falsity, the pi, qj, and p
are classical ground literals, i.e., either positive atoms or atoms 
preceded by the classical negation sign � (Neves 1984). 
Indeed, � stands for a strong declaration that speaks for 
itself, and not denotes negation-by-failure, or in other words, 
a flop in proving a given statement, once it was not declared 
explicitly. Under this formalism, every program is associated 
with a set of abducibles (Kakas et al. 1998; Pereira and Han 
2009), given here in the form of exceptions to the extensions 
of the predicates that make the program, viz. 

�
  

that stand for information or knowledge that cannot be ruled 
out. On the other hand, clauses of the type, viz. 

also named invariants or restrictions to complain with the 
universe of discourse, set the context under which it may be 
understood. The term scoringvalue stands for the relative 
weight of the extension of a specific predicate with respect to 
the extensions of its peers ones that make the inclusive or 
global program. Indeed, KRR aims at the understanding of 
the information’s complexity and the associated inference 
mechanisms. Automated reasoning capabilities enables a 
system to fill in the blanks when one is dealing with 
incomplete information, where data gaps are common, i.e., 
the fundamentals and the attributes of the logical functions 
go from discrete to continuous, allowing for the representation 
or handling of unknown, vague, or even self-contradictory 
information/knowledge. In this work a data item is to be 
understood as find something smaller inside when taking 
anything apart, i.e., it is mostly formed from different 
elements, namely the Interval Ends where their values may 
be situated, the Quality-of-Information (QoI) they carry, and 
the Degree-of-Confidence (DoC) put on the fact that their 
values are inside the intervals just referred to above. These are 
just three of over an endless element’s number. Undeniably, 
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one can make virtually anything one may think of by joining 
different elements together or, in other words, viz. 

 What happens when one splits a data item? The broken 

pieces become data item for another element, a process 
that may be endless; and 


 Can a data item be broken down? Basically, it is the 
smallest possible part of an element that still remains the 
element. 

Therefore, the proposed approach to this issue, put in terms 
of the logical programs that elicit the universe of discourse, 
will be set as productions of the type, viz. 

n, , m and ,  stand for the cardinality of the 
predicates’ set, conjunction, predicate’s extension, and the 
Interval Ends where the predicates attributes values may be 
situated, respectively. The metrics ], QoI and DoC
show the way to data item dissection (Fernandes et al. 2015; 
Silva et al. 2016), i.e., a data item is to be understood as the 
data’s atomic structure. It consists of identifying not only all 
the sub items that are thought to make up an data item, but 
also to investigate the rules that oversee them, i.e., how 

, , and  are kept together and how 
much added value is created. 

CASE STUDY 

This study focused on 33 olive oil samples from several 
regions from five Mediterranean countries, namely Portugal 
(Beira Baixa and Alentejo), Spain (Andalusia), Italy (Sicily), 
Greece and Turkey produced with autochthonous varieties of 
these countries, such as Arbequina, Cobrançosa, Galega 
Vulgar, Madural, Picual and Verdeal cultivars (Pereira et al. 
2004; Jiménez et al. 2013; Peres et al. 2013; Valli et al. 
2014; Reboredo-Rodríguez et al. 2015;Köseoglu et al. 2016; 
Piscopo et al. 2016; Borges et al. 2017). Thus, in order to 
develop an intelligent system for olive oil quality screening a 
knowledge database was build up. Such database is provided 
in the form of extensions of the relations (or tables) illustrated 
in Figure 1 and merge information about analytical parameters 
and sensorial data. In Figure 1, the Fruit Ripening and 
Biological Attacks columns from Olive Oil Quality table are 
filled with zero and one denoting Early Maturing/No and 
Full Maturation/Yes, respectively. In Production Process
table the value zero is assigned to Hot Extraction and 
Refining Existence, while the value one stands for Cold 
Extraction and Refining Absence. 

Figure 1: A Fragment of the Olive Oil’s Quality Knowledge Base 
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It should be noted that high values of the fatty acid ethyl 
esters, oleic acid and the -tocopherol contents contribute to 
increase the quality of olive oil. Conversely, high levels of 
free fatty acids, peroxides and chlorophyll degradation 
products lead to a decrease in quality. Regarding sensory 
analysis, the parameters fruity, bitter and intense/ /pungent 
have a positive contribution to olive oil quality while the 
contribute of the sediments/moulds and acid is negative 
(Reboredo-Rodriguez et al. 2016). In order to consider these 
opposing tendencies, the procedure suggested by Vicente et 
al. (2017) was adopted. Thus, the contribution of the items 
with negative impact on the subject in analysis are set as 
minus the correspondent area, where n denotes the number 
of issues regarding the subject in study (i.e., 6 and 5 for 
physical-chemical parameters and sensory attributes, 
respectively). 
Although the bulk of the data is known, there are some items 
that are unknown, be in a set or belong to an interval (e.g., in 
case 1 the Fruit Repining is unknown, represented by the 
symbol , while the Physical-Chemical Parameters ranges 

in the interval [0.67, 0.83]). The extensions of the relations 
just referred to above make the knowledge base of one’s 
universe of discourse (Figure 1). Thus, the objective function 
mapping the system behavior can now be set in terms of the 
extension of the predicate olive oil quality (ooqual), viz. 

where 0 and 1 denote true and false, respectively. Its 
extension, with respect to an olive oil sample characterized 
by feature vector FruitVariety = 1, FruitRepining = , Biological 
Infestations = 1, Production Process = 1, Physical Chemical Parameters =
[0.47, 0.67], Sensory Attributes = [0.53, 0.67] is now given in the 
form, viz (Fernandes et al. 2015). 

{

}

Program 1: Feature Vector’s Decoding

whose attribute’s values may now be set to the interval 0…1 (Program 2), viz.

{

}

Program 2: A Feature Vector’s Logical Form

With regard to the computational model, ANNs were selected 
for their dynamic properties such as adaptability, robustness 
and flexibility. Figure 2 shows how the normalized values of 
the Interval Ends and the respective DoC and QoI values 
operate as inputs to the ANN. The result is the evaluation of 

the quality of the olive oil as well as a measure of the trust that 
can be expected from such a prediction. The ANN topology 
consists of an input layer with 6 nodes (corresponding to 24 
nodes in the preprocessing), a hidden layer with 5 nodes and 
a 2-node output layer. 
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Figure 2: ANN’s Topology 

A set with 33 records were used to test the model. The dataset 
was divided in exclusive subsets through the six-folds cross 
validation (Haykin 2009). In order to guarantee the statistical 
significance of the attained results 20 (twenty) experiments 
were applied in all tests. The back-propagation algorithm 
was used in the learning process of the ANN. As the activation 
function in the pre-processing layer it was used the identity 
one, while in the other layers was passed down the sigmoid. 
The model accuracy was 81.8% (i.e., 27 instances correctly 
classified in 33). Such results seem to suggest that the ANN 
model exhibits a good performance in assessing olive oil’s 
quality. 

CONCLUSIONS 

This work presents an Artificial Intelligence based system for 
assessing olive oil quality, being the information acquired 
from physical-chemical parameters, sensory analysis and 
agronomic factors. It is grounded on a formal framework 
based on Logic Programming for Knowledge Representation 
and Reasoning, complemented by an Artificial Neural 
Network stance to computing. In fact, this is one of the added 
values resulting from the complementary between Logic 
Programming and ANNs remarkable information processing 
capabilities, such as nonlinearity, high parallelism, robustness, 
error and fault tolerance, learning ability, generalization, and 
the possibility of handling incomplete information or 
knowledge. 
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ABSTRACT 
Industry 4.0 is a term connotated with the development of 
software services able to percept and act in industrial 
environments. A common characteristic is the availability of 
data and information in the format of streams which are 
available for building new industrial processes. In this 
paper, an architecture of an application able to process 
different inputs in the creation of electronic work instruction 
and the optimisation of standard work is presented. Taking 
into consideration the principles of industry 4.0, the 
information is stored in a web application which manages 
user access, content creation and update, review process and 
optimisation procedures. 

INTRODUCTION 
The Industry 4.0 represents the upcoming industrial 
revolution that will set a new context for future factories 
environments. It will fuel the right conditions, in which, 
human abilities can be amplified as machines help to 
process, analyse, and evaluate the abundance of data that 
will shape the modern industries (Brettel, Friederichsen, 
Keller, & Rosenberg, 2014). Its consequences have been 
widely reported and will be focused on transforming supply 
chains, business models, and business processes 
significantly. Meanwhile, many current manufacturing 
systems are not yet, ready to manage or overcome technical 
issues and challenges that are posed by this radical shift 
towards a new industrial paradigm. Indeed, many 
companies and organisations are exposed to a dilemma: to 
wait for a more mature Industry 4.0 implementation or to 
start an early adaptation but risk to commit fatal errors 
(Schmidt et al., 2015). One way to help solve this dilemma 
is to invest in scientific research of potential use in Industry 
4.0 and implicit technologies and their effects in traditional 
models and processes of manufacturing. 
The work presented here tries to answer these issues by 
exploring how using cutting-edge technologies can optimise 
manufacturing processes, allowing the reallocation of more 
time of human resources in high-level thinking, creativity, 
and decision-making. 

It is implicit in this work that updating production processes 
by combining disruptive concepts such as Cyber-Physical 
Systems, Internet of Things, Big Data and Cloud 
Computing and other cutting-edge technologies will meet 
the challenge of improving existing methodologies and 
procedures, to increase competitiveness and productivity 
through systematic innovation. 
The object of study of this work is focused on two critical 
aspects of the planning process in a factory: Work 
Instructions (WI), and Standard Work (SW). These are 
essential tools that support production and play pivotal roles 
in process engineering.  On the one hand, WI provides 
information about the sequence of operations needed to 
perform a task correctly. On the other hand, SW allows an 
active line balancing, allocating tasks to operators and 
workstations and yield relevant information for decision-
making in the manufacturing process. It is important to 
point out that in many factories, these tools are manually 
performed, and the knowledge regarding WI, production 
quantities and resources available is not articulated in real-
time during the implementation of SW. Therefore, the 
objective is clear: designing a technological strategy to 
improve the processes of elaboration of Work Instructions 
and Standard Work (SW), according to the principles of 
manufacturing methodologies and the context of the 
Industry 4.0 initiative. 
Thus, this paper aims to provide the description and 
analysis of a system designed and developed under Industry 
4.0 umbrella to support and simulate the automatic WI 
creation with real-time updates, as well as, the integration of 
models and algorithms to assign tasks to workstations and 
SW planning according to production needs. 

STATE OF THE ART 

Industry 4.0 
According to Kolberg and Zühlke (Kolberg & Zühlke, 
2015), the term industry 4.0 has been created in Germany in 
2014 and refers to an industry network-based approach, 
where components and machines are getting intelligent and 
intra-connected by communication infrastructure and 
services.  
The concept is related to the idea of the smart factory, which 
uses resources from information technology. Carrió (Carrió, 
2015) claims that this is a new phase in the industry, 
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beginning with the advancement of technology and the 
innovations brought about by it, namely: 


 Increasing the volume of data and information 
within organisations; 


 Increased computer processing and storage 
capacity; 


 Cloud information storage capacity; 

 Improvement in the Man/Machine relationship that 

began with robots and can now be exemplified with 
3D printers. 

Industry 4.0 has revolutionised how companies operate. 
However, there are some adverse effects, such as job 
creation since this context requires a greater demand for 
skilled employees, according to Carrió (Schmidt et al., 
2015). 
In fact, the changes brought about by the advancement of 
technology are irreversible, and it is up to companies to 
adapt to this new phase, making their processes increasingly 
efficient. 
Industry 4.0 
The term cloud manufacturing, as defined for Li et al (Li, 
Zhang, & Chai, 2010), can be expressed as a service-
oriented, knowledge-based smart manufacturing system 
with high efficiency and low energy consumption. 
Thus, according to Li (Li, Zhang, Wang, et al., 2010) and 
emphasized for Xu (Xu, 2012), cloud manufacturing is 
related to an evolution of the manufacturing model based on 
usage of cloud computing, Internet of Things (IoT), 
virtualization, and service-oriented technologies to 
transform the manufacturing resources into services that can 
be consumed across different production levels. It covers the 
entire product life cycle supply chain and is widely 
considered as a parallel, networked, and intelligent 
manufacturing system (the  manufacturing cloud). An 
example of cloud manufacturing proposition is presented in  
Figure 1 

 
 

Figure 1: Cloud Manufacturing (Zhang et al., 2014). 
Thus, according to Zhang (Zhang et al., 2014), on-demand 
manufacturing services are available to all types of end-
users through the manufacturing cloud. 
In cloud manufacturing, different technologies can coexist 
intelligently and connected to the cloud, providing services 
that can be categorised and aggregated.  
For example, for Atzori (Atzori, Iera, & Morabito, 2010), 
IoT provides solutions such as RFID tags, sensor and 
actuator networks, embedded systems and intelligence in 

smart objects  to collect information, supported by high-
performance computing solutions and existing enterprise 
systems, virtual servers and service-oriented architecture 
(SOA) that can allocate resources on-demand, as mentioned 
by Vecchiola (Vecchiola, Pandey, & Buyya, 2009). 
Decision Optimization 
According to definition available in ESourcingWiki.com 
(Lamoureux, 2008), decision optimisation is the application 
of rigorous analytical techniques to a well-defined scenario 
to arrive at the absolute best decision out of a multitude of 
possible alternatives in a rigorous, repeatable, and provable 
fashion. 
Decision Optimization has been used to find the best 
solution by exploring all the possibilities for various usage 
scenarios. According to (Shao, Brodsky, & Miller, 2015), a 
feasible solution is an instantiation of values from 
corresponding domains of decision variables that satisfy all 
the constraints. Among all feasible solutions, an optimal 
solution is one that makes the objective minimal or 
maximal, as required. Using decision optimisation to 
analyse the performance of a manufacturing process is 
challenging because the model abstractions only have 
indirect connections to the elements of a manufacturing 
process. 
There are many technologies and tools for optimisation 
available in the literature. In general, identifying and using 
them properly is a difficult task because users need have to 
some previous knowledge and skills or be trained for using 
these tools. Also, end users do not have an intuitive tool 
which enables them to use problem-solving techniques 
while modelling problems and designing operations at the 
same time. 
Some examples of optimisation tools are OptQuest for 
ARENA (Inc, 2018), AnyLogic (OptTek Systems, 2018), 
SIMUL8 (Corporation, 2018) and CPLEX optimizer (IBM, 
2018). These optimisation tools use search strategies such as 
genetic algorithms, neural networks, scatter search, tabu 
search, and simulated annealing. However, for (Klemmt, 
Horn, Weigert, & Wolter, 2009), optimisation problems that 
can be expressed in the closed analytical form, simulation-
based optimisation is not as efficient as MP/CP solver-based 
optimisation concerning optimality of results and time 
complexity. 

ARCHITECTURE FOR PRODUCTION AND 
CONTROL PLANNING 
The system described herein follows a client-server 
architecture that aims to improve the processes of 
elaboration of Work Instructions (WI) and Standard Work 
(SW), according to the Industry 4.0 initiative. The objective 
is to provide decision support for the managers, using new 
tools and techniques that aim to increase the company 
efficiency.  
The systems developed, include a web application with the 
MVC software pattern, security, authorisation, relational 
entities, web services and optimisation models based on 
linear programming and custom heuristics. These 
components are required to connect to each other as the 
operation of the application is dependent on this. The web 

50



server acts as a data repository and controls the process of 
information collection and distribution.   

As shown in  
Figure 2, the system consists of a Core Server that is the 
central component of the architecture, which is responsible 
for handling requests from each client store and retrieve 
information. The application core server is responsible for 
the work related to information management and delivery to 
and from databases, and its visual interfaces representation. 
The server task list provides encompass, security layer, the 
transformation of data and information, intelligent services, 
autocompleting, search and retrieve, role-based 
authorisation and management of standard work and work 
instructions. As depicted it consists of four components: the 
Authentication Agent, the Standard Work Handler, the 
Database Handler and the SW and WI Engine. 

 
 

Figure 2: Architectute for Production and Control Planning. 
Authentication Process 
The Authentication Agent is the component responsible for 
requesting authentication and authorisation of the different 
types of users of the system, namely administrators and 
operations manager for the plant. This component is 
responsible for obtaining the user's credentials and verifying 
user authentication and authorisations from an external 
authentication server. Moreover, within the authentication 
process, user data such as name, department, phone number, 
the thumbnail is extracted and updated in the application.   
After the authentication process is completed, it is possible 
to manage the information about assembly lines, 
workstations, families of products, products, work 
instructions and standard works. As such, one can create, 
edit and delete all this information, according to the type of 
authorisation in the system. So, authorisation is used to 
control the creation and access to information of each 
authenticated user. Different levels of authorisation are 
defined by various roles to which authenticated users are 
compared. Thus, the information provided by the server is 
tailored to the needs of each specific user, so the Control 
and Production Web Assistant provide different views, 
restricting access to information for each user group. 
Work instructions and Standard Work Optimisation 
The system provides decision support to create WI and SWs. 
The solution developed ensures real-time access to updated 
information, easy access to accurate information and 
optimisation methods, integration with other company 
systems and decision-making support. 
To support the process of creating work instructions, the 
Database Handler provides information, such as product 

details and list of assembly lines and workstations, to fill in 
the data produce work instructions. 
After the process of creating work instructions, the Standard 
Work Handler is responsible for standard work optimisation 
using the optimisation models stored on the server. 
Furthermore, it is possible to keep different standard work 
optimisations based on different optimisation models 
according to the user's needs. This module uses information 
about production and control planning constraints, product 
details and work instructions, provided by the Database 
Handler. The work instructions provide information such as 
operations descriptions, operations sequence, assembly line 
and products assigned. With this information, the 
optimisation models, developed using mathematical, 
heuristics and constraint programming, generate a solution, 
the optimisation engine automatically generates an optimal 
standard work, considering the given model, in 
mathematical logic. 
Control and Production Web Assistant 
The Control and Production Web Assistant provides the 
views to access the information such as assembly lines, 
products and families, work instructions and standard 
works. It is also responsible for delivering access to 
electronic work instructions approved for each assembly line 
as well as the access to the team leader to view the approved 
standard work. The general public only has access to public 
and approved work instructions and standard work for 
informative purposes. 
Additional components are also developed such as a 
communication framework to allow communication and 
report or error and suggestions to process owners across all 
users. As for the notification system, it is used to alert the 
user about new messages from other users periodically. The 
communication system also provides steps to fill data entry 
points for creating work instructions and standard works. 
This component is optimised for different devices such as 
smartphones, tablets and personal computers. It uses 
responsive web design to resize, hide, shrink, enlarge, or 
move the content to make it fit properly on any screen. 

RESULTS 
The system described in this paper has been tested using 
data from real production environments at the testing 
company. For this effect, a transcript of assembly lines, 
workstation and fabric instructions was introduced in the 
platform according to the company guidelines. The tests 
conducted were designed in accordance with the managers 
from actual assembly lines and their actual work regarding 
the production of work instructions. For the purposes of the 
results presented in this paper, the electronic work 
instructions produced were done from scratch, simulating a 
new product being prepared for assembly line production. 
Electronic Work Instructions 
After initial learning and adjusting to the system, assembly 
managers were able to replicate electronic work instructions 
in the platform. Functionalities tested included the addition 
fabric instructions, quality information and multimedia such 
images and videos inside work instructions. The 
visualisation of these instructions was integrated 
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successfully into the assembly monitors after being approved 
and published o the developed platform.  
The review process was able to handle new versions of the 
electronic work instructions and display newly published 
version of the work instructions in assembly lines in real 
time electronically. Moreover, the modification of electronic 
work instructions triggers visual warnings to viewers (e.g.: 
operators, assembly line team leaders and managers). 
Multimedia was also tested, and satisfactory results were 
achieved when automatic multimedia display presented in 
assembly lines. It was possible to enlarge images and 
visualise short animations to clear any manufacturing 
instruction doubts.. 
Standard Work Optimisation 
From the electronic work instructions created, standard 
work was created specifying a number of operators in the 
assembly line, production quantities and assigning tasks and 
workstations to each operator.  
To do it, the system must collect data generated and 
managed by itself but also data retrieved from the user and 
relevant to the process.  From the data produced and 
maintained by the system, some constraints and assumptions 
on data must be applied, namely: 


 One task must be assigned to only one worker; 

 The working time of each worker must be less than 

equal to the target cycle time; 

 Workstations have a limited number of workers 

assigned; 

 The compatibility between each workstation; 

 Dependent tasks (set of tasks that must be assigned 

to the same worker); 

 One worker can have working time greater than 

target cycle time; 

 Distances between the workstations; 

 Worker routes, collisions and precedences (Product 

Tree). 
This data is related to production and control planning 
constraints, product details and work instructions and also 
operations descriptions, operations sequence, assembly line 
and products assigned. However, this information by itself is 
not enough to run the models and generate a solution. Some 
specific information is also required. The missing data is, 
therefore, obtained through a form displayed to the user in 
the optimisation interface. The input data retrieved, such the 
quantity to produce, is subsequently processed to provide 
some relevant information, such as the minimum number of 
workers per workstation and the maximum quantity to 
produce that satisfies some production conditions.   
After validating optimisation data, the system is able to pass 
this information to optimisation models stored in the 
system. Both linear programming and heuristic models were 
tested successfully. Nevertheless, the success of the 
optimisation is mostly dependent on the algorithm as the 
system has the responsibility for invoking the models and 
processing results.  
From the compiled results, assembly line managers 
demonstrated the preference for heuristic optimisation as it 
portrayed more feasible work distributions between 
operators and fewer collisions. This can also be attributed to 

the difficulty in expressing optimisation constraints in linear 
models that satisfy all requirements enumerated. 

CONCLUSIONS 
Industry 4.0 requires the availability of information in real 
time and updated. The system presented here describes an of 
these principles to the creation of electronic work 
instructions and standard work. Automatic optimisation 
models were also integrated to produce automatic work 
distributions according to the company guidelines. 
The system was successfully tested in assembly lines 
integrating with existing infrastructure and maintaining 
information updated. Initial tests with the assembly line 
managers demonstrated the usefulness of the system and 
ease of the electronic process created. Notification systems, 
multimedia display and work distribution dashboards were 
also successfully demonstrated. 
For future work, the platform architecture is planned to be 
extended with new modules which will connect to external 
services existing in the company. These services 
complement the current system while having different 
objectives. Examples are assembly line simulation 
demonstration and production control. 
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ABSTRACT

Engineered products have reached a complexity which
requires explicit modeling and analysis of various as-
pects such as performance, safety, and energy-efficiency,
before system realization. This allows stakeholders
in various domains to collaborate on a “virtual prod-
uct”, using their domain-specific modeling languages
and tools. This variety of modeling languages and tools,
if not managed properly, can give rise to inconsistencies
between stakeholder models, resulting in an incorrect
product. Managing inconsistencies, therefore, is a key
enabler to efficient collaborative engineering. Explicitly
modeling the engineering process in which the virtual
product models are manipulated allows for a detailed
analysis of the root causes of inconsistencies and of the
impact of applying various (in-)consistency management
techniques on the process.

INTRODUCTION

The complexity of currently engineered systems has in-
creased drastically over the last decades. To tackle this
complexity, a virtual product can be designed before re-
alizing the real product. The design of the virtual prod-
uct is achieved by model-based techniques, and typically
in heterogeneous collaborative settings. This means
stakeholders of different domains interact with the vir-
tual product through the models in their own views and
viewpoints (Corley et al., 2016). Pertinent examples in-
clude the engineering of mechatronic and cyber-physical
systems (CPS), and Internet-of-Things (IoT) systems,
in which the hardware and software elements have to be
modeled, simulated and verified together.
Such collaborative endeavors are, however, severely hin-
dered by inconsistencies between the engineering arti-
facts such as domain-specific models, requirement spec-
ifications and other documents.
According to Herzig et al. (2014), an inconsistency is

present if two or more statements are made that are
not jointly satisfiable. Note, that this definition is not
limited to models in a pure software settings, but is valid
in multi-disciplinary engineering as well. Spanoudakis
and Zisman (2001) also characterize the notion of an
inconsistency using the joint non-satisfiability criterion,
but in addition, they shed more light on the origin of
inconsistencies by relating inconsistencies to overlapping
elements of different software models.
In our view as well, inconsistencies stem from the joint
non-satisfiability of statements. In our view, however, it
is the ontological and linguistic properties (Vanherpen
et al., 2016) of the system that cannot be the jointly
satisfied. The link between the aforementioned overlaps
and system properties has been first identified in previ-
ous work by Persson et.al. (Persson et al., 2013).
The problem of inconsistencies is exacerbated by the dis-
parity of the domain-specific modeling languages and
modeling tools involved in the flow of the engineer-
ing work. Stakeholders, quite often, do not use the
same vocabulary when describing the various aspects of
the system, resulting in overlaps between terminologies,
and consequently, in their models. Because these inter-
domain overlaps are not easy to identify, inconsistencies
spanning the various involved domains are harder to de-
tect.
Inconsistencies, if not managed properly, may lead to an
incorrect product, which does not satisfy the properties
required by the specifications. In extreme cases this may
for example lead to safety breaches in mission critical
systems.
Managing inconsistencies, therefore, is a must in every
engineering process, especially in the collaborative ones.
Wrongly executed inconsistency management, however,
may have severe repercussions on the time it takes to
produce a correct product. For example, dealing with
incompatible sub-system interfaces during the integra-
tion phase may require additional iterations over costly
engineering activities. Consequently, analyzing the im-
pact of various inconsistency management techniques is
desirable.
Explicit modeling of the engineering process enables
combining the two facets of proper and efficient inconsis-
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Figure 1: Autonomous Guided Vehicle (AGV): an example heterogeneous system which requires stakeholder collabo-
ration across various domains.

tency management. On the one hand, the process model
enables thorough understanding of where and when spe-
cific inconsistencies arise. On the other hand, it also
enables a quantitative assessment of the impact of in-
troducing a specific inconsistency management strategy
to the process.
Here, we focus on how inconsistencies should be man-
aged in collaborative, heterogeneous settings in order to
guarantee the correctness of the end product, yet en-
abling an efficient flow of engineering work. We present
PROxIMA, a process-oriented framework for managing
inconsistencies. The main features of the framework are
(i) its support for the optimal selection of inconsistency
management techniques across the process, and (ii) en-
forcing the overall consistency of the virtual product by
process enactment and tool interoperability. The feasi-
bility of our approach has been demonstrated by means
of the engineering of an Autonomous Guided Vehicle
(AGV), shown in Figure 1.

MANAGING INCONSISTENCIES

Inconsistencies may have different causes. Human er-
ror is the top cause, with examples such as making
design mistakes and communication shortcomings. In

more elaborate cases, inconsistencies may arise from im-
precise semantics of modeling languages or from a mis-
match between the semantics of different modeling lan-
guages (Huzar et al., 2005).
As proposed by Finkelstein (2000), instead of simply
just removing inconsistencies from the design, we need
to think about “managing consistency”. One of the core
activities of (in-)consistency management is the detec-
tion of inconsistencies. It is preferred that detection is
achieved as early as possible, because the earlier the in-
consistencies are detected, the lower the costs of resolv-
ing them. Early detection of inconsistencies also pro-
vides more freedom in choosing the appropriate resolu-
tion and tolerance techniques Van Der Straeten (2005);
Dávid et al. (2016b).
A significant amount of research has been dedicated to
solving semantic inconsistencies on the syntactic level
(for example (Adourian and Vangheluwe, 2007; Bhave
et al., 2010)). These approaches, however, are prone
to lose vital information during the approximation and
abstraction steps taken while translating semantic prop-
erties to linguistic structures and parameters. We argue
that reasoning over explicitly modeled semantic proper-
ties suits the problem of tackling inconsistencies better,
as demonstrated by, e.g., Herzig and Paredis (2014).
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Prevention

Preventive approaches advocate avoiding inconsistencies
before they occur. A pertinent example is using lock-
ing mechanisms in collaborative modeling settings, for
example, by storing the models into a version control
system. Such a technique, however, does not allow true
parallelism in the engineering process, as entire mod-
els/files are locked for one stakeholder, putting others’
work on hold, thus rendering the process less perfor-
mant. Property-based locking (Chechik et al., 2015) al-
leviates this problem by reducing the scope of the lock
to selected parts of the model, by the use of graph pat-
terns. Additionally, such a fine-grained locking mecha-
nism solves the problem of overlocking, where multiple
stakeholders would lock too many models/files and a
deadlock or livelock could occur. To support true paral-
lelism in the engineering flow, contract-based techniques
have been recently proposed (Vanherpen et al., 2016). In
this approach, the accepted value ranges of the various
system parameters are being negotiated by the stake-
holders concerned with the respective parameters, and
the negotiated values are persisted in a contract. The
contract asserts what different stakeholders guarantee
towards the others with respect to a specific parameter.
By establishing a contract prior to the actual engineer-
ing work, the consistency of the virtual product, with
respect to the properties detailed in the contract, can
be guaranteed.

Allow-and-resolve

Instead of spending effort on the a priori negotiation of
a contract, other approaches deal with inconsistencies in
situ, i.e., inconsistencies are allowed to occur and sub-
sequently are detected and later resolved, with the pos-
sibility of tolerating them (Balzer, 1991) for a certain
period. After that period, the inconsistencies are ei-
ther naturally resolved or need to be resolved explicitly.
Dependency analysis between models has been widely
applied in collaborative settings, where inconsistencies
typically occur due to the usage of different overlap-
ping stakeholder models (Qamar et al., 2012). In such
techniques, a pivot model (correspondence model) re-
lates the elements of the models and by this, enables
propagating change information from one model to the
others. In its most basic form, such a technique can pro-
vide a stakeholder with the information that a change in
another stakeholder’s model may have resulted in an in-
consistency, and consequently, investigation/resolution
of the problem is required. If more information about
the relationship between the models (such as algebraic
relationships between their parameters) is known, prop-
agation of the change information may also trigger au-
tomated resolution of the inconsistency. SysML is a
typical choice for establishing pivot models at the ar-
chitectural level. Recently, the combination of SysML

and ontological reasoning has been proposed in order to
support the detection of semantic inconsistencies (Feld-
mann et al., 2014).
To manage an inconsistency, one has to choose an ap-
propriate management technique, and to decide when to
apply it. This decision can be viewed as an optimiza-
tion problem and as such, requires an objective function.
Typical examples include minimizing the time to mar-
ket, minimizing the overall cost per work item, maximiz-
ing the utilization of resources, etc. Whichever metric
we choose as an objective function for the optimization,
the only way to derive them is by modeling and sim-
ulating the underlying engineering process. To satisfy
the objective function, the process is transformed to an
improved one, where every inconsistency is managed.

The challenge: appropriate selection of inconsis-
tency management techniques

The management of inconsistencies is achieved by se-
lecting an appropriate management pattern for each in-
consistency instance. The selection is made from a cata-
logue of management patterns, such as reordering activ-
ities, introducing automated or manual consistency in-
spections after a critical region of the process, applying
an engineering contract (Sangiovanni-Vincentelli et al.,
2012) on a specific part of the process, etc.
Since the same type of inconsistency may be managed by
applying different different management patterns, the
selection of the most appropriate one should happen
through quantified cost measures. We use the expected
transit time of the process (to approximate the time-
to-market) as a cost measure and prefer processes with
lower transit time, as they result in accelerated prod-
uct development. This problem is translated to a con-
straint solving and optimization problem which finds the
best process alternative while managing every potential
source of inconsistencies, discussed in the following sec-
tion.

THE PROxIMA FRAMEWORK

The PROxIMA (PRocess Optimization + Inconsis-
tency MAnagement) (Dávid et al., 2016a, 2017) frame-
work provides tools for modeling numerous aspects of
the engineering process (Figure 2); transforming the
process into an optimized form; and enacting the op-
timized process while interfacing with engineering tools.
The most important capabilities of the framework are

• modeling the engineering process with both (con-
trol) flow of engineering activities, and (data) flow
of engineering artifacts in it;

• modeling the attributes and properties of the en-
gineered system, and relating them to engineering
activities and artifacts;
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Figure 2: The modeling tool allows specifying various aspects of the underlying engineering process.

• resource and cost modeling;

• process optimization – finding the most cost-
efficient process which still guarantees the correct-
ness of the product by satisfying every system prop-
erty;

• process enactment – exection and monitoring of the
optimized process.

The tool was built on the Eclipse platform, using Python
libraries for symbolic mathematical evaluations and tool
interoperability.1
In the following, we discuss the typical steps required
for inconsistency management in our framework.

Modeling the process

The modeling of the process is carried out using a vi-
sual modeling tool, built with the Sirius framework. Ac-
tivities, their precedence, the input and output mod-
els are captured using the Ftg+Pm formalism (Lú-
cio et al., 2013). The formalism enables the usage
of process models (“PM”) in conjunction with the
model of languages and transformations (the formalism-
transformation graph - “FTG”) used throughout the
process. Formalisms and transformations serve as types

1The tool is available as open-source software (EPL) from
http://istvandavid.com/icm.

to the processes: objects of the process are instances
of languages of the FTG; and activities of the process
realize transformations. In addition, system parame-
ters which are subjects to potential inconsistencies, are
charted as well and linked to the engineering activities
which interact with them (e.g., by reading the value of
the parameter or modifying it). This information is vital
in identifying the root causes and scope of inconsisten-
cies. In addition, resources (human and automated) can
be modeled as well, such as stakeholders who enact the
different activities, machines, tools, licenses, etc.
The optimality of the process is expressed by cost mod-
els. Multiple types of costs can be associated with ac-
tivities, models, and tools. These costs are treated as
different objectives to the optimization, resulting in a
Pareto-front.

Off-line inconsistency management: process op-
timization by design-space exploration

After the process is modeled, the first phase of the incon-
sistency management takes place. The process is trans-
formed so that as much inconsistencies are managed
as possible, but also resulting in the best performing
process, and respecting the resource constraints. The
search for the resulting process is carried out using rule-
based multi-objective design space exploration (DSE),
in which the space of different process alternatives is
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Figure 3: Design-Space Exploration.

searched to find the most appropriate one (Figure 3).
The DSE engine takes the original, unmanaged and pro-
duces an optimized managed process as an output. This
is achieved by applying pre-defined model transforma-
tions rules on the original process model in multiple it-
erations, thus constituting a search plan. Instead of an
exhaustive approach, this search is governed by a hill
climbing algorithm. There are two types of transforma-
tions:

• management transformations transform the process
by applying management patterns onto it (e.g., in-
troducing a contract negotiation activity in the pro-
cess);

• optimization transformations, which try to paral-
lelize the process as much as possible, also consid-
ering resource and scheduling constraints.

In every iteration, the consistency and performance of
the new process is assessed so it can be decided whether
the new process is an appropriate one. Managing incon-
sistencies is a hard constraint of the optimization, while
maximizing the overall efficiency is a soft objective. This
means, every potential inconsistency will be managed
in the process, but this may sacrifice efficiency. Due to
the stochastic nature of the process, assessing the per-
formance of a candidate process is not straightforward.
The process model is mapped onto the queueing network
formalism of MathWorks’ SimEvents and simulated to
obtain a quantitative performance metric (Figure 4).
The following rules are used to map the engineering pro-
cess onto the SimEvents formalism.

• Activities are translated to a Server processing a
single token in the SimEvents formalism. The ser-
vice time of the token in the server is based on the
provided cost. The service time is either a constant
value or a value sampled from a distribution.

• Fork nodes are translated to replicate nodes that
process an incoming token (and all of it properties,
like the total service time) to each of the outgoing
branches.

• The Join node uses a combination of queues to let
the tokens wait for the other branches. An entity
combiner combines all tokens when they are avail-
able.

• Decision nodes are translated to an output switch
element that routes to the available paths. The cho-
sen path is sampled from the information provided
in the process model. The merge node uses a path
combiner to combine the incoming paths.
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Figure 4: A quantitative SimEvents simulation model,
generated from the original FTG+PM process model.
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• Because we only allow for a single process to be
executed at the same time, the logic in the final
node allows for the creation of a new token in the
initial node.

• The control flow between these newly created en-
tities is equal to the control flow edges in the process
model.

For each of the tokens, the total service time is recorded.
As SimEvents is a stochastic formalism, multiple tokens
are used to calculate the total cost of the process. We
use the average service time of all tokens as the cost of
the process.

On-line inconsistency management: process en-
actment and monitoring

Process enactment is commonly defined as the use of
software to support the execution of operational pro-
cesses, which enables mixing automated and manual ac-
tivities. (CMMI Product Team, 2010) The PROxIMA
framework provides an engine for enacting previously
defined (and optimized) processes with the additional
support for interoperability with a selection of engineer-
ing tools, such as Matlab/Simulink or Papyrus. During
the enactment, the constraints of the system’s param-
eters are continuously monitored. Whenever a viola-
tion of a constraint occurs, the stakeholders are notified
about the occurrence of an inconsistency.
By employing symbolic mathematics, constraints can
additionally be maintained in an incremental fashion
and used for guiding the engineering work. Whenever
the value of a system attribute can be derived from a
combination of constraints and previously assigned at-
tributes, the engine will provide this information to the
stakeholder, thus aiding engineering decisions.

RELATED WORK

Inconsistency management has been a topic of interest
for a long time in the domains of software engineering,
mechatronic design and cyber-physical systems, due to
their typically multi-view approach to system design.
Di Ruscio et al. (2017) identify the research directions,
challenges, and opportunities of collaborative MDSE
and conclude that inconsistency management is one of
the main enablers of efficient collaboration.
Multiple authors point out that managing inconsisten-
cies should be carried out with processes in mind as
well. Persson et al. (2013) identify consistency between
the various views of cyber-physical system design as
one of the main challenges in design of such complex
systems. This is due to relations between views, with
respect to their semantic relations, process and oper-
ations which often overlap. Multi-paradigm modeling
Vangheluwe et al. (2002) advocates using the most ap-
propriate formalism(s), at the most appropriate level(s)

of abstraction, while also explicitly modelling the pro-
cesses manipulating the models. The framework pre-
sented in this paper aims at the problem of semantics
inconsistencies with a focus on processes.
Other approaches also acknowledge the role of seman-
tic techniques in inconsistency management, and try to
relate semantic concepts to the linguistic concepts of
modeling. Hehenberger et al. (2010) organize structural
design elements and their relations into a domain ontol-
ogy to identify inconsistencies. A limited set of semantic
properties are expressed with linguistic concepts which
enables reasoning over semantic overlaps to a sufficient
extent. Similarly, Chechik et al. (2015) introduce the
notion of approximate properties: linguistic properties
expressed as graph patterns which are accurate enough
to appropriately approximate a semantic property. Ap-
proximate properties suitable to implement smart lock-
ing mechanisms in collaborative model-based design as
they introduce a trade-off between the computational re-
sources to obtain or check a property, and the accuracy
of the results. As opposed to these, our approach makes
semantic properties first-class artifacts and relates them
to processes, instead of linguistic model elements, which
enables management of a richer class of inconsistencies.
Ontologies have been used for inconsistency manage-
ment by Kovalenko et al. (2014) to support automated
detection of defects between domain-specific models.
Similarly, Feldmann et al. (2014) use the OWL lan-
guage in conjunction with a SysML-based approach to
formally represent the design of a production system and
evaluate the compatibility of domain-specific models in
a collaborative setting. These approaches are comple-
mentary to ours: incorporating relationships between
ontological properties for reasoning over inconsistencies
is a planned extension to our work.
As opposed to the above techniques, inconsistency man-
agement in collaborative modeling is more frequently
addressed on the linguistic level. Qamar et al. (2012) ap-
proach inconsistency management by making inter- and
intra-model dependencies explicit. Dependencies are di-
rect results of semantic overlaps and are used to notify
stakeholders about possible inconsistencies when depen-
dent properties change. Our approach introduces an
indirection between models and properties by relating
them to specific activities that during working over mod-
els also access properties with specific intents. Blanc
et al. (2008) approach the detection of inconsistencies
from a model operation based point of view, where mod-
els are stored as sequences of change events and incon-
sistencies are expressed in terms of Create Read Update
Delete (CRUD) operations. Our approach generalizes
this approach by introducing intents that are analogous
with model operations, but they express change opera-
tions in terms of activities and properties.
In our work, we opted for the Ftg+Pm formalism for
modeling processes. As compared to the widely used
BPMN2.0 Object Management Group (OMG) (2011) or
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BPEL-based process modeling frameworks (e.g., jBPM),
our formalism allows modeling details more relevant to
engineering scenarios in MDE settings. Models and
transformations are first-class citizens in the Ftg+Pm,
which enables deeper understanding of inconsistencies
and more control over the enacted process.
Our framework provides simple undo/redo actions to
revert to the latest consistent state of the models, but
there have been other approaches to inconsistency reso-
lution published. Mens et al. (2006) propose expressing
the steps of inconsistency detection and resolution as
graph transformation rules. Critical pair analysis is used
to analyse potential dependencies between the detection
and resolution of inconsistencies. It is, however, un-
clear whether critical pair analysis scales to industrial-
size problems. Eramo et al. (2016) present an approach
where each of the consistent alternatives are maintained
throughout the process and removed when a decision is
made and an alternative becomes infeasible. Almeida da
Silva et al. (2010) investigate the possibilities of man-
aging deviations of enacted processes from their respec-
tive specifications. It is not within the scope of our work,
but indeed, deviations from the specified process are big
threat to the validity of any process-oriented engineering
approach. The efforts put into analyzing and optimiz-
ing a process model can be easily undone by deviating
from (and sometimes even completely abandoning) the
specification of the process.

CONCLUSIONS AND FUTURE WORK

In this paper, we presented an approach and framework
for managing inconsistencies in collaborative and po-
tentially highly parallelized, concurrent engineering set-
tings. Our approach leverages the underlying engineer-
ing process and the various related information which
enables reasoning over inconsistencies, their origins, im-
pact and severity in a novel way.
We support the automated process of inconsistency
management by a prototype tool. The approach has
been evaluated over a case study of a mechatronic sys-
tem, and Autonomous Guided Vehicle (AGV).
The approach discussed here can be an efficient enabler
for collaborative engineering. At the same time, how-
ever, making the various facets of the engineering pro-
cess explicit is a labor intensive and tedious task, which
heavily frontloads the project. To alleviate the costs,
the task of process modeling can be automated to a rel-
atively high extent. The fundamental structure of the
engineering process can be derived from business level
processes.
In the future, we plan to augment our framework with
performance simulation techniques for the process mod-
els. Our ongoing work focuses on metrics such as the
transit time of tasks. The impact of inconsistencies on
the process is another performance metric we plan to
support through simulation. We also plan to enable

explicit reasoning about the trade-off between different
inconsistency management strategies during the process
optimization phase (Dávid et al., 2016a) and during pro-
cess enactment (Dávid et al., 2017). Another direction
in our research is to support our approach with a li-
brary of inconsistency resolution techniques. We aim to
develop a semi-automated selection of resolution meth-
ods, which will require detailed cost models.
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Discrete-event simulation now has a long and distinguished 
track record of guiding improvements to queueing systems 
subject to severe operational and budget constraints and also 
held to lofty expectations of service speed and quality.  
Historically, this track record began with simulation 
applications to manufacturing operations.  These 
applications have now expanded far beyond manufacturing 
plants, to include supply-chain distribution systems, 
transport terminals, service industries (e.g., hotels and 
restaurants), and health care delivery in hospitals, clinics, 
and doctors’ and dentists’ offices.

Relative to the application of discrete-event simulation 
discussed in this paper, a large medical center in the 
Midwest region of the United States availed itself of the 
ability of simulation to guide improvements to and 
expansion of the emergency department and the surgical 
suite over a planning horizon of nearly a decade.  This 
medical center serves a large urban area and the surrounding 
rural areas, and anticipates considerable pressure of 
increasing demand for its services. This increasing demand 
is attributable to significant demographic trends such as 
increasing density of population and gradually increasing 
average age of this population.

�����������

During the last half-century, discrete-event process 
simulation has made enormous contributions to 
productivity, efficiency, and economic viability of a wide 
variety of activities in many economic sectors.  Historically, 
the first, and still many of the most conspicuous, such 
contributions pertained to manufacturing, whether in large 
assembly plants or “custom-order” job shops; example 
applications abound in the literature.  More recently, 
simulation has been used extensively in service industries 
(e.g. restaurants), government operations (e.g., 
courthouses), supply chain operations (e.g., configuration 

and operation of warehouses), and the health care industry.  
In the health care industry, simulation is making high-value 
contributions to the configuration, staffing, and operation of 
hospitals, clinics, long-term care centers, and private
medical practices. For example, (Baskaran, Bargiela, and 
Qu 2013) and (Yankovic and Green 2011) applied 
simulation to the cost-effective scheduling of nurses, 
thereby addressing the chronic shortages and high costs of 
skilled nurses. Discrete-event simulation was used to 
analyze and improve the performance of a hospital blood 
laboratory, as documented in (Kadı, Kuvvetli, and Çolak 
2016).  Recently, (Zhang, Hanchi, and Meijer 2017) used 
simulation to identify the factors most heavily influencing 
the length of patients’ stays in a surgery center, thereby 
improving the reliability of scheduling. As an example of 
planning for most unwelcome contingencies, (Zehrouni et 
al. 2017) describes the use of simulation to propose a viable 
emergency plan in case of a major flood in the region a 
hospital serves – disasters simultaneously increase demand 
for emergency services and impede provision of them.

In the present study, which covered a much longer time 
horizon than most simulation studies in either health care or 
manufacturing, managers and analysts at a large medical 
center in the Midwest region of the United States sought 
simulation guidance and predictive analytics for their 
emergency department and surgical suite – and the 
interrelationships between them.  Patients initially entering 
the emergency department often proceed to surgery after 
doctors stabilize their medical condition. Therefore, two
simulation models were built and analyzed – one for the 
emergency department and one for the surgical suite – and 
the outputs of these models were analyzed concurrently. 
Due to demographic trends, management of the medical 
center is confident that demand for services will increase 
steadily and significantly through a planning horizon ending 
in 2024.  These managers looked to simulation to guide 
decisions on expansion plans and choices of operational 
procedures.

The remainder of this paper is organized as follows:  The 
next section describes, at a high level, the operations at the 
medical center, particularly the emergency department and 
the surgical suite.  The following two sections explain the 
steps undertaken to analyze the input data and to build, 
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verify, and validate the model.  Then we present highlights 
of the results and indicate likely directions of future work.
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The regional medical center serves residents of parts of three 
midwestern states.  Further, by providing an air-ambulance 
service, it can and does provide lifesaving emergency 
service to rural and farming regions nearby.  The simulation 
study described in this paper, at the client’s request, 
concentrated on two of the largest and most vital 
components of the medical center:  The emergency 
department and the surgical suite.  A key objective of the 
study was to provide advice to upper management on how 
to best ensure support of projected increased patient 
volumes through 2024.  The emergency department, as is 
typical, must address urgent issues of trauma (e.g., 
automobile accidents), cardiac emergencies (e.g., heart 
attack), chest pain (e.g., pneumonia), and many others, as 
described in (Rossetti, Trzcinski, and Syverud 1999). The 
surgical suite, comprising multiple operating rooms, has 
similar complex operational and staffing concerns, similar 
to those described in (Lowery and Davis 1999). One of the 
operating rooms is designated as cardiovascular – and 
reserved for that type of surgery only.  Furthermore, at least 
one operating room within the surgical suite must always be 
available (if not indeed in actual use!) for a suddenly arising 
emergency surgery.  The surgical suite also includes the 
post-anesthesia care unit [PACU].
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Extensive input data from medical center records, 
encompassing the calendar year 2016, was made available 
to the simulation analysts.  For the emergency department, 
these data included arrival time, medical problem presented, 
the extent of services required (time devoted to the patient 
by nurse(s) and doctor(s), and any other services such as X-
rays), and the disposition of the patient (i.e., to home, to a 
private doctor, or into a hospital, or into the medical center 
surgery center.  For the surgical suite, these data included 
date and time, operation performed, operating room used, 
time spent by surgeons, anesthesiologists, and nurses, and 
time the patient subsequently spent in the PACU.  These 
data were entered into Microsoft Excel® workbooks and 
thence read into the respective Simio® models. Examples 
of these data tables, as provided by the clients, are shown in 
the Appendix (Figure 1 and Figure 2).  Therefore, in this 
project, there was no need to fit closed-form probability 
distributions to input data sets (Law 2016).

Additionally, the medical center documented standard 
operational procedures, such as the typical routes traveled 
by and services received by various types of patients.  For 
example, the emergency department of course operated 
continuously, 24 hours a day, 7 days a week.  Except for 
emergency surgeries, the operating rooms within the 
surgical suite operated 7AM to 5PM Mondays, 
Wednesdays, and Fridays, with slightly reduced hours 
(7AM-3PM Tuesdays and Thursdays). Particularly for the 

surgical suite model, preliminary analysis with Microsoft 
Excel® (including macros) derived key information such as 
the proper proportional allocation of patients to type of 
surgery and length of stay for the various types of surgery.
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After discussion of more than half a dozen alternatives 
(there are many as documented in (Abu-Taieh, Evon M. O. 
and Asim Abdel Rahman El Sheikh 2007)) between the 
clients and the simulation analysts, the well-known 
simulation software Simio [SIMulation using Intelligent 
Objects], known to several client engineers via their 
university studies, was selected for construction of the two 
simulation models. This software provides ease of use, high 
modeling power, easy specification of extensive 
experimentation to compare scenarios, and high-quality 
animation (Joines and Roberts 2015).

For the emergency department model, typical hourly 
demand curves for each day of the week were constructed, 
based upon the historical 2016 data.  Lengths of stay were 
calculated as a range for each patient type and modeled as a 
triangular distribution.  The clients specifically requested 
that the triangular distribution be used, and this request was 
deemed reasonable based on histograms of the pertinent 
data set.  Likewise, for the surgical suite model, the year-
2016 case volumes and turnaround times, subclassified by 
patient type and surgical specialty, were scheduled across 
each day of the week within the model. Post-surgery dwell 
times in the PACU were incorporated into this model 
similarly.

Various well-known methods of verification and validation 
were used (Sargent 2013).  These included directional 
analyses (if arrival rate increases, do queue lengths 
increase?), examination of the animation, and allowing only 
one entity (patient) to enter the model and examining the 
path it takes.  Very importantly, in view of the unusually 
extensive historical data available, both models were run 
“with yesterday’s data.”  Simio® provides a valuable 
feature called an “arrival table,” allowing convenient 
specification of arrivals according to a historical logbook 
(Smith, Sturrock, and Kelton 2017).

Since validation included having the models precisely 
(within 3%) duplicate “yesterday’s observed historical 
results,” both models very quickly achieved high credibility 
with the clients.  This credibility was also enhanced by 
realistic, yet not overelaborate, animations.  Next, each 
model was run for one year (indeed, as in the (Kadı, 
Kuvvetli, and Çolak 2016) study) to obtain key performance 
metrics, including queue lengths, queue residence times, 
resource utilizations, and total patients served. In lieu of 
specifying a warm-up period (the usual procedure when 
modeling a steady-state system such as this medical center, 
in contrast to a terminating system such as a bank or retail 
store) (Robinson 2014), the analyst, using the extensive 
historical data available, captured the times of entry and exit 
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into each service center, and then calculated the service 
center’s utilization.
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Results reported by the emergency department model 
included average and maximum times in system and in 
queue, average and maximum queue lengths, and utilization 
of resources (both personnel such as doctors, nurses, and 
aides; and resources of equipment (e.g., X-ray machines).  
These results were presented both overall and subdivided by 
time of day and day of week.  They were compared for 
various possible arrival rates, reflecting uncertainty of the 
increased demand for services during the planning horizon 
specified in the study.

Results (including the same performance metrics as for the 
emergency department, plus the percentages of operations 
starting at the originally scheduled time) obtained from the 
surgical suite model included comparative simulations with 
six, seven, and eight operating rooms; each of these 
scenarios was run with both average (to include both 
arithmetic mean and median) and third-quartile (75th

percentile) patient volume demand levels.  For each of these 
scenarios, utilizations of the operating rooms were reported 
both in aggregate and by day of the week, and further 
relative to type of operation (e.g., cardiac) performed.  
Analogous results were reported for the preparatory rooms 
and the PACU.
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Conclusions from this simulation study provided significant 
reassurances to the client relative to the need for very large 
capital expenditures, which – if needed – must be 
undertaken early in the planning horizon.  Specifically, 
relative to the emergency department, the simulation model 
and analysis of its output confirmed that:

1. The medical center will be able to handle projected 
volumes of patients with the 24 treatment rooms 
already available and currently underutilized;

2. The low utilization of these rooms will assure 
significant capacity for volume growth without 
investing in more physical space (the eight hallway 
rooms were barely used during the simulation 
runs);

3. The current number of employees working in 
registration and triage will continue to be sufficient 
throughout the planning horizon.

Relative to the surgical suite, analysis of the model similarly 
confirmed that:

1. The medical center will be able to handle the 2024 
projected patient volume with eight operating 
rooms at 65%-70% utilization;

2. Overall capacity can be increased by allowing non-
cardiovascular cases to be processed in the 
operating room currently dedicated 

“cardiovascular” whenever doing so is medically
feasible;

3. The projected number of pre-operation rooms and 
PACUs will be sufficient to handle projected 
volume increases through 2024.

Toward the end of this simulation study, on client request, a 
cursory analysis of the medical center’s parking lot capacity 
was undertaken.  Inasmuch as public transport is sorely 
lacking in the region the hospital serves, almost all patients 
not arriving by ambulance arrive by private vehicle (very 
likely driven by a relative or friend).  Likewise, these friends 
and relatives often come to the medical center to visit 
patients.  Very plausibly, future work will include a much 
more detailed study of this parking lot, its capacity, and the 
number of parking places needed as “handicapped parking.”
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Figure 1.  One of several Data Tables for the Emergency Department Model

Figure 2.  One of several Data Tables for the Surgical Suite Model
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ABSTRACT 

Around fourteen years ago, the first hospital in Portugal 
started to use a patient notification system, to alert patients 
of their medical events at the hospital, such as 
appointments, surgeries, exams, treatments through text 
messages. This notification system is used nowadays, but it 
faces a big problem:  a huge amount of money spent for the 
telecommunication companies involved. Although each 
message cost a fraction of cents, it can easily reproduce its 
value in more than 50,000 euros per year per institution. 
Since technology and the use of smartphones has been 
evolving in such a quick way, it is estimated that in no more 
than 10 years, almost all the Portuguese population will use 
smartphones or have access to them. For those reasons, the 
main purpose of the present work, is to design and develop a 
mobile application in order to substitute the previous 
notification systems, through push up notifications on the 
app and by email, that can be saved on the smartphone 
calendar, translating in no costs associated with the 
notifications sent by the hospitals. The main motivation is, 
therefore, suppressing these costs for the hospital, bring the 
patients closer integrating other systems on the app and 
make the notification alert more efficient. Thereby, the 
mobile app will be able, not only to manage each 
notification and notify the patients, but also to check its 
medical event history and to schedule medical 
appointments. 

INTRODUCTION 

As the Portugal healthcare system moves to a more 
technological care system, the importance of engaging 
patients in that journey must equally intensify. These days, 
engaging patients to improve their subjective satisfaction 
will not be enough for providers who want to maximize 
their value. The optimization relies on developing strong 
and long-term relationships with patients, ensuring a daily 
follow-up to the patient. An example of that can be the 
implementation of a good Patient Relationship Management 
(PRM) system, just as other companies in non-healthcare 
industries, with the concept of customer relationship 
management (CRM). We can think of the patients as real 
customers, and actually focus on providing the most 

oriented and individual service as possible. As the result of 
suppressing the costs of the notification system implemented 
in most hospitals of the country, the idea of the new patient 
notification system, evolved to a PRM mobile application 
that can not only notify the patients and help them manage 
their medical agenda, but also bring the hospital closer to its 
reach by providing services on the app that require a phone 
call or physical presence. Therefore, it is highly predictable 
that this mobile app can bring future work in terms of 
integrating more and more services in order to innovate the 
public healthcare system and turn it more efficient and up-
to-date.

In “How smartphones are changing the face of mobile and 
participatory healthcare: an overview, with example from 
eCAALYX”, a concise overview of health and healthcare 
smartphone applications is described. This review considers 
the mobile phone applications a significant and potential
advance in different points in healthcare. One of relevant
benefits is at the economic level, as well as its portability, 
continuous data stream, and the capability through sufficient
computing power to support multimedia software 
applications (Boulos et al. 2011).

This paper presents an insight into a prototype development 
and impact analysis of this mobile application in two 
hospitals in Portugal in Porto and in Vila Verde, Braga. The 
main focus is to highlight the potential of this more up-to-
date method and the advantages, when comparing to the old 
one.  

In the State of the Art section, similar works are briefly 
described. Moreover, in section 3, it will be presented the 
research methodologies. Next section, the project designed 
and in Section 5, the conclusion and future work.

STATE OF THE ART 

This section pretends to focus on the main topics addressed 
throughout the work as well as related technology from SNS 
– “Serviço Nacional de Saúde” (National Health Service).

Information Technologies (IT)

First, IT have been pointed out as a tool capable of 
revolutionize the provision of healthcare treatments by 
improving significantly its efficiency (Lee, McCullough, 
and Town 2013). In a general way, IT represents all the 
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activities and solutions available by computer resources with 
the focus to storage, transmit, access, produce and use the 
information available. In the last two decades, e-Health 
concept has emerged and has gradually obtained a lot of 
importance. Eysenbach claims that e-Health is the 
“intersection of medical informatics, public health and 
business, referring to health services and information 
delivered or enhanced through the Internet and related 
technologies. In a broader sense, the term characterizes not 
only a technical development, but also a state-of-mind, a 
way of thinking, an attitude, and a commitment for 
networked, global thinking, to improve health care locally, 
regionally, and worldwide by using information and 
communication technology” (Eysenbach 2001). Considering 
that information, IT in healthcare can promote data sharing 
in a more efficient way, turning medical decision making 
more accurate. It can also create a new relationship between 
healthcare professionals, organizations and patients, taking 
down barriers and improving communication. This can lead 
to the decrease the risk of medical errors and improve the 
efficiency of its services, from healthcare service, to 
administration or economic management.

AIDA (“Agência para Integração, Difusão e Arquivo de 
informações médicas”)

AIDA stands for agency to integrate, share and store 
medical information. AIDA is a multi-agent system, 
devoloped by Minho University investigators, representing 
the central unit of interoperability in many major hospitals 
and medical institutions in Portugal. This platform is highly 
efficient and modular, able to adapt according to the specific 
needs of each institution it operates in (Peixoto et al. 2012).
Even though it’s a complex system, its composed by simple 
subsystems, known as intelligent agents responsible for 
communication tasks among different systems (Cardoso et 
al. 2014). This platform is able to integrate other 
information systems (IS) such as electronic health record, 
administration IS, doctor support IS, among others. In order 
to enhance the communication and consequently its 
interoperability, this platform uses Health Level 7 (HL7), a 
normalized communication protocol, which is a set of 
international standards for clinical and administrative 
transfer of data between software applications. AIDA, 
ensures the interoperability between different intelligent 
systems such as SAM, SONHO, PCE, SAPE, RIS, LIS 
(Cardoso et al. 2014; Machado et al. 2006). It also includes 
a module called AIDA-PRM, which is responsible for the 
communication with patients, via text message to alert them 
of their medical events (University of Minho n.d.). This 
project wants to be an alternative and more up-to-date 
notification system. 

MySNS – SPMS (Shared Services of Health Ministry) 

In a similar way to increase the proximity of the patient 
to the health institution and its transparency of its services, 
SPMS, which are the shared services of the health ministry, 
developed this mobile application. My SNS has become an 
official link from the National Health Service (SNS) to the 

citizens and it works as a mobile connection to the digital 
health services provided by SNS. The mobile app, allows the 
user to see the SNS news, a map and a list of the public 
Hospitals, public health Centres and pharmacies in the 
country. It also gives direct access to services provided by 
SNS, such as Health Contact Centre (SNS 24). Besides that, 
the app, notifies the users of meteorological variations 
associated to its location but has no working functionalities 
in services like the one this project is aiming to implement 
(SPMS n.d.). The next section presents the work being 
developed. 

RESEARCH METHODOLOGIES 

In the field of Information Technologies (ITs), a research 
project and development of a product should be based in 
rigorous research methodologies and technologies up to the 
final product, as well as its final analysis in terms of the 
solution presented. The most suited methods and tools have 
been chosen based on the advantages, limitations that will 
be shown in the next sections. 

This project is being developed based on the research 
methodology Design Science Research (DSR), commonly 
used for constructing and evaluating useful IT solutions in a 
more rigorous way (Hevner and Chatterjee 2010). The 
appropriate methodologies, technologies and tools chosen to 
elaborate and define the solution are included in each design 
phase presented in this study.  

In first subsection, DSR research method will be presented, 
then in second subsection, a Proof of Concept in the form of 
a SWOT analysis in order to predict future problems or 
disadvantages as well as enhancing the solution by using the 
potential of itself. 

Design Science Research (DSR) 

DSR is a scientific research methodology that aims to obtain 
the best product possible. This product, has to be able to 
match each goal proposed initially and solve the problem. 
The resulting artefact will be the technologically feasible 
solution, to relevant problems and its technical features have 
to be demonstrated in favor of its accreditation when being 
evaluated. The research has to be clarifying and efficient as 
possible in order to make the process flow as it is supposed 
to (Hevner and Chatterjee 2010). The next figure illustrates 
the ideal DSR investigation methodology model in the 
context of this case study, where the motivation to find the 

Figure 1: DSR Methodology Process Model (Hevner and 
Chatterjee 2010).
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best solution to the problem (case study) is to eradicate the 
notification costs for the hospitals in the years ahead as well 
as enhancing the Patient/Hospital relationship. Although it 
is represented the complete methodology in figure1, part of 
the phase of demonstration and the evaluation and 
communication are future work, since it is only a prototype 
yet. 

The choice of this methodology was based on facts well 
supported and justified by the case study created in order 
develop a suitable solution for the problem. After the first 
version of the final artefact is created to the client, it will be 
evaluated and criticized by the users, to verify the pre-
established requirements and possible enhancements for 
future work (Gregor and Hevner 2013). DSR is considered 
to be a cyclic methodology starting by identifying the 
problem and creating the case study, predicting the solution 
based on the research and investigation made. The solution 
is then presented to the user or client and gives its feedback. 
In case the feedback does not match the pre-requirements, 
the process starts again (Vaishnavi, Kuechler, and Petter 
2017). The starting point is problem and motivation 
identification, that translated to be the amount of money 
spent in the notification process and the goal to find a 
solution that can deliver the notifications to the patients 
without cost in the process in a more efficient and valuable 
way (hospital and patient). Therefore, the prototype created 
is a mobile application capable of notificate each patient for 
its medical events, as well as providing hospital services in 
order to enhance this relationship. The next phase consists 
in testing the app in “Vila Verde” Hospital. After testing, it 
will be evaluated its effect in order to find gaps or 
enhancements opportunities. Finally, the artefact will be 
defunded in a dissertation project. The final products in 
healthcare obtained through DSR methodology guarantee 
that each solution found for a specific problem in IT, cover 
the needs of the institution working with. This case study 
can therefore provide the health institution with an 
appropriate and well-founded solution, based on methods 
and technologies that have already been explored and 
adapted to solve the problem in question, and also stimulate 
new knowledge for the organization and the scientific 
community. 

Proof of Concept – SWOT Analysis 

The Proof of Concept (PoC) research methodology consists 
of a practical model that can prove or validate the concept 
established through analysis or even technical articles. 
Therefore, in this specific case of a project under 
development it goes on to verify whether this concept or 
theory might be successful and feasible and, on the other 
hand, being susceptible of exploitation in a useful way 
(Sergey, Alexandr, and Sergey 2015). A PoC allows to 
demonstrate in practice the concepts, methodologies and 
technologies involved in the elaboration of a given project 
and thus validate the proposed solution by proving its 
feasibility and usefulness for the purpose for which it is 
intended by defending its potential. In order to verify the 
viability, utility, quality and the efficiency of the mobile app,
given the fact that not everyone has a smartphone and the 

functionalities addressed can be hard to implement, it was 
necessary to make a SWOT analysis, previous to the 
conclusion of the work, considering to be an advantage to 
improve the usability and the ergonomics (Pereira et al. 
2013).

Strengths:  

  No costs in the process of sending each notification; 


 High usability, intuitive and easy to learn; 


 Easy access to history medical data of the patients, 
as well as the hospital services in which the patient 
was; 


 High scalability;  


 Possibility to save notification on a digital agenda;   


 Easy adaptability to different health institutions.

Weaknesses:  


 Requires internet connection; 


 Requires a smartphone or a computer.   

Opportunities:  


 Modernization and organizational development 
undergoing in hospitals;


 Potential to integrate other hospital services;    

Threats:  


 Lack of acceptance to resort to new technologies by 
generation who does not have access to a 
smartphone.

MOBILE APPLICATION - PRM 

This project intends to develop a mobile application for the 
patients, in order to substitute the current notification
system and give them access to useful information, as well 
as services from the hospital. It will be possible to be 
notified for appointments, surgeries, exams and tests. 
Besides, scheduling appointments will be a functionality as 
well. To complement that, a web application will be created 
for administration purposes, in order to manage the users, 
and monitor services utilization with a purpose to identify 
certain patterns to use them as decision making material to 
improve hospital services. Due to its versatility, the mobile 
application can be improved over time, with new 
functionalities, that can be predicted with a great potential 
tool to a win-win situation. 

User Monitoring System – Web Application 

The purpose of this application is to be able to manage the 
users, edit its information, creating users, deleting accounts, 
consult appointments of a certain user and include a 
Business Intelligence (BI) tab. This single page application 
will be developed in AngularJS, that simplifies the 
connection between the interface and the data storage place, 
using the ng-model not making necessary to be explicit 
about properties or dependencies. Since the application will 

69



be running in a Linux machine, it will be used an Apache 
server called MAMP, with a MySQL Database (DB) 
management system. After that it will be developed a restful 
server, in PHP to support the access to the DB. In order to 
develop a fluid and dynamic application, the AngularJS 
framework will contribute to that (Darwin, Peter Bacon and 
Kozlowski 2013). The modularity and extensibility of this 
JavaScript framework allows the development of several and 
other new applications.

PRM – Mobile Application 

The notification system of the hospital is made through 
PRM-AIDA, which is a module of AIDA working on CHP 
and Vila Verde hospitals. The goal is to substitute, in long 
term, this notification system for this mobile app. The users 
will have to register with their national health number and 
their own email, in order to have access to the app. Once the 
user has verified access, it will go to menu with four tabs:

1) User Details: page containing personal information, 
such as ID number, name, address, email, mobile number. 
In this page, the user can verify its info and update it 
whenever needed to. Although sections as name, ID number 
can only be edited by administration. 

2) Notifications: page containing every notification 
received, grouped by type of medical event such as exams, 
appointments, surgeries, both organized by date received. 
There will be the options to mark notifications as 
“checked”, or not, as well as save them to 
google/smartphone calendar.  

3) History of events: page containing the history of 
medical events, grouped by category. 

 4) Agenda: page containing field to request medical 
appointments. 

The application will be developed in Xamarin, which was 
considered to be the best framework to use, since it is multi-
platform oriented, allowing to build native iOS and Android 
apps, making it possible to use in every smartphone 
available. It uses Ruby and C# as codebase. The application 
will use Apache as the Web server, PHP as the object-
oriented language. MySQL will be used as the relational 
database management system (RDBMS) with the same data 
warehouse of the hospitals that is expected to implement 
this app. For the push notifications, it will be used the 
technology Firebase Cloud Messaging Android, as it is 
described by a model of implementation of Google. For that 
reason, it will be necessary to add API FirebaseMessaging 
using Gradel (Google 2016).

CONCLUSION 

The number of patients missing appointments or any 
other medical events, can represent a huge loss of money for 
the health institution, so improving the notification system 
whilst providing other services to the patients will certainly 
have a positive impact on lowering the missing rate. 

Although this technology might seem to futuristic for now, 
only by starting to introduce this into the national healthcare 
system, will we get people to adapt and be able to embrace 
this technology in their everyday life. Given the studies 
found, it is expected that the rate on non-smartphone users 
will be significantly low in the next decade. Nevertheless, it 
came to the conclusion that this time of adaptation, will 
require that some users receive their notification through 
SMS or by email. 

The implementation of this case study, will allow the 
development of a management tool, namely a user-friendly 
mobile app in order to improve patient relationship with the 
hospital. The mobile application itself can represent a 
difficult system to implement since not every patient has a 
smartphone, knows how to work with them or has access to 
mobile data. Nevertheless, it is believed that in no much 
more than a decade those problems will be residual. The 
Web application will make possible to gather information of 
the mobile app usage as well as behaviour patterns of the 
services requested, in order to better understand customer 
needs, in this case, patient’s needs.  In the coming years, the 
expansion of the mobile and web application is expected in 
terms of new functionalities such as a financial functionality 
in order to use medical insurances number or different 
paying methods to healthcare services.
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Flexible, reactive and adaptive manufacturing systems are a 
prerequisite to cope with the demand for low volumes of 
highly customized products of today’s market. For years, 
manufacturing companies have been using real-time data 
capturing systems, such as RFID, to gather the necessary data
to obtain insights in their production processes, mainly in the 
domain of quality control and inventory management. 
However, very few work has been done on monitoring an 
assembly operator during his work cycle in real-time. This 
paper presents a method to match operator trajectories, 
obtained through a multi-camera vision system, in real-time 
to predefined models. This way, the performance of the 
operator can be assessed online and  problematic or 
anomalous work cycles can be detected. This information can 
then be used to support the operator in his pursuit for 
continuous improvement by pointing out improvement 
potential.

�����������

Over the recent years, the consumer market has made a shift 
towards more customized and highly variant products. To 
answer these demands, production systems need to be very 
reactive and flexible. Contemporary flexible production 
systems are able to react and adapt their behavior to the 
current circumstances, based on real-time data and 
information obtained through a variety of sensor systems.
Industrial applications of data gathering using sensor systems 
can be found in inventory control (Visich, et al. 2009) and job 
floor control (Arkan and Van Landeghem 2013). RFID 
technology for example, is used to provide accurate real-time 
process data which can be used to keep the manufacturing 
execution system (MES) up-to-date. These examples are all 
part of the current paradigm shift in manufacturing companies 
towards Industry 4.0. This fourth industrial revolution is 
based on digital transformation and cyber-physical systems to 
overcome the challenges posed by the changing market 
demands (Sogeti Labs, 2016).
Also within assembly line work stations, sensor systems are 
being used to monitor the progress of the production process 
and use this information to update the central production 

database (Wang 2012). This information can also be used to 
provide the operator with contextualized work instructions 
and information about the required inspections and test 
procedures. These systems are mainly focused on the product 
rather than on the operator performing the assembly tasks. 
However, gaining insights in the performance of the operator 
could provide the assembly line worker with critical 
information to support him in the continuous improvement of 
his work methods. Up until today, this kind of information can 
only be obtained through manual analysis of video-images or 
at the work station. These analysis methods are prohibitively 
time-consuming and therefore not tailored to the flexibility 
and reactivity requirements of contemporary work stations.
Recently researchers presented an analysis system for manual 
assembly work stations in which multiple cameras are used to 
track the operators’ position in the work station throughout the 
complete work cycle (Bauters, et al. 2018). These trajectories 
are then classified into clusters based on their similarity in 
order to detect outliers or anomalous work cycles. These 
outliers are work cycles in which irregularities or problems 
took place and are therefore interesting subjects for further 
investigation. By pointing towards these anomalous work 
cycles, this system can significantly decrease the time needed 
to perform the manual analysis. Furthermore the system 
calculates a number of performance indicators and visualizes 
the operators’ performance indicators in an operational 
dashboard to unveil improvement potential.
One of the disadvantages of this system is the fact that the 
analysis of the video-images is still done offline. This is 
because the classification method relies on the dynamic time 
warping algorithm (DTW) to calculate the similarity between 
different trajectories. This method yields better classification 
results for this application than other existing similarity 
measures (Bauters, et al. 2018). However, calculation time for 
DTW is exponential, making it impossible to calculate the 
warping between a large number of rather long trajectories in 
real-time.
In this paper we present a method to match an operators’ 
trajectory to a number of pre-recorded model trajectories in 
real time. This method makes it possible to detect anomalies 
in real-time and immediately ask the operator for feedback on 
what exactly happened during that particular work cycle. 
Furthermore it enables us to assess to operators’ performance 
in real-time and suggest improvements to his work procedure. 
The remainder of this paper is structured as follows. In the 
next section, a description of the data sets used in this research 
is given. Afterwards the real-time trajectory matching method 
is explained before presenting some results. Finally, the 
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conclusions of this research are presented and some ideas for 
further research are proposed.
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Two different data sets have been used to validate the 
trajectory matching methodology. In this section, these data 
sets are briefly discussed.
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The first data set is created by recording a human operator 
performing simulated assembly tasks in a laboratory setting. 
The parts produced in this experiment consist of a Duplo® 
base block on which different patterns of Lego® blocks are 
placed. The Duplo® base blocks are delivered to the work 
station using a conveyer belt that mimicks a moving assembly 
line. The Lego® blocks are stored in different locations in a 
picking rack equipped with a pick-to-light system. This way, 
each different product produced yields a different pattern or 
trajectory followed by the operator (Bauters, et al. 2018). An
overview of the laboratory setting is given in Figure 1.
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In this case, a system of multiple cameras (5 in total) was used 
to determine the operators’ position throughout his work 
cycle. To do this, the principle of voxel carving is used to 
create a visual hull of the operators’ body in every frame of 
the video sequence as described by several researchers
(Laurentini 1994) (Slembrouck, et al. 2015). The position is 
then determined by projecting the center of mass of this visual 
hull on the ground plane (x, y). To filter the noise in the 
resulting trajectories, a Gauss kernel smoothing approach was 
implemented. Figure 2 shows the resulting visual hull, based 
on the images obtained through the five cameras. 
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This dataset contains 22 different trajectories. Two different 
patterns can be observed as well as 2 anomalous work cycles. 
In this paper, this dataset is mainly used to show the ability of 
the developed methodology to accurately distinguish normal 
trajectories from anomalous work cycles in real-time.
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The second data set used in this research is a data set 
containing over 200 trajectories of people walking through a 
lab as described in (Morris and Trivedi 2011). All trajectories 
were recorded within a 24 hour period without the knowledge 
of the people entering and leaving the laboratory. This dataset 
was constructed with one single omni-directional camera. 
Figure 3 provides an overview of the laboratory setting.
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This dataset contains 7 different activities or patterns in total. 
All 206 trajectories in this data set are labeled, meaning that 
for each trajectory the class of the activity performed by the 
subject is known. In this research, this data set was mainly 
used to validate whether the trajectory matching methodology 
is capable of handling a higher number of trajectory models. 
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For both data sets discussed above, determining the location 
of the operator/human subject is done off-line. Indeed, 
obtaining robust and accurate location data from video-
images in real-time at high sample rates with existing image 
processing algorithms remains a challenging task. Allthough 
a lot of research in the field of image processing is being 
performed and real-time localization algorithms based on 
video images are expected to become available in the near 

76



 

future. Also, there exist a number of different sensors which 
could deliver exactly the same information. 
To overcome this problem, in this research we choose to use 
trajectory data which is calculated off-line and feed a new 
location to the system at fixed time intervals, which simulate  
the frame rate of the cameras. This way, we are able to prove 
that the developed methodology is capable of handling real-
time data once it becomes available. 
 
�
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In this section, the existing method for off-line classification 
of work cycle trajectories is briefly discussed. Afterwards the 
challenges encountered when using this method in real-time 
are clarified and the newly developed method for real-time 
trajectory matching is presented. 
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The inherent variation in the assembly process leads to 
trajectories that vary in speed and length, even if the tasks 
performed by the operator are the same. Therefore, one can 
not simply use the Euclidean distance between concurrent 
points in two trajectories as a distance measure. To overcome 
this challenge, trajectories are compared using dynamic time 
warping (DTW). DTW is a technique that originally was 
implemented in speech recognition applications, but by now 
it has successfully been used to cope with deformations in all 
kinds of (multi-dimensional) time-dependent data (Müller 
2007). The idea behind DTW is to find an optimal warping 
path that minimizes the distance between two trajectories, 
taking into account a number of warping constraints. The 
DTW distance can recursively be calculated: given two time 
series X := (x1, x2, … , xN) and Y := (y1, y2, …, yM) with 
respective lengths N, M cost of the alignment 
between these two time series can be calculated as follows: 
 
C(Xi, Yj) = ��xi, yj) + min{C(Xi-1, Yj-1) , C(Xi-1, Yj), C(Xi, Yj-1)} 
 
where Xi an Yj are the respective subsequences (x1, x2, … , xi) 
and (y1, y2, …, yj) and ��xi, yj) is the Euclidean distance 
between two two-dimensional points xi and yj. C(Xn, Ym) 
determines the DTW distance between the two trajectories. 
Figure 4 visualizes how this alignment works for two one-
dimensional time series. More detailed information on the 
implementation can be found in (Bauters, et al. 2018). 
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The distinction between regular or normal work cycles and 
anomalies for a set of trajectory sequences, is made based on 

a hierarchical clustering procedure. Hierarchical clustering 
methods are used to find a similarity structure in a dataset by 
initially dividing the data set in n clusters, with n being the 
number of objects in the data set. The most similar clusters are 
then merged into a new cluster and this is repeated until all 
objects are grouped into the same cluster. The similarity 
structure of the data set is typically visualized in a dendrogram 
Figure 5, showing the sequence in which clusters are merged. 
The distance between two merged clusters is indicated by the 
height of the links in the dendrogram. 
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To determine where to cut the dendrogram and thus decide 
whether the objects in two clusters actually represent the same 
or a different activity, an adapted version of the permutation 
testing method proposed by Bruzesse (Bruzesse and Vistocco 
2015) is applied. This procedure is based on the assumption 
that, if two clusters contain similar objects, the distance 
between two-randomly sampled sets of objects from these 
clusters will not be significantly different from the distance 
between the original clusters.  
Applying this method on a set of work cycle trajectories, this 
set is divided into groups or clusters of similar trajectories and 
single-item clusters which we call outliers or anomalies. The 
similar trajectories all represent the same assembly process 
under normal circumstances and can be used to build a model 
that serves as a template for real-time trajectory matching later 
on. To build this model, an average trajectory of all sequences 
in the cluster is calculated. This average trajectory is 
iteratively calculated using the DBA algorithm as proposed by 
Petitjean (Petitjean, et al. 2014). The resulting model for one 
of the 7 patterns in the Omni1 data set is shown in Figure 6. 
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A naïve approach to try to match sequences to the previously 
calculated models, would be to calculate the DTW distance 
between the incoming sequence and all of the models, each 
time a new point is added to the new sequence. The sequence 
can then be matched to the model resulting in the minimal 
DTW distance. However, there are a number of downsides to 
this approach: (1) The calculation of the DTW has a O(n*m) 
computation time complexity, where n is the length of the 
incoming sequence and m represents the length of the model. 
Performing the DTW calculation for every new datapoint, 
leads to computation times far exceeding the framerate of the 
camera system, especially if the sequences are becoming 
longer and the number of trajectory models is high. (2) The 
incoming trajectory sequence only represents a fraction of the 
full work cycle. One can rightfully question wether matching 
such a partial sequence to the model of a complete work cycle 
actually provides meaningful results. 
To overcome these challenges another approach was taken, 
based on Keogh’s lower bound calculation for DTW (Keogh 
and Ratanamahatana 2005). The idea behind the approach is 
to calculate a lower bound for the DTW distance between the 
incoming sequence and a subsequence of the model that has 
the same length as the incoming trajectory. Based on this low-
complexity lower bound calculation, it is possible to eliminate 
trajectory models from the set of possible candidate matches. 
To calculate the Keogh lower bound, a bounding envelope is 
constructed for each of the trajectory models (Capitani and 
Ciaccia 2006). Let M(a1, …, am) be a trajectory model of 
length m and Env(M) is the envelope around M defined by 
two time series Up(M) and Low(M). Then Up(M) and Low(M)
as follows:

In other words, Upi(M) and Lowi(M) are respectively the 
maximum and minimum values of M in the interval [i-b, i+b], 
where b is a user-defined parameter and taking into account 
the border effects. The squared Keogh LB distance between a 
subsequence Mn of the model M and an incoming sequence Sn
of length n, is defined as follows:

It can be proven that the Keogh LB distance is a lower bound 
for the DTW distance for 1-dimensional time series. However, 
the trajectory sequences under investigation in this case, are 
2-dimensional. This issue can be overcome by constructing 
separate envelopes for the x and y component of the model 
and performing the Keogh LB distance calculation on both the 
x and y component of the incoming sequence. Rath and 
Manmatha (Rath and Manmatha 2002) proved that in this 
case:

The Keogh LB calculations for the respective x- and y-
component of a sequence and model in the Omni1 data set are 
visualized in Figure 7 and Figure 8.
�
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This lower bound calculation requires less computation time 
than the full DTW calculation. Based on this knowledge, the 
real-time trajectory matching methodology was developed. In 
this methodology, the lower bound distance between the 
incoming sequence and an even long subsequence of all the 
candidate models is calculated. For the model yielding the 
best lower bound distance, the DTW distance is calculated and 
saved as the best_so_far distance. Subsequently the LB 
distances of all candidate models are compared to this 
best_do_far DTW distance and candidate models for which 
the LB distance is higher than the best_so_far are eliminated 
from the set of candidate models, under  the assumption that 
those models are unlikely to provide a good match for the 
incoming sequence. The outline of the method is provided in 
Figure 9.
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Real_Time_Trajectory_Matching(M: [(x1, y1), …, (xm, 
ym)], S: [(x1, y1), …, (xn, yn), …]) 

1. Initialization 
2. Best_so_far � inf. 
3. Incoming_traj � [] 
4. Start 
5. For new data point: 
6.            LBs := [Keogh_LB for model in 

traj_models] 
7.            Best_model �� traj_models[min(LBs)] 
8.            Best_so_far = DTW(Best_model) 
9.            For model in traj_models: 
10.                      If LB>Best_so_far: 
11.                                 Remove from traj_models 
12.                       End if 
13.             End for 
14.             Return best_model 
15. End for 
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As shown in Figure 9, the algorithm uses the Keogh LB to 
estimate what the best matching model is. This way, only one 
DTW calculation needs to be performed per new incoming 
data point. The algorithm was then further sped up by 
implementing a warping window for the DTW calculation.
To detect outliers, the average distance between the average 
trajectory of the best matching model and all the trajectories 
used to build up that model (avg_dist), is calculated together 
with the standard deviation ��on those distances. Once the 
incoming trajectory is fully completed, the DTW distance
between the new trajectory and the average trajectory of the 
best matching model is compared to avg_dist. If 
DTW(incoming, avg_traj) > avg_dist + z.����the incoming 
trajectory is considered to be an outlier.
�
�
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The first data set contains two regular trajectories, one in 
which parts are only picked on the left side of the rack and one 
for which the necessary parts are stored on the left and right 
side of the picking rack. In the anomaluous work cycles, the 
operator travels back-and-forth alongside the rack to set right 
a picking mistake. The models and outliers are visualized in 
following Figure 10.
For this data set, the proposed method was able to classify all 
incoming segments correctly. For every segment, the average 
calculation time per frame was logged. The average 
calculation time is 0.07710 seconds, with a maximum time of 
0.089 seconds. Twenty frames per second are obtained 
through the camera system. However, trajectories can safely 
be downsampled up to a factor 10, without compromising the 
classification results (Bauters, et al. 2018). Therefore, it can 
be concluded that the proposed method is capable of 

performing real-time trajectory matching on this particular 
data set.
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This data set contains seven models. Therefore one would 
expect the average calculation time per frame to be higher. 
The opposite however is true. Due to the fact that the 
trajectories in this data set are generally shorter than the ones 
in the first data set, the average calculation time per frame
only amounts up to 0.0678 seconds, with a maximum of 0.077 
seconds. 
On the downside, applying the proposed method on this data 
set only yields an accuracy 94.3% percent. In the experiments 
described in this paper, no false negatives (no matching 
pattern was found when it does exist) were detected. The 5.7% 
mistakes detected are trajectories that are matched to the 
wrong model (false positive). This can be explained by the 
fact that some of the models in this data set share common 
subtrajectories. Sometimes this results in a slightly higher 
similarity of the incoming trajectory to a subtrajectory of the 
wrong model. This occasionally leads to the preliminary 
elimination of the actual best matching model.
�
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In this paper, a method for real-time trajectory matching and 
outlier detection was presented. The aim of the method is to 
develop a system that is able to monitor assembly line work 
station operators and detect problems and mistakes in real-
time. The monitoring of the operator is done using a multi-
camera video analysis system. By detecting difficulties and 
problems on-line and linking this to real-time operator 
feedback and video images, a vast amount of valuable 
information for improving the process and/or redesigning the 
work station is created. Until today, this kind of information 
can only be obtained through manual analyses of video 
recordings and interviews with operators, which are heavily 
time-consuming.
The developed outlier detection method is based on dynamic 
time warping. The Keogh lower bound concept was used to 
speed up the similarity measurement to enable real-time 
outlier detection. The method was validated on two different 
experimental data sets. Results show that the proposed system 
is capable to accurately detect outliers in real-time.
Further research will focus on accelerating the video analysis 
in order to evolve to a (near) real time analysis tool.  The 
vision technology and the 3D-model of the operator created 
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by the visual hull method can also be used to perform an 
ergonomics analysis of the work cycle. This would be a 
valuable extra to the system.
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���� ��\�� �� ��	� ��� ������ �� ������� �����	��� �� ��� ������^
����	�
���	 ����� �	 \���\�\ ���� ���� 	������	� �� ��� ���� 	�������
�� \�	�		 ��� \��� �����	�	� ��� ����\ 	������ \�	�����	 ���
	�������� ��\�� 	�\ �� ���	 ������ �����	 	�������	 ���
����	��^���\ �� ��� ����� 	������� �������� �����	���	 ���
\���� �� ��� ��	� 	�������

�����
�����

�� ���	 	�\�� �� �������\ ��� ��� \��� ��������\ �� ���
������ ����� \���^ ��� ����� �� �^	� ���¥� ��� \���	��
�������	 ��� ��� \��� �� ��� ��		��	 ��		��^ ��� �� ��� 	��
�����	������	 \������\ �� ��^�� �� ��� ���� ��		�^�� ��� ����
�����^ 	����	���	 ���� ��^�	����\������ ��\�� �� ����� �����
������ ���^�� �� ����� ����� ���^���� 	���\� ��	����� ��\
��� �����\�����\ ������	�� ������ ����� \��� �������^�
�¨��� ������	 ����  �¨ ���� ��		��	 ���� ���� ��� �����	�	�
��� \����	���	 ��\ ������� ����	 �� ��� ��		��	 ��� 	���� ��
��^�� �� ��� �����^� ���^�� �� � ��		�� �	 ���� ��  ��� ��

���^ ��� ��������� �����\� ¥�© �� ��� ��		��	 ���� ���^�
	���	 ���� 	��� ���� �����	 ¨��¨��� � © ������	 � �� ��
��\ ���� �© ��		��^�� 	���	 �¥��¥���

��^�� �� ���� �� �����	������	 ����� ��� \��� �	 ��������\�
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����	���	 ��\ 	��� ���� �� ��� ��		��	
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��^�� �� ������� �����	�������� �� ��		���� ��������	�

� \������\ ^���� ��� �� 	�\ �� �����	��� ��� ������� �� ��� ���
������� ���	 �	 	���� �� ��^�� � ����� ��� ���	 �����	���
��� ��� ��		���� ��������	 �� ��� ��		��	 ��\ ��� ��\�	 	��
\���\� ��� �������� ���� 	������	 �� ����^����	 ���������
��		��	 ����� �� ����� ��� 	�	��� �� � ���\��� ��\� ���\�	
� ��\ ¨� �� �� ��� �� ��� \���	 ���\�	 � ��\ ¥�� �� ����
�� 	���		 ���� ��� ��\�	 \� ��� ���� �����	���\ ���� ��� ���
���	������	 �� ��^�� �� ��� ��� ������� ��\�	 � ��\ � ����
��	���\	 ���� ��� �������\ �������� ����� ������� �������
���� �� ����������\� �� ��� ������\�� �� ���	 ������ �� ����
\����� ���	 	������ �� ��� ������� �	 ��� ���	������� ¤����
��� ���^�� �� ��� ���	������� ¤��� �	 ������������� ����
��   ��� ����������� �� ���� ����� �� ��		��	 �����^ �� ���
\�������� �→¨ �¨→�� �	 �	����� �\���	������ ��������
��� ��� �����	�	� �� ��� ������ ������	��\ �� ��� �������
����^� ��� ���	������� ¤��� �	 ���	 ���� �� ��� 	������
���� ���^�	��\ �������� ��^�� � \�����	 ��� ��		�� ������� ���
��� ���	� ���� �� �^	�� ��� ����� ����	 \����� ��� ���^��
�� ��� ��		�� ���� �	 ��		��^ ��� 	������ �� ���� ������ ��
����� ���� ��� ��	����� ��\ ��^����� ���	 ��	��������� ����
��	���\��^ �� �	����� ��\ \���	����� �������� �� ^�� ��
�\�� �� ��� ������� �����	��� ���� ��� ���	� �� � ����� ��
��	� ���� ��� �
� ������� \��	��� �	��������� ��� ��� ��
	�����ª\���	����� ���\� 	���\� ��\ ����� ����� \�	��\� �����

`��� ���� 	���	ª� ��������� �������� ��������
� → � ���� ¨��� ���� ��¥�
� → � ���� ��¨� ��¥� ����
¥ → � ���  ���� �� � ����
¨ → � �� ¥ ��¨  ���¨ ����
� ↔ � ���� ����� ����� ����

`��� ���� 	��ª� ��������� �������� ��������
� → � �¨¥�   ¨�¨��� �� ��¥ �� � ¥
� → � ���� ����� ���¨� �����
¥ → � ��¨  ����¥¥ ����� �¥�¨¨
¨ → � ����¨¨ ������ �����¥ ������
� ↔ � �����¨ ��¥��¥¥ �����¥ ¨� ��¨

����� �� ��		�� ������� ����^� ��� ���	������� ¤��� \���^
��� ��������� �����\�

���� ��� n 	���	 ���� ������� ����	 ti ��� ���� ��\ ���^�� li
�������� i = 1, . . . , n� ���� ���� l� ��� ��	��������	 �������
����� �����		�\ �� 	��� �����	 ��� ��� �	��ª��� �� ���� t �	
�	������\ �	

γ̂h(t) =
1

nh

n∑
i=1

li

l
K(

t− ti
h

), ���

���� ��� 	�������\ ������ K(t) ����^ � «��	���� ���\��� �
������ ��������� �	 ��� ���\��\�� h ��� ���	� 	���� ���	 ���
������� \��������	 ��� 	�������		 �� ��� ��	����^ �	�������
���������� ��� ����	 �� ����	� h �	 	���� �	 ��� \��� �����	�
� 	���� h ��	��	 �� ��� ���	 �� ������	�	 ��� �������� ��
��� �	������	� �� ��^�� �� �� 	�� h ���� �� � ��� ��\ ���\
��� ��� ���	� ���� � ���� �� ��� 	��ª� ���� � ������ ��
¨�¥	��ª�� �� ��� ������� ��	���� 	��� \���� 	��	�������
���� ������� ����	� ����������� �� ��� �� 	��� ���� ����� �	
	�^���������� ��		 ������� �� ��\��	�
�������� ����� � ^���	 �� �������� �� ��� ��		�� �������
����^� ��� ���	������� ¤��� �����^ ���� ��� ��		���� \�����
����	� �� ��� ��	� ���� �� ��� 	�� ���� ��� ����� ������� ����^�
��� ���	������� ¤��� ��	 � ���� �� �����¨ 	��ª� ���� ���
��^��	� ������� �����	��� ����^ ���� � 	��� �����	 �� �� ����
��	 �h = 0.5���

���	������ ��
��

��� 	�������� 	������� �����^� ������� ���¥ �	 	�\ ���
��� �������������� �� ��� 	�������� ��\�� �� ��� ��������
�������� ��������� �����	 	 �� �����	� ��\ ������� ��� ���
	��	 �� \�������� 	�������	� �� ���	 	������� �� \�	����� ���
������� �����		� ������� ������� ���	��	 ��\ ����� ������	 ��
��� ��\���

������� ����!""

��� ��������^ ���� \��� ��� ^�������\ ��� ���� ��		�� ������
��^ ��� 	�	��� ���� � ���\��� ��\�� ������� ����� \�����
	���	� 	���\ ��\ ����� ��	���\ �� 	��^ ��� ���� \��� \��������
�� ^������� ���������� 	�������	 ����� ��� ���� ������	 ���
���\���� ^�������\ ��	�\ �� ��� ����������� \�	��������	 ���
�����\ ���� ��� \���� ���	 �����	 	 �� ����	��^��� 	�������	
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KDE Bandwidth: 3600s

Mean:  311  shm / h
Max: 716 shm on 2016−08−02 15:40:51

��^�� �� ��	����� ���	����� �������� ���	� ��\ \���	����� ���^����� �������� ���	� ��		�� ������� ����^� ��� ���	������� ¤���
�������\ ���� ����� ������ \��	��� �	������	 �h = 1 ����� ��� ��\ �	���\� ����	 �����	���\ ���� ��� �	����� ��\ \���	�����

������� ����� ��� ��� �\�	��\� ����	 ^��� ��� ���� ��\ �
� �� ��� ����� ��������

�� ����� ��� ������� ��	 	������ ����������	���	 �	 �� ��^�� �
�� ���� � \�������� �����	���� λ = αλ��� ���� ��� ��������� α
������^ ���� � �� ���� ���	 ��� �� ����		��� 	���� ��������
	�\��	 ���\ ���� ��� ������� ��	 ���	�\������ ��^��� \���^
��� 	�	����� �����	 �¬��©��
�� ��������� ��	���� ���� ���	�	 �	 ��� ��\�����^ �� ��� ����
	��������� �������	� �	 \�	�		�\ �������� � �����\����\���
������� �����		 �	 ��	����\ ���� ��� \��� ���� ���� \���� ��\
������ 	��	��������	� ��� Ak(t) \����� ��� ������� �����		 ��
��\� k� �� �		�� ���� Ak(t) ������	 � ��������^����	
`��		�� �����		 ���� � �������	�������� �����	��� ��������
Ak(t) ∼ P(λk(t))� ���� �	� ��� ������������ ����	 ��� ��\��
���\��� ��\ ������������� \�	������\ ���� �����	��� λk(t)� �
��������	� ������ ������� �	 ���	�� �� 	������� ��� ��\�� �	
	�� ������� ���� 	����	 ��� ����� �� �����������^ ��� � 	����
\���	���
�� �������� ���	�	�	 �� �����������^ ���� ����\�� ���� ��
��� ��������	� �������� ��� ���� ��� ��� �����^� �����	���
��\ ���� ����������� ������� ��� �������\ ����	� ��� λ���

k,j

\����� ��� �����^� ������� �����	��� \���^ ��� j�� �������� ��
��\� k� ���� ��� j = 1, 2, . . . 24� �� ����

λ���
k,j

1

D���

n∑
i=1

D���∑
d=1

1{j−1� ti ���\ 24)<j} , ���

���� D��� ��� ����� �� \��	 �� ��� ��������� �����\ �����\�
��^ ������\	� ��\ 1{·} ��� ��\������ ������� ����� �����
���	 �� 1 �� ��	 ��^���� �	 ��� ��\ �� 0 �� ���	 �	 ��� ��� ��	��
�� ����\� ������\	 ���� ��� \���	�� ����	� ����� �	 ^���
������ ��		 ������� ��\ �� ��� ������	��\ �� ��� �����������

� � � ¥   �� �� �� �¥ �  �� ��
0

1

2

3

��� t

λ
��

�(
t)

�	����� \���	�����

��^�� �� �����	��� ������� λ���(t) �	������ ��� �	����� ��\
\���	����� ��		�� ������� �����\��^ ������\	��

���	��	 \���^ ���^�	����� �	��^ ������ �������������� ���
��	��������	 �����	��� ������� λ���

k (t) �	 ���� ���� ��

λ���
k (t) = λ���,j∗ + (t− j∗)(λ���

k,j∗+1 − λ���
k,j∗) t ≥ 0 , ���

���� j∗ ���\�\ \��� �� ��� �����	� ���� j∗ = �t ���\ �����
��� ��	����^ �����	��� ������� ��� �	����� ��\ \���	�����
������� ��� ^���� �� ��^�� �� ��	� ������� �	 ������� ¥�� ��\
  ���

���##�� ��$&��� '!�"+�!"

������� ����^� ��� ���	������� ¤��� �	 ��\��\ �� ��� �����
��������� ������� ��^��	 ��� ��	�����\ �� ��\�	 � ��\ � �����
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��^�� ¥� � 	���	��� �� ��� 	�������� ��\���

��� ������� �������\ �� ������¤� ��� ����^���� ��� ���
������	 �����	 ��� �� ����� ��� ������^ ���	 ����������
�� ��� ^� �� ����\ ���� ��		��	 ���\ �� ������� ������� \��
������ ��\ 	������^ ��������	 ����� ��� ���� ^�������\
������� ��		��	 ���� ������ �� � ��������� ��� �� ��\ ��^��
����� ��� ��� �� ��� ���� ��\ ����� ��� ��� �����\��^ �� �
���� ������� �� �	 �		��\ ���� ��� 	�����^ ������� ��		��	
�� ��� ��� �	 ���� �� �� ��\ ������	�	 �� �� ���	� ��� ���
�����^ ��		��	� �� �	 ������ �		��\ ���� ��		��	 ��� ����
��^ ���� � ������ 	���\ ����^ � ������� ��� ��\ ���� 	���\
����^�	 ��� ����\����� �� ��\�� �� ����\ ��	���� ����	� �
	���\ ����� �� � ��� �	 	�� �� ��� ������ ������^ ¤���� ��������
� ����� 	���\ �	 ��	� �		��\ ��� ��		��	 �����^ ���� ���
�� ��� \���	 �� ���� ���� ������ ��� ���� ���� �	 ���\�\ ��
������� �����^ ��������	� � 	���	��� �� ��� 	��������
��\�� �	 ^���� �� ��^�� ¥�

�!�#��'�$�! '!�"+�!"

�� �		�		 ��� ������� ������ �� ��� ��� ������� ���\�����	� ���
��������^ ����������� ���	��	 ��� ���	�\���\ ���������

 ��� ��		��	� \����	 D �� ��� ������� ��^��	�

 ��� ���^�� L ��� 	��� �����	� �� ���� ����

��	��� ��
 ��������

�� ���	 	������� �� �����	� ��� 	�	��� ��� \�������� 	�������	�
�� ���	� ���� �� ���� ������	 ���� ��� �������	 ������� ����
��	���\ ���� ��� ��������� �����\ �������� � �� ��		��	��
��^�� ¨ \�����	 ��� \���� ����	 ��� ��� ���	� ���� �� ���	
��	� ��	� 	�������� ��� ������ \���� ��� ���	 ���� �����\
��� ��	��������� ���� �� �� ��\ ¨� �����	 ��� �	����� ��\
\���	����� �������� ��	� ��		��	 \� ��� ���������� ��� �����
��^ ��\ ��� �����^� \����	 ��� ��	��������� ���� �� ��� ��\
��� �����	� �����	��� ��� ��		��	� \����	 \����\ �� ���
������� ����� ��^��   	���	 ��� ���� ������ �� ��� \�� ���
\���� ���� � ��		�� ��� ������� �� ��� �� 	��� ���� ��� �����
�^� \����	 \���^ \������ ��� ������������� � ��\ ¨ �����	
��� ��	��������� �	����� ��\ \���	����� �������� ����� ��		
���� � �����	 \���^ ��^�� �����
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��^��  � �����^� \���� ����	 \���^ ����\��	 ��� ��	� ��	�
	��������

±���� �� ^������� \��� 	��^ � ��������^����	 `��		��
�����		 ���� �����������^ ���� αλ���

k (t) �	 ^���� �� ����
���� ���� ��� ���� 	�������� � 	�������� ���� �� ��� �����
\��	 �	 	�\ �� �	������ ��� ����������� ���	��	 �� �����
� ����\��	 ��� 	�\ �	 ������ �����\� ��^�� � \�����	 ���
\�	�������� �� ��� ��� ���^�� ��� �	����� �������� �� ���
�� 	��� ���� ��© �� ��� ���� ��� ��� �	 	������ ���� ����
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ABSTRACT 

Electric buses in public transport are increasingly being put 
into operation. Although batteries with large capacities are 
available, at least one charging point must exist. Especially 
buses with smaller batteries need a well-designed charging 
infrastructure. Planning an optimized charging infrastructure 
is an elaborate and time-consuming optimization process. In 
the end, no bus is allowed to give up its service due to the 
lack of energy, which is checked by simulation. A successful 
simulation for the maximal layout of a charging network is a 
prerequisite for the existence of at least one solution. Under 
this condition, an optimizer minimizes the number of charg-
ing stations with respect to a successful simulation and a
minimal value of a given objective function. 
The developed optimizer, based on a Branch and Bound 
algorithm, solves this integer problem with a specific heuris-
tic. This optimizer will be used as a central component of a
planning tool for bus companies, energy providers and urban 
planners. 

INTRODUCTION 

The operation of electric vehicles in public transport reduces 
environmental impacts. Running a fleet of buses requires a
well-designed charging infrastructure, which has to take the 
requirements for the electricity network into account. Big 
batteries with an overnight charging or medium sized batter-
ies with a rapid charging concept produce unwanted power 
peaks. An infrastructure, which supports the power grid, 
requires an appropriate amount of charging stations with the 
aim to spread the load in space and in time. 

Many publications about the planning problem for charging 
infrastructures deal with non-public urban transport, e.g. 
(Frade et al. 2011; Kuchshaus et al. 2012; Chen et al. 2013). 
An overview of optimal planning for charging stations is in 
(Zheng et al. 2014). That work deals with stochastic models 
with the focus on the grid and does not meet the specific 
characteristic of public transportation, which is timetable 
driven. The complexity of the planning process for charging 
infrastructure is analyzed in (Lam et al. 2014) and it shows 

that it is NP complete. Due to this result, any planning algo-
rithm of practical relevance is an approximation. (Olsen and 
Kliewer 2016) extend a vehicle-scheduling problem by 
charging models with different battery characteristics. They 
find that in a very often used operation range a linear ap-
proximation of the battery characteristic is sufficient. 
(Buechter and Naumann 2016a) and (Buechter and Naumann 
2016b) used this approach in an optimizer that is based on 
linear programming and simulation. This optimizer solves 
the problem for linear behavior of all components but with a 
huge demand of memory. It is limited to about 100 buses and 
1000 bus stops, which is too less for many applications. 
(Espinouse et al. 2000) introduce a simulator driven optimiz-
er based on branch and bound, which is very specific for job 
sequencing and vehicle dispatching. In our problem, there is 
no need for sequencing but many potential solutions are not 
feasible. 
The central focus of this paper is on public transport with 
electrically driven buses. The charging infrastructure must 
comprise bus stops, which are equipped with charging de-
vices. The task is to select those bus stops, which must be-
come charging stations. 
This work is part of the project ‘MENDEL’ (Trumpold et al. 
2017) that is funded by the German government. 

Figure 1 shows an example with six bus stops and two buses. 
Bus stop 1 is already a charging station and bus stop 5 is 
excluded from upgraded for charging by the planner. The 
other bus stops  are candidates for additional charg-
ing stations. 

Figure 1: A Tiny Planning Problem 

It is obvious that at least one stop from  must belong 
to the solution set in order to charge the second bus. The 
planning algorithm calculates the best choice of bus stops, 
which guarantee a continuous operation of all buses. Figure 
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2 shows a possible result for this example. Only one addi-
tional charging station at bus stop 4 is required. 
The currently implemented planning process minimizes the 
costs for investment. An extension for other e.g. technical 
aspects like minimal time for overlapping charging of differ-
ent buses is possible. 

Figure 2: Solution for the Tiny Planning Problem 

The optimizer is based on a Branch and Bound algorithm 
with a heuristic also useable for solving analogous problems. 

This paper is structured as follows: The first section intro-
duces the problem and describes the objects and their inter-
action and properties. Based on this, the following sections 
describe the simulation and optimization models. Finally, we 
present some results and give an outlook for the further 
work. 

PROBLEM DESCRIPTION 

The optimization model as well as the simulation model
requires a system model. The relevant physical objects, 
which the system model takes into consideration, are buses,
ways, bus stops and charging stations (1).

(1) 

The transportation network consists of bus stops  and ways 
. A way is a sequence of roads connecting two bus stops. 

The corresponding mathematical model is a directed graph 
. The nodes  represent the bus stops and the 

edges  represent the ways each connecting two bus stops.
Each way is attributed with length  and average values for 
drive time  and energy consumption . 

Buses can charge at those bus stops on their routes, which 
are equipped with a charging device. There are some limits 
for available power, power transfer and battery energy 
(Table 1).

Table 1: Power and Energy Limits for Buses and Charging 
Stations 

Bus Charging
Station

Max. charging power
Base power consumption
Min. battery energy
Max. battery energy

Max. power offer

Batteries have limited charging power. This limit can be 
individual for each bus ( ). The charging devices have 
a maximal output power. This limit can be individual for 
each charging station ( ).
If a bus stop is equipped with a charging device, it becomes 
a charging station . The estimation of  is part of the 
optimization model, which is introduced in the following 
section. The system model also describes the charging be-
havior of the batteries depending on specific characteristics.  

According to their schedule buses drive on ways from one 
bus stop to the next. Details of the ways, such as junctions 
and traffic lights, are not taken into consideration. All buses 
operate cyclic over time. At the end of a cycle all buses are 
at their start position again. The cycle time is one day typi-
cally. At the beginning of a cycle, the batteries have an ini-
tial charge  and to the end, they must still have a residu-
al charge of that is often smaller than the initial charge. 
This energy difference can fed at a depot 
during the operating pause, but this is not considered here. 
For a complete cycle, the buses need an amount of energy 
that consists of the traction energy and the base energy. The 
traction energy consumption for each way and for each bus 
is given in a matrix . Additional to the traction 
energy there is a base load for e.g. air condi-
tion, lightning and heating as a power request for each bus. 
Figure 3 shows a typical graph for the battery charge over 
time. 

Figure 3: Energy for One Bus Arriving at Bus Stop 1 at 
Starting at  and Driving over Way 1-2 to Charging Station 

at Bus Stop 2 

The buses’ charging controllers may make full use of the 
energy offer or even in part. Less charging power is prefera-
ble to reduce power peaks on the grid and to save battery 
life. 

SIMULATION MODEL 

The simulation model is deterministic and works on a set of 
charging stations  and the maximum power , which 
they can deliver. At the beginning of simulation, all buses 
are placed at their initial bus stop, the battery energy is set to 
the initial value  and the simulation clock is set to the 
start time . 
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The simulator runs event driven. There are two types of 
events: Departure from a bus stop and arrival at a bus stop. 
When an event occurs, the charging states of the batteries are 
updated and some data is collected for later evaluation. The 
energy of the batteries must always be in a range between 

 and 
There are two different simulation modes: Full simulation
and embedded simulation. Full simulation collects many data 
while running and it does not stop until all trips will have 
terminated. If the battery’s charge of one or more buses falls 
below  and even if one or more batteries are temporarily 
in a negative charging state, which is physically impossible, 
the simulation process continues. The purpose is to find 
bottlenecks manually e.g. by analyzing some plots of battery 
charge versus time or battery charge versus number of charg-
ing stations visually. 
The embedded simulation acts strictly. If at least one bus’s 
energy falls below  then the simulation stops and returns 
a degree of progress. This degree in a range  is a meas-
ure of the feasibility of the set of charging stations. The op-
timizer uses this mode internally thus reducing the computa-
tion time significantly.  
When a bus arrives at a bus stop the energy consumption for 
the drive from the previous bus stop is to calculate and to 
subtract from the current bus’s energy . For a more sophis-
ticated model it is not only a subtraction but it also follows a 
specific nonlinear battery characteristic. The precision of the 
model is up to the requirements. The energy demand de-
pends on the type of the bus, the driven way and the drive 
time for this way. The consumed base energy is given by  

. 
When a bus leaves a bus stop, the battery energy is reduced 
by the base energy which is .  If the bus stop is a 
charging station then the calculation of the power flow is a 
bit more complicated. Arriving at those bus stops the charg-
ing process starts if the bus’s battery energy has fallen below 
a given value and if the stop time is greater than the set-up 
time for connection plus the set-down time for disconnec-
tion. During the stay at a charging station the charging de-
vice delivers the base power and the charging power. The 
transfer power  is the minimum of the power offer 

 from the charger and the maximum allowed charging
power  of the battery and the base power  (2). 

 (2) 

The power flow  for charging can be negative if the 
charger does not deliver enough power to satisfy the base 
power demand. 

SIMULATION BASED OPTIMIZER 

The aim of the optimizer is to estimate from a given set  of 
bus stops a subset  of charging stations which minimizes 
the value of the objective function  under the constraint 

. See (3) for the problem definition. 
Let the function  express a value for the feasibility of 
the set . The solution is feasible if . Otherwise, 

 is a measure for the benefit of . The better the feasi-
bility the more suitable is the vector . 

The condition for the existence of a solution is the feasibility 
of the origin set (4) 

(3) 

(4) 

(5) 

The objective function reflects very often the economic 
costs. However, other aspects like urban planning factors, 
risks or technical efforts could be considered too. Both, the 
objective function  and the simulator function  are 
monotonic (5) which is given in the context of the planning 
problem. If more charging devices are installed then the 
costs increase but also the feasibility of the system increases. 

There are some specific requirements for the infrastructure 
planning process. Some charging stations may already exist 
and some bus stops cannot be equipped with charging devic-
es. A second requirement is a short run time for the optimiz-
ing process. The problem is NP-hard and without any heuris-
tics, the run time of any implementation would be unac-
ceptable. The following paragraphs present a solution for 
these problem specific requirements. 
A simple solution is to set the costs for existing charging 
stations  to zero and those for the excluded bus stops  to 
infinity.  However, in order to reduce the solution space it is 
better to give the set  and the set  in advance. These sets 
are defined in (6) and (7) shows the influence to the resulting 
set . 

 Y,       Y,      (6) 
(7) 

The reduction of the problem size has a significant influence 
on the run time. It is applicable to many real bus systems 
because many bus stops are not suitable to become a charg-
ing station. 
The optimizer is based on the Branch and Bound algorithm 
(Algorithm 1). The lower bound is given by an objective 
function for invest for feasible sets of charging stations, 
which are selected. Real world problems cannot be opti-
mized in an acceptable run time without any heuristic.  

Algorithm 1: Branch and Bound principle
Input:
Output:
1:

3: initialize queue 

while not

8: if
9:

10:
11: elseif
12:
13: endif 
14: endwhile 
15: return (
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It depends on the access strategy of the queue how the solu-
tion set develops. Three basic branching strategies are very 
common: 

 First In First Out: The search tree is developed in the 

breadth first (BFS). The implementation of the queue 
has the semantic of a sequential queue (FIFO). 


 Last In First Out: The search tree is developed in the 
depth first (DFS). The implementation of the queue has 
the semantic of a stack (LIFO). This strategy is often 
implemented by recursion, which uses implicitly the call 
stack of the runtime environment.  


 First In Best Out: The search tree follows always the 
best candidates first (BestFS). The implementation of 
the queue has the semantic of a priority queue. 

The optimizer for the planning process uses a combination of 
all three basic strategies. It starts with a breadth search and 
puts the results in a priority queue with a limited capacity .
This reduces the search space significantly but with the risk 
for losing the solution for the global optimum. The priority is 
calculated as the relation between the feasibility and the 
costs of the current selected subset. This is a measurement 
for the use costs relation, which finally represents the selec-
tion strategy. 
The next step is a recursive invocation of the optimizer for 
all entries stored in the priority queue, which corresponds to 
a depth search (Algorithm 2). If a solution exists, this ap-
proach finds always a first result with an upper bound of run 
time. The maximal number  of nodes to develop for a first 
solution for a cardinality  of the set of bus stops is 

(8) 

The complexity for finding a first solution is . Longer 
run time can improve the result. 

Algorithm 2: Optimizer with the specific heuristic

SOFTWARE ARCHITECTURE 

The implementation follows the Object Oriented paradigm 
and comprises three packages: 
(1) The problem independent package optimize: This pack-

age contains interfaces for the simulator and for the ob-
jective function and an implementation of the branch 
and bound optimizer. Up to here there is neither prob-
lem depending code nor data types. 

(2) The project specific package mendel: This package 
implements the problem depending simulator and objec-
tive function. A specific constructor extends the opti-
mizer. 

(3) The package for the application layer isp for the infra-
structure planning: This package includes a graphical 
user interface and a server for remote access to the plan-
ning process as a service. 

Figure 4 shows a class diagram for inheritance and associa-
tions between classes. 

Figure 4: Class Diagram for the Planning System 

The Branch and Bound optimizer runs in an own thread 
which starts a scalable number of additional threads to dele-
gate subtasks when a new branch is generated. 
This structure is important for applying the theoretical idea 
to other optimizing problems within the same problem class. 
Some callbacks allow following the optimizing process, 
which is very useful for first tests of new applications. 

RESULTS 

The introduced algorithms are implemented in pure Java. For 
first tests, artificial data form a model generator were suffi-
cient. Next results came from investigations with bus opera-
tor companies in Germany and in Poland. Current work is on 
a medium sized model for the city of Braunschweig, Germa-
ny. This model consists of 1153 bus stops, 1758 ways and 
230 buses. 
All optimization were done on a Windows 7 System running 
on an Intel(R) Xenon(R) Hardware at 2.4 GHz and 8 Mbyte 
of Memory. 
Figure 5 shows the number of analyzed nodes per second 
and the number of simulator calls per second. The plot of the 
graph begins, when the first solution was found. At this 
point, a lower bound is available. This lower bound reduces 
the search space and the number of simulator calls. The 
number of processed nodes per second increases. 

Input:

Output: Optimal set of charging stations 

5: // breadth-first search
6: for all
7:

if

if           // the solution is feasible

else

endif
endif

18:
19: endfor
20: // depth-first search
21: while 
22:
23: endwhile 
24: endfunction
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In the beginning and after finding a good solution, the run 
time of the simulator is very often short because of an abort 
due to the lack of energy. 

Figure 5: Number of Analyzed Nodes per Second and 
Number of Simulation Runs per Second versus CPU Time. 

Figure 6 shows the number of charging stations and the costs 
versus CPU time. Both values have the same progress be-
cause the cost for building  charging stations at different 
locations do not differ very much in this example. After 
approximately 360 s, a solution is available which does not 
improve significantly when the optimization continues. 

Figure 6: Number of Charging Stations and Costs versus 
CPU Time 

This approach solves the planning problem for charging 
infrastructures. It runs quick and delivers results for practical 
use. Nevertheless, some improvements could be made to the 
optimizer. A dynamic length of the priority queue could keep 
the solution space small and investigate more candidates of 
interest. All nodes with feasibility to costs relation (see Al-
gorithm 2, line 15) which are better or close to the already 
queued best candidates will be put into the queue. An adap-
tive algorithm should control this dynamic behavior. Another 
task is parallelizing the optimizer in order to reduce the 
computing time and to use more than one processor kernel. 
The limits of earlier solutions (Buechter and Naumann 
2016a) and (Buechter and Naumann 2016b) are expanded.
Now, applications with of more than 1000 buses and more 
than 10000 bus stops can be solved. 

CONCLUSIONS 

The problem of planning a charging infrastructure for elec-
trical driven buses is solved by a simulation driven branch 
and bound algorithm. The simulation controls the selection 
process and the lower bound is given by an objective func-
tion. 

For further development, charging on the road with energy 
supply by pantographs or inductive energy transfer could be 
integrated in the simulator. As an advantage of the chosen 
software structure, this does not affect the optimizer. The 
optimizer only works on sets without any problem specific 
semantics. The simulator then works with a set of ways in-
stead a set of bus stops.  
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���� (x, y, q) �	 �	������\ �� 	��^ �� ��������� 	������� 	���
�� ������	� ��� ����������� ���� ��� ��	� �����^ 	������� �	
���\� ���	 �����\�� �	 �������\ M ����	�
�����^� ��� 	���� ��	�����	 ���	 �����\�� �	 ���� ����������
��� ���^� ��	�����	 ��� �����\�� ������	 ��������������
���� \����\��^� �� ��� ���� 	������	� �� ���� \�	�		 ���
��� ��^������ ��� �� �\����\ 	� ���� ��� ��	� 	�����	��� 	���
���� ��� �� ���\ �� ���	������ ����� ���	�� �� ���� \�	�		
��� ��������� �� ������^������ ��� ���^� ��	�����	� �����
�� \�	�		 ��� 	�������� �����\��	 �� ���������� ��� ��^��
����� ��\ �� ��	�� ���� ��� ��	� 	�����	��� 	������ �	 ���\�
�������� �� ���	��� ��� ��� ������^�������

���'!7��9 �# &;! ���6��<���&;'

�� ��� ������^������ �� ������� �� ��� ���� � ��� 	���	 ���
������\ ���	��������� � \�	�\�����^� �� ���	 �������� �	
���� ���������� ���� ��� �� 	���� �� ������ ��	��	 ���� ���

�����\� ������ �� ��� 	��	 ���\ �� ��� 	��� �����^ 	�����
���� ���� ����� ������� ����	 ��\ �	������\ ��	� ���� �� ���
	���� �� �����	� �� \������	� ��� ������^������ ����
����� ���	�	� ���	� �� ^������� M 	�����	��� 	������	 ��	�\
�� � 	���� 	������� 	��� ����� �� ������¤� ��� ������� ����
�	 q �� ��� M ′ ≤ M ���� �����^ 	�������	� �������� ��
	����� ��� ��	� �� ��� M ′ 	�����	��� 	������	 (x, y, q)�
�� �������^��^ ��� ���������	 �� ��� ������^������ ��
����\ 	���\��^ ���������� ���� �� �\������� ��	�	� ��� ^���
�� ���������� ���� ���� �� \��������\ �� ���	�	 ��� ��\
������ �� ��� ����� �� ���� �����^ 	�������	 M ′ �	 ���
	������ ���� M � ���� ��� 	����\ ��\ ����\ ���	� ���� �� ����
��������� ���� ��� M �����������	 �� 	���	 ��� ��\ ����� �� ���
������^������ �� ������� �� ��� ���� ��

�!�!�&��$ �# &;! �!"& �+&�$< �9!�!&�$"

��� ����� �� ���� �����^ 	�������	 M ′ \����\	 �������
��� �	����	 �� ��� 	�����	��� �������� ��� 	�¤� �� ��� ��	�����
���� ����� �� ��������	 ��\ ��� �������^ ����¤��� ��\ ���
����� �� 	�������	 �� ��� 	������� 	��� �� ����� � �� �����
��� �	 ^���� �� ����� ��� 	�����	��� 	������	 ��� ������\ ���
\�������� ��	����� 	�¤�	 ��\ \�������� 	������� 	�� 	�¤�	� ���
����� ����������� ��� ����� �� ���� �����^ 	�������	 �	
^�����

����� �� ��� ±���� �� ����� ³����^ ��������	�

�������� ��� ��¤�
� � ��

»³�������	
�� �¨ ¨ �
�� �¨ �� ¥
�� �¥ �¥  

����	� ��� 	�����	��� �³`� �	 ���� ������� �� 	���� �� ���
�������� ��� ���^�� ��	�����	� �� ���� 	� �	� ��� 	������� ��
��� ������� 	������� 	�� N � �� ^������ ���	 ���� ��	�� �� ����
�����^ 	�������	� ���	 �	 ��	� ��������\ �� ��� ��	��	 �� ���
��� �� ���� �� ���	� �����^ 	�������	 ��^�� ������� ���� ���
��� ��������� 	�������� �� ��� ���� 	������	 �� ��� 	�����	�
��� �������� ���������� �� �����	� �� �\\ � 	�������� 	���
�� ��������� ���	� �����^ 	�������	 ������� ��� ^���������
�� ��� M 	�����	��� 	������	 ��\ ��� ��	� �� ��� �����\���
�� ��� 	�������� 	��� �� ���� �	������ ��� ��	� �������� ��
���� �����^ 	�������� ��� � ��������� �����^ 	������� (x, y)
��� 	�������� �� ��� ���	��	��^� 	������ (x, y, q) ��	��	 ��
�� ���� ���\ �� ��� ��	� �� ��� ������� 	�����	��� 	���
����� ĝ (x, y, q) ≥ ĝ (x, y, q∗)� �� ��� ����� ���\� ��� 	���
������ �� ��� �����^ 	������� (x, y) �� ����� ��� q ����	
��� ��� ����\� �� ������¤�\ ��� ����� 	������ ��	��	 �� �
����� ���\ �� ��� ��	� �� ��� ������� 	�����	��� 	�������
ĝ (x, y, q∗) ≥ ĝ (x, y)� ��� ����� �����^ 	������� �� ���
���� ��	 �� �������� [ĝ (x, y) ; ĝ (x, y, q)] �� ����� ��� ��	� ��
��� ������� 	�����	��� 	������ ���� ���� �� ������� �� ���	�
��������	 �	 ^���� �� ��^�� ��
��	�\ �� ��� ��������	 [ĝ (x, y) ; ĝ (x, y, q)] �� ��� ������
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ĝ(x1, y1) ĝ(x1, y1, q1)

ĝ(x2, y2) ĝ(x2, y2, q2)

ĝ(x3, y3) ĝ(x3, y3, q3)

��^�� �� ��� ��	� ��������	 �� ����� ³����^ ��������	

���� �� ��� �����^ 	�������	 (xj , yj) �� ����� ��� �����
���\ �� ��� �������� �	 ��^��� ���� ��� ����	� ���� ���\�
ĝ (xj , yj) > ���i{ĝ (xi, yi, qi)}� ����� ���	 ������������ ��
��� ������� ��� �����\�� ���� ��� ��������^ M ′′ ≤ M ′

�����^ 	�������	�
��� ��� ������� �� ��^�� �� �� �	 ����� ���� ����� 	��������
���� ��� 	�����	 ��� ���	� �����^ 	������� ��� ����� ���\��
��� ������� ���	��	��^� 	������� ��	� ���	 �����^ 	�������
���� �� ���������\ ��� ��� ��	� �� ��� �����\���

�!�!�&��$ �# &;! ��&�'�� ���+&��$

��� ��� M ′′ �����^ 	�������	 ���� ������ �� ���������\� ��
������¤� ��� ������� ����	 q 	��^ � 	������� 	�� �� N ′ 	���
�����	� �� ��� ������^������ �� ������� �� ��� ���� � ���
��	� �� ��� ��������^ M ′′ ���	��	��^� 	������	 �	 �	������\
	��^ �� ��������� 	������� 	�� �� N ′′ 	�������	� ��� ����
��	���� �� ���	 �������� �	 ��� ���^� 	���\ N ′′ �� 	� ���� ��
�	 ������ ���� ��� ��	� 	������ �	 ������� ���	��� � 	���� 	���
����� 	�� N ′′ ��	 � ��^��� ������ �� 	�������^ � 	���������
	������� ����� � ���^� 	������� 	�� ���� �� ��������������
���� \����\��^�
�� ���� ���	� ��� �		�	� �� �����	� � 	������ �����\�� ����
\���������� ���������	 	������	� �� �� 	������ �����\��
�� ���� 	���������� 	������ ��� ��	� �� ����� ���	��	��^� 	��
������ ��� ����� 	������ ��� α������\���� �������� ��� ��
��������\� �� 	� ��� ��\����	 � \�	�������� �	 ��� ��������
���� t∗ ��� �� �����\���� ���������

(
g (x, y, q∗)− t∗

s√
n
, g (x, y, q∗) + t∗

s√
n

)
����

�� ��� ����� ���\ �� ��� �����\���� �������� �����\	 ��� ��
��� ���\ �� ������� �����\���� �������� \���^ ��� 	�����
����� �� ���� ��������� ���	 	������ ���� ������ 	���������
�� ������� �� �� �������� �	 	���� �� ��^�� �� ��� ��©�
�����\���� ��������	 �� ��� ��� 	������	 ��� ��\�����\� ��
��������� ���� ��� �����\���� �������� �� ��� ����� 	������

\��	 �� ���^�� ������� ���� ��� �����\���� �������� �� ��� ���	�
	������� ¡����� ���	 	������ ��� �� ���������\ ��� ��� ��	�
�� ��� 	��������� ���������� ��� ����\ 	������ ��\ ��� 	����\
	������ ��� �� ���������\ ����� �¨� ��\ ¥�� ���������	�
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��^�� �� ��������� `����\�� �� ��� ��	� �������

�� 	��^ ��� α������\���� ��������	 ��\ ����������^ �������
�	���^ 	������	 ����� �� ��� �����\��� �� ��� ���� �� ���\ ���
��	� 	������ ���� � ��^� ����������� ��\ ����� ��� �������
������ \����\	 �� ��� �����\���

�����"!= ���6��<���&;'

�� ���� ��� �������� 	���� ��� �����	�\ ��^�������

��<���&;' > ������^������ ��� 	�����^ ��� ��³`�
���+ ]$ ��� m = 1, . . . ,M � ����� ��� ����������� ��� �
���\�� ^�������\ 	��������
���+ !$ ����^ ��� M ′ ���� �����^ 	�������	� 	�����
��� M ′′ ≤ M ′ ��	� 	�������	 ��	�\ �� ����� 	������\ ��	�
�������� [ĝk(x, y); ĝk(x, y, q)]�
���+ ^$ ������¤� ��� ������� ����	 q �� ��� M ′′ ��	�
�����^ 	�������	 	��^ 	������� 	�� N �
���+ `$ ����������� 	������ ��� M ′′ ���	��	��^� 	������	
(x, y, q) ��\ ��������� ���� ��� 	������ ������	�

�� ��\�� ��� �������� �� ��� 	�������� 	���	� ���� � ��\
���� �� �� 	� ������ ³��\�� ±����	 ��\ ����������
�������	�

�?��������� ��	���

�� ������� ��� �����	�\ ������^������ �� ���\���\ ���
��������	 �� � ��������� 	�� �� �� ��	�����	 ��������� �� ���
����¨��� �� ����� � �� ������� ��� ����������� �� ���
���	����\ ������^������ ���� ��� 	������ �����\�� ��
������� �� ��� ���� �� ��� ��	� �� ��� �������\ 	�����	��� 	��
����� ��\ ��� ���������� ���� ��� ^�����
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����� �� �������	�� ������� ��� ��� ������^������	

��	����� ������� �� ��� ���� � ������^������
���� ���� �	� ���� ���� �	�

��	�� ¨¨��¨� � ��¨ ¨¨�� � ����
��	�� �¥����� �¨��¨� �¥����� ����� 
��	�� �������  � ��� ������� ����¨�

��� 	������ �����\�� �� ������� �� ��� ���� � ��\ ��� ����
	����\ ������^������ ���\ ��� 	��� ������� 	������	� ���
	���� \���������	 �� 	������ ����	 ���^����� ���� ��� 	���
������ �� ��� ��	� �� ��� ������� 	������� �� ����	 �� �����
������ ����� ��� ���	����\ ��^������ �	 ��� ��	��� ���� ���
�����\�� �� ������� �� ��� ���� ��
��� �����������		 �� ��� ��^������ �	 ������ \����	�����\ ��
����� �� �� ��� 	����\ ��\ ����\ ����� ��� ����� �� ����
�����^ 	�������	 �»�³�� ��\ ��� ����� �� ���������\ ����
��^ 	�������	 �»�³�� ��� �������\� �� ��� ������ ����� ��\
	���� ����� �� ��	��������� ������ ��� ����� 	������ ����
����� �	��� ��� 	�������� ���� �� 	��� � ���1 �	�� ��\ ���
�����^� ������¤����� ���� �� 	��� � ���� �	���

����� �� 
������\ `���������� ³�	��	

��	����� »�³� »�³� ���� �	� ��1 �	� ��� �	�
��	�� ��  ��  ���� ��¨� ����
��	�� ���� ��� �����  ���� ��� 
��	�� � �� ��  ����¨� ����� ��¥�
��	�� ���¥ ¨�� ¥����� ���¥� ���¥�
��	�� �¨�¥ ��¥ � ��� � ����¥ � �  
��	�� ���� ��� �¨�¥��� ����¨  ���¥ 
��	�� ���� ���� �����¥� ������ �����

�� ��	���� ���� ��� ����� �� ���� 	�������	 ������	�	
����\�� ���� ��� 	�¤� �� ��� ��	������ ���������� �� �	 �� ^����
���������� �� ��������� ��� �������	���^ �����^ 	�������	
����� �� ��� �����\��� �� 	�������^ ��� ��	� �������� �� ���
�����^ 	�������	 �� � 	���� 	����� �� ��� ���� �� ���������
��© �� ���� �� ��� �����^ 	�������	 ��� ����� ��	������ ���	
���	�\������ ����������	 ��� �����\�� 	���� �� \� ��� ���\
�� ������¤� ��� ������� ����	 �� ���	� 	������	 ��\ ���� ���
��� ���	�\���\ �� ��� ����� 	�������� �����\���

�����	����

�� ���	 ������ �� ���	����\ �� ��������� 	������ ��� ��� �����
��¤����� �� � ���^��	���� 	�����	��� ����������³����^ `����
��� ���� ����		�������� �� �� 	������ �����\ �� 	� ���
	�������� 	���	 �� ��\�� ��� ������������ ��\�� �� � 	���
��� �����^� ������������� ��^������� ��� ������������ ���
	��	 \����	����� ��� �����������		 �� �� 	������ �����\��
��� ���� 	���� ��\ ���^� ��	�����	�
���	 ���� ����	 � �� � ����� �� ������^�� �����	���	�
��� �� ��� \�������	 �� ���	 ����� �	 ��� ^��������� �� ����
��^ 	�������	 	��^ ����� ������¤����� ��������	� ¡���	���
����� �\\��		��^ ���	 ������� ���\ 	�^���������� ����������

��� �����\��� ����������� � �������	�� ������� \��������
��\����^ ���������	 �� ��� ��³`� ���\ �� ������	���^� ��
���	 ����� ��� �����^ ��\ ������� \���	���	 ��� ���	�� �	
���	��	��^� \���	���� ¡������� ������� \���	���	 ��� ��	�
�� \�����\ �	 ����	 ��� ����� ���\�\ 	������ ������ ������^
��� \����� ��� � �������	�� ��^�� �����\� 	��� ��	�^��	
��� ��^�	���	 ����^��	�

��������

��\��		�� ¡�´ ¡��� ��´ ����	����	�� ��´ ¡�	�� ��´ ��\
�¼������^�� ��� ����� �����	��� ��+���� �� ����	���	�
��	���\ ������� �����	� �������� �� 	������
���+���	� @ �+�	����� >����	��� �¨� ��� �� ����µ���¥�

�������� ��´ �����¤¤� ��´ ������� ��´ ��\ ������¤� �����
���¨� * �	���������� ����	���� ��	 � ����	�������
�����	��	����� +	������ �	��+�	����� ������� ���
��� �� � �µ����

����	���	 
� ��\ ��� ��� ����� ��� +	��� �� 	���������
�+�	����� >����	��� ��� ��� �� ��µ���
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ABSTRACT 

An inventory system containing uncertainty in demand 
during lead-time requires to determine a safety inventory 
for re-ordering. Many textbooks on inventory control 
propose to use a Normal distribution for describing the 
demand  during lead-time. Based on the knowledge of the 
standard deviation and on the distribution assumption, the 
safety inventory is calculated, given a prescribed customer 
service level. In case the real distribution is different from 
the Normal distribution, errors in the obtained service level 
may occur and, by this, also in the incurred cost. In other 
disciplines other risk measures than the standard deviation 
have been used. One of these is the concept of semi-
variance. This research investigates whether the use of 
semi-variance is a valid alternative for the standard 
deviation in the determination of safety stock. The 
investigation is tested on compound Poisson distributed 
lead-time demand. 

INTRODUCTION 

Inventory management is confronted with various 
types of risk: uncertainty in demand, uncertainty in delivery 
time, uncertainty in quality and quantity of the goods 
delivered, and deterioration of perishable goods, amongst 
others. A literature study by Tang and Musa (2011) show 
that most academic articles focus on risk in material flow. 
They also state that there is a lack of models analysing the 
risk associated with information flows. Many academic 
articles deal with traditional inventory control models 
studying these models under particular conditions or 
incorporating additional consideration into the established 
models (Williams and Tokar, 2008). Berman, Krass and 
Tajbaksh (2011) investigate inventory pooling in a multi-
location network, more specifically the sensitivity of the 
cost reduction to the variability in demand and to the 
number of locations being pooled.  
Companies wish to offer a high service level to their 
customers. This means, when an order arrives, they want to 
be able to deliver the goods from stock without delay. 
To protect them from this risk, companies hold extra 
inventory, called safety stock. They have to make decisions 

on the level of safety stock. A trade-off exists because 
higher levels of safety stock increase the service level to the 
customers but also increase the cost of holding that stock. 
Consider the case of uncertainty in demand during lead-
time. Most textbooks, but also most research in inventory 
management, base the determination of level of safety stock 
– given a predefined service level – on the standard 
deviation of the demand distribution as a risk measure. 
Inspiration for alternatives may be found in the world of 
actuarial mathematics. The mathematics of non-life 
insurance deal with risk of claims. The role of a safety 
stock against variability in demand in inventory 
management is taken over by a premium in the insurance 
business to compensate for a set of claims. Premium 
calculation principles make use of a measure of risk. 
However many more principles are used in actuarial 
mathematics compared to those used in inventory 
management. Next to the standard deviation principle, some 
examples of other principles are: the expected value 
principle, the maximal loss principle, the semi-variance 
principle, the zero utility principle, the Swiss premium 
calculation principle, the Orlicz principle and the Esscher 
principle (Goovaerts, de Vylder and Haezendonck (1984). 
In this research the focus lies on the semi-variance principle 
for reasons to be explained further on. 
The demand during lead-time (DDLT) mostly is stochastic,
so the companies take the option of holding safety stock. 
The company decides on the level of safety inventory based 
on the probability of an out-of-stock event or on the 
expected number of units short while being out-of-stock. 
For this decision, the probability distribution of the DDLT 
needs to be known. Most textbooks and software assume 
that the DDLT follows a Normal distribution. An estimate 
of the mean and variance allows for the determination of 
the safety inventory, given the risk that the company would 
like to accept.  
But in reality the DDLT does not always have the 
characteristics of a normal distribution: the distribution is 
not always unimodal and it is not always symmetric. This 
fact might lead to wrong and costly decisions. This paper 
investigates whether the choice of the ‘standard deviation 
principle’ is part of the problem leading to wrong decisions 
and whether another principle, the semi-variance principle, 
is more robust or not towards deviations from the shape of 
the Normal distribution. 
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In this study a compound Poisson distribution is chosen as 
an experimental basis. Compound Poisson distribution have 
appeared many times in literature as will be explained in 
the literature review section. Further it will be explained 
that, if the Poisson process is compounded with a uniform 
distribution, a wide range of distributions showing different 
values of skewness and kurtosis measures can be obtained. 
In such a way the value of the semi-variance principle can 
be investigated for various shapes of distributions but 
within the same family of distributions.  

LITERATURE REVIEW

Several studies have shown that the shape of the 
demand distribution during lead time has an important 
influence on this decision and might lead to either wrong 
decisions in terms of service levels or will lead to higher 
costs than expected. It is not the intention of this paper to 
give a review on studies which investigate the 
consequences of Normal distribution assumptions while 
they are not valid. However, a few papers will be 
highlighted as they are of direct relevance to this study.
Lau and Zaki (1982) note that mean and variance are not 
sufficient for safety stock calculation, but also skewness 
and kurtosis should be accounted for. Bartezzaghi et al. 
(1999) show a significant impact of the shape of the 
demand distribution on the service level, based on a large 
set of experiments. Furthermore, Käki et al. (2013) show 
the impact of the demand distribution shape on 
replenishment, based on experiments with qualitative shape 
characteristics (normal, positively skewed, negatively 
skewed, and bimodal). 
Sometimes, it is even an unreasonable assumption that the 
demand obeys a known distribution. In such a case, for with 
some agricultural products, an inventory replenishment 
policy has been proposed on the mean of the distribution 
only (Chen et al., 2016). In Janssens and Ramaekers (2011) 
an approach has been developed to obtain the reorder point 
based on the knowledge of the range, mean and variance of 
the demand distribution only, which is the same 
information as required for the use of the normal 
distribution (as many times used in commercial software). 
In this study it is assumed that the demand follows a 
compound Poisson distribution. The use of such a 
distribution is not new and rather well established. 
Important early papers on inventory management using the 
compound Poisson distribution as a distribution for demand 
during lead-time are Archibald and Silver (1978), 
Federgruen, Groenevelt and Tijms (1983), Richards (1975) 
and Thompstone and Silver (1975).

PROBLEM FORMULATION  
 

The intention of this study is to investigate whether the 
semi-variance principle offers a valid alternative for the 
standard deviation principle for calculating the safety stock 
and under which conditions it is or it is not. In this section 
first the concept of semi-variance is explained and then 
more elaboration is done on the shape of a compound 
Poisson distribution. The former section is, for the greater 

part, based on Ramaekers, Merkuryeva and Janssens (2017) 
but repeated here for easy reference and notations. 

The Concept of Semi-Variance 

The demand during lead time (DDLT) is expressed as 
a random variable X which follows a probability 
distribution with density f(x). The cumulative distribution 
of X is written as F(x) = Prob{ X <= x}. The expected 
value of the DDLT is written as: 

   

and its variance as: 

  

The variance may be split up in two parts defined as: 

  
with

and

The formula (5) is called the (positive) semi-variance which 
also might be rewritten as 

Formula (6) mostly will be estimated by means of the 
sample semi-variance, defined as 

  

where 
   

The mean is estimated in the classical sense as the average 
value of the demand during a number of time periods. Once 
the mean is estimated the semi-variance of the DDLT can 
be estimated. 
The reorder point R can be expressed as 

   

with k > 0 a safety factor. In this study it is assumed that the 
right-hand side of the distribution corresponds to the tail of 
a normal distribution. Therefore the value of k in formula 
(9) can be determined by  , where 
is the safety factor as obtained from the normal distribution.  
In practice the reorder point R is calculated as: 

  

The Shape of a Compound Poisson Distribution

The demand process is described as demands that 
arrive at random epochs. The epochs may follow a Poisson 

99



process, a renewal process, or a counting process. When the 
demand size at any of those epochs is an independent 
identically distributed (i.i.d.) random variable, the arrival 
process is called ‘compound’. In this study the demand 
arrival process is a Poisson process and the distribution of 
the demand size follows a uniform distribution on a finite 
interval [a,b] with a < b. 
Consider a fixed lead time over which demand arises for a 
product. Let D1, D2, D3, .. denote the sizes of the demand 
which are i.i.d. random variables with a common 
distribution D, specified by a density function fD with finite 
mean μD and variance σ2

D. Furthermore let N denote the 
number of demands occurring in a lead-time and the 
distribution of N is Poisson with intensity parameter λ.
Then

denotes the total demand occurring during a lead time. The 
distribution of X is compound Poisson with parameter λ and 
demand size density function fD. The mean and variance of 
the compound Poisson distribution are: 

and 

For the purposes of this study, some central moments of the 
compound Poisson distribution are required. Let the density 
function of the uniform distribution with support on [a,b] be

The second, third and fourth central moment of the Poisson 
distribution compounded with this uniform distribution are: 

Given a mean and variance of a distribution, its normalized 
third and fourth moments can be represented as a single 
point on, what is called,  a Pearson chart (Kendall and 
Stuart, 1977). The Pearson distribution family can 
satisfactorily represent a wide range of observed data 
including Normal, Beta and gamma distributions. The 
Pearson two-dimensional chart indicates a range of 
distributions in terms of an asymmetry characteristic β1 and 
a kurtosis characteristic β2. 
The asymmetry and kurtosis characteristics required for the 
chart are defined as: 

Figure 1: The Pearson chart, including information on the 
compound Poisson distribution 

The Pearson chart is shown in Figure 1. The following 
types of distributions can be distinguished on the graph: 

- Type I: Beta distribution. Three areas of type I can 
be distinguished based on the shape of the Beta-
distribution: a unimodal Beta-distribution (I), a J-
shaped Beta-distribution (I(J)) and a U-shaped 
Beta-distribution (I(U)); 

- Type II-line: special type of type I, restricted to 
symmetric distributions; 

- Type III-line: Gamma or Chi-square distribution; 
- Type IV: Cauchy distribution; 
- Type V-line: reciprocal of Gamma or Chi-square 

distribution; 
- Type VI: F-distribution; 
- Type VII-line: Student’s t-distribution; 
- Normal distribution point N: (0, 3); 
- Uniform distribution point R: (0, 1.8); 
- Exponential distribution point E: (4, 9). 

The chart in Figure 1 shows all lines, which form the 
boundaries of the various types of Pearson-distributions. 
The area filled with the compound distributions under study 
(i.e. compounded with the uniform distribution) is shown 
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between a line marked with the symbol + and a line marked 
with the symbol o . 
For several combinations of mean and variance, the 
parameters β1 and β2 are calculated, which, for every 
combination, leads to a single point. It could be observed 
that, when the mean is high with respect to the variance, the 
values of β1 (resp. β2) are close to 0 (resp. 3), which means 
that the demand distribution is close to the Normal 
distribution. The smaller the mean and/or the greater the 
variance, the more β1 and β2 move away from the Normal 
values. The total demand moves towards the shape of a 
unimodal Beta-distribution. If the mean decreases further 
relative to the variance, β1 and β2 further increase and the 
shape of the distribution moves towards a J-shaped Beta-
distribution. 
In general, it can be stated that, when  exceeds 15, 
the total demand distribution is close to the Normal 
distribution. When  lies between 0.65 and 15, the 
unimodal Beta-distribution describes closest the total 
demand and, when  is below 0.65, the total demand 
is close to a J-shaped Beta-distribution.  

SOLUTION METHOD 

Remind the research question: is the semi-variance 
principle a valid alternative for the standard deviation 
principle to define the re-order point in case it is expected 
that the Normal distribution assumption for the DDLT may 
lead to significant errors ? 
The re-order points of both calculation methods shall be 
compared not only among themselves but also with the 
‘exact’ re-order point obtained from the compound Poisson 
distribution. The latter distribution is not known in practice 
but can be controlled in the experiment. The quality of both 
methods might be different for various levels of customer 
service, therefore the experiment needs to include several 
customer levels. A comparison is made, for various service 
levels ranging from 90% till 99% of three ways of 
calculating the re-order point: (1) based on the standard 
deviation; (2) based on the semi-variance; (3) based on the 
complete knowledge of the compound distribution. 
Assume mean and standard deviation of the DDLT are 
given or estimated. The first way requires consultation of 
the standard Normal distribution table. The second and 
third ways require simulation. For obtaining the value in the 
third way, a large sample of the compound distribution are 
generated from which the 90% till 99% are obtained, as an 
approximation for the real values. For the second, the value 
of the semi-variance (as defined in equation (5)) is 
approximated by 

where Ns is the size of the large sample and index(μD) is the 
ranked index (between 1 and Ns) of the mean value. 
When the mean and variance of the aggregated demand are 
given as M and V, then the lower and upper bound of the 
uniform distribution can be expressed in their values as: 

 
From the knowledge that a and b ≥ 0 and that M2 ≤ E[X2], a 
valid lower and upper bound for the value of λ can be 
determined as: 

NUMERICAL ILLUSTRATION 

The theory is illustrated by a number of experiments. The 
demand during lead time has two characteristics: the mean 
value is kept constant at 100, while the variance ranges 
from 2000 till 32000. In such a way the variation 
coefficient changes, as well as the ranges [a,b] of the 
uniform distribution and, with this, the measures of 
asymmetry and kurtosis. Table 1 shows the basic data for 
five experiments. Next to the mean and variance also the 
square of the variation coefficient (VC2) and the lower and 
upper bounds for the order arrival intensity (λL and λU) are 
mentioned. 

Exp.No. Mean 
(μ)

Variance 
(σ2)

VC2 λL λU

1 100 2000 5.0000 5.0000 6.6667
2 100 4000 2.5000 2.5000 3.3333
3 100 8000 1.2500 1.2500 1.6667
4 100 16000 0.6250 0.6250 0.8333
5 100 32000 0.3125 0.3125 0.4167

Table 1: Basic data for the experimental design 

The middle value for the order arrival intensity is used in 
the experiments and mentioned as λ in Table 2. Given this 
value, the corresponding values of a and b are calculated as 
well as the values for the asymmetry (β1) and kurtosis (β2)
measures. 

Exp.No. λ a b β1 β2
1 5.8333 5.0210 29.2647 0.2429 3.2215
2 2.9167 10.0420 58.5294 0.4858 3.4430
3 1.4583 20.0841 117.0588 0.9716 3.8860
4 0.7292 40.1682 234.1175 1.9431 4.7718
5 0.3646 80.3364 468.2350 4.5341 7.1344

Table 2: Experimental values for the Compound Poisson 
distributions

To approximate the real Compound Poisson distribution a 
sample of size 1000 is generated using the following 
procedure: 

Procedure Compound_Poisson; 
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Generate Number of Orders (Poisson distribution); 
Cumulative_Size := 0; 
While Number_of_Orders > 0 

do
 Generate Order_Size (Uniform distribution); 
 Cumul_Size := Cumul_size + Order_Size; 
 Number_of_Orders := Number_of_Orders – 1 
enddo; 

An occurrence of the Demand During Lead Time is 
returned in the variable Cumul_Size. 

Experiment 
number

Fitted Distribution

1 258 x Beta(2.56,4.07)
2 379 x Beta(1.52,4.33)
3 430 x Beta(0.72,2.49)
4 702 x Beta(0.25,1.68)
5 1150 x Beta(0.189,1.99)

Table 3: Best fit distributions for the Compound Poisson 
distributions

In order to show how the Compound distributions look like, 
the empirical distribution has been fitted to a number of 
standard distributions, as available in the Arena Input 
Analyzer. In each of the five experiments, the best fit is 
made by a Beta distribution. The estimated parameters for 
those Beta distributions are shown in Table 3. 
Figures 2, 3 and 4 show the levels of safety stock in 
function of the service level for the experiments 1, 3 and 5. 
Each figure shows three curves depending on the way how 
the level of safety stock is calculated: the Normal approach 
using the variance (or standard deviation), the Normal 
approach using the semi-variance and the approximation of 
the real Compound Poisson distribution.  

Figure 2: Level of safety stock in function of the service 
level (Experiment 1) 

Figure 3: Level of safety stock in function of the service 
level (Experiment 3) 

Figure 4: Level of safety stock in function of the service 
level (Experiment 5)

From the figures it can be learnt that the use of the semi-
variance leads to a higher level of safety stock compared to 
the classical approach of using the standard deviation or 
variance. The difference between both levels increases with 
increasing value of the variance. 
In general it can be stated that, for this type of distribution, 
the Normal approach with use of the semi-variance offers 
better results than the classical approach, when compared to 
the ‘real’ values (as obtained by the approximation). The 
classical approach; however, offers better results for the 
high variance experiments and the lower service levels (in 
the range under study). 

CONCLUSIONS

The performance of the method of determining safety stock 
levels, based on the variance and on a safety factor based 
on the Normal distribution, depends on the shape of the real 
but many times unknown demand distribution during lead-
time. This research paper has introduced the new concept of 
‘semi-variance’ in this operational context. Preliminary 
results show that the new concept shows improvement over 
the classical approach but not under all conditions. While 
the compound Poisson distribution offers some flexibility in 
shape, the distributions are positively-skewed (or right 
skewed). So, intuitively it could be expected that the use of 
semi-variance should lead to higher levels of safety stock.  
Further investigation is required to investigate the cases 
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with a left-skewed distribution. The compound Poisson 
distribution, however, cannot serve for this. 
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