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INTRODUCTION

The past decades have seen a dramatic increase in the
amount of data being stored. This has become possible by
the availability of large amounts of computing power and
storage at low cost. Nevertheless, the resulting mountains
of data contain a lot of unexploited information nuggets
waiting to be mined. These information nuggets play a key
role in the competition among companies and in new dis-
coveries in science. Although statistics, query tools and
OLAP (On Line Analytical Processing) tools are no longer
strangers to management they do not contain in essence
the potential of KDD (Knowledge Discovery in Data-
bases).

This paper gives an overview of KDD and touches on
its link with General Systems Theory (GST). It is very dif-
ficult to describe the commonality and the emphasis shifts
in a few pages. It is assumed that the reader is already
familiar with system theory and simulation.

It can be shown that the life cycles of KDD and GST
are almost identical, but with some emphasis shifts. Espe-
cially with regard to the sub-field of data mining, and put
in the right perspective to KDD, it can be shown that data
mining is nothing else but ‘classical’ modelling. The top-
down and bottom-up approach to modelling will be com-
pared to the deductive and inductive approach in KDD.
Because of the abstraction level of GST, one expect that
KDD can learn from GST, but an opposite knowledge
transfer is equally possible. KDD puts more emphasis on
pre-processing of data and the goal settings are more
elaborated. These emphases can be transferred to the do-
main of general systems theory, therefore putting the latter
in an even broader perspective.

KNOWLEDGE DISCOVERY IN DATABASES AND
DATA MINING

Nowadays, more and more data is digitised and stored
in databases. This happens thanks to automation in gener-
ating and collecting of data; via bar code readers, chip
cards, etc. Tax returns, health care transactions, consumer
behaviour, all kinds of commercial transactions, industrial

transactions, scientific information, exploitation data, etc.,
are stored in databases, which consequently have grown
explosively during the last decades. Unfortunately, the re-
sulting massive amount of facts cannot be processed by
humans alone anymore to unravel informative hidden pat-
terns. As a consequence, tools and techniques have
emerged that can assist humans intelligently and automati-
cally in analysing the abundant amount of raw data to ob-
tain the desired information. This kind of exploitation of
data constitutes the domain of Knowledge Discovery in
Databases (KDD).

Generally, KDD is a data exploration methodology that
is defined to be the non-trivial extraction of implicit, pre-
viously unknown, potentially useful, ‘relatively simple’,
and not predefined information from large databases (Fay-
yad et al. 1996). Of course, data must be sufficiently con-
clusive and contain relevant attributes for representative
cases. Hence, KDD comprises a knowledge intensive task
consisting of complex interactions, protracted over time,
between a human and a (large) database, possibly sup-
ported by a heterogeneous suite of tools.

USE OF AN INTERESTINGNESS FUNCTION

An interestingness function formalises what is deemed to
be important knowledge for the problem at hand. Impor-
tance should be interpreted in its widest connotation. To
list just a few parameters that make up an interestingness
function, one has:

- Novelty, which implies the (often unexpected) devia-
tion from prior knowledge,

- Usefulness, which relates to the goal put forward (one
is usually interested in a specific kind of knowledge)

- Simplicity, which refers to the syntactical complexity
of the pattern

- Generality, which is determined by the fraction of the
population the pattern refers to.

Hence, it is obvious that an interestingness function is to a
large extent subjective. It determines which methods can



be used and which ones cannot. A pattern is then called
knowledge if it is interesting enough, i.e., if the interest-
ingness function trespasses a threshold.

THE KDD PROCESS

“Data mining” refers to a class of methods that are
used in some of the steps comprising the overall KDD pro-
cess. This term has mainly been used by statisticians, data
analysts and the Management Information System (MIS)
community. The term “KDD” has been used more by Al
(Artificial Intelligence) and the ML (Machine Learning)
community. Consequently, KDD systems typically draw
upon methods, algorithms, and techniques from diverse
fields such as ML, statistics, Al, exploratory data analysis,
etc. Hence, it is common to find data mining methods from
these fields. Unfortunately, terminology tends to be a bit
confusing because it depends on the domain of application:
e.g. dependent/independent variables, attributes/features,
fields/records, test and validation set, .... A general defini-
tion of data mining and its link with KDD is given in
(Fayyad et al. 1996) on page 9:

‘Data mining is a step in the KDD process consisting
of particular data mining algorithms that, under some ac-

ceptable computational efficiency limitations, produces a
particular enumeration of patterns over the data set.’
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Figure 1: Steps in the KDD process

The basic steps in KDD are depicted in Figure 1.

One starts with the goal definition. For a goal put for-
ward, one has to formulate the problem and get an under-
standing of the domain in which it is situated. A priori
knowledge must be considered and used whenever possi-
ble. Some a priori knowledge may be present in a knowl-
edge base. The goal should be formalized and made execu-
table so that it can be related to relevant data that is hope-
fully present in the database. Example: identify the credi-
bility of a potential customer for a mortgage loan.

The data pre-processing step consists of attribute fo-
cusing, data focusing, data cleaning, and (if necessary)
data projection.

Attribute focusing involves an initial data reduction in
the parameter space and it creates a target data set by fo-
cusing on a subset of variables that restrict the parameters
used to do the analysis. Examples: possible relevant vari-
ables are occupation, marital status, possessions, bank ac-
counts with amount of money in them, age, other loans,
etc., while irrelevant variables are hobbies, religion, race,
etc.

The data set may contain too many records and a sec-
ond data reduction (in the observation space) may be ob-
tained by looking at data samples that are relevant for the
problem at hand. This is what is called data focusing. It is
not to be confused with sampling the data for computa-
tional reasons. Example (ctd.): look at previously or exist-
ing customers that have a mortgage loan.

Data cleaning concerns the removal of noise, the analy-
sis of outliers if appropriate, or the construction of a model
to account for the noise. Additionally, a strategy for han-
dling missing data has to be chosen. In data pre-processing
all available a priori knowledge should be used (e.g., what
about an outlier?). Data cleaning, however, is a double-
edged sword: it is usually required to ‘clean’ poor data, but
it may throw away a crucial indicator by considering it as
an anomaly (e.g. outlier). Example (ctd.): outliers may be
deceased customers, or cases where fraud is involved. In
data projection, dimensionality reduction or transformation
methods may further reduce the number of variables under
consideration.

The data-mining step consists of a model specifica-
tion, model fitting, model evaluation, and model refine-
ment. Model specification involves deciding whether we
use classification, regression, neural networks, or other
techniques. The goal has a large impact: is
comprehensibility more important (simple classification
scheme) or is accuracy of prediction of major interest
(recall ~ the interestingness function)?  Different
techniques/models may be tried depending on the structure
of the data. Some specific parameters of a model are
determined based on a chosen training set. This is the
process of model fitting. Model evaluation validates the
patterns found on a simple test set or via cross-validation.
Model refinement, depending on the evaluation results,
iteratively refines the initial model or tries other model
paradigms.



Consolidation of the newly found knowledge and out-
put generation consist of interpreting the patterns found,
and if more algorithms have been used, comparing them.
Hence, it is decided whether the found patterns represent
useful or interesting knowledge. Further consolidation of
the discovered knowledge happens by summarizing and
documenting it. Finally, the knowledge has to be inte-
grated and conflicts (if any) that may arise with previous
knowledge in the knowledge base must be resolved.

Looking at the previous steps, one notices that in the
KDD process, data visualization is quite important (even
in determining a goal; e.g., one notes something interesting
from the data and one wants to investigate it further via a
hypothesis test). Appropriate display of data points and
their relationships (e.g., scatter plots, etc.) can give the
analyst insights that are virtually impossible to grasp from
looking at very large tables of data records (trends, de-
pendencies, outliers, etc.).

KDD IN A BROADER PERSPECTIVE: THE
VIRTUOUS CYCLE OF DATA MINING

In (Berry 1997) data mining (or KDD in our terminol-
ogy) is itself a sub-process of what is called ‘The virtuous
cycle of data mining’. It goes on where KDD ends by
transforming information into actionable processes. As
Berry says: ‘one must be able to respond to the patterns, to
act on them, ultimately turning the data into information,
the information into action, and the action into value’. In
other words, KDD itself is in fact only one major step in a
even bigger business process that applies knowledge
gained from increased understanding of customers, mar-
kets, products, and competitors to internal (continuously
evolving) processes. The virtuous circle, which is depicted
in Figure 2, is constructed by

(1) identifying the business problem. This results in set-
ting the goal in the KDD module.

(2) using pre-processing and data mining techniques to
transform the data into actionable information. This is
the remainder of the KDD process module.

(3) acting on the information. This action is not consid-
ered in the KDD.

(4) measuring the results and putting them in the database
for possible further processing. This action is not con-
sidered very explicitly in KDD, i.e., one may consider
two kinds of feedback from the results to the goal.

(a) does it satisfy the goal?

(b) will the action satisfy the goal (is the action wrong,
does the goal need adjustments)?

Only item (a) is considered in KDD.

It can also be seen that item (1) and (3) are pure enter-
prise issues. These topics are the subject of management
courses. Hence, the KDD approach delineated here com-

prises neither the business actions that have to be taken nor
the consequences on new goal definitions.

The module ‘measure results of action’ refers specifi-
cally to measures of business value that go beyond re-
sponse rates and costs, beyond average and standard devia-
tions. It is more than just knowledge consolidation; it is
looking at the real world effect of applying the informa-
tion. Based on the results of the actions undertaken, one
can define new goals or discover new business problems
that have to be investigated further.

The virtuous cycle can also be applied to scientific dis-
covery, where found information can often be tested by
experiments (act on the information) and where as a result
new goals (lines of research) can be set forward.

Figure 2 shows that a data warehouse delivers data to
three processes: report generation, OLAP (On Line Ana-
lytical Processing), and KDD. The low-level data process-
ing is done in a data warehouse or a data mart. The term
data warehousing is very popular in MIS environments. It
stands for collecting and cleaning transactional data and
making them available for on-line retrieval. OLAP is a
multi-dimensional data analysis that computes summaries
and breakdowns along many dimensions. OLAP is supe-
rior to SQL (Structured Query Language) for analysis of
data. Pure KDD goes further than OLAP. The latter only
helps in answering specific questions (e.g., who are my
best customers for a certain product?) in that it informs
about general tendencies (patterns) in the data. KDD can
better answer less trivial questions (e.g., what sort of cus-
tomers should we target?).

To be able to link KDD with GST a brief overview of
some relevant GST issues now follows.

GENERAL SYSTEM THEORY

Systems Theory concerns an interdisciplinary study
that tries to find an abstraction that results in principles
common to all complex entities, and the models that can
be used to describe them. From a high abstractional level,
there are two main routes that can be followed: the model-
ling (deductive) route and the identification (inductive)
route. Of course, if a hybrid approach is possible it is ad-
visable to try to use the much of possible of both alterna-
tives.

The modelling route divides the system into sub-
systems until one arrives at well-known sub-systems for
which a model is available. The sub-models can then be
joined together according to different methodologies to
obtain a composite model, which represents the system
under investigation. If the former approach is impossible,
one has to treat the system as a black (or grey) box and try
to infer a model via data-analysis of input and output sig-
nal recordings. This is the identification route, which is
based on experimentation.
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Figure 2 : Decision support and the role of data mining

The definition of a system is very abstract and thus
applicable to every situation: ‘a system is anything that
is called a system’. Klir expresses general systems the-
ory by saying: “A general system is a standard and in-

terpretation-free system chosen to represent a class of

systems equivalent (isomorphic) with respect to some
relational aspects that are pragmatically relevant”,
(Klir 1985). From this, a taxonomy of general systems
based on (abstract) relational aspects that transcends
the disciplines of sciences can be constructed.

In this paper, elaboration is done on only one type
of classification: based on the degree of deductive
knowledge one has. White box systems can be com-
pletely modelled by use of a priori knowledge (well
known inner structure and functioning), while black
box is the other extreme: nothing is known about the
system and one has to rely uniquely on observations.
Hence, one has:

e knowledge and insight about the system (white
box component)

e experimental data of system inputs and outputs
(black box component).

The deductive approach is preferred whenever pos-
sible, (Karplus 1976). This is referred to as the physi-
cality principle. Equations that follow from such physi-
cal principles are trustworthier than equations chosen
on the basic of fit.

Depending on the amount of both sources of
knowledge one has different shades of grey. Conse-
quently, different approaches for investigating the sys-
tem under consideration prevail.

A model is a surrogate for the real system under
certain conditions (the conditions can be formalised in
an experimental frame) such that, when solving a prob-
lem concerning the original system, it can solve the
problem to better advantage. A model is a kind of sys-
tem, so it too can be a black, white or grey-box. For
example, general neural networks can be considered
black box models, while tree classifiers are white-box
models.



Model structure is a concept that may have different
meanings:

1) the geometry and topology of the system, e.g., how
the components are coupled in a lumped system, or
the general configuration of a distributed system.

2) the type of the system description: e.g., differential
equation form, etc.

In linking GST and KDD, validity concepts of a
model are important. The notion of validity, formalized
in (Coombs et al. 1954), is extended by Zeigler, who
distinguishes different degrees of validity, (Zeigler
1976, p 5):

1. A model is replicatively valid if it matches data
already acquired from the original system.

2. A model is predictively valid if it can match the
data of the original system before these data are
acquired from the original system. Predictive va-
lidity is stronger than replicative validity.

3. A model is structurally valid if it not only predic-
tive valid, but also reflects the ways in which the
original system operates to produce its behaviour.

Other ‘validity’ types will not be considered here
(e.g. conditional validity: i.e. the model accepted as be-
ing conditionally valid until falsified).

Some directives should be taken into account when
constructing or identifying a model. They reflect sound
principles that stress the usefulness of the model.
Firstly, a model must be able to explain empirical data
in the sense that there must be close fit between the
model output and the experimental data. However, the
aim of science should be to find the simplest explana-
tion; only if the simplest explanation proves unsatisfac-
tory should the scientist move on to consider greater
complexity. This corresponds with Occam’s razor prin-
ciple, which can be found in the use of complexity
measures, e.g. Akaike’s measure of fit. Additionally,
complex models are difficult to calibrate and difficult
to validate properly. Balanced accuracy comes into
play when a global model consists of different model
parts. Given a finite set of data and evidence, the global
model will have its limitations and approximations, so
it is wise to balance uncertainty over the different
model parts. It makes little sense to strive for the most
correct structure if that structure does not find the pa-
rameters or it does it only in a very poor way. A model
is efficient if it is believed to be acceptable to a high
degree if it is able to meet a variety of demands and if
it is able to serve many purposes. It should at least
serve the goal it is designed for.

In the last decades, a considerable amount of re-
search has focused on model (and model structure in
particular) characterization techniques. Each method
developed consists essentially of a number of process-
ing tasks:

1. conditioning the data to remove errors and noise ;

2. extracting a number of decision quantities, which
summarize the information in the data set concern-
ing the model structure;

3. deciding on a suitable structure utilizing the quan-
tities just extracted

The major difference between the methods resides
in the choice of the decision criteria.

Mathematical modelling has become a task which
does not start from scratch every time the modelling
activity is re-initiated, but is continued from the stored
information obtained during previous runs. Hence,
modelling often relies on stepwise-refinement methods.

Inductive Modelling And System Identification
Methodology

System identification is the discipline of experi-
mentally constructing mathematical models of systems,
starting from observations on the system. Typically, a
certain model structure with initially unknown parame-
ters is chosen. Based on this structure, the parameters
are identified. However, if the structure is not ‘right’,
parameters are usually ‘tortured’ to make the fit work.
Consequently, the model only represents the system
well in a limited range.

The Concise Encyclopaedia of Modelling & Simu-
lation describes identification as:

“Identification describes the search for a definition
of a model showing the behaviour of a process evolving
under given conditions. It is usually realized by means
of a set of measurements and by observing the behav-
iour of a system during a given time interval. The
model obtained by identification must enable the evolu-
tion of the identified process to be predicted for a given
horizon, when the evolution of the inputs and various
external influences acting on this system during this
time interval are known”, (Atherton et al. 1992).

Hence, system identification is concerned with the
problem of building mathematical models of dynamic
systems based on I/O measurements.
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The identification route is based on experimentation,
but a mixed modelling-identification approach facili-
tates the maximum extraction of knowledge out of the
system (if possible). The simplest approach is where
deductive techniques result in an a priori model with
known model structure. This would mean that in Figure
3 the structure identification is completely replaced by
a deductive model construction. Parameter identifica-
tion then delivers estimates for the yet unknown pa-
rameter values. The model validation encompass in it
also a validation of the given structure: if a good vali-
dation cannot be obtained, then probably something is
wrong with the given model structure.

The approaches to identification as described in the
Concise Encyclopaedia of Modelling & Simulation are
quite general. They consist of

e collection of input-output data from the system;
data are usually recorded by sampling in discrete
time,

e settling for a set of candidate models,

e choosing one particular member of the model set
as the best representative, guided by the informa-
tion in the data.

The identification procedure consists of four
choices:

1. Experiment design encompasses the choice of in-
puts to be made, sampling rates, pre-sampling fil-
ters, etc. to have the most informative data. Ex-
periment design takes into account the goal, the a
priori information, and the data (goal, a priori

knowledge and experimental frame blocks in
Figure 3).

2. The choice of a model set is the most difficult one.
A priori knowledge and engineering intuition or
insight has to be combined with formal properties
of model and identification methods to contribute
to a good result. It is the structure identification
block Figure 3.

3. The choice of criterion of fit concerns how to
evaluate the quality of a particular model.

4. The model validation determines if a model is
good enough, based on the criterion of fit.

PHILOSOPHICAL COMMONALITIES FOR GST
AND KDD

In the sequel, a model is defined as any formaliza-
tion that aids in understanding a system under investi-
gation (conform the theory of general systems). Hence,
a model in its most general form can be:

e a set of rules (if-then rules, association rules, ...)
—> both domains

e aset of differential equations, 2> GST

e ablock diagram, > GST

e aPetrinet, > GST

e aBond graph, > GST

e aclassification or regression tree, > KDD

e aneural net, 2 both domains



e a genetic algorithm, = both domains

e adependency network, > KDD

e ahypothesis, > KDD

e a Markov chain, & both domains

e any qualitative model (e.g., confluences), > GST
e alook-up table or contingency table, = both ?

e aset of data (for lookup) = both ?

e aregression model (linear, non-linear, logistic, ...)
- KDD

e  adiscrimant function, 2 KDD
e aclustering, = both ?
e ctc.

The domain is suggested for which a model repre-
sentation is well known, corrections, remarks, sugges-
tions can be emailed to the author.

Anyhow, the list above is consistent with the gen-
eral concept of a model: "Something is a model of
something else for an observer, if his/her relevant
questions about the latter can be answered by the for-
mer".

In GST, either system observations may be ob-
tained actively; one can generate the observations, or
passively; observations are given as such. In KDD, the
latter situation is the rule, while in GST both settings
deserved equal attention.

The top-down approach to modelling is a deductive
approach. It can be compared to hypothesis testing in
KDD. In both cases, one has a priori knowledge that
has to be cast in a formalized form, i.e., a model in its
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most general meaning. A difference in the deductive
approach is that general systems theory has a long tra-
dition of handling systems and sub-systems (decompo-
sition of systems and coupling of sub-systems), while
KDD usually tackles only one (undividable) system.

The bottom-up approach to modelling is better
known in general systems theory as system identifica-
tion. Klir calls the bottom-up approach 'investigative',
(Elzas 1984). The latter term pertains more to the term
used in KDD, where the approach is known as data ex-
ploration. Both approaches are depicted in Figure 4.

In general, one can say the KDD is an inductive ap-
proach and thus well applicable to ‘black box’ systems.
Its success is then also mainly in the corresponding
domains of science, where little or no a priori knowl-
edge is available (especially not in rigorous mathemati-
cal models such a ODE’s). Hence, most applications of
KDD lie in the field of economics, sociology, ecology
and physiology. In the latter case, the model can be
completely specified from a priori knowledge. Figure
5 shows the motivations for constructing a model and
its use for different shades of grey, (Karplus 1976).

Inductive approaches are mainly found in the left
hemisphere of the rainbow, while deductive approaches
are found mostly in the right hemisphere. In some
cases, one has some a priori knowledge about a system
so the black box concept does not apply fully, but this
knowledge is not enough to write down the model de-
scription in such detail (e.g. model equations). Hence,
the situation for a ‘grey box’ problem is worse than a
white box, but better than a black box. Thus, in the
middle of the rainbow, mixed approaches are used.
Note the shift from quantitative to qualitative when go-
ing more into the darker regions of the spectrum.

hypothesis
testing

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Figure 4 : Deductive and inductive approach in GST and KDD
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With regard to the black box aspect, it is interesting
to note the definition of a system according to Klir
(which allows for both the deductive or inductive ap-
proach) where he says that it is sufficient to consider
only the following constant traits of a system, (Klir
1969, p 52):

1. The set of external quantities together with the
resolution level.

2. A given activity.

3. Permanent behaviour (e.g. a given relation be-
tween the quantities).

4. Real UC-structure (universal coupling)
5. Real ST-structure (state transition)

Each of the above traits can be used for a basic
definition of a system. If the activity (2) is given (in-
ductive approach or data exploration), we are interested
in the other traits derivable from it:

e the set of quantities and the resolution level (1) fol-
low directly from the form in which the activity is
expressed, (GST and KDD)

e for a behaviour (3) it is relatively easy to verify
whether or not it is consistent with the given activ-
ity, (GST and KDD)

e for a given set of state transitions (4), consistency
can be checked, (GST and KDD)

e for a given universal coupling (5) it can be
checked also (see Klir 1969 p 53), (GST)

Hence, a class of systems can be uniquely defined
by given activity (series of 1/O records). This corre-
sponds with a system identification approach in GST,
and with the starting point of data exploration in KDD.
The first three points are commonly used in KDD,
while the latter two (UC and ST structure) are more
typical for GST.

THE LIFE CYCLE OF GST AND KDD

The similarity between general systems theory and
KDD is proposed in a unifying context in Figure 6.
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Figure 6 : General modelling and KDD

We now describe some important blocks of Figure
6.

model validation [ (bad model)



Goal Formulation

All problem statements start with the identification
of the problem and by trying to set a goal in order to
solve the problem at hand. To be able to meet the goal
it has to be formalized so that a rigorous approach to
problem solving can be obtained.

In order to solve the problem and to satisfy the cor-
responding goal, a focus on part of reality has to occur:
one has to define a system. Defining a system is stud-
ied in GST. It involves defining the boundaries of the
system, the interaction of the system with the environ-
ment, and last but not least, defining the relevant vari-
ables (space-time resolution). Both KDD and GST
stress the principle that a model should not be more
complicated than absolutely necessary (Occam’s ra-
zor). However, GST puts some more emphasis on a
correct classification and prediction. Only the ‘Quick
decision’ problem type, where accuracy may be less
important than comprehensibility, is less stressed in
classical modelling. The interestingness function de-
fined earlier in KDD allows more flexible and general
criteria settings to solve the problem at hand.

Three broad levels of intervention in GST that can
be distinguished (management, control and design) can
be found in the virtuous data cycle, which stems from
the domain of KDD. Data mining can be used gaining
insight (model purpose), and the found pattern in KDD
will provide us with an opportunity to intervene at
some level (as in modelling).

Data Pre-processing Or Experimental Frame Defi-
nition

Defining a system has much to do with the defini-
tion of the object system as it is defined by Klir, or
with an experimental frame (as defined by Zeigler). An
experimental frame isolates specific input/output be-
haviour both of the real system and its model, (Elzas
1984, p 44). In KDD, this corresponds with the data
pre-processing step. Attribute focusing is in fact noth-
ing more than defining what are supposed to be rele-
vant variables for the system under investigation. This
is consistent with the notion of an experimental frame
and with what Klir calls an observation channel. It also
fits the viewpoint taken in systematic modelling, which
states that a model is conceived as a collection of vari-
ables and relations among them, (Oren 1984). The col-
lection of relevant variables is the attribute focusing,
while identifying the relations is part of the data-
mining step. The KDD approach to attribute focusing is
more related to the philosophical viewpoint of Klir
than that of Zeigler. This is clear when considering
what Elzas wrote: ' Imagine that we are able to prove
that the model is not sufficiently detailed in its system
description for some goal that was set beforehand.
Confronted with this situation Klir will remark that the
reason for this deficiency is a lack of knowledge, while
Zeigler will consider the observation-frame to be insuf-
ficiently detailed ' (some text that was between brackets

or between ‘—* in Elzas has been deleted). Data focus-
ing is less used in systems theory, because the nature of
data is often different than for KDD. In KDD, one usu-
ally uses a collection of static independent records.
Taking a relevant subset is the subject of sampling
techniques and doesn’t pose such a problem as in the
case of dynamic data.

The field of sampling techniques is a field in its
own right in KDD, while sampling techniques are
known less well in GST. However, GST also considers
other issues: e.g., data reduction can happen via the de-
termination of the Nyquist frequency (the latter deter-
mines the time steps that are relevant for sampling).
Again, it illustrates some of the different
static(KDD)/dynamic(GST) modelling aspects of the
respective domains. To the contrary, data projection
can be applied in both domains. It can be meaningful to
create a new variable, which summarizes the behaviour
of a set of others, and to use that new variable in the
modelling phase to be followed later. Data projection
also fits in the definition of an experimental frame. Fi-
nally, data cleaning is appropriate whenever values are
missing. This is especially true when considering sys-
tem identification. For many problems in systems the-
ory (think about controllers and other man-made de-
vices), missing values are not of primary importance
when compared to their role in KDD. Hence, modellers
in the domain of systems theory rarely meet systems
for which there are missing values (they do meet miss-
ing variables). Anyway, modellers in the latter domain
can learn from the KDD domain about how to deal
with missing values.

Another aspect is that the KDD society is used to
handle all kind of variables (nominal, ordinal, continu-
ous, etc). The GST society also knows about this tax-
onomy of variables, but they do not have such a sys-
tematic approach to constructing appropriate models
for them. In the KDD society (especially statistics), one
uses different models for nominal variables, ordinal
variables and continuous variables (e.g., linear regres-
sion versus logistic regression, chi-squared based mod-
els on contingency tables versus other). Furthermore,
the size of the data set is important. For small data sets,
exact methods are used, while for larger data sets as-
ymptotic methods can be used.

Model Specification Or Structure Identification

The data-mining step in KDD is strongly related to
modelling in system theory. Model specification can be
compared with model structure identification. It in-
volves deciding what type of model we use. (in system
theory: Bond graphs, Petri nets, block diagrams, ... in
data mining: classification with decision trees, hierar-
chical clustering, linear regression, neural networks,
etc.). The model specification step is straightforward,
applicable to both domains and can be considered at
different abstraction levels. On a very abstract level
this involves choosing if one wants to use Bond graphs,
Petri nets, block diagram, rules, neural nets, etc. (for



systems theory) or trees, clustering, rules, neural nets,
regression models, etc. (for KDD). On a more concrete
level, one has to elaborately specify the model. Exam-
ples are: linear, logistic, or non-linear regression
(KDD), linear or non-linear models (GST), state-space
or transfer functions in block diagrams (GST), kind of
neural net (both domains), kind of tree (decision, re-
gression or other kind of trees (KDD), order of a dif-
ferential equation (GST), type of clustering (KDD),
etc. In both domains, the goal has a large impact on the
used model paradigms: when comprehensibility is
more important certain representations may be more
preferred than others. For example in GST, a block
diagram may be more comprehensible than a Petri net
(it is also relative to the field of expertise). A tree struc-
ture is more comprehensible than a neural net (KDD).
Rules are more comprehensible than some other model
paradigms (both domains), and general neural nets are
usually the least comprehensible (both domains). The
issue about comprehensibility has to do with the colour
of the model: black box models are always less com-
prehensible than white box models.

Data Mining Or Parameter Estimation

Model fitting involves parameter estimation in
modelling. It is also called model calibration, (Elzas
1984, p 51). In GST, this boils down to estimating pa-
rameters or coefficients in differential equations, the
parameters in state-space models, etc. In KDD, similar
estimation is done for regression models, tree models,
etc. Neural nets parameters are the weights of the con-
nections, etc.

Model evaluation is what is called model validation
in systems theory. However, KDD goes further and
compares totally different model structures (see knowl-
edge consolidation). If we stick to the ‘classical’ model
validation, then comparing the behavioural data of the
system under investigation and the calibrated (fitted)
model is mostly done via a train-and test paradigm. For
large data sets, a rule of thumb is to use 2/3 for model
fitting (training) and 1/3 for validation (testing). Cross-
validation is commonly used in KDD, while it is less
popular in GST. Even more specifically, bootstrapping
is known too in KDD, but almost unknown in GST.
Replicatively validity is known in GST: it consists of
fitting the model on the training set. In KDD, this is
better known as internal estimates (resubstitution esti-
mates, [Breiman 1984]). Predictively validity is done
on a test set; it gives the real estimates. What Elzas
calls 'realism!, i.e., looking at structural isomorphisms
at different degrees of lumping of sub-systems (and
corresponding sub-models), is not considered in KDD.
There is usually only one global level, and the valida-
tion takes place for the total system (no UC structure).

KDD uses an interesting function for evaluating a
model. The concept of an interesting function is more
general than a simple evaluation function that is usu-
ally based on accuracy performance. Hence, KDD
takes more into account that is economically interest-

ing. This may prove an important point for the model-
ling society when they want to evaluate their models in
an economic context or when speed is of the utmost
importance. KDD provides a better framework for
dealing with these situations.

Model refinement is equally applied in system the-
ory and KDD; when a model does not validate well,
another model (structure) is chosen. When this fails
too, one can go one step further back and redefine the
experimental frame or adjust the goal. The refinement
of an existing model is a big issue in modelling. The
systems theory as developed by Zeigler (use of a SES
(System Entity Structure) and model base) is designed
to construct and refine models.

Principles of good architecture such as consistency,
orthogonality, property, parsimony, transparency, gen-
erality, open-endedness, and completeness, are equally
applicable in KDD. This is because a model is a very
abstract concept, which is so general that it encom-
passes the patterns that are sought and the hypothesis
that may be tested in a KDD environment.

From Figure 6 it can be seen that many models may
be used in parallel. The models can be of a different
paradigm (e.g., neural nets and genetic algorithms) and
they can contain in addition other ‘deeper’ levels of
knowledge (e.g., rules versus decomposed models). In
the latter case, one speaks of shallow or deep models
(in GST). The concept of shallow and deep models is
also found in the KDD environment: report generation
is shallower than OLAP, and OLAP is shallower than
KDD. In KDD, much attention is paid to comprehensi-
bility of models, so a rule model can be investigated
next to a tree classifier. They do not differ much in the
expressiveness, but the machine learning society does
make a difference with regard to how easily they can
be understood.

Knowledge Consolidation

The knowledge consolidation step compares the
different models used. Here, model evaluation is on
another epistemological level than in the data-mining
step. Models are not only compared on a validation set
to validate the parameter estimation, but they are com-
pared on a test set to ‘validate’ or test the chosen model
paradigm. This is clearly an abstraction level higher.
The GST community has not done so much work in
this aspect as the KDD community that focused and
implemented this right away. Model switching is used
in GST, but there the purpose is more to see if a model
is still valid for time-dependent behaviour. Hence, the
underlying paradigm is different; they are orthogonal:
one deals with comparing models for the same behav-
iour, the other deals with models for changing behav-
iour. Luckily, they can both be used when studying
time-variant behaviour. One can switch from a state-
space model to a neural net when the behaviour goes
outside the specifications of the state-space model (i.c.,
when another structure is more appropriate). It could



even be that, if the system goes out of the preset speci-
fications (and thus the state-space model fails), the goal
settings change accordingly (e.g., speed becomes more
important than accuracy). In GST it is known that, for
example, linear models may have to be replaced by
non-linear models in certain circumstances, but this is
more because of the fact that linear models are often an
approximation of non-linear systems, an approximation
only valid within certain working parameters (experi-
mental frame).

In GST, the newly found model can be stored in a
model base, while in KDD this is not stated so explic-
itly. In the latter case, it is sometimes stored as previ-
ous strategic info. Hence, there is room for elaboration
from both sides.

Usually, output generation is heavily based on ap-
propriate graphical representations of the data. From
that point of view, GST can learn from KDD, because
the latter is well acquainted with all kinds of graphs
(e.g., multidimensional graphs such as Trellis graphs).

The rest of the picture (acting on the information,
measuring the results of the action and storing them,
perhaps recognizing another problem type) is so gen-
eral that is valid for any modelling attempt, be it via
GST or via KDD.

Remark

In Figure 6 the knowledge base is not split up in a
model base and a database of records because a matrix
of records can be considered a model too. Rules that
may serve as a priori knowledge (or even written in-
formation in plain English) can be considered as mod-
els too, be it of a less formalized level. Therefore, a
general term could be ‘model base’, but it is more ap-
propriate to make it even more general by using the
term ‘knowledge base’.

CONCLUSIONS

The tendency in GST is more on the dynamic struc-
ture of models, while KDD is more focused (until now)
on the static structure of models.

It is demonstrated that modelling in its most general
meaning consists of the same steps in both the domains
of general systems theory and knowledge discovery in
databases. It has been shown that there are some para-
digm shifts, but nothing prevents us from merging
them to make them available to both domains. KDD
focuses a bit more on the comprehensibility and inter-
estingness of a model, hence making it more general
with regard to a goal definition.

GST focuses more on time-dependent data and on
model decomposition. For complex problems, the de-
composition aspect can be used in KDD too. It may be
better to split up a very complex system into sub-
systems and to tackle each subsystem in turn and then

to cast the found information in a framework that keeps
count of the coupling between the sub-systems.

Finally, KDD is mainly based on an abstraction ap-
proach, while GST also included from the beginning a
hierarchical approach.

A merging of both domains seems feasible and the
resulting meta-modelling methodology seems to be be-
neficial for both domains.
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ABSTRACT

This paper summarizes the approach used at
Champlain Regional College (St.Lawrence Campus) to
introduce Physics students (pre-engineering) to computer-
based modeling of physical systems. Maple V is the
language used. Simulation is integrated into the scientific
method followed by the students in the laboratory.

INTRODUCTION
Questions

Simulation is currently used as a pedagogical tool in
many parts of the Science and Engineering curricula in a
variety of educational institutions. Why should it it be
taught? When should it be taught? What and how should be
taught? Tentative elements of answers are suggested in the
discussion below.

Requests

We solicit input (criticism, suggestions) from industrial
and academic designers and users of computer models.. We
would also like to request and encourage those who practise
computer-based modeling to become partners in local
educational institutions as mentors, both for the professors
and for the students.

WHY STUDENTS NEED TO SIMULATE
Learning to think scientifically

One of the general objectives of a Science program is to
teach students to think scientifically. The scientist (whether
pure or applied) explains data by creating an imaginary
structure, a scientific model, which "behaves like" the real
physical system. An analysis of the behaviour of the model
enables the scientist or engineer to predict other behaviour
of the system which until now may not have been observed.
An experiment is then done to verify those predictions and
hence verify the model. "If we do X to the physical system
it will do Y" if our model is valid. If we in fact observe Y
when we do X then that validates the model.. If the model
has been confirmed often (i.e. one has confidence in the
model as being functionally isomorphic with the real

system) the applied scientist or engineer can use the model
to develop new applications.

Why simulation is necessary

For the simplest of physical systems it is possible to
analyse the behaviour of the systems analytically, by the
solution of simple algebraic and differential equations.
The hard reality is that the thousands of problems at the end
of the chapters of many textbooks describe unrealistically
simplified systems. The equations that come out of
scientific models which represent real systems of any
complexity usually cannot be solved analytically. Numeric
techniques must be used. Dynamic simulation is an
effective way to find the implications of the scientific
models.

The Black Box of Commercial Simulations

Students use many computer simulations for pedagogical
and entertainment purposes. The simulations may be
commercially programmed or programmed by local faculty.
In general, however, these simulations are "black boxes".
Students are not equipped to verify the validity of such
simulations. They are "blind consumers".

List of Result of Learning Simulation Techniques

Students who program their own simulations, even for
simple physical systems...

i. develop a deeper understanding of the scientific models
they are learning

ii. have a better understanding of the pathway process of
solving problems.

iii.learn to appreciate the skill of professional
programmers

iv.may consider computer science as a possible career
choice...or not!

v.acquire confidence in their own ability to program
simulations for their own needs OR recognize when
to call on somebody with greater competency

WHEN SHOULD SIMULATION BE TAUGHT?

Our Students

"College" (="Cégep") in Québec province of Canada refers
to the first level of post-secondary education in which the

focus is both on "general" courses (language, humanities,
physical education) and on specialized pre-university



courses., College-level students in Pure and Applied
Sciences or in Health Sciences (leading to studies in the
sciences or in engineering) have completed one or two
algebra-based Physics courses at the secondary school level
and are now somewhere in a sequence of three compulsory
Calculus-based courses in mainly classical Physics. They
also follow a two-semester Calculus sequence and a first
course in linear algebra. Although we find that more and
more students arrive at the college level with some
programming experience, in general our students have not
studied programming and are not taking programming
courses.

We have found that the mathematical level of these
students and the level of their Physics courses provides a
satisfactory basis for introducing the concepts and
techniques of basic simulation.

.HOW SHOULD SIMULATION BE TAUGHT?
The Language Used

We have developed local simulation development
environments (SIDE) in TurboPascal, in Java, in Java
applets, and in JavaScript. We are currently beginning a
similar project in Visual Basic. Although these
environments are useful, they hide a lot of the programming
from the student. Students merely entered the "core
algorithms" describing the physical system under study.
Much of the "dirty work" has already been done. We
wanted to give our students the experience of programming
the models themselves, from the ground up.

Our current generation of students uses Maple V,
because it is available on our computer system and because
we have found that Maple V is user friendly for beginning
students. Some students are familiar with

Maple V is a comprehensive computer language using
mainly symbolic computation, but also with numerical
capabilities (Monagan et al, Learning Guide, 1998). It has
good graphing capabilities to represent the results of
running a simulation.

Since the students are learning programming by doing
the simulation exercises we are limited to basic syntax.
The following list will give the Maple V programmer an
idea of what we expect students to learn beyond basic
mathematical operations:
if..then,for..from.,arrays, procedures

Note that, as is the case of all programming
environments, there are some frustrations for the student as
they program in Maple V, such as incomprehensible error
messages!!

Object-Oriented Programming? We try...

In the early stages of teaching modelling and simulation
we use a simplified form of object-oriented programming.

Even if the programming language we are using (see the
next section, below) is not object-oriented, we insist that
students think in this mode for two reasons. First, object-
oriented models are more isomorphic to the object structure
of the real world and hence are more intuitive. Secondly, it
will prepare them for object-oriented programming.

Students must identify the interacting objects in the real
physical system then program them in Maple V. They are
asked to make the computer "think it is the physical system
under study."

Students learn that real objects can be represented by
Maple V procedures. Real objects have properties which
are represented by the values given to variables in the
procedure. . Real objects respond to other real objects (e.g.
a falling ball responds with an upwards acceleration when it
"detects" that its position is the same as the position of the
ground. This is effected by "methods" (procedures or other
code sequences) in the simulation object.

The idea of "class" is introduced in our pedagogical
approach by explaining that the general plan of an object,
before values are assigned to the specific object, is a
"class". Instantiation is done manually by the student
assigning values, in the simulation program, to the property
variables.

Multiple objects from the same class may be
distinguished by using arrays of properties. Object 1 uses
the first element of the mass array, for example. In this first
introduction to simulation this concept was rarely used
except in optional Physics courses in the context of
research projects..

We do not even refer to "advanced" object-oriented
concepts such as inheritance.

The Importance of doing experiments

In our context, simulation is part of the scientific
approach.. The computers follows the logic inherent in the
scientific models underlying real systems to make
predictions concerning the behaviour of those systems.
Students then test those predictions by experiment and draw
appropriate conclusions

EXAMPLE OF A "FINAL PRODUCT"

The simplest simulation seen by students is the "falling
rock" (vertical projectile). This example is used to introduce
the students both to the Maple V language and to the
concept of computer simulation. Below is one student's
successful attempt to program the falling rock. At the end
the programt calls up the following procedures:

1-Initialization of the simulation

2-Initialization of the system

3-The simulation itself

4-Graphical outpu



>#--The Falling Rock---

># 1-Initialize the Simulation
>siminit:=proc()

> global t,tt,ndp,dt:

> # t=time tt=total time

> # ndp=number of data points

> # dt=time increment between points

> local i:

> ndp:=1000:

> t[1]:=0:

> t=3:

> dt:=evalf(tt/(ndp-1)): #ndp-1 time increments
> end:

>#2-Initialize the System Model
> rockinit:=proc()

> global y,vy,ay:

> #y is the position of the rock

> # vy = velocity, ay= acceleration
> y[1 ]:=0:# Initial y

> vy:= 10:# Initial vy

> ay:=-9.8: #Acceleration

> end:

>#3-Let the Model "Run"
> rockfall:=proc()

global t,tt,ndp,dt,y,vy,ay:
> local i;

> for i from 2 to ndp do

> t[i]:=evalf(t[i-1]+dt);
> # evalf ensures that the result is real
>

>

>

>

Vv

vy:=evalf(vy+tay*dt):
y[i]:=evalf(y[i-1]+vy*dt):
od:
end:

> #4-Graphical Output

> graphdata:=proc()

> global t,tt,ndp,dt,y,vy,ay,dp:
> Jocal i;

> dp:=[seq([t[i].y[i]].i=1..ndp)]:
plot(dp); #Graph of y=f(t)

> end:

\Y

> #5-Procedure Calls
> siminit():

> rockinit():

> rockfall():

> graphdata();

> #End

This obviously could have been programmed without
procedures. Insisting on procedures is an attempt, albeit
weak, to keep the student thinking "object-orientedly".

Other Student Simulation Projects

Some other topics where we integrate simulation into
our pedagogical approach are the following: projectiles
bouncing balls, charging and discharging capacitors,
oscillations, interference of waves. In the context of
"Physics research projects" or "Engineering application
projects"  students sometimes have done much more
complex simulations.

CONCLUSIONS

Our experience has demonstrated that beginning students
can program computer models of simple physical systems.
It is gratifying to see students who say "I hate computers"
finally come to the point where they are excited when they
finally see the "bouncing ball" graphically, on the screen.

Our most exciting experiences have been when, in the
context of laboratory research projects, students were
paired with experts in the field. This mentoring relationhip
is used only for "research projects" undertaken in advanced
Physics courses.

Based on that experience, we would like to encourage
industrial and academic specialists to make themselves
available for such consultation. Both the mentor and the
student will find this experience enriching.

The preliminary ideas outlined in this paper will be the
starting point for more formal research in this area.
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ABSTRACT

Various consultancy companies propose the use of the so-
called TAPE (Timeliness, Accuracy, Productivity,
Efficiency) performance measures to assist business
process re-engineering. We study their implementation and
their relevance in comparison with traditional performance
measures. We illustrate this by means of an incident
management model for a call centre.

INTRODUCTION

The primary problem when comparing alternative designs
of a system is to determine which performance measures to
use. In a manufacturing environment, popular performance
measures include throughput, lead-time, waiting time in
queues, delays, etc. These measures are well described in
the literature (Law and Kelton 1991). For business process
re-engineering, various consultancy companies propose
other performance measures, including the TAPE
performance measures, that can be used as ranking criteria
when comparing the alternative designs of a system. Most
of the time these are used for system analysis by hand. We
investigate their relevance for the comparison of alternative
system designs by means of computer simulation.

First we will describe a simulation model of a call centre
which was implemented in ARENA®. Then we will discuss
the four TAPE performance indicators and describe how to
integrate them into the simulation model. We will illustrate
their use with results obtained from the simulation of the
call centre model. Finally we compare alternative designs
of this model based on the TAPE performance indicators
and based on the traditional performance measures like
waiting times in queues, resource parameters and service
level.

INCIDENT MANAGEMENT MODEL FOR A CALL
CENTRE

The simulation model we consider is the incident
management process of a call centre. We will describe the
elements of the model (the incidents, the resources and the
skills matrix) and the process flow. The process flow is
illustrated in figure 1.

The incidents are initiated by the customers of the call
center. These incidents are represented by the calls that
arrive at the centre. These incoming calls follow a
stochastic arrival pattern. The calls are subdivided into 4
categories and 33 subcategories, depending on the area of
expertise required by the customer. Each category has a
specified probability of occurrence, while the subcategories
within a certain category are assumed to be equiprobable.

The resources in our model are the dispatcher(s) and the
system engineers. Each resource has its own weekly
working schedule and has a FIFO queue associated with it.
Incoming calls will wait in the FIFO queue if the resource
is busy. A call will be rejected (and leaves the system
immediately) if the time spent waiting in a FIFO queue
exceeds a certain fixed threshold.

Every system engineer has his own areas of expertise,
which are specified in the skills matrix. Every line in the
matrix represents a subcategory, while every column
represents a system engineer.

The process flow used in our model can be summarized as
follows. Every incoming call must pass through a
dispatcher. The dispatcher will rout the call to a system
engineer whose area of expertise covers the category and
subcategory of the call. If multiple system engineers are
eligible, the dispatcher will rout the call to the resource with
the shortest queue. Ties are broken in favour of the resource
located the most to the left in the skills matrix. The
dispatching time (the time needed by the dispatcher to
decide on the routing of the call) follows a triangular
distribution.
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Figure 1

The processing time (the time the system engineer needs to
handle a call) is assumed to follow a specified triangular
distribution, regardless of the subcategory. For every
processed call, there is a fixed probability that the customer
is not completely satisfied with the assistance provided.
These customers will call back after a stochastic delay.
These subsequent rework calls will result in a decrease in
the performance of the call centre. If the customer is
satisfied with the assistance provided, the call is disposed
and leaves the system.

PERFORMANCE INDICATORS

The four so-called TAPE performance indicators, which are
proposed by some consultancy companies, are timeliness,
accuracy, productivity and efficiency. We investigate how
to integrate these indicators into the computer simulation
model decribed above.

Timeliness
We define the timeliness of the system as the percentage of

the incoming calls that are considered timely calls. A call is
considered timely if the time spent in the system until it has

been processed by a system engineer does not exceed the
timeliness threshold. The timeliness threshold is considered
as an input parameter of the model. Note that rejected calls
can never be timely.

Accuracy

The percentage of rework is determined by the accuracy of
the system. While it is possible to measure this on a real-
life system, it has to be implemented as an input parameter
for computer simulation models. Rework calls will be
initiated when a customer is not satisfied by the assistance
provided by the system engineer. The accuracy will be
considered as the input parameter of the system which
defines the probability that a processed call will result in a
rework call.

Productivity

We define the productivity of the system as the average
productivity of all the resources. Note that this may be a
weighted average if the working schedules of the resources
are not balanced. The productivity of a resource is the
percentage of the working time of the resource during
which the resource is not idle. We suppose that a resource



is “adding value” to the system when busy. This indicator
corresponds with the so-called scheduled utilisation of a
resource which is a standard measure in ARENA®.

Efficiency

A lack of accuracy within the system will cause rework
calls, as decribed above. The subsequent call will require
the same area of expertise as the original call, and the
resulting rework required of the available resources will
decrease the efficiency of the system. The efficiency of the
system is defined as being the average efficiency of all
disposed calls. The efficiency of a disposed call is defined
as the fotal handling time (dispatching time + processing
time) of the initial call divided by the sum of the total
handling times of the initial call and all subsequent rework
calls. For example: the efficiency for a call without rework
is 1, the efficiency for a call followed by two call backs
(assuming an equal total handling time duration for all three
calls) is 0.33.

SIMULATION

Several different configurations of the system were
simulated, and the observed performance indicators were
compared. Reconfiguration of the system is simulated
through changes in either the number of resources
(additional system engineers or additional dispatchers), or
through changes in the skills matrix. More radical changes,
like the implementation of a frontoffice-backoffice strategy,
were not considered.

The screenshots in figure 2 and 3 give some examples of
the output provided by the simulation. Each run simulated
10000 minutes (nearly one week) of call center operation.

) ] 3 (3 (3 F
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2
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4
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&  Productivity: 57,59 %
7 |Efficiency: 95,80 %
a
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12 Rework calls: 706
13| Service Level 05,88 % Disposed calls: 6872
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Resource name : 2 N queue
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Figure 3

We illustrate the relevance of the 3 implemented TAPE
performance indicators with the following simple scenario:
in phase 1 we consider an overstaffed call centre (15 system
engineers (SE’s)) that relies heavily on a few “key players”
(SE’s with a very broad area of expertise), while several
other SE’s are “newbies” (with a very limited area of
expertise). In phase 2 we simply eliminate the three least
productive SE’s. At this moment, the skills matrix still
contains 12 subcategories which are only covered by a
single SE. In phase 3 we start cross-training our personnel:
the 3 least-skilled SE’s each receive training in 2
subcategories which were previously only known by a
single SE’s. Finally, in phase 4, we finalise the cross-
training effort in such a way that every single subcategory
is now covered by at least 2 SE’s.

Figure 4 illustrates the evolution of the timeliness,
productivity and efficiency of the system over the 4 phases
of our scenario. These results were based on 10
replications, resulting in 95%-confidence intervals with a
width of less than 2%.

Both timeliness and productivity provide a quick and easy
assesment of the “quality” of a certain system
configuration. In phase 1 of the scenario described above,
the low productivity indicates that the number of resources
is more than sufficient, while the low timeliness indicates
that there is a shortage of certain skills, causing long queues
in front of key personnel. The combination of both
indicators strongly suggests that more crosstraining could
lead to a better configuration (requiring less personnel). As
expected, the elimination of the least productive resources
in phase 2 results in a greatly improved productivity, while
the impact on the timeliness remains relatively limited. The
first crosstraining session produces the expected results:
both productivity and timeliness improve. The final



crosstraining session has no noticeable impact on
timeliness, but still results in a minor increase in
productivity. The high and relatively stable productivity
level at this stage seems to suggest that more well-trained
personnel will be necessary if we want to improve the
timeliness. The impact of the considered system
reconfigurations on efficiency is negligible, mostly due to
the simplicity of the model and the changes considered. A
more radical change (like the frontoffice-backoffice
strategy mentioned earlier), is required before this indicator
becomes relevant.

—e— Efficiency 0.9
—=— Productivity 0.4
Timeliness 0.7

Figure 4

While the timeliness and productivity provide a good
assesment of the overall quality of a configuration, one
easily understands that more detailed indicators, like the
traditional queue lengths, are essential for an in-depth
understanding of the dynamics behind the model. It is for
instance impossible to base the decisions that led from
phase 1 to phase 4 in the example above (which SE’s to
eliminate, how to organise cross-training) on the 3
implemented TAPE indicators alone.

CONCLUSIONS

We have shown how to integrate three of the four TAPE
performance indicators (timeliness, productivity and
efficiency) in a computer simulation model of incident
management processes for a call center. The fourth
performance indicator (accuracy) had to be defined as an
input parameter. These concepts can easily be applied to
most other models.

Simulation has shown that the top-level indications
provided by these three performance indicators can be used
as a simple and relatively powerful tool during the first
phase of a business process re-engineering project, where
one wants to compare fundamentally different designs of a
system. Present research however has revealed the limited
sensitivity of these TAPE performance measures to smaller
changes in the system design, which suggests their relative
irrelevance during the final fine-tuning phases of business
process  re-engineering  projects. The  traditional

performance measures remain the performance indicators
of choice for more refined and detailed analyses.
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Abstract

SMPL is a discrete-event simulation language used
at the universities of many countries in order to
teach simulation. This language is appropriate for
beginners due to its simplicity and easy use. Until
now, we have not found in the literature significant
improvements to its implementation. In this work
we have improved the modeling capabilities of SMPL
by adding several instrumentation tools. They can be
used to collect simulation variables such as queueing
times, queueing lengths, or response times. These
tools, implemented as a collection of procedures, will
help programmers to improve clarity and readability
of simulation programs. The way they can be used
has been inspired on the instrumentation capabili-
ties of the CSIM simulation language. In particular,
we have added four main structures to collect system
data: tables, qtables, bozes and meters.

In this paper, the authors present a brief descrip-
tion of the implemented instrumentation tools and
some aspects about their internal design. We also
include a simple simulation example showing how to
use them and how results are reported.

*This work was supported by the Spanish CICYT under
grant TIC2000-0472-C03-03

1 Introduction

Simulation is the imitation of the operation of a real-
world process or system over time [1|. In particular,
simulation is a useful technique for computer sys-
tems performance analysis. The choice of the pro-
gramming language has a significant impact on the
timely development of the model. General-purpose
languages are portable and provide a good control
over the efficiency and run time of the simulation [5].
Moreover, a model developed in a general purpose-
language can be easily converted for execution on
diferent computer systems.

SMPL (Simple Portable Simulation Language) [6]
is a discrete-event simulation language. It is a fun-
cional extension of the C general purpose program-
ing language, although implementations in other
programming languages also exist, as Fortran, Pas-
cal or PL/I. This extension takes the form of a set
of library functions with, together with the program-
ming language itself, compose an event-oriented sim-
ulation language. Simulation operations are per-
formed by means of calls on the functions of the
simulation subsystem. This approach provides a
simulation capability suitable for small to medium
scale models, whereas process-oriented simulation
languages, like CSIM [2|, are preferable for large
scale models.

In a SMPL simulation model, there are three kinds
of entities: facilities, customers and events [7]. A fa-



cility is used to model a resource, such as the disk in
a computer system or the network in a distributed
system. In static form, a system comprises a collec-
tion of interconnected facilities. The interconnection
of facilities is not explicit, but rather is determined
by the routing of customers between them. Cus-
tomers represent the active entities in the system.
The dynamic behavior of the system is modeled by
the movement of customers through the facilities de-
fined in the model. Events represent a change of
state of any system entity, such as the arrival of a
customer into a facility. A SMPL simulation pro-
gram comprises an initialization routine, a control
routine, and some number of event routines.

Despite of SMPL was desinged many years ago,
nowadays it continues being used at the universities
of many countries in order to teach basic simulation
matters due to its simplicity and easy use. For exam-
ple, SMPL has been included as a part of the queue
module of the SimPack toolkit [4].

Until now, we have found no improvement to that
language in the literature since its original design.
In this work we have added several instrumentation
tools to SMPL for collecting and reporting distribu-
tions of simulation variables such as queueing times,
queueing lengths, or response times. These tools,
implemented as a collection of procedures, help pro-
grammers to improve clarity and readability of sim-
ulations programs. The added instrumentation tools
have been inspired on these used in CSIM [2], a lan-
guage for developing discrete-event, process-oriented
simulation models. This fact allows experienced pro-
grammers in CSIM easily apply the same instrumen-
tation procedures into SMPL programs. In partic-
ular, we have added four main structures to collect
system data: tables, qtables, boxes and meters.
More precisely, the extension of SMPL for the ad-
dition of tables has been originally discussed in [7].
Both the design and the data structure description
for tables presented here have served as a starting
point for own implementation.

The rest of the paper is organized as follows. Sec-
tion 2 describes the funcionality of each instrumen-
tation structure added to the SMPL language. Sec-
tion 3 shows some details about their implementa-

tion, and Section 4 describes and verifies the use of
these tools by means of a simple simulation model.
Finally, Section 5 summarizes the conclusions and
future work.

2 Instrumentation Overview

In this section we examine the main features of the
four implemented tools into the SMPL language.
Most of the work in implementing these structures
is in coding their report function; the code is simple,
but the formating process becomes wearisome. Data
values or events recorded in these structures are used
to compute the statistics, and in all cases no data is
actually stored. Previous to its use, each instrumen-
tation tool added to the model must be initialized.
All the data structures associated to these tools can
be cleared by means of the reset () function.

Tables are used to collect statistics on a sequence
of discrete values such as queueing times or response
times. A value v is included in a table t using the
procedure record(v,t).

Qtables are appropriate to know the distribution
of a population in a subsystem. A customer will ex-
ecute note_entry(qt) and note_exit(qt) in order
to note its entry and exit, respectively.

A box conceptually encloses a part of the model,
reporting information about both the residence time
and the population in that part of the model. This
information is saved in both a table and a qtable
associated to each box. A customer must execute
enter_box(b) and exit_box(b,ti) to enter and
exit a box, respectively, and it must specify the in-
stant of time ti when entered the box.

A meter is used to collect statistics about the
flow of customers at some point in a model. A
customer notes its passage by a meter using the
note_passage (m) procedure.

Statistics of the previous structures includes,
among others, the mean, the number of values
recorded, the minimum and maximum values, the
sum and the range of values, etc. Also, confidence
intervals for the mean can be automatically com-



puted by using the following formulas:

S
m=+zi_a—, n> 30
2y/n

S
m =+ tlf%;nq%,
where n is the number of samples recorded, z and
t are the normal and Student distribution functions,
respectively, and 1 — a//2 is the confidence level or
confidence coeficient (considered values in the imple-
mentation are 0.90, 0.95 and 0.98).

n < 30

Finally, histograms can also be specified for the
four instrumentation tools in order to get more de-
tailed information about the collected values.

A detailed description of how to use these struc-
tures and how to gather statistics can be found in

the CSIM User’s Guide [2].

3 Implementation

The implementation of SMPL uses the C language.
SMPL basic files are smpl.c (main simulation sub-
system), rand.c (random variate generation func-
tions), smpl.h (external name declarations) and
stat.c (normal ant ¢ distribution quantile func-
tions). In order to include the extra capabilities
presented in this work, we have added code to the
smpl.c and smpl.h files.

We have maintained the compactness of its origi-
nal design, allowing both the use of SMPL in com-
puters with limited memory sizes and as a part of a
larger application-oriented simulation system. Com-
pactness has been achieved using a single basic data
element for all data structures. These elements com-
prises five fields, L1 and L2 for real values, and L3,
L4 and L5 for integer values. SMPL maintains a pool
of these elements, which are allocated from this pool
in order to build facility descriptors, queue entries,
and event list entries. This pool of elements has been
used in order to construct table, qtable, meter and
box descriptors. The basic structure of the element
pool for the instrumentation tools is shown in Fig-
ure 3.

In the structure for tables we need to store the
maximum and minimum of introduced values, as
well as their sum and square sum, which will be used
to obtain other statistics, such as the variance or the
coefficient of variation. Additionally, there is a set of
fields that are useful for the representation of the his-
togram of each table. These are “from” (it indicates
the lower limit of the rank of the histogram), cell
interval (it establishes the width of each interval),
overflow and underflow (they count the values out
of the rank), cell set index (it contains a reference to
the first element of a structure, implemented as an
array of integer type, that contains the number of
observations that lie in each interval), and the num-
ber of intervals. Finally, there is a field to store the
total amount of introduced values and a special field
called “options”, which indicates if the table belongs
to a more complex structure like a box.

In the structure for gtables we need to consider
two fields for keeping clock values: first, the instant
in which a gtable starts to collect data, and also the
instant when took place the last update. Moreover,
it is necessary to consider the state of the qtable
(length of the queue), the maximum and minimum
values of this state, as well as the initial value of the
queue length. As in the case of tables, qtables need
to store the sum and square sum of values, the qtable
chain link and also the index of name. Moreover, the
number of entries and exits in the queue, as well as
a group of fields that keep information related to
the histogram, are considered. However, in the case
of gtables, the cell set index links to an array of
real type (each interval of the histogram represents
a value of time).

The structure for meters have five fields: the clock
value at the begining of measuring, the clock value
at the moment of the last update, the meter chain
link and the index of name. The last field contains a
value that identifies the table associated to the me-
ter, because meters use functions offered by tables.

Finally, the structure for boxes is similar to that
used by meters. However, in this case we need an
additional field, because boxes use the functions pro-
vided by both tables and qtables. Therefore, this
field keeps the identifier of the qtable associated to



Descriptor of tables:

maximum | minimum | overflow count | underflow count unused
Sw 302 index of name | table chain link | cell set index
“from” cell interval options no. values entered | no. of cells

Descriptor of gtables:

unused options cell intervall no of cells cell set index
overflow count | underflow count | initial value “from” exits
S 302 index of name | gtable chain link entries
initial clock last clock state minimum maximum

Descriptor of meters:

initial clock | last clock | meter chain link ‘ index of name ‘ table ‘

Descriptor of boxes:

unused unused

unused

unused gtable

initial clock | last clock

box chain link

index of name | table

Figure 1: Added elements to the SMPL basic pool
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Figure 2: Queueing model

the box.

4 Simulation Example

In this section we present some results obtained us-
ing the SMPL simulation language with the added
instrumentation tools. The model we have used is
based on the central server, and it is depicted in Fig-
ure 2. This model has analytical solution that can

be found by using the Mean Value Analysis (MVA)
algorithm [5]. This fact will help us to compare the-
oretical results with these one obtained by simula-

tion. The parameters used for this model are shown
in Table 1.

Parameter Value
Processing time  0.05 s
Disk access time 0.035 s

Disk visit ratio 3
Thinking time DS
Number of disks 3

Table 1: Configuration parameters

We have added four monitoring points in this
model, indicated in the Figure 3, in order to measure
the mean values of the following system variables:

1. System response time. This variable measures



Table for the cpu
response time

Meter for the cumulative
disk throughput

Box for the system
response time

Qtable for the number
of thinking customers

Figure 3: Queueing model indicating instrumenta-
tion points

the time a customer spends in the system, being
computed by means of a box.

2. Throughput of disks. It measures the cumula-
tive throughput of the three disks in the system,
and it is measured by means of a meter.

3. Processor response time. This variable quanti-
fies the time a customer spends in each visit to
the CPU. It is measured by means of a table.

4. Number of thinking customers. It represents
the number of customers in the thinking state
(elapsed time between two consecutive requests
to the system). We have measured it by using
a qtable.

The following lines show the simulation program
in SMPL language implementing the closed central
server model. Comments has been added in order
to provide enough readability to those who are not
experienced with an event-oriented simulation lan-
guage. A complete report of the results obtaining
when running this program can be found in the Ap-
pendix.

#include "smpl.h"
#include <stdio.h>
#include <math.h>

#define MAX_JOBS 100

#define MAX_DISKS 5

double h, gm;

int start_period, batch_size;
int event, customer;

int i, endsim, nbatches;

double tcpu = 0.05;
double tdisk = 0.035;
double Zt = 5.0;
int JOBS = 15;
int DISKS = 3;

void sim(); // *** simulation function
void test_end(); // *** simulation end

struct info_token

{
int disk;
double arrival;
double incpu;

} token[MAX_JOBS];

/* Facilitites in the model. */
int TERMS, CPU, DISK[MAX_DISKSI];

/* Instrumentation tools in the model. */
int b; // *** box

int m; // *** meter

int t; // **x* table

int qt; // **x qtable

int bmt, gmt; // *** tables for batch means

/* Main program. */
void main()
{

sim();

}

/* Simulation program. */

void sim()

{
/* Initialization of model. */
smpl (0, "Closed Model");

/* Initialization of facilities. */
TERMS = facility("TERMS",JOBS);

CPU = facility("CPU",1);

for (i=0;i<=DISKS-1;i++)
DISK[i]=facility("DISK",1);

/* Initialization of instrumentation tools.

*/



b = box("System response time");
box_time_confidence(b);
box_time_histogram(b,5,0.0,10.0);

m

meter ("Cumulative throughput of disks");

meter_confidence(m);

t

table("Processor response time");

table_confidence(t);
table_histogram(t,3,0.0,0.75);

qt = qtable("Thinking customers");
qtable_histogram(qt,4,0,10);

bmt =

gmt

table("Batch mean table");
table("Grand mean table");

/* Initial job scheduling. */
for (customer=1;customer<=J0BS;customer++)
schedule(1,0.0,customer) ;

/* Initialization of batch means variables. */

start_period = 5000;

batch_size =

15000;

endsim=0;

while (endsim==0)

{

cause (&event ,&customer) ;

switch(event)

{

case 1: // *x*x Begin of think time
note_entry(qt);
request (TERMS, customer,0) ;
schedule (2, expntl(Zt) ,customer) ;
break;

case 2: // ***x End of think time
release (TERMS, customer) ;
note_exit(qt);

token[customer] .arrival = enter_box(b);

token[customer] .incpu = time();
schedule(3,0.0,customer) ;
break;

case 3: // *x*x Request cpu
if (request(CPU,customer,0)==0)
schedule (4,expntl(tcpu),customer);
break;

case 4: // **x Release cpu

release (CPU, customer) ;
record(time () -token[customer] .incpu,t);
if (ranf()<=0.1)

{

exit_box(b,token[customer] .arrival);
test_end();

schedule(1,0.0,customer) ;

}

else

{

token[customer] .disk=random(0,DISKS-1);
schedule(5,0.0,customer) ;

}
break;

case 5: // **x Request disk
i = token[customer] .disk;

if (request(DISK[i],customer,0)==0)
schedule(6,expntl(tdisk),customer) ;

break;
case 6: // *%*x Release disk
i = token[customer] .disk;

release(DISK[i], customer);
note_passage(m) ;
token[customer] .incpu = time();
schedule(3,0.0,customer) ;
break;
}

}

full_report();

printf ("\nResponse time: %f +/- %f",gm,h);

}

void test_end() // *** batch means
{
if (table_cnt(box_time_table(b))>start_period)
{
record(time () -token[customer] .arrival,bmt) ;
if (table_cnt(bmt)==batch_size)
{
record(table_mean(bmt) ,gmt) ;
nbatches = table_cnt(gmt);
gm = table_mean(gmt) ;
h = table_conf_halfwidth(0.95,gmt);
if ((nbatches>=10)&&((h/gm)<0.1)) endsim=1;
reset_table(bmt) ;

Instrumentation tools in the model are variables



b, m, t and qt. Confidence intervals and histograms
have been requested for variables b and t.

The number of thinking customers can be com-
puted by noting the entry into the TERMS facility
(case 1) and noting the exit when releasing it (case
2). The mean value of thinking customers calculated
by the qtable is 9.4656, agreeing with that indicated
by the analytical solution.

The system response time lasts since a job leaves
the TERMS facility (case 2) until it realases the pro-
cessor to begin a new think time (case 4). These
two cases are used to note the entry and the exit,
respectively, of a job into the box.

Throughput of disks has been measured by noting
the passage of each job when releasing any of the
three disks in the model (case 6).

Processor response time is calculated using a
table as the difference between the time a job re-
leases it (case 4) and the time that job entered
it (case 2). The computed mean response time is
0.2539 £ 0.003 (95% confidence level), that agrees
the analytical solution.

The simulation method used is batch means [3],
and it has been implemented in the test_end()
function similary to the batch means module de-
signed in [7]. However, in our case, the method has
been implemented using two tables. The output
simulation value used is the mean system response
time. It has been defined a start period of 5000 ob-
servations and each batch consists of 15000 samples.
After the initial period, values of the variable are
considered until a full batch is accumulated in the
bmt table. Then, the mean of the batch is consid-
ered to compute the grand mean by using the gmt ta-
ble. The simulation stops when ten or more batches
have been collected and the relative error between
the grand sample mean and the half width of the
conficence interval is less than 0.1. The confidence
interval is computed with a confidence level of 95
percent. The simulation of this model gives a sys-
tem response time of 2.92940.051, that includes the
theoretical value of 2.928.

5 Summary and future work

In this paper we have described a set of instrumen-
tation tools that have been added to the well-known
SMPL language. These tools can help model design-
ers to implement simulation programs easier to read,
debug and understand. The added source to SMPL
is open and it can be obtained by sending an e-mail
to one of the authors of this work.

As a future work, we are now working on the in-
clusion into SMPL of another set of extensions such
as: storages (to model resources), facilities with infi-
nite servers (to model delays), customer classes (for
multiclass systems), and other scheduling policies at
queues (as Round Robin).
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Appendix: full report of simulation

This appendix contains the output of the simulation program presented in Section 4. This output is produced
by means of the full_report () function.

smpl SIMULATION FULL REPORT
Closed Model

Ending simulation time: 82057 .641
Elapsed simulation time: 82057.641

facility service through- queue response compl
name time util. put length time count
TERMS 5.0105 9.4647  1.8890 9.4647 5.0105 155004
CPU 0.0501 0.9457 18.8940 4.7981 0.2539 1550399
DISK[0] 0.0350 0.1991 5.6836 0.2462 0.0433 466386
DISKI[1] 0.0350 0.1980 5.6573 0.2446 0.0432 464228
DISKI[2] 0.0351 0.1986 5.6641 0.2454 0.0433 464784

TABLE : Processor response t

minimum 0.0000 mean 0.2539
maximum 1.5154 variance 0.0293
range 1.5154 standard deviation 0.1712
observations 1550399 coeficient of var 0.6741

confidence intervals for the mean after 1550399 observations

level confidence interval

90 % 0.2539 +/- 0.0002 = [ 0.2537, 0.2542]
95 % 0.2539 +/- 0.0003 = [ 0.2537, 0.2542]
98 % 0.2539 +/- 0.0003 = [ 0.2536, 0.2543]

HISTOGRAM Processor response t

lower limit  frequency proportion cum. prop.

0.0000 858129 0.55349 0.55349  sakakskakskakskokokokokokokokokok ok ok ok
0.2500 550598 0.35513 0.90862  Hkkkkxkakskokokokk
0.5000 125825 0.08116 0.98978 *x

> 0.7500 15847 0.01022 1.00000

TABLE : Batch mean table

>No data recorded since creation or reset

TABLE : Grand mean table



minimum 2.7836 mean 2.9290
maximum 3.0286 variance 0.0050
range 0.2449 standard deviation 0.0707
observations 10 coeficient of var 0.0241
QTABLE : Thinking customers
initial 0 minimum 0 mean 9.4656
final 10 maximum 15 variance 7.1721
entries 155014 range 15 standard deviation 2.6781
exits 155004 coeficient of var 0.2829
HISTOGRAM Thinking customers
number total time proportion  cum. prop.
0 300.6090 0.00366 0.00366
3 5872.4408 0.07157 0.07523 *x
6 23425.0911 0.28547 0.36070 *xxxxxxx
> 9 52458.9600 0.63930 1.00000  sskskskskskokokokokokokokokkokkokkok
METER : Cumulative throughput of disks

count 1395398

interpassage time statistics

minimum 0.0000
maximum 3.2740
range 3.2740
observations 1395398

standard deviation
coeficient of var

confidence intervals for the mean after 1395398 observations

level confidence interval

90 % 0.0588 +/- 0.0001 = [ 0.0587,

95 % 0.0588 +/- 0.0001 = [ 0.0587,

98 % 0.0588 +/- 0.0001 = [ 0.0587,
BOX : System response time

statistics on elapsed time

minimum 0.0000
maximum 47.2148
range 47.2148
observations 155000

standard deviation
coeficient of var

rate 17.0051
mean 0.0588
variance 0.0042
0.0652
1.1082
0.0589]
0.0589]
0.0589]
mean 2.9299
variance 9.8671
3.1412
1.0721

confidence intervals for the mean after 155000 observations



confidence interval

+/-
+/-
+/-

0.0131
0.0156
0.0186

L
L
[

HISTOGRAM

lower 1

W o N O

> 10.

imit

.0000
.0000
.0000
.0000
.0000

0000

frequency proportion

8
3
1

0445
6211
7780
9358
4943
6263

0.

O O O O O

statistics on population

initial
final
entries
exits

0
4
155004
155000

minimum
maximum
range

51900

.23362
.11471
.06037
.03189
.04041

System response time: 2.929 +/- 0.051

15
15

2.9167, 2.9430]
2.9142, 2.9455]
2.9113, 2.9484]
prop
L51900  skskokokskakskokokokokok kK ok ok ok kok

LT5262  skkskskskokokokok

.86733  *kkxxk
L92770 k%
95959
00000
mean
variance

standard deviation
coeficient of var

5.5344
7.1721
2.6781
0.4839
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ABSTRACT

Modeling and simulation tools have been used for helping
in the early stages of hardware/software systems design.
The DEVS formalism is a technique that enables
hierarchical description of discrete event models that can be
used for this task. The CD++ tool enables the description of
discrete event models based on the DEVS formalism, and
we have used it to provide hardware-in-the-loop simulation
using the CODEC of a DSP board. First, a DEVS model
was built using the real-time version of CD++ to simulate
the behavior of the CODEC together with a test program
using the CODEC. Next, the actual CODEC was deployed
as a hardware prototype to replace the CD++ model,
integrating the prototype into the original DEVS
component. The real-time data communication between the
CD-++ model and the DSP board was explored in detail. As
a result, we are now able to study models in a simulated
environment, and to execute them in a hardware surrogate.
The hierarchical nature of DEVS permitted to do this
without modifying the original models, providing the base
for enhanced system development in embedded platforms.

INTRODUCTION

In the early stage of the design of embedded systems,
software and hardware are designed independently. The
software development team is waiting for the hardware
prototypes to be available; however, the hardware
development team is waiting for the software environment
for hardware prototype verification and testing. It is
difficult to decide the trade-offs between the hardware and
software solutions in terms of system performance
requirements (time, power consumption) and probably
delays the product design cycle. In addition, there are few
interactions between hardware and software, which restrict
the exploration of solutions where some functionality could
migrate between both components (Berge 1997). With the
emerging of the specific components (I/O, DSP, ASIC,
FPGA), a mixed-system design is more efficient to realize
specific applications, such as signal processing or
telecommunications. The user can test the functionality of
the hardware in a very early stage. This is economically

efficient, and shortens the product development cycle and
time-to-market period.

The DEVS (Discrete EVents Systems specifications)
formalism for modeling and simulation (Zeigler. Prachofer
and Kim 2000) provides a framework for the construction
of hierarchical models in a modular fashion, allowing
model reuse, reducing development and testing time. The
hierarchical and discrete event nature of DEVS makes it a
good choice to achieve an efficient product development
test. DEVS are timed models, which also enables us to
define timing properties for the models under development.
Each DEVS model can be built as a behavioral (atomic) or
a structural (coupled) model. A DEVS atomic model is
described as:

M= <X, S, Y’ 6int’ 6ext,7\‘a D>

X: the input events set

S: the state set

Y': the output events set

O  Internal transition function
Oext - €xternal transition function
A: output function

D: the elapsed time

A DEVS coupled model is formed by configuring several
atomic models or coupled models:

CM =<X,Y, D, {Mi}, {I}, {Z;;} , select >

X: the set of input events

Y': the set of output events

D: an index of components, each ie D

M;: a basic DEVS model, where Mi = < Ii, Xi, Si, Y1, 8ins,
6e:xti , ta; >

I;: the set of influencees of model I, each j € I

Z;: the i to j translation function

Select: the function prescribes which atomic model should
be activated first under simultaneous events.

The CD++ environment (Wainer 2002) is a tool built to
implement the DEVS and Cell-DEVS theory. The toolkit
has been built as a set of independent software pieces, each
of them independent of the operating environment chosen.
The defined models are built as a class hierarchy, and each



of them is related with a simulation entity that is activated
whenever the model needs to be executed. New models can
be incorporated into this class hierarchy by writing DEVS
models in C++, overloading the basic methods representing
DEVS specifications: external transitions, internal
transitions and output functions. CD++ employs a virtual
time simulation approach (Rodriguez and Wainer 1999),
which allows skipping periods of inactivity. The abstract
simulation technique enables defining and using different
simulation engines without affecting existing models. The
recent real-time extension (Glinsky and Wainer 2002)
enables simulation advancing based on the wall-clock,
making the simulation process to be quiescent between
events. The model being executed must react to external
event in a timely fashion. This means when an external
event arrives, the model should react within a predefined
deadline, and return a result before that time. The real-time
extension of the toolkit allows associating deadline with
external events.

We show how to gradually incorporate hardware
prototypes into a simulated environment using the real-time
version of CD++ toolkit (Glinsky and Wainer 2002). The
hardware prototype employed is a CODEC (a device
performing A/D and D/A operations) embedded in a Digital
Signal Processor (DSP) board (Analog Devices 2000). The
block diagram in figure 1 below is the 2189M EZ-KITLITE
DSP Board (Analog Devices 2000) and some major
components used.

e Control: distinguishes the incoming signal. If a
command signal is received, it will invoke the CODEC
atomic model.

e CODEC: simulates the behavior of the CODEC.

o Analog signal generator: generates an analog signal.

e  Display: updates the results from the CODEC model
and displays them.

TEST &
SIGNAL
: CODEC DISPLAY | T *
CLOCK |- COMTROL | F
: GROUND
ANALOG SIGNAL "
GENERATOR.

Figure 2: Test A, Experimental Frame Conceptual Model

The detailed definition of these models can be found in
(Li, Pearce and Wainer 2002), but we will focus in the
description of the CODEC model. Later, we will show its
implementation using the available hardware. The CODEC
model is responsible for translating an analog signal into an
output digital signal. Figure 3 shows the CODEC DEVS
atomic model used in our example.

EESET
ADEP-2180M

EZICE Serial Port
PORT L

[ eow= ] I
SerialPart || popEe

RE432PORT

ADTIZAR

Analog I Analog OUT

—Tr t—

Figure 1: Scheme of the Analog Devices 2189M EZ-
KITLITE Evaluation Board

THE APPLICATION MODEL

The prototype was designed in two stages. In the first
stage, we built a set of DEVS atomic models using the real-
time version of CD++. Figure 2 shows the test A
experimental frame built in CD++, which was used to test
the behavior of the CODEC model.

The test A experimental frame includes five atomic
models. They are clock, control, CODEC, analog signal
generator and display. A brief description of the these
atomic models is given below:

e Clock: generates control signals with a predefined
period.

CODEC =<X,Y, S, dext, dint, A, D>

X = { ControlIn € N', AnalogIn € R }
{ DigitOut € BinaryStream }
S = { AnalogIn € R } U { ControlIn =1 }

[
I

dext (s, e, x ){
If ControlIn //check which port is signaling

case: port = ControllIn

if control = 1, //start signal conversion
analog data = X.AnalogIn;
digital data = convert (analog.data);
holdIn (active, time);

else
passivate(); // wait for the next event

//if AnalogIn signals
case: port = Analogln
passivate() ; // wait for the next event
}
dint ( s, e ) {
passivate () ;

A (s) A
send digital data to DigitoOut;

Figure 3: CODEC Model Conceptual Definition

When an event arrives at Controlln and its value equals to
1, the CODEC atomic model starts analog to digital signal
conversion using the analog received in the Analogin port.
When the signal conversion completes, the CODEC sends
all results using the DigitOut port. The analog signal is a
stream of floats and the digital signal is a stream of binary



strings. Please see the table 1 for a sample analog->digital
conversion. The Analog generator is an atomic model and
all it does is to randomly generate float representation of
the analog signal.

Table 1: Analog to Digital Conversion

Analog Input (voltage) Digital Output
0 0000
0.2 0001
0.4 0010
0.6 0011
0.8 0100

The ftest A coupled model is built to test the behavior of
the software version of the CODEC. Figure 4 is the
simulation output of the fest 4 experimental frame.
According to the figure, the first digital signal is obtained at
time 00:00:40:708 through the signal output port. Its
associated value is 000! (here we use binary strings
representing the digital signal value). At the time
00:00:41:608, another digital signal is arrived at ground
output port and its value is 0000. All digital signals are
processed successfully through the software CODEC
model.

Wall Clock Time Result Output Port Value
00:00:40:708 succeeded signal 0001
00:00:41:008 succeeded signal 0110
00:00:41:308 succeeded signal 0011
00:00:41:608 succeeded ground 0000
00:00:41:900 succeeded signal 1010

Figure 4: Output of Test A Experimental Frame
INTRODUCING HARDWARE-IN-THE-LOOP

The application model we built in the previous section
was reused when we replaced the model for the CODEC by
the actual hardware. The new experimental frame (figure 5)
was built to support interaction with the real CODEC on the
board, and existing atomic models were reused. A clock
model generates periodic signals to awake the control
model. Then the control model will invoke the TCL model,
which is in charge of initializing the CODEC and start the
conversion. When the CODEC finishes the conversion, the
dataTransfer model will acquire these data and send them
to the control model. Finally, the DataTransfer model will
feed the data to the display model. A brief description of
the new atomic models is given following:

e TCL: invokes and opens the VisualDSP debugger
system. Once the debugger system is opened, the
different TCL files needed for A/D and D/A access can
be invoked to obtain samples and regenerate the analog
signal.

e DataTransfer: reads the digital samples and sends
them back to the control model. In addition, the data
will be written back to the board for display if the DAC
is working.

-

i
1
TEST B :
1
1
1

e ——————f——

SIGHAL
—+ TCL  |-»{ DATA TRANSFER | '
CLOCK CONTROL |
DISPLAY

GEOUND

Figure 5: Test B Experimental Frame Conceptual Model
with Hardware-in-the-loop

Figure 6 shows the CD++ coupled model definition of the
Test B experimental frame. The first line in the figure
defines the Top model, which includes four atomic models
and one coupled model. The Out port represents two output
ports: signal, ground, and the links describe the internal and
external coupled schema. The similar configurations are
specified for each of the atomic models in the Test B
experimental frame conceptual model.

The [top] model always defines the coupled model at the
top level. As showed in the formal specifications presented
earlier, four properties must be configured:

e Components: describes the models integrating a
coupled model. The syntax is modelName@className,
allowing more than one instance of the same model
using different names. The class name reference to
either atomic or coupled models (which should be
defined in the same configuration file).

e oOut: it defines the names of output ports.

e In:itdefines the names of input ports.

e Link: it describes the internal and external coupling
scheme. The syntax is: source port[@model]
destination port[@model]. The name of the
model is optional and, if it is not indicated, the coupled
model being defined is used.

[top]

components : clock@Clock control tcl@TclCycle
display@DisplayCycle DataTransfer@FileTransferCy
Out : ground signal

Link : out@clock in@control

Link : out@control in@tcl

Link : out@tcl start@transfer

Link : out@transfer in@display

Link : ground@display ground

Link : signal@display signal

[control]
components
In : in
Out : out data out

Link : in in@queue

Link : out@queue in@central

Link : data out@central donelqueue

: queuelQueue central@ControlCycle

Figure 6: CD++ Coupled Model Specification for Source
Code for Test B




IMPLEMENTATION

The system was designed using two components: one
running in a PC/Workstation, and another on the DSP
board. See figure 7.

PCMWorkStation EZKIT Evaluation Board

R512

Ware
S CDI:e

Figure 7: A High-level Architecture of the Simulation

The CD++ test experimental frame communicates with
the board through the IDE software, and a built-in TCL
script controls the debugger operation. The IDE uses serial
communication to access the ADSP chip memory on the
DSP board. In the board, a talkthrough program is loaded
by the IDE, which invokes the CODEC, stores the digital
samples in a circular buffer, and sends the data back to the
CODEC for output. When the samples are available, the
TCL control script gets them and makes them available for
CD++ as new external events. The interaction between the
components is depicted in Figure 7. There are three
cooperating subsystems in the simulation, the DSP board,
the IDE and CD++. The DSP board subsystem acquires an
analog signal from a 15MHZ function/waveform generator,
and digitizes it through an A/D of the CODEC. These
digital samples are saved in a predefined location in the
DSP chip memory. In addition, the CODEC D/A writes
these digital samples back to reproduce the analog signal,
and displays them in a digital oscilloscope.

An important issue raised was how to achieve the
system’s deadline. The real-time CD++ simulator uses the
wall-clock to determine when to execute the next event. In
this case, when the TCL model invokes the IDE
application, we need time to reset the board. The solution is
to let the model to wait for the hardware to start. During
this period, the model will remain in the active state, and
after that, it will generate an internal transition, recording
the physical time it takes to this action. Another issue is to
ensure that the model is ready to start a new read cycle, and
that will depend on the speed for reading. The clock model
will generate the read command according to the following
diagram (Figure 8):

Start reading Read data Finish reading ~ Next eycle
| | | | .
[ [ [ [
00:1.0 00400 00110
Reading period |
1

tirne

Figure 8: Clock Timing Diagram

Figure 8 shows that at time 0:0:1:0, the model started to
read data from the board memory. After 9 time units, the
model finished reading the data. The clock model will
record this time, and then it will issue the next command at
time 0:0:11:0 to start another cycle.

Displaying the analog signal on the real-time digital
oscilloscope is another difficult issue. Due to the limitation
of the current IDE debugger, only 256 sample points can be
written back at a time. These digital points went through the
D/A and displayed on the oscilloscope. The following
digital pictures show a 1 KHz sine waveform on the scope.

Figure 9: Digital Pictures of 1 KHz Sin Waveform

The top is the input signal in sine waveform; the bottom
image is the output from the simulation. Since the output
signal is instantaneous, the display of the output signal is
caught by freezing the screen. After adjusting the scale of
the signal, we can read that the frequency is 1 KHz, which
means the output signal is correct (in the picture they seem
to be different, because the digital oscilloscope does not
have enough signals to acquire in order to auto-set the
display).

TEST EXAMPLES

Different tests were conducted to evaluate the software
and hardware components, as well as the program as a
whole (refer to Test B conceptual frame) to examine the
correctness and performance of the simulation.

1) Examining the A/D functionality of the CODEC. At
initialization, the clock atomic model generated a control
signal to start the contro/ atomic model at time
00:00:00:040. The control model then invokes the TCL



model to start the IDE application and to load the TCL
script. After pressing the reset button on the DSP board, the
talkthrough program is loaded into the DSP board. At the
same time, the dataTransfer atomic model is hold in the
sleep state and is waiting for the data to be generated by the
CODEC on the DSP board. Upon receipt of the converted
digital data, the dataTransfer model will take these data and
send them back to the control model. Finally, through a
display atomic model, these samples will be updated and
stored in a bin. After one simulation cycle, the clock will
generate the next command. The simulation can be
terminated by a preset simulation time or manually.

The following execution results show that all the signal
conversions are successful and the values are obtained.
These results match with those of the fest 4 experimental
frame and the differences in the value column represent a
difference in the format and the analog waveform used.

Wall clock time results Output Port value

00:00:40:708 succeeded signal 0.50391
00:00:41:008 succeeded signal -1.00000
00:00:41:308 succeeded signal -0.97546
00:00:41:608 succeeded ground 0.03967
00:00:41:900 succeeded signal -1.00000
00:06:51:210 succeeded signal 0.99997
00:06:51:210 succeeded ground 0.03894

Figure 10: Output of Test Model

2) D/A functionality of the CODEC was added into the
simulation cycle. The purpose of this test is to verify the
correctness of the digital samples obtained from the
previous testing case.

CONCLUSION

We presented how to achieve hardware-in-the-loop
simulation of discrete event models based on the DEVS
formalism. The real-time data communication between the
CD++ model and the DSP board was explored in detail. As
a result, we are now able to study models in a simulated
environment, and to execute them in a hardware surrogate.
The hierarchical nature of DEVS permitted to do this
without modifying the original models, providing the base
for enhanced system development in embedded platforms.

This is the first version of the CD++ simulation platform
that employs an actual piece of hardware in the simulation
loop. The hardware has been successfully introduced into
the CD++ simulation platform. Different test examples and
results were described to verify the correctness of the
approach. The future development could be done towards
making large systems and exploring different ways of
hardware/software communications to further enhance and
formalizing real-time simulation using CD++.
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ABSTRACT

This paper shows a methodology to solve a problem of
execution speed of a continuous processing plant dynamic
simulation that acts as data engine for a personnel-training
system for the sugar industry. This system is based on a set
of PCs over Windows NT linked by a communication
network, uses a Supervisory Control and Data Acquisition
system (SCADA) to emulate the control rooms normally
used in sugar factories (additionally this SCADA can be
configured as a trainer console) and substitutes the

production process for the simulation previously mentioned.

The main idea of the developed methodology is to
distribute the simulation in several simulation engines that
are synchronized and share data using the OPC
communication protocol. This methodology, that can be
applicable to any full scale simulator, is illustrated using the
training simulator developed in the CTA (Sugar
Technology Center) of the University of Valladolid (Spain).

INTRODUCTION

Simulation systems are very important as industrial training
tools. The objectives of the simulation program is to
reproduce in the most reliable way the global dynamic
performance of the process and to allow the training of
operators in abnormal and dangerous situations. In the case
of sugar production the process can be divided on several
stages; in each one some process units appear repeatedly.
For this reasons, a library of complex mathematical first
principle models of process units has been developed using
an Object Oriented Modelling Language for hybrid systems
named EcosimPro (EcosimPro, 2003). Using this library is
possible to construct a dynamic model of a whole sugar
factory and simulate its behaviour.

In order to train the operators in the same conditions as in
the real plant the dynamic simulation must run at least in
real time. However, the complexity of the mathematical
models of the process units (the plant is composed by
continuous, batch and semi batch process units) and the
high number of them (one factory can has several hundreds
of process units) do not allow to work in real time using
traditional simulation procedures.

As, it is not possible to manipulate the ODEs integration
algorithms and the event treatment laws of the simulation
package, only two procedures can be used to increase the
speed of the simulation. The first one is to modify the
library of models and reduce their complexity. The second
one is to distribute the whole simulation in several
computers. As reducing the complexity of the models
implies in a reduction of the reliability of the simulations
the second alternative seems to be the most indicated. Thus,
this paper presents the development of a distributed
simulator for a sugar factory. The paper is organised as
follows: in next section some alternatives are shown and the
standard that they apply. Section 3 describes the distributed
architecture of the simulator based on OPC. Section 4
presents the application of the methodology to a sugar plant
simulator. Finally, in section 5 some conclusions are
presented.

DISTRIBUTED SIMULATION

In industrial environments large scale control systems uses
communications at different levels: at low or field level, at
medium or control-supervision level and at high or
management level. In the low level, industrial field buses
are normally used to perform the communications between
devices. In the others levels traditionally specific drivers are
used to allow the access to the devices through the field bus.
In order to avoid the use of a great number of specific
drivers in the same network, a group of companies, in
collaboration with Microsoft, define a standard for the data
intercommunication called OPC (for OLE Process Control)
(F.Iwainitz et al, 2002). This standard is based on a Client-



Server communication system and allows a uniform access
to the data connected to a network.

In Microsoft Windows environments, the communications
between distributed components are based on DCOM
(Distributed Component Object Model) (Microsoft, 1996).
DCOM allows the development of software components
using any programming language and network protocol and
also with free location. CORBA (Common Object Request
Broker Architecture) (OMG, 1998) and Java RMI (Remote
Method Invocation) (Sun, 2003) can also be used instead of
DCOM as they have similar characteristics. The objective
of all these middlewares is to provide a software bus on
which components and clients can be connected
independently origin and location.

OPC is based on DCOM. It consists in a standard set of
interfaces, properties and methods that can be used in
process control and manufacture applications. Its main
objective is to uniform the access to the data in industrial
applications, in such a way that several clients can access to
the data managed by an OPC server through a Windows
network (Figure 1).

APPLICATION 2
OPC CLIENT

APPLICATION 1
OPC CLIENT

l l l
OPC SERVER OPC SERVER OPC SERVER
DEVICE 1 DEVICE 2 DEVICE 3

Figure 1. Client-Server communications with OPC.

For the distribution of simulations it is possible to use
standards like HLA (High Level Architecture) (DoD
DMSO, 2002) and CAPE-OPEN (Computer Aided Process
Engineering Open Simulation Enviroment) (CAPE-OPEN,
1999). HLA uses their own communications and
synchronization libraries, called Runtime Infrastructure
(RTI). CAPE-OPEN specifies the interfaces of the
components for CORBA and DCOM. In both cases, the
common idea is the accomplishment of a series of
components specifications so that they can be developed
and easily reused by third people.

On the practical case studied in this paper, the use of OPC
is based on the necessity to uniform the access to the
simulations, as well as to facilitate the remote access to
them. The system will allow the access to the simulations
and OPC servers from supervision and control systems.
Thus, defining an OPC server interface for the simulations,
it is possible to connect the simulations with several control
and supervision software (commercial or local developed
software) and also to use remote access.

Also the OPC interface can be used in the distributed
simulation to make the data interchange and
synchronization avoiding the wuse of additional
communication mechanism.

DISTRIBUTED ARCHITECTURE OF THE
SIMULATOR BASED ON OPC

The main property of OPC servers is that they allow the
access from any OPC application client. In this work the
objective is to provide an OPC server interface to the
simulations generated by Ecosimpro (Zamarrefo et al.,
2000), in such a way that any client can access them in the
same way as other OPC server associated to an industry
physical device.

The OPC interface can be added to the simulations because
Ecosimpro could generate the code of the simulation in
C++ language. The generation of the servers is made by the
union of the simulation code and the OPC server, which is
created using specific toolbox of the company Softing
(Softing, 2002) that facilitates the development of OPC
servers and clients.

The server has two principal parts: the thread that handles
the advance of the simulation, and the OPC server, which
includes the access to the simulation (Figure 2).
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Figure 2. Parts of the server.

For the generation of the servers with the simulations a
program that automates the process has been developed. In
order to generate the server is enough filling up a series of
fields relatives to: the simulation in Ecosimpro, where the
server will be generated, as well as some parameters for its
configuration. Once generated the server it is necessary to
generate a configuration file indicating the relation between
the OPC server variables and the simulation variables.

When simulating a complete process, it is necessary to
communicate several simulations running in different
computers of the network.

A program that makes the data interchange between all the
OPC server simulations does this communication. Also, to
change the data in the some sample period a
synchronization mechanism must be used (Figure 3).
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In the proposed system an external application interchanges
the data and makes the synchronization of the simulations.
This application includes an OPC client configured with all
the variables to interchange and the control variables of the
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simulations. This application contains a thread that handles
the interchange of data between the simulations. When it
detects that all the simulations have finished their
calculations makes the data interchange, after this
procedure is finished, it orders to the simulations to make
the next calculation.

The resulting architecture of the simulator consists of
several PCs connected in a Windows NT network. All of
them execute the simulations, and one of them is used to
run the program that makes the union of the simulations
(Figure 4).
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Figure 4. Simulator architecture.

CASE STUDY: APPLICATION TO A SUGAR PLANT
SIMULATOR

This methodology it has been used in the CTA (Sugar
Technology Centre) for the development of a sugar factory
training simulator.

From a functional point of view the simulator has a real
time simulation of the sugar production process and its
control system, one or several operators consoles from
which the operator acts over the simulation as he was acting
over the real process, and an instructor console from which
the supervisor manages the training session and projects
schematics, photographs and videos related with the
simulated process.

In sugar factories, sucrose crystals are obtained from sugar
beets. Sugar beets are cut and washed. Once this has been
done the extraction is carried out in the diffusion section. In
this section we extract the sucrose contained in the sugar
beets using hot water. We obtain a dissolution of sucrose
and other substances called juice. Impurities present in this
juice are removed in the depuration stage. After that, the
juice is concentrated by means of the evaporation of part of
the water contained in the juice. The concentrated syrup
obtained is crystallized in the sugar house. Then, crystals

are dried and packed, and ready for selling. Exhausted
beets, with a previous drying stage, are used as animal food.
An scheme of the production process is shown in the figure
S.

Due to the calculus load that would originate a whole plant
simulation in a single computer the plant model has been
divided in six different stages interchanging data one each
other. In sugar plants there are points, usually connecting
different kind of operations, in witch only two or three
pipes do the connection. For example between diffusion
stage and depuration stage there is only one pipe connecting
them, a pipe with raw juice inside. We, making good use of
that property of sugar plants, divide the simulation models
in a similar way than in real plants. We have considered six
different stages in the sugar process, corresponding to
diffusion, depuration, evaporation, sugarhouse, steam
boilers and pulp dryer. We have developed individual
simulation models for each section fixing as boundaries the
values of the variables coming from other sections. When
we join all sections in the full plant simulations the
variables coming from other sections overwrite the
boundaries of the individual sections.
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Applying the explained methodology to the sugar factories
simulator for the creation of a distributed simulation we
have to follow the next steps:

- First, to develop the C++ simulation models, using a
library of models of the process units implemented in
an object oriented modelling tool for hybrid systems
named EcosimPro and to use the tool CREAOPC
(Figure 6) to create and configure the OPC servers
for the previous developed models.
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Figure 6. CREAOPC Interface

Second, to register the OPC servers and give the
necessary permissions in DCOM configuration.

- Third, using the UNESIMCNFG application to assign
the interchanged variables and nodes in which the
simulation servers are going to be executed (Figure
7).
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Figure 7. UNESIMCNFG Interface

- Finally, using the UNESIM application to run the
distributed simulation (Figure 8).

e ]
» I @

o [ome=]

DEPUAONT )
CALDERASEVAPORACION
LSS

Figure 8. UNESIM Interface

Once created the distributed simulation, following the
shown methodology, it can be connected to SCADA system.
In the CTA a configurable SCADA system has been
developed in order to use it as operator console, so that a
operator can manage the simulation as if he was managing
the real system.



This SCADA allows the access to the simulations and show
data to the operator with the same interfaces that have in the
real factory (Figure 9).

In this image we can see the interface of the evaporation
section of the simulator
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Figure 9. SCADA Inteface

This interface is exactly the same than the operators have in
the real plant.

Besides this schematic representations, the operators are
going to be able to accede to different representation types.
In this representations operators can see historical data
(Figure 10), data in the present time and allows the
operators to manage the process.
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Figure 10. SCADA graphics

CONCLUSIONS

In this article it has been show a methodology for the
development of distributed simulations from simulations
generated with EcosimPro, communicated via OPC, and
their application to the practical case of a sugar factory. In
order to facilitate the development, a series of applications
has been created that automate the process and allow the
execution of the simulation in distributed environments. In
the case of study the adopted solution is valid, since the
communications time is minimum with respect to the
calculation time. Number of interchanged variables is
reduced to a hundred of variables every 5 seconds, in a
dedicated network, with last generation computers, and
knowing the OPC data interchange capacity (Al Chisholm,
1998) can be seen that it produces low communication
times. The gain in execution time of the simulations is
notable, and increases when increasing the degree of
distribution, without affects the communications times,
under the parameters before mentioned. Finally we have
used this methodology in the development of a whole sugar
factory simulator. Showing the necessary steps to make the
simulator.

At this moment we are trying to improve the simulation
engines, because, as you can see in figure 8§, sometimes we
have some delay in the simulation time respect real time.
That happens when the mathematical model has a lot of
algebraic loops, structural singularities, events or when the
model inputs are dramatically changed.
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ABSTRACT

There exist various tools for knowledge representation,
modelling, and simulation in Artificial Intelligence. We
have designed and built a software tool (expert system
shell) called McESE (McMaster Expert System Environ-
ment) that processes a set of production (decision) rules
of avery general form. Such a production (decision) set
can be equivalently symbolized as a decision tree.

Inredl life, even if thelogical structure of a production
system (decision tree) is provided, the knowledge engi-
neer may be faced with the lack of knowledge of other
important parameters of the tree. For instance, in our
system McESE, theweights, threshold, and the certainty
propagation functions — al of these are a part of the
machinery handling the certainty/uncertainty of deci-
sions—haveto be designed according to a set of training
(representative) events, observations, and examples.

One possible way of deriving these parameters is to
employ machine learning (ML) or data mining (DM)
algorithms. However, ‘traditional’ agorithms in both
fields sdect immediate (usually local) optimal values —
in the context of a whole decision set such algorithms
select optimal values for each rule without regard to
optimal values for the whole knowledge base. Genetic
algorithms comprise a long process of evolution of a
large popul ation of objects (chromosomes) before sel ect-
ing (usualy global) optimal values, and so giving a
‘chance’ toweaker, worse objects, that neverthel ess may
prove to be optimal in the context of the whole knowl-
edge base.

In this methodology case study, we expect that a set of
McESE decision rules (or more precisdly, thetopol ogy of
adecision tree) is given. The paper discusses a smula-
tion of an application of genetic algorithms to generate

parameters of the given tree that can be then used in the
rule-based expert system shell McESE.

INTRODUCTION

A builder of an expect system usually employs an expert
system shell to design and develop a decision-support
expert system for a given problem. We have designed
and built a software tool (expert system shell) called
McESE (McMaster Expert System Environment) that
processes a set of production (decision) rules of a very
general form allowing several means of handling uncer-
tainty (Franek 1989; Franek and Bruha 1989). Notethat
such a production (decision) set can be equivaently
exhibited as a decision tree.

In this study, we expect that the logical structure or the
topology of a set of decision rules (a decision tree) is
given. Even if thislogical structureis provided, particu-
larly in real-world tasks, the designer may be faced with
the lack of knowledge of other parameters of the tree.
These parameters are usually adjustable values (either
discrete or numerical ones) of production rules or other
knowledge representation formalisms such asframes. In
particular, in our system McESE, these are represented
by weights and thresholds for terms and the selection of
the certainty value propagation functions (CVPF for
short) from a predefined set. We use the traditional
approach of machine learning (ML) and data mining
(DM): weadjust the above parametersaccording to a set
of training (representative) observations (examples).
However, we use a different and relatively new approach
for the inductive process based on the paradigm of ge-
netic algorithms.

Genetic algorithm (GA) encompasses a long process of
evolution of a large population of chromosomes
(individuals) before selecting optimal valuesthat have a
better chance of being globally optimal compared to the
traditional methods. The fundamental idea is smple:
chromosomes selected according to an ‘evaluation’ are
allowed to crossover so as to produce a ‘slightly



different’ new one — the offspring. It is clear that the
algorithm performs according to how ‘ dightly different’
and ‘evaluation’ are defined.

In this paper, we present a simulation of applying GAs
to generate/adjust the parameter values of a McESE
decision tree.

Section 2 of this paper briefly describes our rule-based
expert system shell McESE with emphasis on the form
of rules. Section 3 then surveys the structure of GAs.
Afterwards, Section 4 introducesthe methodol ogy of this
project including a case study.

RULE-BASED EXPERT SYSTEM SHELL MCESE

MCcESE (McMaster Expert System Environment)
(Franek 1989; Franek and Bruha 1989) is an interactive
environment for design, creation, and execution of
backward-or forward-chaining rule-based expert
systems. The main objectives of the project focused on
two aspects: to provide extensions of regular languages
to deal with McESE rule bases and inference with them,
and a versatile machinery to deal with uncertainty.

The language extension is facilitated through a set of
functions with the native syntax that provide the full
functionality required (for instance, in the Common-Lisp
extension these are Common-Lisp functions callable
both in the interactive or compiled mode, in the C
extension, these are C functions callable in any C

program).

The versatility of the treatment of uncertainty is
facilitated by the design of McESE rules utilizing
weights, threshold directives, and CVPF's (Certainty
Value Propagation Function). The McESE rule has the
following syntax:

R T,&T,&..& T, =F=>T

T,,...,T, aretheleft-hand sidetermsof theruleRand T
istheright-hand side term of therule R. A term hasthe
form:

weight * predicate [op cvalug]

whereweight is an explicit certainty value, predicateis
a possibly negated (by ~ or -) predicate possibly with
variables, and op cvalue isthe threshold directive (op
can either be >, >=, <, or <=, and cvalue is an explicit
certainty value). If theweight isomitted it isassumed to
be 1 by default. The threshold directive can aso be
omitted. Thecertainty valuesarerealsintherange 0..1.

The value of aterm depends on the current value of the
predicate for the particular instantiation of its variables;
if thethreshold directiveis used, the value becomes O (if
the current value of the predicate does not satisfy the

directive), or 1 (if it does). The resulting value of the
term is then the value of the predicate modified by the
threshold directive and multiplied by the weight.

In McESE in the backward-chaining mode, each rule
that has the predicate being eval uated as its right-hand
side predicate is digible to fire. The firing of a McCESE
rule consists of instantiating the variables of the |eft-
hand side predicates by the instances of the variables of
theright-hand sizepredicate, evaluating al theleft-hand
sidetermsand assigning the new certainty value to the
predicate of the right-hand side term (for the given
instantiation of variables). The valueis computed by the
CVPF F based on the values of theterms T,,...,T,, . In
simplified terms, the certainty of the evaluation of the
|eft-hand sideterms determinesthe certainty of theright-
hand side predicate. There are several built-in CVPF's
the user can use (min, max, average, weighted average),
or the user can provide hisher own custom-made
CVPF's. This approach allows, for instance, to create
expert systems with fuzzy logic, or Bayesian logic, or
many others (Jaffer 1990).

Any rule-based expert system must deal with the
problem of which of the digible rules should be ‘fired'.
This is dealt with by what is commonly referred to as
conflict resolution. In McESE the problem is dightly
different; eachruleisfired and it providesan evaluation
of the right-hand predicate — and we face the problem
which of the eval uation should be used. McESE provides
the user with three predefined conflict resolution
strategies: min (where one of the rules leading to the
minimal certainty valueisconsidered fired), max (where
one of therulesleading to the maximal certainty valueis
considered fired), and rand (arandomly chosen ruleis
considered fired). The user has the option to use his’her
own conflict resolution strategy as well.

GENETIC ALGORITHMS: A SURVEY

The induction of concepts from databases consists of
searching usually a large space of possible concept
descriptions. There exist severa paradigms how to
control this search, for instance various statistical
methods, logical/symbolic agorithms, neural nets, and
the like. However, such traditional algorithms select
immediate (usually local) optimal values.

On the other hand, the genetic algorithms (GAS)
comprise a long process of evolution of a large
population of individual s (objects, chromasomes) before
selecting optimal values, thus giving a ‘chance’ to
weaker, worse objects. They exhibit two important
characteristics. the search isusually global and paralld
in nature since a GA processes not just a single
individual but alarge set (population) of individuals.



Genetic algorithms emulate biological evolution and are
utilized in optimization processes. The optimization is
performed by processing a population of individuals
(chromosomes). A designer of a GA has to provide an
evaluation function, called fitness, that evaluates any
individual. Thefitter individual isgiven agreater chance
to participatein forming of thenew generation. Given an
initial population of individuals, a genetic algorithm
proceeds by choosing individual s to become parents and
then replacing members of the current popul ation by the
new individuals (offsprings) that are modified copies of
their parents. This process of reproduction and
population replacement continues until a specified stop
condition issatisfied or the predefined amount of timeis
exhausted.

Genetic algorithms exploit several so-called genetic
operators:

e Selection operator chooses individuals
(chromosomes) as parents depending on their
fitness; thefitter individual s have on average more
children (offsprings) than the less fit ones.
Selecting thefittest individua stendsto improvethe
population.

e Crossover operator creates offsprings by combining
the information involved in the parents.

e Mutation causes the offsprings to differ from their
parents by introducing a localized change.

Details of the theory of genetic algorithms may befound
in several books, eg. (Goldberg 1889; Holland 1975).
There are many papers and projects concerning genetic
algorithms and their incorporation into data mining
(Bala et al. 1995; De Jong et al. 1993; Giordana and
Saitta 1993; Janikow 1993; Turney 1995).

We now briefly describe the performance of the genetic
algorithm we have designed and implemented for
general purposes, including this project. Thefoundation
for our algorithmsisthe CN4 learning algorithm (Bruha
and Kockova 1994), a significant extension of the well-
known algorithm CN2 (Clark and Boswell 1991; Clark
and Niblett 1989). For our new learning algorithm
(genetic learner) GA-CN4, we removed the origina
search section from theinductive algorithm and repl aced
it by a domain-independent genetic algorithm working
with fixed-length chromosomes.

The learning starts with an initial population of
individuals (chromosomes) and lets them evolve by
combining them by means of genetic operators. More
precisdly, itshigh-level logic can be described asfollows:

procedure GA
Initialize randomly a new population
Until stop condition is satisfied do
1. Sdect individuals by the tournament
selection operator
2. Generate offsprings by the two-point
crossover operator
3. Perform the bit mutation
4. Check whether each new individual has
the correct value (depending on the type
of the task); if not the individual's fithess
issetto 0 (i.e., to the worst value)
enddo
Select the fittest individual
If thisindividual is statistically significant then
return it
else return nil

The above algorithm mentions some particular
operations used in our GA. Their detailed description
can befound e.g. in (Bruhaet a. 2000; Goldberg 1989;
Holland 1975). More specifically, the generation mode
of replacing a population is used. Thefitnessfunction is
derived from the Laplacian evaluation formula. The
default parameter valuesin our genetic algorithm: size
of population is 30, probability of mutation Pmut =
0.002 . Thegenetic algorithm stopsthe search when the
Laplacian criterion does not improve after 10000
generations.

Our GA asoincludes acheck for statistical significance
of the fittest individual. It has to comply with the
statistical characteristics of a database which is used for
training; the P2 statistics is used for this test of
conformity. If no fittest individual can be found, or it
does not comply with the P%datistic, then nil is
returned in order to stop further search; the details can
be found in (Bruha and Kockova 1994).

CASE STUDY

In our project, an individual isformed by afixed-length
list (array) of the following parameters of the MCESE
system:

- theweight of each term of McESE rule,

- thethreshold value cvalue of each term,

- the sdection of the CVPF of each rule from a
predefined set of CVPF's

- theconflict resolution for the entire decision tree.

Since our GA-CN4 is able to process numerical
(continuous) attributes, the above parametersweight and
cvalue can be properly handled. As for the CVPF, it is
considered as a discrete attribute with these singular
values (as mentioned above): min, max, average, and



weighed average. Similarly, the conflict resolution is
treated as a discrete attribute.

Sincethelist of the above parametersis of thefixed size,
we can apply the GA-CN4 algorithm that can process
the fixed-length chromosomes (objects) only.

The entire process of deriving the right values of the
above parameters (weights, cvalues, CVPF's, conflict
resolution) looks as follows:

1. A dataset of typical (representative) examples for a
given task is selected (usualy by a knowledge
engineer that isto solve a given task).

2. The knowledge engineer (together with a domain
expert) induces the set of decision rules, i.e. the
topology of the decision tree, without specifying
values of the above parameters.

3. The genetic learner GA-CN4 induces the right
values of the above parameters by processing the
training database.

Toillustrate our new methodol ogy of knowledge
acquisition we introduce the following case study. We
consider avery smpletask of heating and mixing three
liquidsL,, L,, and L. Thefirst two havetobecontrolled
by their flow and temperature; then they are mixed with
L, . Thus, we can derive these four rules:

Ry wy * Fi[>=cy] & Wy, * T, [>=¢p] =f=>H;,
Ry Wy * Fp [>=Cy] & Wy, * T, [>= ¢ =f,=>H,
Rai Wy * Hy [>=Ca] & Wy * Fy [>=C5] &

Wy * Hy [>= Cg] & Wy * F3 [>=Cg] =f3=> A
Ri Wy * Hy[>=cp] & W * Fo[>=Cp] &

W * Hy [>=Cp] & Wy * F5[>= ¢y =f,=> A,

Here F; is the flow of L; , T, its temperature, H; the
resulting mix, A; the adjusted mix, i =1, 2 (or 3). The
corresponding decision treeison Fig. 1.

We assume that the above topology of the decision tree
(without the right values of its parameters) was derived
by the knowledge engineer. The unknown parameters
W , ¢ , fi, including the conflict resolution then form a
chromosome (individual) of length 29 attributes. The
global optimal value of thischromosomeisthen induced

by the genetic algorithm GA-CNA4.
ANALYSISAND FUTURE RESEARCH

The primary aim of this project was to design a new
methodology for inducing parameters for an expect
system under the condition that the topology (the
decision tree) is known. We have sdected domain-
independent genetic algorithm that searchesfor aglobal
optimizing parameters val ues.

Our analysis of the methodol ogy indicatesthat it isquite
aviable one. Thetraditional algorithms explore a small
number of hypotheses at a time, whereas the genetic
algorithm carries out a paralld search within a robust
population. The only disadvantage our study found
concerns the time complexity. Our genetic learner is
about 20 times dower than the traditional machine
learning algorithms.

In the near future, we are going to implement the entire
system discussed here and compare it with other
inductive data mining tools. The McESE system will
thus comprise another tool for rule-base knowledge
processing (besides neural net and Petri nets) (Franek
and Bruha 1989).

Thealgorithm GA-CN4 hiswritten in C and runsunder
both Unix and Windows. The McESE system has been
implemented both in C and Lisp.
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ABSTRACT

The Thermoptim software package (www.thermoptim.com)
is mainly a very original and without equivalent systemic
environment for modeling energy technologies, which
makes possible the adoption of new methods particularly
fertile as regards teaching, modeling and optimization.

By assembling models of preset components, it makes it
possible to very easily represent various energy systems,
from the simplest to the most complex ones. According to
cases, the models of these components can be either purely
phenomenological, or more technological, i.e. able to carry
out sizings or to simulate operation in off-design mode.
Thermoptim differs from other software by highlighting the
couplings and interactions between these components, i.c.
the systemic properties of the plants studied. It is thus
complementary to specialized tools developed by the
manufacturers for the development and the manufacture of
their components.

The libraries and the methods of calculation of its core
enable it to very largely cover the field of energy systems
(vapor cycles, refrigeration cycles, combustion, wet
mixtures...), and an extension mechanism confers to it great
possibilities in term of interoperation: addition of external
components, customized control of its calculation scheme.
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Figure 1: Thermoptim system modeler

IMPROVING ENERGY SYSTEMS TEACHING
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Regarded up to now as particularly difficult by generations
of students and engineers, thermodynamics applied to energy
systems can today make use of an original and extremely
simplified method of training, based on the use of
Thermoptim, in which, to study energy technologies, the
accent is put more on the systems and qualitative aspects
than on the detailed analysis of the behaviour of the
components and the quantification of their performances.

Research into applied sciences didactics shows that the
teaching of a discipline is anchored in a double reference
frame corresponding on the one hand to certified scientific
knowledge such as that produced by the research
laboratories (one often speaks about the knowledge or
declaratory knowledge), and on the other hand to knowledge
relating to the techniques and their applications in the the
real world (one speaks then about know-how or procedural
knowledge). The first is rather abstract and deal with the
theory, while the second is more practical and directed
towards action. To make a success of their training, it is
more and more generally recognized that students must build
their knowledge starting from their own former assets,
navigating between these two reference frames, modelling
being one of the privileged ways to do it.

For energy systems, it is unfortunately almost always
impossible to find models at the same time simple and
precise. While hardly caricaturing, one could say that the
traditional presentations of the discipline are confronted with
a dilemma, the models they lead rely upon either unrealistic,
or incalculable. This explains why thermodynamics is often
regarded as a matter difficult to teach. The problem has been
identified for a long time, and many efforts were made to
cure it, but until recently one still missed solutions, and this
in spite of the efforts made by the teachers and the
evolutions of the programs.

Thermoptim facilitates the study of energy systems by
simplifying the modelling approach and making it more safe.
It makes it possible to represent many energy technologies
by simple graphic assembly of preset components. Without
writing a single line of code, it is possible to establish
phenomenological models to calculate their performances
with a very high degree of accuracy and to plot their cycles
in various thermodynamic charts. Discharged from the usual
calculative difficulties on the matter, the students get much
more motivated for the discipline and assimilate it much
better.

Tested for a few years in the various teaching cycles of the
Ecole des Mines de Paris, and used at the end of 2002 in
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around fifty higher education establishments (preparatory
classes for the Grandes Ecoles, IUT, Universities and
engineering schools, in France and abroad), this pedagogy
has come to supplement the traditional approach by
proposing to the students to initiate themselves to the energy
systems study while exploring or while working out by
themselves the models of the main energy conversion
technologies, this thanks to the Thermoptim software
package. They thus have a virtual experimental platform
enabling them to work out models of many energy systems.
On the basis of experience gained these last years, one may
summarize in three main categories the possible teaching
approaches that a tool like Thermoptim enables: guided
exploration activities, in which the student visualizes models
pre-assembled in a catalogue of examples, model assembly
activities starting from preset components, in which he/she
must himself/herself build and parameterise the system
studied, and finally the addition of new components to those
of the existing core, which requires of him/her to write the
model of the component (choice of the characteristic
parameters, the variables of coupling and the set of
equations adapted, definition of the graphic interface and
computer implementation).

The first category addresses to beginners, especially if they
have little time and if they work by themselves, for example
while following a e-learning module. The second requires
more time, as well as a more thorough training of
Thermoptim, in particular on behalf of the teacher, who must
be able to correct model construction errors. The third
finally is addressed to students already familiar with the
software package and sufficiently skilled in thermodynamics
to be able to start to design by themselves the component
models. They must moreover have a minimum of knowledge
in programming with Java or at least C. Interfaces with
Fortran can easily be made.

FACILITATING AND MAKING SAFE ENERGY
SYSTEMS MODELING

More and more, energy technologies form complex inter-
connected systems with multiple functions, these systems
themselves being very deeply integrated and having to adapt
to evolutionary specifications during their lifespan. To study
them, it is desirable to have access to environments allowing
to facilitate and make safe their modelling.

Combining systemic and traditional analytical and/or
empirical approaches, the Thermoptim software package
offers a significant potential in this context. Its graphic
environment makes it possible to visually build models of
many energy systems, from the simplest ones like a
refrigerator to the most complex ones like integrated coal
gasification combined cycle power plants bringing into play
several hundreds of elements.

Thermoptim enables its users to very easily calculate even
complex thermodynamic cycles, and this without having to
write any equation or to program a line of code if they use
the preset components in the core of the software package.
Moreover, thanks to the extension mechanisms under
development, they can also customize their tool by defining

substances or components non available in the core of
Thermoptim, which are perfectly integrated in the
environment.

Not only such a manner of doing notably simplifies the
modelling and later on facilitates the use and the
maintenance of the model, but especially it makes safe its
construction by automating the establishment of the
couplings between the various elements which make it up
and by guaranteeing their coherence. This last point is
essential for the large systems bringing into play several
hundreds or thousands of equations whose checking requires
to be automated in one way or another.

OPTIMISING COMPLEX ENERGY SYSTEMS
THANKS TO EXERGY METHODS

The traditional approaches as regards optimisation of energy
technologies, valid for optimising one by one various
components of an installation, remain insufficient to guide
the designer in the choice of the best complete system
architecture. The optimisation of the thermal couplings by
extension of the pinch analysis provides a rigorous method
for that, while making it possible to optimise the total
configuration of the installation, and by guaranteeing the
best coherence between the energy requirements and
availabilities.

Optimisation by systemic integration, on which we work
since ten years, is part of the exergy methods. When one
assembles different components to form a system, particular
irreversibilities appear in addition of those of each element.
These irreversibilities can be qualified as systemic ones
because they depend mainly on relative positioning of the
components. The reduction of these irreversibilities makes it
possible to increase the system effectiveness, thanks in
particular to a better internal regeneration. Our work gave
place to several publications, collaborations with
industrialists (Babcock, EDF, Framatome), and to the
implementation in Thermoptim of a set of well validated
algorithms.

THERMOPTIM DEVELOPMENTS 2002-2003

In 2002, various improvements of Thermoptim were carried

out, the principal ones relating to the following points:

- security of modelling: addition of new tests of
coherence and messages, improvement of the
editor/simulator connections, in particular for the
renaming or the removal of elements;

- introduction of new interactive charts: Clapeyron (P,v)
for water and ideal gases, Mollier (h,s) and exergetic (h,
xh) or (s, xh) for 6 fluids, and wet mixtures Mollier (w,
q);

- new possibilities for the layout of the cycles:
superposition of several cycles on the same chart, plot
according to isovalue lines, setting of the plot color.

- In addition, on the basis of experience gained these last
years, the reflexion on the various teaching uses of
Thermoptim was continued as stated above.



Lastly, a stabilized version of the simulator allowing the
study of many thermodynamic cycles is fully operational and
documented today (version 1.45). In addition to its teaching
applications, it is used in industry (EDF, CEA, Framatome,
Elyo, Laborelec...), in particular for its optimization method.

For 2003 the developments are being pursued in several
directions:

1) at the simulator level:

- the possibility for a user of customizing the software
package by adding to the common core its own
substances and/or components, thanks to the addition of
external classes dynamically loaded in Thermoptim.
This extension results in introducing a distinction
relating to the complexity of the couplings which can
exist between the components, according to whether
they bring into play one or more forms of energy
(mechanical and thermal); one speaks thus about mono-
functional components (like those available in the core)
or multi-functional; various external classes have been
implemented allowing to represent components such as
fuel cells, diffusers and nozzles for aeronautics motor
modelling, chemical Gibbs reactors (CO shift
conversion), LiBr-H,O absorption units;

- preparation of a version for "technological design",
allowing, once a thermodynamic cycle is chosen, to size
its various components (surfaces of heat-exchangers,
choice of a compressor in a manufacturer catalogue...);

- extension of this new version to be able to study
operation off-design mode of the modelled systems. The
existing version is a prototype allowing to study
industrial refrigeration machines.

2) at the teaching level:

- the preparation of a e-learning module on energy
systems based on the teaching method by guided
exploration activities (realization ISIGE/ENSMP);

- the realization of a first prototype of Intelligent Tutorial
System allowing to guide a student while training in
applied thermodynamics by wusing Thermoptim
(realization CAOR/ENSMP);

- the realization, within the framework of the Grande
Ecole Virtuelle project of the Group of the Schools of
the Mines, of a Web site dedicated to Thermoptim and
its teaching uses, which will give access to many
resources (realization ISIGE/ENSMP);

- continuation of exchanges on the use of the Information
Technologies for the teaching of thermodynamics,

within Club ALET created in 1999 and gathering today
about 25 teachers of the field.
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ABSTRACT

Modelling and simulation is of crucial importance for system
design and optimisation. The rapid increase in computational
power has now come to a point where complete modelling and
simulation of all the sub systems in, for instance, an aircraft or
road vehicle is possible.

In this paper it is discussed how direct optimisation based on
simulation can be applied to an aircraft flight control system
using a flight dynamics model of the aircraft coupled to a
model of the actuation system. In this way the system can be
optimised for certain flight condition by "test flying” the
system. Apart from high efficiency, simulation for use with
direct optimisation is also subject to other constraints. They
need to be very robust, since parameters (and system
dynamics) might have extreme variations, simulation times
also needs to be reasonably deterministic. The distributed
modelling approach used here is extremely robust and makes
it possible to simulate this system much faster than real time
on an ordinary PC. This means that system optimisation can
be performed in reasonable time.

INTRODUCTION

There are several levels of design from requirement analysis
and system architecture down to detail design. There is a clear
danger that systems engineering activities are performed only
at top level of a design. In order to have an impact on the
product development process it must, however, permeate all
levels of the design in such a way that a holistic view is
maintained through all stages of the design. This can be
achieved with common model of the complete system, where
the subsystem designs can be tested and optimised in an
environment where the interaction with other sub-system and
the whole aircraft can be studied. It does, however, impose
strong requirements on robustness in the simulation models.

The rapid development in simulation methods and the general
increase in hardware performance imply that design methods
based on different kinds of numerical optimisation for system
design, are becoming much more important. Over the year a
number of more or less advanced schemes for design
optimization has evolved. There is a relative rich literature in
design omtimization, see for example G.V. Reklaitis, A.

Ravindran, K.M. Ragsdell ,1983, Papalambros, Douglass,
Wilde 1988, or C Onwubiko 2000. There are, however,
situations where there is very little information regarding the
nature of the object function, gradients can not be obtained
explicitly and constraints are implicit. This is true when
evaluation of the object function relays on simulation of
dynamic systems. In these situations direct search methods are
very attractive.

Requirements on simulation

Optimisation based on simulation puts very high demands on
the numerical efficiency and robustness of the simulation.
Since a high number of simulations need to be done, typically
ranging from a few hundred to tens of thousands, low
simulation times are of course very important.

The following strategy that has been adopted for the
development of the HOPSAN package, developed at
Linkdping University, for simulation based optimisation:

e Modelling on a detailed equation level using a symbolic
math package to generate implementation. In order to
provide highly numerically robust models

e The distributed modelling approach for partitioning of
systems, based on Dbi-directional delay lines, see
(Auslander 1968) and (Krus et al 1990). In order to be
able to handle large systems efficiently.

e Different time step for different parts of the model but
constant over time. In order to give short and
deterministic simulation times.

e Co-simulation, in order to have an open flexible
framework for connecting models from different groups
using different simulation tools (Jansson 2001)

There is also ongoing development with the prime objective to
introduce a model centric architecture as opposed to the
traditional tool-centric architecture. The extensible markup
language XML is a prime candidate for defining tools
independent model-structures. The Modelith schema
(http://hydra.ikp.liu.se/modelith/) is an effort to define a
schema for simulation models. A simulation model can also be
a component in a process involving several other design tools.



http://hydra.ikp.liu.se/modelith/

OPTIMISATION

If a system model in the form of a simulation model is
defined, it is possible to use optimisation based on simulation.
Using this method, the system is simulated using different sets
of system parameters. From each system evaluation a set of
system characteristics are obtained, and using these the
objective function f is formulated. In general the simulation is
used to obtain the performance characteristics of the system
and the object function is a function of the system
characteristics. A lot of the design effort should be channelled
into the formulation of the object function since it determines
the design of the final system.

object function value
(and violation flag) design
parame ters

Requirements
& desirables

Objective
function

Optimisation
aleorithm

system
characteristics

system
parameters

Explicit
design
relations

Figure 3. Optimisation based on simulation, with layer of
explicit design relations, transforming a few design
parameters to many system parameters.

The COMPLEX algorithm

There are basically two families of optimization methods used
in engineering. The gradient methods are widely used and are
suitable for problems where the gradient of the object function
can be calculated explicitly at each point. This is the case in
many structure optimization applications. The other group is
the non-gradient methods. These methods do not rely
explicitly on gradient information in each point. These
methods are, therefore, of more general use since gradient
information is not generally available, especially if parts of the
object function are evaluated using simulation of non-linear
systems. The modified version of the original Complex
method, by Box 1965) which based on the SIMPLEX method,
has been found to be one of the simplest and most easy to use
methods, and has been used for system optimization of
hydraulic systems See Krus et al 1993. The implementation
shown here has also been described in Krus and Gunnarsson
93. This implementation of the Complex method is also used
in some major Swedish companies.

EXAMPLE: SIMULTANEOUS OPTIMISATION OF
CONTROL SYSTEM AND ACTUATION SYSTEM

As an example an aircraft system was optimised for a
manoeuvre. The system model contains a 6-DOF model of the
flight dynamics, propulsion, and flight actuation system.
There is also a flight control unit. This could either represent
an actual flight control unit or just a system needed to
represent a pilot to fly the aircraft through the simulation.

There are ten design parameters used for the optimisation in
this example. They are

Size of the aileron pistons

Size of the elevator and rudder pistons
The size of the aileron valves

The size of the elevator and rudder valves
Gain of the aileron servos

Gain of the elevator and rudder servos
FCU gain in pitch

FCU gain in roll

FCU gain in yaw

FCU coupling gain between yaw and roll

The objective function

The main objective is to produce an actuation system that can
turn the aircraft as fast as it is possible while having as low
weight as possible. That means that the components should
have as small size as possible. In addition the pressure
variations in the actuators is something that should be kept
down in order to promote stable systems. In this example there
are no constraint except in the explicit design relations.

Results

The aircraft actuation system was optimised for the case of a
sharp 90 deg turn. The simulation started at the time —30
second and the turn was to be initiated at the time 0. The
system was then simulated for an additional 40 seconds
bringing the total up to 70 seconds. Each simulation run took
4 seconds on a Pentium M 1.6 Ghz processor. The optimum
solution was found after 500 simulation runs.

Parameter values
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Figure 1. The evolution of design parameters

The optimised flight path is shown in figure 2.
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Figure 2. The flight-path of the optimised aircraft.
CONCLUSION

Optimisation techniques are at the core of computational
engineering design and in this paper it has been demonstrated
how direct-search optimisation methods can be used on full-
scale simulation models for system optimisation. The
optimisation method found most suited for these kinds of
problems is the COMPLEX-RF methods. Simulation based
optimisation also puts special requirements on the modelling
and simulation methods. Here, distributed solvers with fixed
time step has been found most suitable
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ABSTRACT

Software reuse has been claimed to be one of the most
promising approaches to enhance programmer productivity
and software quality. One of the problems to be addresses
to achieve high software reuse is organizing databases of
software experience, in which information on software
products and processes is stored and organized to enhance
reuse.

This paper presents a new approach to define and construct
such databases called the Reuse Description Formalism
(RDF). The formalism is a generalization of the faceted
index approach to classification. Unlike the faceted
approach, objects in RDF can be described in terms of
different sets of faceted and in terms of other object
descriptions. This allows a software library to contain
different classes of objects, to represent various types of
relations among these classes, and to refine classification
schemes by adding more detail supporting a growing
application domain and reducing the impact of initial
domain analysis. In particular, RDF provides a specification
language based on concepts of set theory capable of
representing a rich variety of software and non-software
domains; it provides a retrieval mechanism based on exact
matches and similarity metrics which can be customized to
specific domains; and it provides a mechanism for defining
and ensuring certain semantic relations between attribute
values.

1. INTRODUCTION

Complex computer programs have placed a growing
demand on the talents of software engineers as well as on
existing technologies for software development. In order to
keep up with the increasing complexity of today's software
systems, productivity must be increased and cost reduced in
all phases of the software construction process (Barnes and
Bollinbger 1991). An important aspect of the projected
solution to this growing demand for new software is the
development of support technologies to help increase
software reuse, that is, the reapplication of knowledge
about one system to other similar systems (Anderson and
al. 1988, Biggerstaff and Perlis 1989). Rather than starting
from scratch in new development efforts, the emphasis
must be placed on using already available software assets

(e.g., processes, documents, components, tools). This
approach avoids the duplication of work and lowers the
overall development cost associated with the construction
of new software applications. One important characteristic
common to most approaches to software reuse is that they
rely, either explicitly or implicitly, on some kind of
software repository or library from where the "basic
building blocks" are extracted. The fact that software
libraries are such an important aspect of most reuse
systems, has made software reuse library systems (i.c.,
systems for designing, building, using, and maintaining
software libraries) a very important research topic in the
area of software reuse (Houhamdi 2003).

Although these classification models provide the basis for a

useful software reuse library system, they have significant

limitations and, therefore, can only be regarded as a first
step towards a more complete system. They all suffer from
one or more of the following problems (Houhamdi and

Ghoul 2001):

e Restricted domain. Some reuse library systems have
been designed with the purpose of improving reuse at
code level. Their representation language usually does
not have the expressive power to model more abstract or
complex software domain (e.g. software project, defect,
or processes).

e Poor retrieval mechanism. One essential characteristic
of any software reuse library system is to allow the
retrieval of candidate reuse components based on partial
or incorrect specifications. This functionality requires
the ability to perform similarity-based comparisons, but
most systems only provide retrieval based on partial
keyword matches or predefined hierarchical structures.

e Not flexible. Software reuse library systems must
evolve as the level of expertise in an organization
evolves. Because of this, a software reuse library system
must be flexible enough to allow the incorporation of
new classification schemes or new retrieval patterns, yet
this is not the case in most systems.

e No consistency verification. Most software reuse library
systems are based on representation models, which must
satisfy certain basic predicates for the library to be in a
consistent state. Yet, most of these systems do not
provide a mechanism for ensuring this consistency.

This paper proposes a classification system for software
reuse called the Reuse Description Formalism (RDF) which
addresses the limitations of current software reuse library
systems. RDF is based on the principles of faceted
classification, which have proven to be an effective



mechanism for creating such systems (Prieto-Diaz 1985,
Prieto-Diaz 1987). RDF is capable of representing a rich
variety of software (and no-software) domains; provides a
powerful and flexible similarity-based retrieval mechanism;
and provides facilities for ensuring the consistency of the
libraries.

2. FOUNDATION OF RDF

The Reuse Description Formalism uses a generalization of

the faceted classification approach proposed by Diaz

(Prieto-Diaz 1991) to represent and classify software

objects. The faceted index approach relies on a predefined

set of facets defined by experts. Facets and associated sets
of terms form a classification scheme for describing

components. Component descriptions can be viewed as a

records with a fixed number of fields (facets), where each

field have a value selected among a finite set of values

(terms). Faceted classification scheme has proven to be an

effective technique to create libraries of reusable software

components. Yet, it suffers from various shortcomings,
which limit its usefulness and applicability. The RDF
approach to classification overcomes these limitations by
extending the representation model as follow (Houhamdi

2002):

e Components are replaced by instances that belong to
several different classes. Instances and classes are
defined in terms of attributes and other classes,
supporting multiple inheritances.

e Facets are replaced by typed attributes. Possible types
are: integers, string, enumerations, classes, and sets of
the above. Having instances as attribute values allows a
library designer to create relations among different
instances (e.g., that push is a component of stack).

e The concept of similarity is extended to account for the
richer type system, including comparisons of instances
of different classes and comparisons of set values.

e Semantic attribute relations can be defined and checked
using the assertion construct. This facility simplifies the
process of maintaining the consistency of the definitions
in a software library.

e An integrated language describes attributes, terms,
classes, instances, distances, and their dependencies.
Descriptions are type checked. The language is based on
a formal mathematical model, which makes it both
coherent and analyzable.

2.1. Representation model

To understand the representation principles of RDF, it is
useful to consider descriptions of objects of a particular
class as point in a multidimensional space, were each
dimension is represented by an attribute. Attributes have a
name and a list of possible values defined by their
associated #ype (i.e., set of values). If a is an attribute name,
and v belongs to the a's type, the assignment "a = V"
represent the set all objects whose attribute a is v.
Assignment can be combined in expression to define other
sets of objects. In particular, if A, and A, are two
assignments, the expression «Al & A2» represents the

intersection of the sets A; and A,. Similarly, "A;| A"
represents the union of these sets. In addition, the set of
objects that have been defined in terms of a particular
attribute a, independently of the value associated with a, is
denoted by "has a". The set of objects defined by the "has"
operator is a short form of the expression "a=v; |a=v,] ...
|@ = v," where the value v; are the elements of the type of a.
A set of objects is called a class in RDF. Classes can be
given a name they are denoted as class (£) where £ is an
expression; i.e., unions and intersections of other sets of
objects. If ¢ is a class name, the set of objects it represents
is denoted by "in ¢", and can be combined with other sets of
objects in an expression. An object description is called an
instance in RDF. Instances can be given a name and they
are denoted as instance (E) or [E] where E is an expression.
Semantically, an instance must have only one set of
attributes, therefore we say that instance (£) is well defined
if and only if: (1)E is not a contradiction (i.e. , class(£) #
@), (2) E defines a mapping from attributes to values, that
is, £ can be simplified into a consistent conjunct of
assignments.

Expressions can also be used to characterize particular sets
of instances defined in a RDF library. We denote by set
(E) the set {i| i € D n class (E)}, where D is the set of
instances in the library. In other words, the set operator
defines the set of instances in the library that belong to the
class defined by E.

2.2. Similarity model

The goal of any Reuse Library System is to facilitate the
process of finding suitable objects for reuse. RDF supports
two criteria for selection candidate objects: by exact match
and by similarity. For exact matches the construct set (E)
already described is used. Similarity-based queries are
performed using the construct "query E", which denoted the
list of instances in the library sorted by decreasing
similarity to the target object define by E. That is, the first
element of the "query E" is the best reuse candidate for [E],
the following element the second best, and so on.

As mentioned earlier, similarity is quantified by a non-
negative magnitude called similarity distance, which is used
as an estimator of the amount of effort required to
transform one object into another. Because of this,
distances between two object descriptions, 4 and B, are not
symmetric, because the effort to transform 4 into B is not
necessarily the same as the one required to transform B into
A. For this reason, whenever a distance is computed, it is
important to define which object is the source and which
the target.

Let Z be an object class defined by the set of attributes Z' =
{A4,..., Ay}, and S and T be two instances in this class.
Also, let S'c 7' be the actual set of attributes used to define
S, and similarly for T'. The distance from S to T is denoted
by D (S,T) and is computed as follows:
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Where I.A denotes the value of an attribute A on an
instance I. The set S'NT' represents the attributes shared by
S and T, while S'-T' is the set of attributes found in S but
not in T, and similarly for T'-S'. These three sets are
disjoint. In addition, each constant K, is called the
relevance factor of attribute A. Their values fall in the range

0 to 1., and must satisfy the relation ZA LK, =1.

Functions T4, Ry and C, are called comparators, and are
explained later in this section. The expression for distance
D(S,T) is based on the assumption that the overall
transformation effort from S to T can be computed using a
linear combination of the differences between their
respective attributes. In other words, attributes are
considered independent of each other when computing
similarity. This is a strong assumption that limits the types
of domains that can be handled by RDF's similarity model.

Relevance factors.

In general, the distance between two RDF objects is given
by the sum of the distances between their corresponding
attributes. This default scheme gives equal importance to all
attributes. In our particular situation, this is not a reasonable
assumption. For example, one would consider that the
difference between component subsystems is more
important than the difference between their numbers of
lines of source code. Therefore, the first step required to
design comparators is to assign a relevance factor to each
attribute in the representation model, that is, to define the
amount of influence they have in the computation of
similarity distances.

Comparators.

Explained earlier, each attribute has three associated
functions T, Ry and C, called comparators. T, is the
transformation comparator and is used to qualify the
amount of effort required to transform one value of attribute
into another. R, is the removal comparator and is used to
estimate the amount of effort required to eliminate a source
attribute value not required in the target specification.
Finally, C, is the construction comparator and estimates the
amount of effort required to supply a target value not
specified in the source specification. The set of all attribute
comparators plus their associated relevance factors define a
specific similarity model for reuse library. These functions
and values must be specified using a process called domain
analysis (Prieto-Diaz 1987) which, among other thing,
defines the criteria for similarity for objects in a particular
domain. Nonetheless, RDF provides default comparators
for each type of attribute. These default comparators can be
used as a starting point from which to refine the similarity
model of a library. This refinement is normally done by
assigning  attributes non-default comparators using
"foreign" functions specified in some conventional
programming language.

RDF defines default comparators for each different kind of
RDF type. Although default comparators are well suited for

certain domains, sometimes it is necessary to define
alternative comparators to be able to capture the semantics
and relations of specific objects and attributes. For this
purpose, RDF allows the library designer to define arbitrary
comparators, which can be assigned to any attribute or type
using the "distance" clause.

2.3. RDF Specification language

This section presents a formal definition of the syntax of
the RDF language. Syntax is presented in a variation of the
BNF using the following conventions: Keywords and
symbols occurring literally are written in bold; non-
terminals are written in italics; type-name, attribute-name,
instance-name, term, and class-name all denote identifiers;
symbol, ... means one or more occurrences of symbol,
separated by commas; and keyword,, means that the
keyword may or may not occur, without affecting the
semantics.

Declarations.

A RDF library consists of a sequence of declarations. Each
declaration either defines a name (of a type, an attribute, an
instance, or a class) or describes an assertion that must be
true of all instances in the library.

Library ::=declaration
Declaration ::= type-declaration | attribute-declaration
instance-declaration ’ class-declaration | assertion

Attributes and types.

Software components and other objects are described in
terms of their attributes. We can think of attributes as fields
of a record describing the object. The declaration of an
attribute specifies the type of the values for the attribute.
RDF supports the following types: number, string, term
enumerations, object classes, and homogeneous sets of the
above.

Attribute-declaration ::= attribute attribute-name : type;
Type-declaration ::= type type-name = type;
Type == simple-type distance-clause |
set distance-clause of type
= number| string’ {term, ...} | class|
type-name
n=  distance,p | no distance ’ distance
{triplet,...} | distance *{triplet,...}
triplet L= termgy —> termy,y, @ number-literal

Simple-type

Distance-clause

The keyword distance by itself is optional and assigns
default distance functions. The case “no distance” indicates
that the distance between values of the associated type is
always zero. In the third and the fourth forms of the
distance clause, the triplet ¢/ — ¢2: n means that the
distance from ¢/ to term ¢2 is n. if ¢/ is omitted the
unspecified value is assumed (i.e., # is creation distance of
t2). If both ¢/ and the arrow are omitted, the previous ¢/ is
assumed. If the keyword distance is followed by the
character “*”, then the distances between terms not
mentioned in a triplet will be set to infinity. If “*” is not



specified, distances between all terms will be adjusted by
computing the shortest path between them.

Expressions.

Expression are formed from attribute assignments, the
unary operators has and in, and the binary operators &
(intersection) and | (union).

Expression ::= attribute-name = value ’ has attribute-name
’ in class-name | expression & expression
’ expression|expressi0n ‘ (expression)

The expression “attribute-name = value” means that the
value of attribute-name for the instance being defined is
value. The expression “in class” means that the instance
defined belongs to the class; it is similar to a macro-
expansion of the expression that defines the class. The
expression ““ has attribute-name” denotes the condition that
the instance being defined has some value for attribute-
name.

Values.

Values are used in assignment expressions. Values are
either simple values or set values. A simple value is either a
literal (number or string), a term, an instance, or the value
of an attribute of an instance. Set values must denote
homogenous sets; they are described either by extension or
by intention, using the set construct. Only sets of instances
can be described by intention.

Value ::= simple—value| {simple-value, }|
set (expression) | set (instance-name | expression)
Simple-value == number | string | term |instance |

self |Instance.attribute—name
self.attribute-name

The construct set (E) represents the set of all instances in
the library that satisfy the expression (i.e., that belong to
class (E)). If the optional instance-name is used, the name
is bound within E to each instance in the library. The dot
notation “instance.attribute-name” is used to refer to the
value of the attribute attribute-name of an instance. This
notation is similar to that used in other languages to access
record fields. The keyword self is a reference to the
instance defined by the expression in which the value is
used. Within an instance construct, self is bound the
instance defined. Within an assertion, self is bound to
every instance in the library in turn. Within nested instance
construct, self is bound to the innermost instance.

Classes.

A class is defined by giving the corresponding expression;
the class denotes the set of all objects for which the
expression holds. Classes are used to abstract proprieties of
instances and also as abbreviations for the corresponding
expressions. Classes are also used as types of attributes
whose values are instances.

Class-declaration ::= class-name = class;
Class ::= class (expression) | class-name

Instances.

Instances are defined in terms of an expression. An instance
defined by an expression E is a representative of the class
of instances defined by “class (E)”

Instance-declaration ::= instance-name = instance;
Instance ::= instance (expression) ‘ [expression]

An instance may not exist either because the class is empty

(i.e., the expression is a contradiction) or because the class

is not specific enough (i.e., it defines more than one valid

set of attributes) a sketch of a possible simplification and

verification algorithm is as follows.

1. Expand all “in” propositions with the expressions of
the corresponding classes.

2. Transform the expression into disjunctive normal form,
as follows:

» Restructure the expression using associativity laws
so that no disjunction occurs within a conjunction.

» Represent each conjunct as a set of assignments
and has propositions.

» Represent the expression as a set of these
conjuncts.

3. For each conjunction do the following:

» Delete redundant assignments.

» If there are still two assignments to the same
attribute, or there are unsatisfied have propositions,
delete the conjunction.

» Else, delete has propositions (not needed
anymore).

4. Delete conjunctions that imply another conjunction.

If there no conjunctions left, fail (E is a contradiction)

6. If there are more than one conjunction left, fail (E is
not specific enough)

(9]

Assertion.

An assertion specifies a semantic constraint that must be
true of all instances in the library. Expressions are used to
represent dependencies between attributes, to constrain data
types and classes, and to enforce correct typing.

Assertion ::= assertion expression = expression;

The meaning of “assertion E; = E,” is similar to set (E;)
c set (E,). This definition does not capture subtleties with
respect to the binding of self. RDF signals false assertions
Queries and distance computations: Queries are used to
examine a RDF library; they are not part of the library
itself. A query command computes a list of instances in the
library sorted by decreasing similarity (increasing distance)
to the implicit target instance define by an expression. The
syntax of queries is:

Query ::= query expression |
query expression : identifier

If specified, identifier must be the name of an attribute or a
type, and distances are computed using the distance
functions associated with the type or the attribute. If
identifier is not specified, distances are computed using the



default distance functions provided by RDF. The distance
command is used to compute similarity distances between a
pair of values. This command is useful for verifying the
definition of distance functions and the results they
produce.

Distance ::= distance source-value,,, —> target-value,,,
’ distance source-value,, — target-value,,, : identifier

The source -value and target-value must be values of the
same type (e.g., instance names). In case of terms, they
must belong to the same enumeration. If both names are
specified, the command computes their transformation
distance. If only the source value is given, its destruction
distance is computed. Finally, if only the target is specified,
its construction distance is computed. The identifier has the
same use as in the case of the query command.

3. CONTRIBUTION OF THIS WORK.

As explain earlier, current software reuse systems based on

the faceted index approach to classification suffer from one

or more of the following problems: they are applicable to a

restricted set of domains; they posses poor retrieval

mechanisms; their classification schemes are not extensible;
and/or they lack mechanisms for ensuring the consistency
of library definitions. The primary contribution of this
dissertation is the design and implementation of the Reuse

Description  Formalism  (Houhamdi  2002), which

overcomes these problems.

e RDF'is applicable to a wide range of software and non-
software domains. The RDF specification language is
capable of representing not only software components at
the code level, but it is also capable of representing
more abstract or complex software entities such as
projects, defects, or processes. What is more, these
software entities can all be made part of one software
library and can be arranged in semantic nets using
various types of relations such as "is-a", "component-
of", and "members-of".

e RDF provides an extensible representation scheme. A
software reuse library system must be flexible enough to
allow representation schemes to evolve as the needs and
level of expertise in an organization increases. The RDF
specification language provides several alternatives to
extend or adjust a taxonomy so as to allow the
incorporation of new objects into the library without
having to classify all other objects.

e RDF has a powerful similarity-based retrieval
mechanism. One essential characteristic of any software
library system is to allow the retrieval of candidate
reuse components based on partial or incorrect
specification. RDF provides a retrieval mechanism that
selects candidate components based on the degree of
similarity of their associated library descriptions. This
mechanism is based on an alternative refinement
process in which components at different levels of
granularity can be retrieved. It also includes facilities
that allow a library designer to customize the retrieval
process by including domain specific function.

e In short, RDF addresses the main limitations of current
faceted classification systems by extending their
representation model.

4. SUMMARY AND FUTURE WORKS

The RDF is a general system for creating, using, and
maintaining libraries of object descriptions with the purpose
of improving reusability in software and non-software
organizations. RDF overcomes the limitations of the actual
systems by extending their representation model and
incorporating a retrieval mechanism based on asymmetric
similarity distances. In summary, we have presented a
software reuse library system called RDF and show how its
representation model overcome the limitations of current
reuse library systems based on faceted representations of
objects. Although the RDF reuse system has to be an
effective reuse tool, its performance and usefulness can be
enhanced. Several areas that need more research were
identified:

1. Domain analysis. In general, to create a library for
software reuse it is necessary to perform a domain
analysis, the process of identifying, collecting,
organizing, analyzing, and representing a domain
model and software architecture from the study of
existing systems, underlying theory, emerging
technology, and development histories within the
domain of interest. Domain analysis is currently done
by human expert, but several proposals for formalizing
and automating this process have been presented in the
literature.

2. Semi-automatic classification. A method is needed to
classify components in terms of a given representation
model. In a general, this involves analysis of the
different parts of a component (e.g., source code,
documentation, etc.), and the use of heuristics to extract
attributes based on this analysis.

3. Similarity distances. A method is needed to test
whether the reuse candidates proposed by the system
are truly best ones available in the software library. For
example, if we classify a new component A know to be
similar to a previously classified component B, we
would expect the library system to propose B as a reuse
candidate for A. failure to do this could arise due to
errors in classification of components A or B, or
because of errors in the definition of relevance factors
and/or distance comparators.
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ABSTRACT

Heavy-tailed distributions have been used for modeling
several variables involved in telecommunication networks
—Ilike page size distributions in Web servers or file size
distribution in FTP servers— and in economic models. In
G/G/1 queue systems there are few published results to
compute their performance parameters analytically, so many
times the only method to study them is to use computer sim-
ulation. Computer simulation of queue systems where the
demanded service time distribution is heavy-tailed presents
some difficulties. In this paper we try to gain some insight
in those difficulties and evaluate a possible method —based
upon control variates— to speed up simulations of G/G/1
queue systems. We present its performance in M/G/1 queue
systems, with G heavy-tailed.

INTRODUCTION

Recent research has shown that the simulation of M/G/1
queue systems with G a heavy-tailed distribution presents
difficulties such as a slow convergence of the simula-
tion estimated parameters towards their theoretical values
[Gross et al, 2002]. In this paper we propose a method to
speed up simulations to mitigate the main problem arising
from heavy-tailed demanded service time distribution. This
method will be integrated in a simulation tool we are
developing for accurately analyzing the performance of
networks of queues under various traffic patterns.

Random variables with Heavy-tailed distribution may take
high values that appear with very low probability but still
have important effects on the moments of the distribution,
and therefore on some figures of the queue system. Con-
versely, in light-tailed distributions, the high values appear
with so low probability that their effect on the moments
of the distribution is often negligible. The mean queue
waiting time, W, of a M/G/1 queue system depends on the
second moment of the demanded service time distribution,
S2 (see below). Hence, the heavy-tailed condition of G
will decisively influence the value of W and the overall
performance measures of the system. It seems reasonable

to suppose that the low probability of the high values of S
will delay considerably their appearance in the simulation,
hence contributing to slow down the speed of convergence
towards the theoretical value, W, of the estimator. In this
paper we will study a M/G/1 queue system with demanded
service time distributed as a Pareto random variable. We will
estimate its 17 using and evaluating a control variate method
in order to reduce the “variance” —it will be infinite in our
case study— of the estimator. In a M/G/1 queue system the
Pollaczek-Khintchine formula for W is

—  AS?
2-(1-p)

where S is the demanded service time random variable, A
the mean value of the Poissonian arrival process, and p the
utilization factor of the system [Kleinrock, 1975]. We will
use S2 as a control variate for W and study the rate of
convergence of the mean value estimator to its theoretical
value. Finally, we will present some conclusions and some
further work to try to extend our results to the simulation
of G/G/1 queue systems.

HEAVY-TAILED DISTRIBUTIONS

A random variable (RV) X, with cumulative distribution
function (cdf) F (z), is said to be heavy-tailed if its comple-
mentary distribution function, 1 — F (z), has an hyperbolic
decaying tail:

1-F
3a>0‘ lim J:ce(ﬂ,oo)

k—o0 xre

The Pareto cdf, clearly heavy-tailed, is given by

Fe)=1- (T)a

X

Vr>m>0

where m and « are respectively called the scale and shape
parameters. In [Gross et al, 2002] a displaced Pareto distri-
bution with m = 1 is used in a M/P/1 queue to show the
problems when simulating such system when « is near 2.
In this paper we also fix m to 1 to demonstrate the benefits
of our method in a similar scenario. The Pareto probability
density function (pdf) is given by

a-m<
$a+1

f(x)= x>m>0



So the Pareto k™" order moment exists if and only if o > k.
Its mean value exists if and only if o > 1 and is given by

X =a-m/(a—1). Its second order moment exists if and
only if @ > 2 and is given by X2 = a - m?/(a — 2)

ESTIMATION OF THE PARETO FIRST AND SEC-
OND MOMENTS

The Pollaczek-Khinchin formula shows that W depends on
the second order moment of S. Hence, it seems reasonable
to suppose that any problem concerning the generation of
sample values from S will affect W. We can give a rough
estimation of how well a fixed number of sample values
from a Pareto can give good estimations of the second order
moment: the weight of the tail of a Pareto beyond a certain
limit K, i.e. the probability of getting one value in the range
(K, 00), is given by

o0

o1 0= o

Pr(S>K):/

K

The probability of getting all the sample values smaller than

K in r trials is
1\"
1—-— 1
(1-%) M

In the Pareto case, when « is close to 2, the tail has a great
influence in the value of its second order moment.

For example, with v = 2.1 the mean value of the corre-
sponding Pareto is S = 1.909 and the second order moment
is 52 =21.

If we generate a sample of 1 million observations, the
probability of getting all the values below K, i.e., the
probability of having a sample indistinguishable of that from
a truncated Pareto with truncation parameter K is

6
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Considering the service time RV, S, whose pdf is a Pareto,
and a service time RV S, whose pdf is a truncated Pareto
from the former, with truncation value K, we have

fs (z)
f = K
s (@) 1—Pr(z <K) v
with first and second moments
. KY—K —
S = ke
_ Ko — K2 -
S22 = —— .52 3
R 3

From Eq. (2), with o = 2.1, with a probability of 99 percent
all of the million observations will be lower than 6434. This
means that with a probability of 99 percent we are obtaining
a sample from a Pareto that is indistinguishable of that from

a truncated Pareto, S, with truncation parameter K = 6434.
This distribution has S; = 0.999934 - S but S2 = 0.58 - S2,
so we will probably have an accurate estimation of the mean
value of the Pareto, but a very poor one for the second order
moment. This will probably make the estimation of W too
low.

This means that an a priori long enough simulation length
can be clearly insufficient when the service time distribution
is heavy-tailed. To have more accurate results we need many
more sample values in the simulation.

For example, if we want the mean value of the gener-
ated sample to be approximately 99 percent that of the
untruncated Pareto, from Eq. (3) we obtain K = 1020,
And from Eq. (1) we see that with a probability of 99
percent we will have a truncated Pareto with such truncation
value after generating 10%° sample values. If we want the
truncated Pareto mean value to be a 90 percent of that of
the untruncated Pareto, with a probability of 99 percent we
will need no less than 10'° sample values.

These examples show that although the M/P/1 process,
with « near 2, is ergodic in theory, the simulation length
to check that ergodicity will be too high to consider the
system ergodic in practice. So estimating W through the
classical estimator (average of the sample values) will
be computationally very expensive even if we start our
simulations in steady-state, due to the large sample size to
be generated before obtaining a representative set for the
involved processes.

PROPOSED METHOD

The method we propose will use S 2 as the control variate
for W —we know 52, its theoretical mean value— and will
compute each Wcy ; for the estimation of W as

Weov, =Wi —a- (S, — S?) 4

where W; is the queue waiting time of the i*"" customer, and
S;_1 is the demanded service time of the (i —1)*" customer
in the system. Actually, we will use the average of a sample
of Wcv from each simulation.

We choose a as

_ X
2-(1-p)

the proportionality factor between W and 52 in the
Pollaczek-Khinchin formula, as a study previous to the
estimation of its value from the S? and W samples, given
that in G/G/1 queue systems we do not know a closed form
for the theoretical W from which we can deduce a value
for a.

)

dPK =

CLASSICAL SIMULATION AND THEORETICAL
VALUE FROM THE MARGINAL PDF OF W

The first alternative method we are going to use for compar-
ison is the classical simulation starting from the empty state,
where the underlying physics of the system are simulated,



starting from an empty system and letting it evolve over
time, taking into account the new arrivals and the departures
of the customers already served. In this type of simulation,
we simply estimate W from the average value of the queue
waiting times of all the customers that have been served in
the system, until a certain number of sample values of W
is reached in each simulation.

The second method to compare with, generates independent
values of W directly from its theoretical marginal pdf, what
represents a simulation with the best initialization possible
and keeping only one sample value per simulation. In a
M/G/1 queue system, we can obtain the marginal pdf of W/
as

fw (w) = (1—=p)- p* - o (w) (6)

k=0
[Benes, 1956] where

fr,k (’LU) = fr (w) * fr (w) koo ok fr (w) (k-times)

the operator * meaning convolution, and f, (w) being the
pdf of the service time residual life.

Eq. (6) represents an infinite sum of individual pdfs. Since
each pdf is the convolution of k residual life pdfs, this
means that each RV whose pdf is f, ; (w) can be obtained
by adding £ independent residual lives. We generate one
geometric RV to select which f, ;, (w) to sample, and the
sample value of W will be a sample value of the selected
pdf.

So we can generate several samples of size one of W from
its marginal pdf and compute their average.

CASE STUDY

In this section we will compare the proposed method
with the other two described in the previous section, in a
especially difficult case, showing the potential improvement
to be achieved in more realistic cases. This would make
a simulator implementing the proposed method a more
efficient and useful tool.

We will simulate a M/P/1 queue system with p = 0.5 and
a Pareto RV with a = 2.1. Using the Pollaczek-Khinchin
formula we can see that W = 5.5. Moreover, the variance
of W will be infinite. Fig. 1 shows the computed W from
100 simulation runs versus the sample size of each one of
them for the three specified methods. The bottom line results
from 100 classical simulation runs. We see that there is a
big difference between the estimated value with sample size
1 million —around 3.1— and the theoretical value —5.5.
The line labeled “pdf” shows the computed W from 100
sets of independent samples of the marginal pdf of W.

We see that the new estimation of W is much better than
in the classical simulation due to the fact that we are
generating independent sample values of W directly from
its marginal pdf, this is, we are in the steady state. But
there is still a noticeable difference between the estimated
W —now around 4.6 for a sample size of 1 million—
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Fig. 1. Rate of convergence to the theoretical value of W of the estimated

mean values from the classical method, the marginal pdf of W method
and the proposed method

and the theoretical value. The line labeled “CV” shows the
computed W from 100 simulation runs of the proposed
method, using the ideal apx from Eq. (5). We see that
the new method produces an average very close to the
theoretical mean value, even from the lowest sample length
—10000 sample values.

Fig. 2 and Fig. 3 plot the histograms obtained using dif-
ferent simulation sample lengths —10000 and 1 million,
respectively— each one for one hundred simulation exper-
iments. In the figures we have represented the theoretical
value as a vertical line. The estimated averages of each
method are shown in the upper part of the plots. We
can see very slow convergence associated to the classical
method and the noticeable improvement when we generate
independent sample values of W directly from its marginal
pdf. We see also that the proposed method gives accurate
estimations in all the cases.
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Fig. 2. Empirical histograms of the estimated mean values for W with
100 runs of 10000 sample length each, for the classical, marginal pdf of
W and proposed methods

Table 1 shows the average and standard deviation for the
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Fig. 3. Empirical histograms of the estimated mean values for W with
100 runs of 1 million sample length each, for the classical, marginal pdf
of W and proposed methods

classical method, pdf of W method and CV method after
100 simulation experiments with different sample sizes. The
standard deviations are calculated using the theoretical W =
5.5:

A I

TABLE 1
COMPARISON BETWEEN THE AVERAGE VALUES AND STANDARD
DEVIATIONS FROM THE THEORETICAL W FOR THE CLASSICAL,
MARGINAL PDF OF W AND CV METHODS.

[ Samples ]| 10000 ]| 100000 ]

Method | W | &[100] | W | &[100] | W | &[100]
Classical | 3.00 | 4.27 | 292 | 2.76 | 3.13 | 2.48
pdf of W | 4.76 | 7.43 | 440 | 231 | 476 | 2.52

cv 5.60 | 0.75 | 552 | 0.13 | 5.48 | 0.077

1 million |

We can see that the CV method performs well estimating the
mean value, and its sample deviation is very low compared
to those from the other two methods. Moreover, while we
know that the first two methods produce W estimators
with infinite variance, it seems that the CV one, with
known factor apk, gives rise to a finite variance estimator,
presumably tending to zero as the sample size increases.
As an indirect proof of the finite variance of W, we see in
Fig. 6 several 95% confidence intervals for W, each one
constructed from 100 simulation runs 10000 observations
each. The confidence intervals were constructed using the
t-Student method, that is, it supposes each Wy average
(one simulation sample) to be Gaussian distributed (hence,
it supposes its variance finite). The theoretical apk has been
used in the computations, and the achieved coverage is 97
percent, very close to the theoretical one.

In the previous studies we have used a = apg, directly
derived from the value in the Pollaczek-Khinchin formula
—Eq. (5)—, as a previous study before its estimation in
G/G/1 systems. We have made 100 runs of different sample

sizes each, with some other values for a, namely 0.5 - apx,
0.9 - apk, 1.1 - apk and 1.5 - apk. We have plotted the
estimated W versus the sample size in each case in Fig. 4.
We see that the greater the difference between the selected
a and apk, the greater the difference in the estimations for
samples of 1 million values, and as the simulation sample
size grows, the estimations are more accurate. We see in
Fig. 4 that for 1 million sample values, the marginal pdf of
W method and the CV method with coefficients of 1.5-apk
and 0.5 - apg —50 percent error— give similar accuracy
estimators for 1. In Table 2 we see the computed average
and standard deviation values of the estimators of W with
100 runs of 10000, 100000 and 1 million sample values
each, when we use different values for a other than apg.
We have plotted in Fig. 5 the histograms for 100 runs of
100000 sample values each, for the CV method with apg,
0.50 - apk and 1.50- apgk. All this information will be used
to help in the evaluation of different a estimators in further
work in order to be able to apply the method to those cases
where the queue system is G/G/1 and we do not know W
in advance.

o S ————- N

Mean value with 100 replications

!

4
10000 100000 1e+06
Number of samples

Fig. 4. Average rate of convergence of the proposed method for some
different coefficient parameters in the control variate formula

TABLE I
COMPARISON BETWEEN THE AVERAGE VALUES AND STANDARD
DEVIATIONS FROM THE THEORETICAL W FOR THE CV METHOD WITH
VARIOUS VALUES FOR THE CORRECTION FACTOR a.

[ Samples | 10000 ]| 100000 |

a/apx | W | &[100] | W | &[100] | W | 5[100]
050 | 430 | 239 | 422 | 1338 | 431 | 1.24
090 | 534 | 101 |52 | 030 | 525 | 0.26
1.00 | 560 | 075 | 552 | 0.13 | 5.48 | 0.077
110 | 586 | 065 | 578 | 032 |525| 026
150 | 6.90 | 1.66 | 6.82 | 140 | 430 | 1.25

1 million |

CONCLUSION

We see that our method gets accurate estimations of W
using the information contained in the pairs (3 .S;,> . W;)
obtained through the classical simulation. The correlation
between this magnitudes plays a very important role in
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Fig. 5. Empirical histograms of the estimated mean values for W with 100
runs of 100000 sample length each, for the CV method with 0.50 - apk,
apk and 1.50 - apgk.
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Fig. 6. 95 percent confidence intervals for W using the CV method with
apk. The theoretical mean value is 5.5

determining the performance values of the system. So it
seems that obtaining independent sample values from the
actual marginal pdf of W —to achieve steady state and
independence— is not as important as to use the informa-
tion contained in the relationship between the stochastic
processes of interest in the system. We can see that in
the Pollaczek-Khinchin formula, 7 depends on the values
of \, S —p = A-S— and S2. Since we can get good
estimations of A and S —when working with Pareto RVs
with « greater than 2—, it seems evident that the difficulties
found to estimate VW have their roots in the difficulties
to estimate ? and so those are the difficulties found in
the classical simulation: the service times generated with
a low sample size of S do not give good estimations of
S2. In the proposed method we use the information we
have about the demanded service time distribution to help
in such estimation. Further work to be done is the estimation
of the correction factor from the samples of W and S in
order to use the CV method in G/G/1 queue systems, and
the evaluation of different methods in order to compute

confidence intervals for the mean value.
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ABSTRACT

Aperture Synthesis is a technique used to produce high-
resolution images using a relatively small sensor fixed on a
moving platform. The technique is based on storing
successive snapshots of the target’s scene as the platform
moves then process the collected data as if it has been
received from a large physical aperture. This will produce a
high-resolution image of the target scene. The technique has
been successfully used in astronomy and in both satellite and
aircraft borne radar. However, its use in sonar was limited
mainly due to the difficulties in maintaining stable track in
water, which causes blurring in the images produced.

In this study, the use of Autofocusing technique to reduce
the effects of motion errors in Synthetic Aperture Sonar is
investigated. =~ Results showed that Autofocus is very
effective in removing the effects of motion errors and in
restoring the focus of synthetic aperture sonar images.

INTRODUCTION

Sidescan sonars are now a widely accepted and important
tool of ocean technology. Broadly, they fall into one of two
classes: the short-range high-resolution systems working at a
relatively high frequency (e.g., about 100kHz). and the long-
range low-resolution systems working at 10kHz or less. The
former have a wide range of applications in surveying of oil
wells, pipelines and shipwrecks, and in defense in mine-
hunting. The longer range systems such as GLORIA have
contributed significantly to the study of the deep ocean floor.
The original method of determining seabed topography is by
means of an ship-mounted echo sounder, covering a given
area in a raster fashion. This is slow and leaves large
undetected areas between the survey lines; multibeam
systems have been developed which give improved
coverage. An alternative technique, the bathymctric sidescan
sonar, was developed in the 1970s, inferring the angle of
arrival of an echo from the seabed (and, hence, the seabed
topography) from the phase difference measured at two
closely-spaced receivers. A review of the historical
development of the technique and of its principles of
operation has been given by Denbigh (Denbigh, 1983).
Several commercial systems have been developed, notably
the Bathyscan 300 and SeaMARC systems (Blackington,
1983). The technique has some similarities to radar
interferometry, and has the same problem of unambiguous
reconstruction of the surface, since the phase is only
measured modulo-21.

Synthetic aperture techniques have been very successfully
applied in radar, both from aircraft and from satellites.
Several studies have shown that it is possible to apply
synthetic aperture processing to sonar systems (Cutrona,
1975, Williams, 1976, Lee, 1979), and several experimental
systems have been built and evaluated. A particular
attraction of synthetic aperture systems is that the along-
track resolution is independent of range (in principle equal to
half the along-track dimension of the transducer array), so
high-resolution images can be obtained without the need for
a physically large array. A number of problems have been
identified, some common to both radar and sonar and some
particular to sonar. These have been the subject of research
during the past two decades: (i) the stability of the sonar
propagation medium, (ii) estimation and correction of
motion errors, (iii) the sampling of the synthetic aperture (a
consequence of the much lower velocity of propagation in
the sonar case), and (iv) the processing required to form the
synthetic aperture image. The first three, to some extent,
remain and are discussed later in this paper; the fourth has
been overtaken by increases in processing power and
development of suitable processing architectures.

BASIC PRINCIPLE OF SYNTHETICAPERTURE
SONAR (SAS)

Synthetic Aperture is a technique used to produce high-
resolution image of target scene by synthesising the effect of
very long physical phased array (Figure 1).

Tow fish

Along Track

Target

Variation of range to a point target as a Resulting phase history of sequence of echoes

function of position of tow fish along track
position

1/2 2

r:[r02+x2] go(x)=—7.2r

Figure 1: Synthetic Aperture Sonar

The principle of aperture synthesis consists of storing
successive echoes obtained from a moving platform (usually
a tow fish), and subsequently synthesising the effect of a
large along-track phased array by correcting the phase
excursions of echoes in a given direction and summing the
sequence of echoes, hence providing high along-track (cross
range) resolution.



MOTION ERRORS

The theory of SAS relies heavily on maintaining coherence
across the length of the aperture being synthesised.
Coherence can be reduced by the phase errors due to
unexpected signal path introduced by unknown motions
between the target and the towed array. The distorted
geometry can be divided into two categories: along-track
and across-track. It has been shown (Meng, 1995, Checketts,
1986) that across-track acceleration and along-track velocity
errors are the most critical motions in synthetic aperture
imagery as they cause image defocusing. These motion
errors can be compensated by internal navigation
information, but such information is not always available or
not precise enough to produce acceptable results. At the
same time, there has been significant research work on
trying to correct for these motion errors using signal and
image processing techniques. One of the most promising
signal processing technique to solve the SAS motion error is
Atofocusing (Finley, 1995).

Figure 2 shows the six types of platform motion error, which
represent three rotational and three translation motion errors.
The rotations mainly affect the beam orientation and hence
the echo amplitude, while the translations mainly disturb the
aperture sampling and hence cause distortion in the image
(Checketts, 1986).

yaw
pitch P roll
‘/Strjrge sway =
Iheove

Figure 2: Motion Errors in SAS.

MOTION COMPENSATION

It is well known that motion errors cause distortion
(blurring) of synthetic aperture images. The errors can be
estimated and compensated either by inertial navigation
techniques, or using the image data itself by means of so-
called autofocus methods. Of key importance is the
relationship between the spatial scale (i.e. wavelength) of the
error and the length of the synthetic aperture. In the
following Section we review various autofocus techniques
and comment on their potential to estimate and correct for
errors in interferometry

AUTOFOCUS TECHNIQUES

Autofocus techniques rely on maximising some parameter of
the image itself. Four common techniques are power spectra
estimation, contrast optimisation, multi-look registration,
and phase gradient autofocus (Blake, 1995). The approach
adopted in each of these techniques is described briefly
below:

(i) Power spectra Estimation: This technique uses the
received signal from a single point scatterer, which will itself
provide the phase history for a target with the towfish path.
The matched filter can then be directly derived from this.
However, in practice, if the image is badly focused then the
identification of a single scatterer may not be reliable.
Alternatively the spectrum of the received signals may be
used to estimate the bandwidth of the received signal (from
all scatterers). In this process the phase is lost so the matched
filter cannot be directly estimated, but from the extremes of
the bandwidths the chirp rate can be determined and the
matched filter estimated.

(ii) Contrast optimisation: This technique maximises the
contrast of the image, the contrast being a statistical measure
of the image. The contrast of a highly structured part of the
image is maximised and then this is similarly applied to the
surrounding image, or all of the image. This technique is
described in more detail below.

(i) Mullilook image registration: Multilook registration
divides the synthetic aperture into a number of subapertures.
forming a separate image or 'look' with each. The looks arc
coregistered by cross-correlation, which yields an estimate
of the motion errors. A disadvantage of this technique is that
each of the image strips formed inevitably have a lower
resolution due to the shorter aperture used for each image
strip.

(iv) Phase gradient autofocus: This works by identifying
strong targets in the distorted image as a function of range,
employing a circular-shifting process to center the targets in
azimuth, windowing, and then integrating to estimate the
actual parabolic sensor-target path, relying on the facts that
the speckle will average to zero and the actual path is only a
weak function of range. The algorithm is claimed to work
even with images of low contrast.

All the above techniques rely on post processing an image
containing at least one highly structural target which allows
a reference for the autofocusing as opposed to background
scatter. For this reason it maybe necessary to deliberately
place transponders within the target scene to allow proper
operation of the auto-focus algorithms. Also (particularly for
the contrast optimisation and multilook registration
algorithms), they will work best in correcting relatively low
frequency errors, that is, of the same order as the synthetic
aperture length. This suggests that the autofocus techniques
may be complementary to the inertial navigation methods,
the former correcting low-frequency errors and the latter
correcting high frequency errors. The contrast optimisation



autofocusing method was implemented and its application is
now discussed.

CONTRAST OPTIMISATION

For this technique it is assumed that at areas within the
image where there is highly structural content (e.g. a single
scatterer) the standard deviation of the image can be used as
a measure of the focus of the image; the sharper the focus
the greater the maximum value of the target point on the
image. The measure of contrast is then the standard
deviation of the image, usually normalised by dividing by
the image mean. The parameter which is adjusted as the
independent variable in order to maximise the contrast is the
along-track velocity. Evaluating the contrast against along-
track velocity enables autofocusing to be implemented to
detect effects of both along-track and across-track errors.
The motion errors that affect the focusing of an image are:
across-track acceleration, along-track velocity and along-
track acceleration. The defocusing effect of across-track
acceleration can be related to an equivalent effect produced
by along-track velocity, and hence both motion errors can be
considered as one: the effective along-track velocity. Along-
track acceleration, if not too significant, can be
approximated in a piecewise fashion by velocity.

The contrast optimisation algorithm first identifies an image
area of highly structural content on which the optimisation
will be performed. This is taken to be an area where the
signal-to-noise ratio is a maximum. The image area is then
re-processed using a set of different along-track velocities in
order to maximise the contrast parameter for the image area,
as described above. When the optimum velocity has been
determined (to the desired resolution) the complete image is
reprocessed at this velocity to produce the focused image.

If the motion error varies significantly over the aperture then
the optimum velocity evaluated for one area of the image
may not be valid for other aperture positions. In this case the
image may be divided into strips and the optimum velocity
evaluated for a point of structural content within each strip.
The velocity will then apply only to that strip. If there is no
significant structural content within a strip then an adjacent
velocity may be an adequate estimate.

SIMULATION

In order to study the effects of different motion errors on the
images of SAS and the effectiveness of Autofocus technique
to remove these effects, a simulation platform was
developed using Matlab.

Figure 3 below shows the simulation set-up. The target
scene S-S’ to be observed is 100cm long by 20cm wide with
5 point targets at the same range, 3m away from the sonar
track. The sonar platform transversed through a 5Sm nominal
track (dashed line) from D to D’. The actual sonar trajectory
is nominally indicated by a solid freeform line. A 2m long
synthetic aperture (thick solid line) slide from P to P’ to

form each pixel in the scene S-S’.

,,,,,,,,,,

synthetic aperture “nominal track

Figure 3: Simulation Geometry

The image of the whole scene was also split into five strips
in order to let autofocusing cope with the non uniform track
errors. The autofocusing processing on each strip used the
best autofocus parameter of the previous strip, but always
started with a wide triple estimate spacing, i.e. several depths
of spacing.

The image formed with error free aperture is shown in
Figure 4 below.

100 -
o
°
E
=
£
& 50 -
0 R
100

o O across track

Figure 4: The Error-Free Image

The fairly simple examples for the sonar trajectory with
motion errors is that the platform traversed along the straight
line with some non-uniform sampling spacing errors. In the
following, some simulations for non-uniform sampling
spacing errors are presented. Figures 5a, 6a and 7a show the
defocused images caused by sampling spacing errors while
Figures 5b, 6b and 7b show the same images using
autofocue technique.

RESULTS

Along Track Sampling Spacing Errors

Case 1: linearly changing form -8 times depth of spacing
to +8times depth of spacing during sonar moving from D to
D'
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Figure 5a: Image formed from data with spacing error
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Figure 5b: Image formed with Autofocus

Case 2: Changing in sine form, one cycle within the track
D-D’ with the amplitude 16 times depth of spacing.
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Figure 6a: Image formed from data with spacing error
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Figure 6b: Image formed from data with Autofocus

Case 3: Changing in sine form, two cycles within the track
D-D’ with the amplitude 16 times depth of spacing.
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Figure 7a: Image formed from data with spacing error.
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Figure 7b: Image formed from data with Autofocus

Along Track Displacement Errors

For most practical situations, the actual trajectory of the
towfish would not be straight but a kind of periodic like
curved line, e.g. the error motion caused by a surface wave.
Some simulations for such kinds of track with lateral
displacement from the nominal track are presented below.

Case 4: Changing in sine form one cycles within the track
D-D’ with the amplitude 2.
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Figure 8a: Image formed from data with track error.
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Figure 8b: Image formed from data with Autofocus

Case 5: Changing in sine form five cycles within the track
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Figure 9a: Image formed with the track errors
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Figure 9b: Autofocused image



Case 6: Changing in sine form ten cycles within the track
D-D’ with the amplitude 2.
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Figure 10a: Image with track error
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Figure 10b: Autofocused image

Case 7: Random errors within the track D-D’ with the
amplitude 2A.
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Figure 11b: Autofocused image

DISCUSSION

Along Track Sampling Spacing Errors

In these simulations, the two-cycle in track sine form
spacing error caused most severe defocus. This indicated
that the most harmful spacing error was the periodic like
errors with the wavelength similar to the synthetic aperture
length.

Along Track Displacement Errors

Since non-uniform across-track displacement from the
nominal track was caused by non-zero across-track
acceleration, these track errors can be corrected by
compensating for the across-track acceleration. The across-
track acceleration can be compensated for by its equivalent
along-track velocity error, further by the equivalent along-
track sampling spacing error. Therefore, the along-track
spacing was still used in the autofocus processing to correct
the track error.

In these simulations, the track error with one cycle in track
caused the least defocus; therefore, the improvement on the
focus of their autofocused image was not significant.
However, the image corresponding to the track error of five
cycles in track was severely defocused, and the autofocusing
improved its focus dramatically. For the error with ten cycles
in track or the periodic like random error (Case 6 and Case
7), the performances of the autofocus processing were not
good. It seemed to agree with the suggestion made by 1. P.
Finley and J. W. Wood which was that the autofocusing
couldn’t cope with the motion error with a structure much
finer than the synthetic aperture.

The results presented in this study demonstrated the good
performance of Autofocus algorithms in focusing synthetic
aperture sonar images.
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ABSTRACT

As our understanding of the world improves and as more
complex products and processes are developed, effective
modelling and simulation becomes increasingly difficult.
Hence the need arises for decision support for modelling,
which considers the numerous criteria required for
successful, modern-day modelling and simulation. Important
criteria are presented in this paper along with existing means
to assist in dealing with an important few in isolation. It is
proposed that these means be unified to provide a foundation
for multi-criteria decision support for modelling and
simulation. The types of disparate evidence that must be
evaluated to provide such support are briefly reviewed and
the role of modellers’ judgements is highlighted. Hence
means of judgement consensus are discussed along with
biases to be expected in decision making. Addressing the
issues presented in this paper contributes to the development
of decision support for modelling and simulation that is
being pursued by the authors.

INTRODUCTION

Modelling and simulation are becoming increasingly
difficult to conduct appropriately, as our knowledge of the
world expands. Furthermore, products and processes that we
wish to model and simulate are becoming more complex.
Models and simulations are subject to a range of
uncertainties, variabilities and errors (Rajabally et al. 2002a)
that make validation, verification and accreditation, onerous
tasks. Indeed, such tasks have been suggested as deserving
of computer support (Balci 1998; Lewis 1998). Validation

has been simply described as establishing whether the
“right” model is being built with respect to modelling
objectives whilst verification is establishing if the model is
being built “right” (Balci 1998). Model accreditation is the
official certification that a model is acceptable for use for a
specific purpose (United States Department of Defense
1996).

Given the concerns mentioned, this paper identifies and
addresses issues that contribute towards decision support for
modelling and simulation. The wide range of criteria that
must be considered are presented in the next section as an
aid to modellers. The section after this surveys existing
approaches to assist in dealing with certain criteria, which
may be used to advance effective modelling. Then, in the
section after this, important issues are presented that concern
the consideration of disparate evidence in decision support
for modelling and simulation. Finally, concluding remarks
are given in the last section.

MULTI-CRITERIA IN MODELLING

In performing model accreditation, one must consider a wide
range of criteria. Due to an endless variety of possible
models and their purposes, accreditation is often an ad hoc
procedure. Thus, the need arises for a decision support
system to enable more rigorous and objective, selection and
use of models. All the criteria considered for model
certification contribute to the suitability of a model or its
fitness for purpose. Model suitability or fitness for purpose
have also been referred to as “total quality” (Balci 1998) or
“acceptability” (Balci 2001) and provide model “candidate
criteria” (Kilikauskas 2000). A list of important criteria is
given below:

e accessibility,



e availability of model, input data and qualified
operators/analysts,
communicativenss,
computational requirements,
consistency,

cost,

deployability,
device-independence/portability,
execution time,
extensibility/adaptability,
fidelity,
integrity/robustness,
interoperability,

legibility,

maintainability,

maturity,

security considerations,
self-containedness,
self-descriptiveness,
structuredness,

testability,

traceability, and
usability/reusability.

The list is by no means exhaustive. Futhermore, some of the
criteria may be considered to be interdependent and each
criterion may have associated sub-criteria. For instance,
Muessig (2000) defines “usability” as the “risk of simulation
misuse” and proposes this to be related to the following:
training in model use,

training in results interpretation,

documentation,

technical support,

user groups, and

configuration management.

Meanwhile, Balci (2001) suggests that the total financial
cost of modelling and simulation is dictated by the cost of:

e training,

e use,

e maintenance, and

e technical support.

It is generally a difficult task to satisfy all modelling criteria.
For example, it may be expected that the cost of modelling
and simulation would rise as usability increases. A bespoke
computer model for an employee’s individual use would
likely require significant investment in order to be formally
deployed within their organisation. One must not only
consider the financial costs listed of such a deployment, but
also costs incurred in suitably developing the computer
model to, say, satisfy the employer’s software standards. A
compromise between the often-competing criteria of cost
and usability is frequently required.

EXISTING MODELLING SUPPORT

Given the numerous criteria in modern modelling and
simulation, efforts have been made to assist in model
selection and use. The following three subsections present
three important areas in which progress has been made. The

authors of this paper propose that aspects from these areas
be unified in order to provide the foundation for progress
towards multi-criteria decision support for modelling and
simulation. Indeed, this is the focus of our work.

Credibility Assessment

Model credibility is a measure of confidence in the
correctness or fidelity of a model and its appropriateness to
the application of interest (Koster 2002). Several
methodologies have been developed to aid modellers in
demonstrating model credibility. For instance, Fossett et al.
(1991) propose a framework of qualitative factors for
assessing the credibility of military models and apply this to
three competing models. In addition, Gass (1993) presents a
numerical rating system for model accreditation that has
been implemented in the software, EXPERT CHOICE. The
system employs the Analytical Hierarchy Process (AHP) for
rating, which is a ranking procedure based upon pair-wise
comparisons. More recently, Balci (2001) describes the
“Evaluation Environment™” software tool, which has been
employed since 1999 in the United States National Missile
Defence Program for model certification and also uses the
AHP. Also, Brade and Koster (2001) propose “Credibility
Indicator Trees” for assessing model credibility. Here,
linguistic assessments of various model aspects are
combined using multi-valued logic.

The authors of this paper have proposed a methodology for
reasoning about user confidence in models that utilises
Bayesian Belief Nets (BBNs), (Rajabally et al. 2002a and
2002b). A BBN is a directed acyclic graph that can be used
for reasoning under uncertainty. Sensitivity analysis for
BBNs can be performed automatically in some existing
software tools, which enables the identification of the most
significant sources of model concern. While this may be
intuitive when dealing with individual models, it is less so if
dealing with complex networks of interoperating models.
The methodology thus allows resources that are used to
improve complex models to be targeted more cost-
effectively. The methodology has been implemented as a
prototype software tool to support model use by BAE
SYSTEMS in developing increasingly complex and
integrated, military aircraft systems.

A Risk-Benefit Approach

The process of model accreditation is highly dependent on
the nature of the purpose for which the model will be used.
For example, a model of structural stress in a load-bearing
vessel might be treated differently if the modelled vessel
contains a toxic fluid rather than drinking water. For the two
applications, the harmful consequences of the vessel
bursting and its contents spilling, are vastly different if the
vessel is located where people are present. Hence, the
accreditation process is likely to be more stringent for the
toxic fluid application rather than the drinking water
application. Hence during accreditation one must explicitly
consider the implications or consequences of using a model
to assist in making practical decisions in the real world.



To assist in dealing with the consequences of using a model
to make decisions, Muessig et al. (1997) propose a risk-
benefit approach for determining required model credibility.
The approach involves determining the overall positive or
negative impact of a decision based upon a ranking of the
magnitude and likelihood of the consequences in different
domains. The impact is evaluated by combining the rankings
using risk and benefit assessment matrices. For example, in
the domain of “Personal Safety”, if a decision based on
model use could result in death then the magnitude of
negative impact is ranked as “Catastrophic”. If the potential
occurrence of this negative impact could be ranked as
“Frequent” then the risk in this particular application is
judged to be “High”.

Muessig et al. (1997) promote their approach as a means of
determining the appropriate mix of validation, verification
and accreditation activities for a particular model purpose.
Alternatively, the use of a model for a particular purpose that
has been subject to a given mix of these activities may be
justified or rejected using the approach. Hence it provides
some objectivity for dealing with the model criterion of
applicability/fitness for purpose/suitability and could be
incorporated in decision support for modelling.

Fidelity Referents

The Fidelity Implementation Study Group of the United
States Simulation Interoperability Standards Organization
(SISO) defines fidelity as “the degree to which a model or
simulation reproduces the state and behavior of a real world
object or the perception of a real world object, feature,
condition, or chosen standard in a measurable or perceivable
manner; a measure of the realism of a model or simulation;
faithfulness.” (Gross 1999).

It is due to our limited understanding of the real world that
fidelity must be measured against the aspects of the real
world that are indeed measurable. To achieve this, Roza et
al. (2001) propose the use of a fidelity referent that they
define as “a codified, structured, and formal specification of
knowledge about what is commonly perceived, understood
and accepted by a defined group of people to be reality,
capable of serving as the comparative standard for reality
correspondence assessment and associated activities of
model or simulation development”. Furthermore, advice is
given on the constituents of such a referent as well as
guidelines to its formulation. The guidelines are illustrated
by application to prototype air-traffic control and
management models. The coordination of referent
constituents should be considered in decision support for
modelling and these constituents are summarised as:
e identity and management details (e.g. version number,
revision history),
e applicability and status (e.g. domain specification, real-
world coverage description),
e developer and validation agent information (e.g.
expertise, qualifications of individuals),
e knowledge and data sources utilised (e.g. reference and
contents description),

e real-world structural data (e.g. topology, characteristics,
interactions of real-world objects),

e real-world behavioural and parametric data (e.g. initial
conditions, dimensions and ranges of properties), and

e referent utility data (e.g. notation, terminology
definitions).

CONSIDERING DISPARATE EVIDENCE

In striving towards multi-criteria decision support for
modelling and simulation, one must inevitably consider
disparate evidence. Means that allow this to some extent are
considered in the previous section. However, they are highly
specific and some general comments are now given in the
following subsections.

Quantitative and Qualitative Information

There is a variety of “direct” quantitative indicators,

regarding modelling and simulation, associated with the

criteria given earlier. Examples concerning model fidelity

are:

e convergence settings in an iterative model,

e dimensions of the computational grid or mesh in Finite
Element Analysis and Computational Fluid Dynamics,

e numerical solution interpolation intervals,

e  spatial step lengths in a discretised model,

e statistical measures of input data variability, and

e time periods in a time-varying model.

“Indirect” quantitative indicators may also be developed to

assist in describing criteria in modelling and simulation. For

instance, again with regard to model fidelity, Pace (1998)

proposes the following indicators:

e number of “entities” modelled expressed as a fraction of
those possible,

e  depth with which “entities” are represented expressed as
a fraction of the number of possible “levels” (e.g.
system of systems, system, sub-system, component),

o “influences” upon “entities” expressed as a fraction of
those possible, and

e  ‘“relationships” between “entities” expressed as a
fraction of those possible.

Frequently, when conducting model accreditation, one relies
upon qualitative information and subjective decisions. For
instance, it is often accepted that validation against field test
data is superior to validation against expert opinion (i.e. face
validation), which in turn is superior to validation against
other simulations (i.e. benchmarking), (Muessig 2000).
Indeed, certifying that a model is appropriate for a particular
purpose uses informal, ad-hoc reasoning by modellers based
upon their experience and expertise (Rajabally 2002b). To
consider the opinions of a number of modellers in such
matters, there are means to arrive at an acceptable consensus
and these are briefly surveyed in the next Subsection.

Expert Judgement Consensus



Approaches used for the aggregation or combination of
multiple expert judgements to reach a consensus of opinion
fall into two classes (Meyer and Booker 1991). The first
class is loosely termed behavioural approaches in which the
experts interact during an elicitation session using
persuasion and compromise to reach a consensus. In the
Delphi approach for example, successive iterations are used
to reach one consensus. The second class of expert
judgement aggregation uses mathematical approaches. In
these approaches, functional combination rules are employed
to return a consensus. Behavioural approaches suffer from
problems of personality and group dynamics, whilst
mathematical approaches may arrive at solutions that are not
universally satisfactory (Ng and Abramson 1992). In our
research, the authors of this paper have focussed on
mathematical approaches because these are more amenable
to development within a software tool and are generally less
time consuming to use.

A range of mathematical approaches for expert judgement
consensus exist. For those judgements that can be expressed
as single-value probabilities, Ng and Abramson (1992)
propose the use of linear and logarithmic opinion pools for
generating a consensus. A linear opinion pool is a weighted
sum of all expert probabilities while a logarithmic opinion
pool is a weighted product of all expert probabilities. For
imprecise judgements that can be captured by ranges of
probabilities, Dempster-Shafer theory (Shafer 1976) may be
used to arrive at a consensus. A range may be defined by
“belief” and “plausibility”, which represent lower and upper
bounds on probability respectively. Also, Herrera and
Herrera-Veidma (1997) describe methods based on fuzzy set
theory for the aggregation of weighted linguistic
information. These methods can be used to combine expert
judgements that are even more imprecise in nature.
However, as Strigini (1996) notes, a consensus of expert
judgements is never a guarantee of correctness.

Human Biases

Human judgement is subject to a range of biases and these
should be considered to enable an objective and justified
certification process for models. Meyer and Booker (1991)
distinguish between two types of biases that arise during
expert judgement making. The first is motivational bias,
which occurs when the judgement elicitation process alters
the experts’ reports of their opinions. For example, if an
expert feels he or she has been led by an interviewer during
face-to-face elicitation. The second is cognitive bias, which
occurs when experts’ judgements fail to follow normative,
statistical or logical rules (i.e. estimates based on reasoning
that is not mathematically correct). In literature, motivational
biases have received much less coverage than cognitive
biases due to the interest sparked in the latter that one might
attribute to the seminal research of Kahneman et al. (1982).
Keeney and von Winterfeldt (1991) suggest three important
cognitive biases to be overconfidence, anchoring and
availability. Overconfidence is the tendency to express more
certainty in judgements than is appropriate. Anchoring is the
tendency to focus on an initial value for the elicitation and
subsequent insufficient adjustment. Availability is the

tendency to overemphasise issues that are easily imagined or
recalled. Two other relevant cognitive biases proposed by
Meyer and Booker (1991) are impression management and
wishful thinking. Impression management is termed a social
pressure, which leads to experts attempting to respond in
such a way that would be acceptable to their employers or
colleagues. Wishful thinking is a bias also known as conflict
of interest, which occurs when individuals’ hopes influence
their judgement.

Subject matter experts are commonly employed for
evaluating models and simulations for certification (Balci
2001). One can seek to reduce the presence of human bias
by the careful selection of these experts. Meyer and Booker
(1991) suggest selecting the opinions of experts who have
the least to gain from their response. However, they continue
that often those most qualified will be those with the most at
stake. Possible solutions to this problem include obtaining
opinions from experts with divergent views or from experts
representing different organisations such as academia and
industry. Pace (1999) reviews desirable attributes of subject
matter experts, which include independence, competence,
trustworthiness, having sound judgement and being
objective focussed. It is also desirable that experts conform
to relevant accreditation standards. Strigini (1996) proposes
that experts may be assessed for the necessary conditions of
good judgement such as consistency of opinion when
repeatedly presented with the same evidence.

When expert judgement is required concerning model
certification, one should seek to reduce the effects of human
bias. Strigini (1996) suggests the following general means to
help solve the problem of expert fallibility. One may attempt
to:
e change the experts’ tasks to make them less error-prone,
e change the experts’ tasks to make them more amenable
to analysis,
e help the experts in detailing their evidence, deductions
and inferences,
e help the experts in finding and correcting fallacies in
their reasoning, and
o make the best use of the availability of multiple experts.
Cognitive biases may be challenged by the decomposition of
a given argument into individual inference steps and the
consideration of these in isolation (Strigini 1996).
Alternatively, one may ask experts for reasons why they
might be wrong. Also, in order to verify expert judgements,
“reasonableness checks” might be performed such as
checking for the consistency in the opinions of different
experts.

CONCLUSIONS

A range of issues concerning the tasks of model selection

and use have been addressed in this paper. These tasks are

complicated due to:

e the numerous criteria one must satisfy,

e the disparate sources of information one must consider,
and

o the effects of human fallibility.



Despite existing research aimed at assisting modellers in
these tasks, there remains no universally acceptable means
of model accreditation. Indeed, accreditation remains a
largely ad-hoc endeavour.

The authors of this paper have developed a methodology for
reasoning about confidence in model use (Rajabally et al.
2002a; 2002b) that has been implemented as a prototype
software tool. The methodology is being applied to case
studies within BAE SYSTEMS to advance the effective use
of modelling and simulation in military aircraft systems
development. Our work is directed towards multi-criteria
decision support for modelling and simulation, which
addresses those issues reported in this paper.
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ABSTRACT

In the paper, the problem of formal verification of logic
control systems for process plants is investigated.
Innovative tools such as Spin (a logic model checker) and
CheckMate (a Matlab toolbox based on hybrid automata)
have been exploited. To critically prove the effectiveness of
the verification techniques a case study drawn from the
field of conventional power plant control, namely the
condensate water extraction system, is considered. A
methodology to represent the relevant control system
models within the model checking framework has also been
proposed.

INTRODUCTION

Advances in automation technology have led to the
growing use of more and more sophisticated control
systems for process plants, especially in power generation
systems, oil and gas production platforms, nuclear and
chemical reactors, boilers and furnaces [Park 1997]. The
availability of information and communication technologies
has permitted the fulfilment of complex requirements on
plant safeness and management, but has also increased the
overall system complexity. In particular, logic control
systems for process plants have become very complex
systems themselves, and often require very high
dependability [De Smet et al. 2001]. Clearly, such a
complexity growth must be supported by adequate
validation techniques, besides the wide-spread “trial and
error”, in order to systematically find and remove design
errors in a more efficient way and in a shorter time [Bowen
and Hinchey 1997].
On the contrary, the typical validation system applied to
logic control systems for process plant control requires the
development of the entire control system to connect it,
through a bus, to a special command board, customly built
or simulated via a virtual panel on a PC. The board is
equipped with switches and push-buttons an operator can
use to “manually” simulate the process under control,
closing or opening the control loops and forcing values for
some signals on the communication bus.
Such a technique has three major drawbacks:

e the choice of the “scenarios” to test is, to a

relevant amount, up to the operator;

» there is no guarantee that the system is error-free;
» there are no means to understand where the errors
causes lie (specification, design, implementation).

Alternative validation techniques are based on the
simulation of the logic control system and of the plant for
some scenarios [Carpanzano et al. 2002]. Although more
flexible and useful in discovering many errors, simulation
can not guarantee that the logic control system is error free.
Formal wverification could be a successful alternative
approach, since it aims at mathematically proving that the
designed system has all the specified functionalities and
that no erroneous nor dangerous behaviour is possible.
Although significant applications are still few [Havelund et
al. 2001, Park 1997], the practice of such techniques is
growing wider in industry [Heitmeyer 1998]. In particular,
among the various formal verification techniques applicable
to logic control systems, the ones based on model checking
appear to be the most mature and the most effective [Clarke
et al. 2000].
However, “classical” verification techniques address only
logic variables and behaviours. Recently, new verification
techniques have been developed for hybrid systems. They
are drawing the attention of many researchers, since they
will allow to integrate continuos (plant) and discrete
(control) behaviours, with many expectations for the
development of verification tools both effective and multi-
domain [Silva et al. 2001].
The present paper addresses the problem of the verification
of process control systems based on model checking
techniques and on the use of hybrid systems. A specific
case study drawn from the field of process plant control is
considered, to test the real effectiveness of techniques and
tools in industrial settings. Two commercial packages have
been adopted to perform verification. Much attention is
paid to understand what can be really gained by the control
engineer and to the possibility to apply and generalise the
verification methodology, i.e. to the hypotheses to construct
the relevant models.

This paper is organized as follows: the case study is
presented in the Section 2, while Section 3 proposes a
possible formalization of the logic control verification
problem as a model checking problem. The Sections 4 and
5 are dedicated, respectively, at defining procedures to
model and verify logic control system within the Spin
framework. In Section 6, the application of innovative
hybrid system modelling and verification techniques are
discussed with reference to the tool CheckMate. The major



results achieved and future research directions are collected
in the last section.

THE CASE STUDY: WATER EXTRACTION
SYSTEM

The case study for the application of formal verification
techniques has been chosen to be an industry sized one. The
study has been focused on the logic control schemes for the
water extraction system in a conventional power plant. A
schematic layout of the water extraction system is depicted
in figure 1.

The main components of the system are a tank, two
extraction branches and a recirculation line.

Condensed
Stream

P1 P2

Tank

Vi V2

.

Figure 1: Scheme of the Water Extraction System

The input condensate stream is stored in the tank, where the
level is held constant by a control system acting on the
valve VL.
Two extraction branches depart from the tank; each branch
is equipped with a manual on-off valve, a mechanical filter
(both not represented, for simplicity), a pump (P1, P2) and
a motorized valve (V1, V2).
A second control system prevents pump damages by acting
on the valve on the recirculation line (VR), thus
guaranteeing that the fluid flowing through the pumps is
held above a minimum level.
Beside the continuous control systems illustrated above
(level and minimum flow control), the plant is equipped
with a complex logic control system in charge of operating
the pumps P1/P2 and the valves V1/V2, which are used
mainly for the extraction system start-up, shut-down or for
emergency manoeuvres.
The logic control architecture is organized onto three
hierarchical and modular levels (see figure 2):

e High level: control of the start-up and shut-down

sequences for the entire system.
e Middle level: control of the start-up and shut-
down sequences for each branch; coordinaton of

the signals to be transferred to the underlaying
pumps and valves.
e  Low level (“drive” level): control of the physical

devices (pumps and motorized valves).
Each logic module can exchange signals with the field,
local and remote consoles, local pushbuttons or other logic
modules (for the sake of clarity in figure 2 only the main
signals exchanged by each module are reported).
The logic control system to be verified was available only
in the form of control design schemes, made with classical
function block formalism. Such schemes involved
approximately 2000 components (logic gates, flip flops and
timers) variously connected, about 350 relevant signals
(inputs, outputs or internal communications) and 100 time
varying parameters.
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Figure 2: Logic Control Architecture

THE CONTROL SYSTEM VERIFICATION AS A
MODEL CHECKING PROBLEM

The design schemes are a formal model of the system not
directly analyzable. To formalize and formulate properly
the verification problem is necessary to translate such a
model into an easily verifiable “equivalent” one [Schiavo
2002].

Most of the models used for the formal verification of
logic-based systems are based on Kripke structures [Clarke
et al. 2000]. A Kripke structure is a mathematical structure,
similar to an automaton, consisting in a set of states, a set of
transitions between states and a function that labels each
state with a set of logic attributes (called properties) which
are true in that state. Paths in a Kripke structure (i.e.
sequences of states) can represent the temporal evolutions
of a system, while the information about the system
conditions while evolving are carried by the state attributes.
The initial state in the structure is determined on the basis
of the initial conditions for the original system.

The temporal evolutions of a Kripke structure can be
represented with a computation tree, which is formed by
“unwinding” the structure into an infinite tree with the
initial state at the root. The computation tree of a structure
shows all the possible executions starting from the initial
state. A computation tree is a suitable support to express
properties to be verified for the corresponding Kripke
structure and thus for the represented logic system [Pnueli
1977].




The properties to be verified can be expressed using a
temporal logic such as CTL* (Computation Tree Logic)
[Clarke et al. 2000]. CTL* formulas are composed of basic
logic operators (AND, OR, NOT) and special operators:
path quantifiers and temporal operators.

There exist two path quantifiers: A (“for all computation
paths”) and E (“for some computation paths”) . These
operators can be used with reference to a particular state, in
order to specify that all of the paths or some of the paths
starting from that state must fulfil a specified property.
There are five basic temporal operators, but the most
important ones for logic control verification are F
(“eventually” or “in the future”) and G (“always”). These
operators can be used with reference to a particular path to
specify that a specific property must hold in at least one
state or in all the states of such a path.

The problem of verifying the validity of a temporal formula
over a Kripke structure is known as model checking
problem. Such a problem is widely studied in the scientific
community [Clarke et al. 2000].

The proposed process for formal verification of logic
control systems comprises, thus, three phases: transforming
the system model from design schemes to Kripke
structures, expressing correctness requirements with
temporal logic formulas and performing the verification
using model checking techniques.

Once the logic control schemes have been “translated” into
a model based on Kripke structures, a wide range of tools
and algorithm for solving the model checking problem are
available [Clarke et al. 2000]. However, a manual
translation could be suitable only for small portions of the
control schemes, highlighting the necessity for a technique
to automate (or partially automate) such a process.

The following sections will then focus on the definition of
an automatizable procedure to represent the control

schemes with a special tool (Spin) which exploits a special
programming language (Promela). Promela programs can
be automatically translated in equivalent models based on
Kripke structures.

Within the model checking problem formulation depicted
above, it is interesting to note that, despite the fact that the
model and the temporal formulas are able to describe the
temporal evolution of the system, the “time variable” is not
directly involved: only the order of the events occurrence is
relevant, but not the absolute time when they happened. It
will be later showed that the lack of direct handling of time
related variables is a major drawback of “classic” model
checking techniques, thus denoting a possible future
research direction, at least as far as model checking
techniques for control system verification is concerned.

SYSTEM MODELLING WITH PROMELA/SPIN

The tool chosen for logic control verification is Spin
[Holzmann 1997]. Spin is a freely distributed and widely
used model checker, designed and implemented at the Bell
Labs. Within Spin, the system to be verified is described by
a program, using a language called Promela (see figure 3);
the correctness requirements (i.e. the properties to be
verified) are expressed with LTL formulae. LTL (Linear
Temporal Logic) is a subset of CTL*, the main difference
being that the operator A must precede every formula.

The modelling language Promela is syntactically similar to
C, and it includes important features as support for
nondeterministic execution, process concurrency and
interprocess communication and synchronization. The
Promela program (i.e. the system model) is automatically
transformed into a structure that can be verified using
model checking techniques.
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Spin includes simulation facilities; such a feature is useful
to check the correctness for the principal system behaviours
before performing any verification.

The verification process is completely automated and can
produce either a positive result (i.e. the desired property is
valid for the system) or a complete execution trail leading
to the error configuration. Such a trail can be directly used
for simulation, in order to let the user analyze the event
sequence that led to the correctness requirement violation.

The verification algorithm uses the partial order reduction
technique [Clarke et al. 2000]; such a technique is based on
the consideration that very often the execution order of two
(or more) concurrent instructions does not influence the
validity of a specific property. It is thus possible to verify
the validity of a specific property analyzing only classes of
execution sequences, where each class represents an entire
set (potentially with infinite cardinality) of execution
sequences undistinguishable for the validity of that specific
property.
Spin has been originally developed for the verification of
communication protocols; nevertheless, its unique features
soon extended its applications to various different fields,
including logic control verification [Havelund et al. 2001].
The use of such an instrument in this field requires,
however, particular attention in the modelling phase. In the
present work a suitable modelling methodology has been
investigated and applied. This methodology has been
developed following the modularity and hierarchy
paradigm typical of logic control systems, identifying, also
on the basis of the design schemes, three different
aggregation levels to be modelled:

e Modelling of basic logic components

e Modelling of logic control modules

¢ Modelling of intermodule communication
The modular modelling has led to the adoption of a
corresponding “modular” verification approach
(verification of single modules, of single levels and of the
entire system) along with the identification of a set of
properties to be verified at each stage.

Basic Logic Components Modelling

The logic components AND, OR, NOT and flip-flops can
be easily modelled using standard constructs natively
available within Promela. The behaviour of the timer
component can be regarded as follows: the output signal
assumes the value one if the input signal has been one
(zero) continuously over a time interval, and zero
otherwise. The modelling of timer components, however,
revealed to be a critical issue, because Promela does not
permit to explicitly model time.
The solution adopted is based on precise assumptions about
the functioning of the components. As a matter of fact, each
component is supposed to execute an infinite cycle with
three phases:

- Reading of the inputs

- Computation

- Writing of the outputs
This model has the advantage to be both simple and close to
the real functioning.

A timer component can then be easily modelled assuming a
“conventional” time value for the execution of every cycle,
so that is possible to measure time by tracking the number
of executed cycles.

Logic Control Modules Modelling

The functioning model for the logic control modules is a
three-phases cyclic one similar to the one shown above:
inputs reading, computation, outputs writing.

The computation and outputs writing phases are obtained
by composing within a single Promela program the models
of the basic logic components, following the function block
topology.

To complete the model, a mechanism is necessary to
implement the inputs reading phase. As a matter of fact, at
the beginning of each cycle a module should read logic
signals coming from other modules, from  operator
interface or from the field itself.

The implementation of the inputs generation mechanism
will be discussed separately, because of its complexity and
of its strong connection with the verification strategy itself.

Intermodule Communication

The model for the communications between modules is
based on the modules hierarchy adopted in the design
schemes. That means that the modules at the higher level
are executed first: they process their inputs and produce
outputs that are fed to the lower levels modules which then
start executing. Modules belonging to the same level are
concurrently executed and their output generation phase is
synchronized with the inputs reading phase of the lower
modules.

Input Signals Generation

To simulate or verify a single module, it is necessary to
generate somehow its input signals. As a matter of fact the
same consideration extends to the entire system, since to
perform simulation or verification it is necessary to
generate some input signals (the ones coming from operator
desk, from local pushbuttons, etc...).

The strategy that lies behind such a input signals generation
is a critical issue to achieve a formal verification both
effective and non time-consuming. An exhaustive
generation of all the input combinations and sequences
would lead to an unaffordable computational burden, but,
on the other side, the choice of which input combinations
and sequences to analyze should not be left to the user,
because there would be no guarantee that all the relevant
cases are investigated

Achieving both the goals (full investigation and affordable
computational burden) can be made possible exploiting
some particular features available within Spin. As a matter
of fact, the methodology adopted in based on the use of
some peculiar Promela constructs (nondeterministic
execution support) and on the partial order reduction
technique that is used by Spin.

A detailed description of the Promela language and of the
partial order reduction algorithm adopted is beyond the
scope of this paper; however, a simple explanation will be



given here in order to let the reader understand the basic
ideas behind.

Within code portions of Promela program, it is possible to
randomly choose and execute a single instruction among a
set of mutually exclusive and executable ones. Using this
feature at the beginning of each cycle, it is possible to
“potentially” generate all the input combinations and
sequences for a logic module simply by inserting the two
possible values (true, false) for each input signal in a set of
mutually exclusive and executable instructions.

For example, consider the following portion of pseudo-code
that generates the input signals IN1 and IN2 for a logic
module:

beginCycle
ChooseOnelnstruction

{
IN1:=TRUE;
IN1:=FALSE;

IN2:=TRUE;
IN2:=FALSE;,

}

}
endCycle

All the four assignment instructions for the two inputs are
executable at the beginning of each cycle, but only one will
be effectively executed, that is, at each cycle one input
signal randomly chosen can (but is not forced to) change.
As a matter of fact, to potentially generate all the inputs
combinations and sequences, every single input should be
permitted to change at each cycle. To achieve such a result
would imply to create a set of two executable mutually
exclusive instructions for each input signal instead of a
single set for all the signals as showed above. On the other
side, such a solution would significantly increase the
computational burden for the verification (each set added
can double the number of scenarios needed to be analyzed).
Some authors assume that, in every condition, only an input
signal per cycle can change [Park 97].

The solution here adopted is a little different: the input
signals have been divided into groups and, at each cycle,
only a signal per group has the possibility to change; the
inputs grouping can based on the signals provenience (for
example, it is unlikely that two signals coming from the
operator change exactly within the same cycle, while this
assumption does not hold while referring to an operator
signal and a field signal).

The choice of how many groups the inputs should be
divided in has to be taken carefully, being a trade-off
between the generality of the model and the verification
computational burden. Using such a strategy to model the
generation of inputs signals, one can be relieved from the
necessity to “imagine” or define the scenarios to be
analyzed or testes, leaving such a duty to the specialized
algorithms of the verification system.

Controlled Process Module

The logic control system is strictly connected with the
controlled plant: their functioning depends, in some way,
on their mutual influence; it is thus necessary to investigate

what classes of models of the controlled plant are the most
suitable ones for formal verification.

Basically, there exist two possibilities: open loop (OL)
models (that is only the logic control is modelled) or closed
loop (CL) models (that is logic control, plant and their
mutual influence are modelled).

The first solution (OL) has the advantage of being easier
(no plant model is required at all) and it is suitable to
perform verification of “structural” properties that the logic
control system should have independently from the
controlled plant. Examples of such properties are the
“output liveness” (all the output logic signals should have
the possibility to be activated) or the “command coherence”
(it should not be possible to contemporary give opposite
commands to an actuator, an emergency command should
override all other commands, etc...).

The second solution (CL) has the advantage to be more
“complete”, allowing the verification of properties
depending on the mutual influence of the plant and the
logic control system. An example of such a property could
be the activation of a signal from the plant that informs the
logic control system of the variations in some physical
quantity in response to some previous command (as the
signal “tank level low” after the pump has been working
for some time). The drawback with the CL option is the
plant modelling itself: first, it is not trivial itself in the
general case, and second the signals between plant and
control system are not independent from each other, but
depend on the process itself.

A less complex CL solution can be obtained with the
implementation of logic models only for the process
components which do exchange signals with the control
system, thus neglecting any other process components and
any other interaction between process components.

Within the Promela/Spin framework, the latter CL solution
can be the only one adopted, due to the limitations both in
the language Promela mathematical support and in the
verification system (which is really effective only when
dealing exclusively with binary variables).

In this work, thus, the OL solution has been adopted for
logic control modelling and verification with Promela/Spin,
with the exception of simple logic models (CL) for the
controlled valves and pumps (no physical interaction has
been modelled between pump and valve, for example).

MODEL VERIFICATION WITH PROMELA/SPIN

In this section the problem of verifying the modelled
system will be described. First, proper categories of
properties to be verified will be identified and formalized,
then, a modular verification procedure will be proposed and
applied to the case study.

Temporal Formulae

The use of temporal formulae to express the desired
properties for a logic control system allows a wide range of
analysis to be conducted on the system itself [Clarke et al.
2000]. Nevertheless, it is suitable to divide the properties to
be verified into categories, in order to identify sets of
structural properties that a logic control system must have
independently of the particular logic functions



implemented, along with sets of function-dependent
properties.
Within this approach, the first category of properties
involves the activation of the outputs: the logic control
schemes should not stuck any output signal to the value
zero or one. To perform the correspondent verification it is
convenient to prove that the following temporal formulae
are false (supposing OUT is a generic output signal):

« AG(OUT)

« AG(NOTOUT)
The validity of the first formula implies OUT assumes
always the value one, for every computation path. Dually,
the validity of the second one implies OUT assumes always
the value zero, for every computation path.
A second important category of properties involves the
commands used to activate and deactivate a device (like a
pump or a valve) or to start and stop a logic sequence. Such
commands should be coherent, that is they should not
assume the value one at the same time. The temporal
formula to express this is

« A G (NOT(ON AND OFF))
The impossibility of generating contradictory commands
should come together with the impossibility to reach logic
incoherent states. For example, consider the sequences for
the start-up and  shut-down of the two condensate
extraction branches: these sequences are composed of
several steps and it is supposed that, at every instant, only
one step could be active. Indicating with the logic variable
Ai the activation of the i-th step in the sequence (supposed
of 3 steps), it is necessary to prove the validity of the
following temporal formula:

« A G (NOT(A; AND Az) AND NOT(A; AND Az) AND

NOT(Az AND Ag))

The properties identified so far are aimed at verifying the
absence of erroneous/dangerous behaviours. However, it is
important to introduce also properties aimed at verifying
the presence of the desired behaviours in some specific
situations. For example, it is desired that, whenever an
valve emergency closing command is issued, the logic
control executes it, whatever different command may come
from operator interface or local push-buttons. The temporal
formula to express this requirement is as follows:

* AG({f=(Fg)
In the formula, f represents the logic conditions that should
cause the control to do something represented with the logic
conditions g. The validity of the formula requires that, for
every computational path, if exist a state in which f holds,
then there exist also a state in which g holds.

Verification Procedure

The verification procedure should follow the modular
paradigm used in the modelling (and derived from the
design schemes), so it has been divided into three
sequential phases:

¢ single module verification

e level verification

e overall logic control verification
Such a division could seem pointless, since the final aim is
the verification of the entire logic control (i.e. only the third
phase). Nevertheless, operating with phases of increasing
complexity can help in tackling the difficulties of the entire

problem. The first two phases, as a matter of fact, can
identify errors and inconsistencies for a relatively small
analysis set, permitting to easily track back errors’ trails,
and allowing, in the third phase, to concentrate only on the
interactions between the logic modules.

Verification Results

For the introduced case study, the complete model for the
logic control system has been implemented, following the
methodology illustrated in the previous sections. A
complete set of properties to be verified has also been
identified, including both “structural” and functional
requirements.
The verification has led to the following results:
¢ Single logic modules verification
0 Big number of properties verified
0  Quick computation (< 15 sec)
*  Level verification
0 Big number of properties verified
0 Significant grow of the time required
(= 20 min)
e Overall system verification
0 Computational difficulties
The results for the first two phases have been really
successful, with the identification and correction of
numerous subtle bugs, while the computational complexity
affected the results for the remaining verifications.
Despite the computational problems, deriving also from the
complexity of the real system, the formal analysis
performed permitted to effectively improve the logic
control design, identifying many possible malfunctioning
cases whose causes would have been really hard to track
back for the installed system.

HYBRID MODELLING, SIMULATION AND
VERIFICATION TECHNIQUES

The major drawbacks emerged using Spin are the
impossibility of including a realistic plant model and the
lack of a time metric, that is the impossibility of dealing
explicitly with time and time dependant variables.

A possible solution to overtake those drawbacks could be
the adoption of new tools applying some emerging
techniques for hybrid systems modelling and verification
[Bemporad and Morari 1999, Silva et al. 2001].

In this context, a hybrid system is intended to be a complex
system whose behaviour is influenced by events and
comprising logic (or discrete) components and component
whose functioning is governed by a continuous dynamic.
Among the numerous emerging tools, CheckMate [Silva et
al. 2000] is one of the most promising and has been chosen
to try a different approach to the verification problem for
the case study.

CheckMate Overview

CheckMate is a tool for modelling, prototyping, simulating
and formally verifying hybrid dynamic systems; it is based
on Matlab/Simulink and the Stateflow toolbox from The
MathWorks, Inc.

CheckMate has been designed for a specific class of hybrid
systems, called TEDHS (Threshold Event Driven Hybrid



Systems). In TEDHS the dynamic of the system can switch
among a finite set of possible dynamics; the dynamic is
switched according to a discrete signal produced by an
automaton; the automaton behaves on the basis of the
events generated when the state variables cross predefined
thresholds.

An hybrid system model in CheckMate has continuous
dynamics described by ordinary differential equations
(possibly nonlinear), planar switching surfaces, and discrete
dynamics modelled by a finite state machine. The
verification is performed using finite-state approximations
known in the literature as quotient transition systems. The
approximations are conservative in the sense that they
capture all possible behaviours of the hybrid system.

The verification result, if not positive, can be inconclusive:
the user is given the option to refine the current system
approximation and attempt the verification again. Actually
there exists also the possibility of a definitive negative
result, when the approximating quotient transition system is
proved to be equivalent to the original system [Silva et al.
20001].

The hybrid system model is composed of three distinct part:
the continuous process, the logic control and the event
generator, which constitutes the interconnection layer.

Continuous Process Model

The controlled process has to be represented as a Switched
Continuous System (SCS); a SCS is a system with
continuous dynamics and (nonlinear) state equations which
are selected according to the value of a discrete input signal
(u). The system evolves with a dynamic of the type

X = f,(X,t), where the specific function f, (D])] is

chosen among a finite set on the base of the value of the
discrete input u. This representation requires an explicit
formulation for the equation of the plant components as
pumps and valves.
The following simplifications have been taken into account:

e The plant fluid is water at a constant temperature.

e The plant has only one extraction branch.

e All the pipes, filters and heat exchangers can be

regarded as lumped head losses

The implemented model is based on the physical models for
the process devices (pumps, valves, tanks, head losses,
etc...) taking into account also the action of the modulating
control (i.e. the level control acting on the level valve and
the recirculation control acting on the recirculation valve).
The implementation of an explicit model has been a critical
issue, since the simple collection of the devices models
would have resulted into an implicit global model.
All the values needed for the model set-up have been
calculated trough a different, more complicated and
detailed simulator of the plant.

Logic Control Model

The logic control system has to be represented as a finite
state machine (FSM) using Stateflow, a Matlab toolbox.
The logic control system thus modelled receives as inputs
the events generated within the interconnection layer
between the SCS and the FSM itself. These events are

based on the time evolution of the state variable. The FSM
produces the discrete output signal (U) to be fed to the SCS.
A complete representation of the logic control system as a
FSM would have been an unworthy modelling effort
within this case study, so it has been decided to represent
only on a logic control portion where the interactions
between the controlled process and the logic control were
most relevant. The FSM implemented is then the model of
the sequence control governing the extraction branch start-
up.
The sequence is composed of four steps:

*  Valve Closing

*  Pump Starting

e  Valve Opening

e Sequence Check
The first three steps (their self composed of complex logic
schemes) are the most relevant for the interaction between
the process and the logic control, while the forth one has
only the function to check the sequence has terminated
correctly and, in case, to raise a system alarm. The entire
sequence and every single step are associated with a time
interval within which they must terminate their actions
(“watch-dog™).
The FSM is thus composed of five macro-states: one for
each step in the sequence and one to represent error
conditions (such as timeouts).

Interconnection Layer

The SCS and the FSM exchange data and events: the FSM
generates the discrete control signal u for the SCS, while
the inputs events which govern the evolution of the FSM
are generated on the basis of the evolution of the state
variables (X).
The event generator (i.e. the interconnection layer) is
composed of polyhedral thresholds: defining one or more
polyhedral region of the type CX < d it is possible to
generate events associated with the state variable entering
or leaving such regions.
Four events have been defined for the case study:

o clk_out (single step or entire sequence timeout)

e valve closed (the valve has been closed)

« valve_opened (the valve has been opened)

e pump_on (the pump has been switched on)
Within CheckMate a fifth event is default available:

e out_of bound (the state variables have left the

defined analysis region)

Hybrid System Simulation and Verification

The verification for the modelled hybrid system has been
preceded by some simulations. The simulations have been
performed to gain confidence about the meaningfulness of
some model parameters and behaviours with respect to the
results obtained with other simulators much more
complicated. In detail, it has been analyzed the temporal
evolution of the fluid level in the tank with respect to the
timing for the valve open/close operations and the pump
start-up/shut-down. The results obtained were consistent.
The verification were aimed at proving the following
property:
*  (AG (~fsm == err))& (AG(~out_of_bound))



The property holds true only if the error state (err) is
unreachable and the state variables do not leave the analysis
region (which represents only physical limitations ).

The property proved true and the verification took about
three minutes to finish.

It is important to notice that the verification has been
performed on a model were both the modulating control
(level control) and the logic control (sequence control)
could operate at the same time.

Although quite promising, the experience with techniques
for hybrid systems modelling and verification revealed
some major drawbacks, along with great improvement
possibilities.

The first negative aspect involves the modelling
capabilities: to build an explicit model for the process it is
very often necessary (as it was for the case study) to accept
some important simplification. In addition, such a model is
very often scarcely reusable, causing the need for a
complete remodelling also for simple process changes.

A second negative aspect relies in the (conceptual and
practical) difficulties of building a detailed model for the
entire logic control as a single FSM as it is necessary using
CheckMate.

A third criticisable aspect is the impossibility of modelling
any operator intervention.

Last, but not least, it has to be noted that, whenever a
property is proved to be false, no counterexample is given.
Nevertheless, the drawbacks pointed out do not have to
obscure the great innovations that CheckMate (and other
tools for hybrid systems modelling and verification) brings:
the explicit modelling of time, the fact that the controlled
process, the modulating control and the logic control
system are modelled within the same framework and, most
important, the proposition of new verification techniques
taking into account both the logic and the numerical aspects
for the system model.

CONCLUDING REMARKS AND FUTURE WORK

In the paper, the application of formal verification
techniques, and in particular of model checking, to logic
control systems for process plants has been investigated and
discussed. An industrial-size case study has been chosen, in
order to check the real applicability and effectiveness of the
proposed verification methodology. A specific tool, namely
Spin, has been exploited for the verification, and specific
guidelines have been proposed to build up all the relevant
models. A set of categories of properties to verify has been
also identified and proposed, to be used for process control
systems. However, it is authors’ opinion that the proposed
verification methodology can be easily extended to other
tools and applications.

The obtained results are encouraging from the theoretical
point of view. However, some drawbacks, mainly due to
the computational burden and to time variables modelling,
limit the applications of such techniques in industrial
settings.

The emerging techniques for hybrid systems modelling and
verification appear to be more promising, at least for
precise numerical analysis about the system itself.

Future work will aim at a further exploitation and
formalization of the modular modelling and modular

verification technique with Spin, in order to allow the
verification of some properties to single modules instead of
the overall system, with clear advantages with respect to the
computation burden. Future research will include also a
study on object oriented extensions for hybrid systems
modelling procedures.
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ABSTRACT

The scope of the presented project was to illuminate and
describe the potential environmental impacts which are
caused by the production and application of a coating
material using epoxidised derivatives. Therefore an
appropriate comparative eco-balance in collaboration with
the company BIOMEL GmbH located in Dessau (Germany)
shall be conducted. Problem definition, approach and results
will be given.

INTRODUCTION

Objectives

In the field of coating materials volatile organic compounds
(VOC) represents one of the highest environmental burden.
Due to this fact the company BIOMEL GmbH started to
develop a new product which should substitute VOC from
coating materials. The new product has a pure native basis
utilising the seed oil of the so called dragon-figurehead
plant. The “reactive diluent” shall substitute VOC-
containing solvents and because of its specific properties it
can be used as a solvent as well as a binder.

In order to verify the environment-friendly behaviour of a
coating material using the reactive diluent it is necessary to
compare it with an other coating material concerning
environmental impacts. It will be exemplified with the use of
a concrete coating material containing solvent compared to a
solvent-free concrete coating material (containing the
reactive diluent). Therefore the method of eco-balancing has
been chosen. Two eco-balances have been created and
opposed (comparative eco-balance) according to ISO 14040
in order to obtain and derive meaningful and reliable
environmental information.

Eco-balancing

Eco-balancing is a method for documenting the environ-

mental aspects and potential environmental effects

associated with a product or production process. This is done

by:

e compiling an actual balance of relevant input and output
flows of a production system,

e evaluating the potential environmental effects associated
with these inputs and outputs,

e interpreting the results of the actual balance and effects
with regard to the objective of the study.

As a result eco-balances serve and support the numerical

registration and the interpretation of environmental effects.

The expression ,,eco-balance® is a generic term for a number

of different methods for the numerical registration of the

environmental effects (Seuring 1998), Rautenstrauch 1999).

The following types of eco-balances can be named:

e Company Eco-Balance: This eco-balance is related to a
place of production or business, i.e. to an organizational
or operational unit. This eco-balance is regarded as a
»Black Box*“ since no analysis of the in-house
operations takes place. The balance concentrates on the
company’s input and output of energy and materials and
is frequently referred to as the basis of environmental
reports.

e Process Balance: This eco-balance examines the flows
of individual production steps specific to operation and
makes a more precise look at the operational activities
possible. Thus the degree of ecological harmfulness of
the individual processes can be recognized in the total
environmental pollution and gaps and potentials for
optimization can be easily localized from this estimate.

e LCA: The product-related eco-balance (Life Cycle
Assessment, LCA) balances the environmental effects
of a product over its entire life, i.e. starting from the
generation of energy/recovery of raw materials,
preproduction, production, transport, distribution,
product use or consumption and up to disposal.

e Substance Balance: Substance balances show lasting
environmental use and environmental disturbances.
Surface consumption, cultivation, and operationally-
dependent landscape excavation belong to the group of
enduring environmental use. Pollution of soil or ground
water by the plant constitute enduring disturbances of



the environment. Furthermore capital assets and
inventory present in the plant are evaluated according to
ecological criteria.

Material Flow Networks

A particularly flexible and efficient approach to represent
material and energy flows of a system is the application of
material flow networks (Mdller 1995). The systems can be
production locations and operations of any size as well as
stations in the life of the product. Consequently material
flow networks are equally suitable for the preparation of
company balances as well as product balances. This
combination of company and product balances in one
approach is one of the most important special features of the
material flow networks. Material flow networks are suitable
for modelling material and energy flows which originate
between the system elements (e.g. between individual stages
of an extensive production process) for a specific part of a
real system. They thus create the basis for the preparation of
eco-balances (Schmidt 1997). Material flow networks serve
the preparation of eco-balances by listing balance-like the
materials and the corresponding amounts, which are
exchanged with the system environment through the inlets
and outlets of the network. In material flow networks two
types of procedures are principally taken into account and
differentiated:

e Processes for the Transformation of Materials
(transitions, in the network symbolized by rectangles):
In these locations materials are converted with the help
of energy. Every transition is on the one hand connected
with a place from which they receive materials and on
the other hand with places where they deliver materials.
For every transition, how the inlet and outlet flows
depend on one another can be correspondingly
determined in the process shown. At the same time both
the type of the materials affected and the mutual
dependencies of the particular quantities can be
specified.

e (Temporary) Storage of Materials (places, in the
network symbolized by circles): Places are locations in
the material flow networks where no conversion of
materials occurs. They function as material storage for
example; they are inlet and outlet points where material
flows enter or leave the system. In view of the different
functions the places can assume in the material flow
networks, Umberto differentiates between the place
types of input-places (inlet point), output-places (outlet
point), storage-places (storage) and connection-places
(direct throughput without storage).

Besides the aforementioned network elements further
symbols are used in Umberto which also appear in the
models here. In particular these are elements which are used
by using sub-networks. Sub-networks are used in the
network transformation for refinement as well as
generalization in order to achieve a certain clarity in the
network modelled. A hierarchical structure results through
the creation of a network ,,behind* an existing transition. If
places in the overriding network are in conjunction with a
transition, which contains a sub-network, these places appear

as network transition points in the sub-network. This applies
to the places of the type Input, Output and Connection. The
places and transitions are linked with one another by
connections (links) so that a new network structure results.
Connections lead either from a transition to a place or from a
place to a transition. A connection between two similar
network elements is not permitted. The tip of the pointer
specifies the direction of the flows; a flow in the opposite
direction is not permissible.

PROCESS STRUCTURE

In accordance to the investigation subject of an eco-balance,
the life-cycle of the coating compound should be considered
and investigated including all material and energy flows
during the whole product life-cycle starting from the raw
material extraction, along the production process, the
utilisation and the disposal (Rautenstrauch 1999). Up to now
only the first three phases have been considered. The
disposal phase has not been covered due to identical removal
treatments for both materials. Here the coatings will be
removed and transferred to a hazardous waste disposal site.
Furthermore it should be mentioned that no further relevant
data are available for this. Both, concrete surface coatings
(2K-epoxy-resin concrete coating, solvent-free and solvent-
containing) consist of three layers: the grounding, the
interface layer and the sealing coat. Each of them is
manufactured in the same manner. The solvent-containing
layers as illustrated in figure 1 are composed of the
following precursors (Brock/Groteklaes/Mischke 1999):
non-volatile fraction (binder, pigment and filling material,
non-volatile additives), hardener and volatile fraction
(solvent, dispersing agent, volatile additives).
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Layers of solvent-free concrete surface coating include
binder, pigment and filling material, additives and hardener
as well. Instead of the volatile solvent they include the
reactive diluent (see figure 2).
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Figures 2: 2c-epoxy resin concrete coating (solvent free)

The production of both coating materials, i.e. the production
of the respective layers will be conducted as follows:
weighing out the raw materials for the dispersing approach,
master batch (crude homogenisation), pre-dispersing, fine-
dispersing (main-dispersing), filtrating, packaging and
storage of the finished products (Brock/Groteklaes/Mischke
1999). Within the utilisation phase of the concrete surface
coating the volatile part (solvent) of the solvent-containing
concrete surface coating evaporates during the generation of
the film without a chemical transformation (Baumann/Muth
1997). In contrast to this the reactive diluent of the solvent-
free concrete surface coating is not evaporating. Due to a
chemical reaction during the film generation the reactive
diluent loses its diluent properties and becomes part of the
binder.

DATA COLLECTION AND INTEGRATION

For the eco-balancing it is necessary to ascertain precise data
about all involved processes. After the modelling of the
process structure the overall model must be completed with
the ascertained data in order to calculate the input and output
flows and to generate the actual balance. The methodology
of eco-balancing which provides the foundation for this
study is based wupon material flow networks
(Schmidt,Hauslein 1997). Technical information about
processes are modelled, specified and evaluated with the
utilisation of the software tool Umberto.

E.g., modelling the sub-process “dragon-figurehead methyl-
ester to epoxy dragon-figurehead methyl-ester” resulting in
reactive diluent could be achieved using a detailed flow
process chart with the corresponding data (see figure 3).
Processes for the transformation of materials and energy are
modelled in the network with transitions symbolised by
rectangles. Storage and distribution of materials occur in
places symbolised by circles.

Flow chart for production of reactive diluent on native base
epoxidation of dragon-figureheadoil resp. dragon-figurehead methyl ester (2-level)
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Figures 3: Flow chart for a sub-process (epoxidation of
dragon-figurehead methyl-ester)

In order to be able to specify places and transitions, the
belonging material flows have been assigned to them. After
having specified all relevant transitions and places, the
material flow network could be calculated. Figure 4 shows
exemplarily the epoxidation process modelled with the use
of a material flow network.
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Figures 4: Umberto model of the epoxidation process

INVENTORY ANALYSIS, IMPACT ASSESSMENT
AND BALANCE VALUATION

Based on the calculation mentioned above the impact
assessment and balance valuation could be done using
coefficient systems implemented in Umberto. The impact
assessment is executed to consolidate the information
contained in the actual balances for preparation of the
subsequent balance valuations. In order to achieve this the
documented material flows are to be described with regard
to their potential environmental impacts. For substances with
comparable impacts an aggregation is carried out. This
procedure strives for a comprehensive impact assessment of
all input and output flows. With the use of the software tool
Umberto® it is possible to compare process balances
immediately. Consequently significant differences between
created balances (solvent-free and solvent-containing
concrete surface coating) can be achieved. Impact
assessment and balance valuation were conducted in several
steps applying the UBA-method from the Federal Office for
Environment (Umweltbundesamt 2000). In the first step of
the impact balance, the classification, all material and energy



flows that have been confirmed in the actual balance are
linked to impact categories according to their environmental
impact potential, respectively. The impact potentials are
calculated in the second step resulting in the
characterisation. Modelling and aggregation of the actual
balance data within the impact categories have been
conducted. Within the categories suitable rates are
determined which enable impact related aggregation. They
clearly describe the potentials in a quantitative form (DIN
1998). Ten environmental impact categories have been
suggested: consumption of raw materials, greenhouse effect,
generation of photo-oxidants, acidification of soil and
surface water, eutrophication, impediments to human health
(cancer risk), direct damage to organisms and eco-systems
(fine dust generation), introduction of nutrients into soil and
surface water, consumption of space, noise incrimination
(see figure 5).
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Figures 5: Specific contributions of the impact categories of
the coating system by comparison

In order to obtain a better comparability, the results have
been normalised for inhabitant mean values in Germany
(DIN 1999) and based on that, the relative specific
contributions for impact categories have been calculated.

The maximum specific contribution is provoked by the
consumption of crude oil equivalents in the impact category
“consumption of raw materials” and is set equivalent to
100%. All other specific contributions are to be set in
relation to this value. Compared to the crude oil
consumption caused by coating materials with conventional
solvents, a specific contribution close to 17% in the category
“consumption of raw materials” for the coating material
based on the reactive diluent could be found. At the same
time the consumption of crude oil equivalents gives the
maximum specific contribution resulting from the solvent-
free coating material. As far as the fine dust generating
potential (PM10-potential) is concerned, the specific
contribution could be reduced from 50% for the solvent-
containing coating material down to 10% for the solvent-free
coating material. The application of the impact categories
“impediments to human health” and “direct damage to
organisms and eco-systems” leads to a reduction of the
specific contribution for dust from 43% (solvent-containing
surface coating) to about 10% (solvent-free surface coating).
Similar results could be obtained for the remaining impact
categories. Merely, as far as the category “consumption of
space” is concerned, better results could be obtained for the

solvent-containing coating material. The reason for this fact
is the huge amount of dragon figurehead oil required in the
reactive diluent production. This oil will be extracted from
the seed of the dragon figurehead plant. The plant needs an
appropriate agricultural cultivable area.

CONCLUSION AND OUTLOOK

Two comparative eco-balances for two production processes
have been prepared in order to illuminate and describe the
potential environmental impacts caused by the production.
The first eco-balance has been conducted for coating
materials whose solvents were build up on the basis of
epoxy resin. The second eco-balance covers a coating
material with an reactive diluent as solvent which is
currently under development. The reactive diluent will be
produced on a pure native basis utilising the seed oil of the
so called dragon-figurehead plant. The obtained results of
this case study clearly demonstrate that concrete coating
materials on a native basis, i.e. without VOC-containing
solvents are significantly more environment-friendly than
the conventional solvent-containing concrete surface coating
materials. Results were discussed with process engineers and
industrial chemists. They acknowledged that this would
correspond to their experiences and expectations.
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ABSTRACT

Complex discrete-event model simulation requires a lot
of computer time in order to get output results statistically
valid.

Our research on the area of industrial LANS, storage
area networks and real time systems suffer this problem. To
reduce this problem, parallel simulation methods have been
developed and successfully applied.

The main idea consists of running a set of replications
of the same model in paralel, each one driven by a
different input set of random numbers. Replications send
dtatistical information of collected output variables to a
monitor that decides the end of the simulation when the
user specified end condition is achieved.

However, the encouraging results on rea complex
models needs also a theoretical support to be valuable.

This is the pourpose of the work presented here. We
evaluate the coverage and performance of our proposals on
four queuing models with analytical exact solution.

The results show that the proposed methods provide
superior coverage compared with previous methods and a
reduction of the bias due to initia transient problem of the
replication method.

1. INTRODUCTION AND MOTIVATION

Discrete-event simulation models are necessary for the
evaluation and development of technologies susceptible to
be outlined using simulation models.

When the simulation model is moderately complex it
requires a lot of computational time in order to be
evaluated, so many researches have suffered the long
response times executing these simulation models.

This is our problem on the research on the area of
storage area networks (SAN), industrial LANs and real time
systems. The models utilised on these problems try to
evaluate an output performance parameter in different
scenarios. Figure 1 shows an example of the results
evaluating a SAN configuration. Each represented point is
the steady-state point estimator X of a performance output
value with true mean E[X]. In order to obtain this graphic
we need a repetition of the simulation with different input
parameters, and this evaluation can require long execution
times. Our pourpose is to reduce the execution time of an
experiment (set of simulations).
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Figure 1. Typica simulation result: “1/O mean response
time” versus “ Delivered traffic”

In order to improve the response times of simulators
many researches are being spent on parallel techniques.
There are two main lines:

First, decomposing the smulation model in sub-models
that can be executed concurrently in different machines.
The main problem of this approximation consists of
maintaining the logica consistency of the event list
(Fujimoto 1990; Zarei 2000). The use of distributed
simulation techniques is not an easy task and requires both
a great decomposition effort and model tuning. In addition,
a deficient tuning process usually produces poor speed-ups.

It is a good approaching when the pourpose is to
accelerate the execution of a specific production model.
That is, a simulator devoted to be reused many times
without changes and changing only the input parameters
(i.e. aflight training simulator) and the speed and/or resl
timeisarequirement.

Second, executing copies of the same simulation model
in parallel to produce a higher quantity of statistical output
data per time unit. This approach could be used for
improving response times taking advantage of the
“statistical parallelism”. This parallelism iswell suited to be
implemented in a cluster of workstations. Some authors
(Ewing et a. 1999; Lin 1994; Rego and Sunderam 1992)
proposed tool that attempt to use a group of workstationsin
order to decrease response time using this approach. We
think that this is a good approaching when we want to
spend the effort on modelling the system to evaluate and
not in adapting the model to a paralel environment. The
main ideais to adapt a statistical output analysis method to
aparalel environment. See (Yau 1.999) for a consideration
about which methods seem to be better for this adaptation.



Our research requires the development of lots of
simulation models of different nature. Then, our main effort
should be this development and not to be concerned in extra
efforts on the area of paralelization of models, so the
second approach has been taken into account.

In this context, we are working on the development of a
tool caled Cluster Simulation Experimenter (CSX) (Perles
et a. 1999) whose man pourpose is to use idle
heterogeneous workstations at university laboratories and
research centers to run paralel simulations. The CSX
design allows its application to any commercia or public
simulator, avoiding the apprenticeship of a new simulation
language. It provides a genera form of monitoring and
controlling simulation programs and it has been
successfully tested on SMPL (McDougall 1987) and CSIM
(CSIM 1998) simulation languages.

This tool has been outlined as a distributed application
working under PVM (Geist et a. 1994) that lets the
incorporation of Unix and Windows heterogeneous
computers to a paralel virtual machine. Basically, pardlel
simulations executed using CSX are replications of a
discrete-event simulation program spawned in different
workstations that are monitored in order to extract
statistical information of selected output variables.

CSX has been used in our department to improve the
long execution time of a simulator of storage area networks
(SAN) developed in CSIM. Complex resulting simulation
model used previoudy the batch-means simulation
technique. In (Perles et a. 2001) the result of comparing the
parallel approach and sequentia batch means method is
described. We showed that it is better to run a pardle
simulation of each point of the experiment than running
simultaneoudly a sequential version for each point in each
computer of the cluster.

In this work, our main pourpose is to establish the
theoretical validity of the method and the performance
obtained applying different strategies for the replication
management. In order to do that, four queuing simulation
models analytically tractable have been elected and tested.
Two of these are open system models and the other two are
closed system models.

Different factors of the replication methods are
evaluated on these models. statistical reset, "warm start”
(explained later), sample size, number of replications and
termination test from the coverage and performance
(needed simulation time) point of view.

The rest of the paper is organized as follows. Section 2
describes our paradld implementation of replications
method. Section 3 describes the factors that affect the
replications. Section 4, describes open and closed models
utilized for this study. Section 5, describes how expriments
has been done and the obtained results. Finally, section 6
summarizes the conclusions.

2. PARALLEL REPLICATION IMPLEMENTATION

We can use different doatistical output anaysis
technique in CSX, but our main effort has been on the

independent replication method. See (Law and Kelton
2.000) for a discusion about the election of this method
compared with others. This method proposes that we can
run k replications of a simulation program using
independent input random streams to compute a sample
mean.

This is the theorethical support of replication method.
Let be X ; the sample mean of the observations of some
output variable for the jth replication. These observations
can be regarded as redlizations of independent and normally

distributed random variables. Then we can compute an
estimator of the true mean mrE(X) as,

In order to obtain an asymptoticaly valid

(1-a)100% confidence interval for the grand mean X we
can apply the equation,

S
K
where S/ is the variance of sample means and t is the

Student distribution.

The sequential and classic replication method consists
of running fixed size simulations and test if they have been
reached the wished confidence interva a a given
confidence level. If the replications are too short it will be
necessary to start another simulation execution of a longer
size. On the other hand, if they are too long, the results will
be unnecessarily more accurate, wasting computer
resources and increasing response time. The difficulty to
predict the number of replications and their respective
lengths has motivated the development of aternative
methods that relax the independence hypothesis, at the
same time they are easily implemented in a sequential
computer. Some examples are batch-means, spectral and
regeneration methods, which add the advantage that only
one initial transient period must be eliminated for steady-
state simulations.

The problem of the sequential scheme of the replication
method can be avoided by using parallel techniques. In this
approach we can elect two ways: running fixed size
replications in parallel until the wished confidence interval
is achieved (Lin 1994) or keep running a fixed and low
number of replications until they produce the needed
confidence interval.

We have developed this second option because it seems
to be satistically more robust on the assumption of
independence hypothesis and normal distribution of the
output variable. In (Glynn 1995) it is established the
asymptotic superiority of afew long replications relative to
a large number of shorter replications, assuming that no
initial transient deletion is attempted.

X it1-&1/2,k-1



So the replication method analyser of CSX basically
consists of executing a fixed set of independent replication
and let it to run until the wished confidence interval is
achieved. Our first implementation let each replication runs
until a specified point (number of collected samples or
simulated time) send statistical information to a monitor,
and wait until the monitor decides if the simulation must
continue based on the information sent by the rest of
replications (see Figure 2).
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Figure 2. Time scenario of amonitor and 3 replications

Figure 2 shows that the duration of the simulation will
be, almost, the sum of the duration of the slower replication
in each checkpoint. In (Bhavasar and Isaac 1.987) it is
established that the execution times of replications are
identical independent (i.i.d.) exponentialy distributed
random variables with mean 1. We solve this problem
allowing each replication to run as fast as possible sending,
asynchronoudly, statistical information to the monitor, thus
avoiding synchronisation. The monitor can save statistical
information and process the next checkpoint when it has
information of all replications (see Figure 3).
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Figure 3. Optimal utilization of computational resources
avoiding synchronization effect

3. REPLICATION MANAGEMENT

We assume that we run a fixed number of replications
and each replication runs on a different workstation coupled
through a local area network. Different parameters of the
replication method can be adjusted and they are: statistical
reset, "warm start”, sample size, number of replications and
termination test. These parameters are explained here.

3.1 Samplesize

Sample size parameter specifies checkpoints for each
replication. A checkpoint implies that each replication
sends a sample of collected stetistical information to the
monitor (sample mean of output variables). Low values of
this parameter implies higher communication costs and
high values can waste resources.

The sample size parameter is a user-specified parameter
that can be: the number of collected observations of an

output variable or an amount of simulated time. The user
should select one of the possibilities in function of the
nature of the output variable to be analyzed in order to
avoid ratio bias effects. For example "response time" of a
model usually requires the first kind of sample size whereas
"throughput" requires the second one.

3.2 Statistical reset

When the pourpose of a discrete-event simulation model
is to compute a steady-state point estimator as in our case,
the simulation usually from artificial or arbitrary initia
conditions. An important consequence of this is an initia
set of biased observations. Thisis called "initial warm-up".

In order to reduce this phenomenon, an approach is to
discard observations until a given point in simulated time or
number of collected observations. This strategy has a main
drawback. If we discard too many observations then we
waste computer resources and if we discard an excessively
low number of observations, then the point estimator may
be biased. Figure 4 shows an example of the effect of a
reset on a real model, in this case, deleting initia
observations we can see a faster evolution to the steady-
state value.
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Figure 4. Effect of the reset on the evolution of a point
estimator

An important factor evaluated in this work is the effect
of discarding some initial observations (called reset) on the
coverage and performance of the selected models.

3.3 Initial warm-up effect reduction
In (Perles et a 2.001) was proposed a method to reduce
the effect of the initial conditions of the simulation modd.

The literature suggests that it is possible to reduce the
effect of the initia transient period (warm-up) by starting
the simulation near the steady-state behaviour.

We propose an approaching to this idea First
replication based parallel replication start in the classic
empty state. When the replication monitor decides that the
end condition has been achieved then it sends model
reconfiguration parameters to each running replication in
order to continue the simulation of the next point estimator.
The result is that the remaining points to be estimated start
in the steady state previously achieved, reducing the
pernicious effect of the initial empty state.

Initialy it seemed us that this approach had an
important drawback: the implementation of this strategy.
However, our experience showed that it is easy if the
implementation of the simulation model takes into account
this aspect.



Figure 5 shows an example of the evolution of the point
estimator in this strategy.
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Figure 5. Effect on the point estimator of the strategy to
reduce the effect of theinitia transient

34 Stopping criteria

Once applied the previous strategies, the monitor
analyzes the output information in order to decide the end
of the simulation. Thisis called "stopping criterid'.

Three stopping criteria based on the precision of the

sample mean X of the output variable of interest are
analyzed:
P1) Relative precision of confidence interval test

A common approach to stop asimulation is to test if the
relative precision of the output variable based on the half-
width interval of the confidence interva a a given
confidence level is achieved. That is,

2
tl—a/2,k—l\/%
e=——1K<e

X

We utilize €,=0.05 (5% relative error) at 95%
confidence level as the first test for the experiment. We call
this P1.

P2) Relative precision and error decrement test

In order to reduce the effect of premature spurious
terminations, another common test consists in testing if the
relative error is achieved and this error decreases in
subsequent samples. We call it P2 and it tests if relative
error decreases in the next two samples, that is,

Emax >6>€+1”>642
P3) Relative precision and mean dope test
In this test we propose to check if the slope s of the
global sample mean X between two consecutive samplesis
near O (horizontal) in order to detect the stabilisation of the

mean and to avoid some kind of spurious terminations (see
Figure 6).

.
-

I
Figure 6. Test P3 attempts to detect slope 0.

Thisis computed using the expression,
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where tsim is the simulated time at the i-th checkpoint.
Or the expresion
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Xi
where obs is the number of collected observations at the

i-th checkpoint. The election depends on the type of output
variable to be analyzed as explained before.

This expression attempts to normalize the analysis in
order to be applicable to high and low values of the mean.
P3isdefined as,

Erax ~€,6+1,8+2 U Smax=0.0001"S,S+1,S5+2

that is, relative error is lower than €ygx and sope is
lower than Sygx in the next two samples.
P4) Combination of P2 and P3 tests

In this test we combine both test P2 and P3 in order to
decide the termination of the simulation.

To apply this combination both test should hold
simultaneously in order to finish.

4. EVALUATED MODELS

In order to evaluate all previously described parameters
four models has been elected. Two of these models are
open queue network models and two are closed queue
network models. The elected simulation models have
analytical exact solution to permit the coverage analysis.

Output variable analyzed has been "mean customer
response time". All services and input load are
exponentially distributed.

The first model is an open M/M/1 queue. Figure 7
shows a queue diagram of this model and Table 1 shows
analytical results for "response time" output variable for
different values of normalized load.

O—Al[O—<T

SOURCE
Figure 7. M/M/1 model

Table 1. Analytic results for M/M/1 queue

Normalized load | Mean response time
0.1 1111
0.4 1.667
0.7 3.333
0.9 10.00




The second model is an open central server model (see
Figure 8). Table 2 shows analytical results for different
values of input load.

DISKS tdisk=0.02
cPU Puis=6/32

I D_ tdisk=0.05
SOURCE  tepu=0.0375 Paisc=25/32

Figure 8. Open central server model

Table 2. Analytic results for open central server model

[ Mean response time
0.1 2.199
0.3 2.793
0.6 5.366
0.75 13.19

The third model is a closed M/M/3//k queue (see Figure
9). Table 3 shows analytical results for different values of
input load.

Q
O
O

7=05 tepu=1/8

Figure 9. M/M/3//k model

Table 3. Analytic results for M/M/3//5 model

k Mean response time
5 0.1262

15 0.2108
25 0.5427

The fourth model is a closed central server model (see
Figure 10). Table 4 shows analytica results for different
number of terminals.

14—=0.02
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Figure 10. Closed central server model

Table 4. Analytic results for closed central server model

N Mean response time
1 2.000
4 2.814
8 4917
12 8.606
100 114.0

5.  EXPERIMENTAL RESULTS

To drive the experience, a simulation program
equivaent to each model has been written in the CSIM
simulation language. As we do not know the nature of the
random number generator of CSIM, we decided to change
it for the mrg32k5a generator (L'Ecuyer 1999) with period
2°19 to generate independent random streams spaced 10°
random numbers departing from the original set of seeds
(see Figure 11).

Random ) _
generator Simulation Ol_Jtput
MRG32K5A model variables

Figure 11. External random number generator
drives the model

The experiments have been done for k = {3, 5, 7, 8, 10,
15, 20, 30} replications, stopping criteria P1, P2, P3 and P4,
and different combinations of sample size, reset and warm-
up avoidance.

Coverage of true mean P is estimated as the ratio,

~ X
p =
n
where n is the number of simulation experiments and x
is the number of experiments that produces a confidence
interval for the output sample mean that includes the true
mean manalytically obtained.

The models have been simulated in order to estimate the
output variable "mean customer response time". In order to
establish checkpoints, the number of collected observations
of this variable has been used for the "sample size"
parameter.

In order to compute coverage and average simulation
cost, each combination of parameters has been repeated
1000 times using independent random streams.

Appendix A and B summarizes graphicaly a selection
of the results of the experiment. Each row has three
graphics, the left one represents the achieved coverage
based on the number of replications, where a 95% coverage
is the theoretical value. The next one represents the average
cost of the parallel simulation measured in number of
observations in a replication; this vaue is directly
proportional to the required simulation time or the cpu time.
And the graphic on the right represents the average tota
amount of observations required, that is, the sum of the



number of collected observations of each replication in a
parallel experiment.

All configurations of replication management provided
satisfactory values of coverage for models with low values
of load (see figure A-1). Very low loaded systems produced
poor speed-up results due to an excess of samples collected
in each checkpoint. This is an expected result. For example,
if the checkpoint is every S observations, the analysis for 3
replications is done every 3xS samples and for 30
replications every 30xS. This effect disappears when the
load of the model increases and reappears when checkpoint
size increments.

When models are heavily loaded, coverage problems
appear. Classical termination method P1 produces the worst
results and enhances notably when warm-up avoidance
techniques are applied.

This analysis shows that open and closed models behave
in adifferent way.

Coverage of M/M/1 open model has low enhancement
when initial observations are discarded or warm dstart is
applied. This result has a theoretical explanation because
empty state of an M/M/1 is a vaid date, athough
independence hypothesis of replication is relaxed because
all models depart from the same state.

Open central server offers similar results. Discarding
initial observations or warm-start dlightly enhances
coverage without affecting simulation cost. In order to
achieve a convenient coverage it is necessary a higher
checkpoint value.

Closed models exhibit a different behaviour. Methods
P1 and P2 show a low coverage when the number of
replications increase if no reset of pre warmis applied. This
result is because the initial empty state is not a natural
model state and the samples collected in this phase are
highly biased. P3 test provides the best behaviour in
contrast of the results of open models. The nature of closed
models affects the parallel performance of the replication
method, limiting the paralel speed-up. In this case is true
the literature proposal: it is better a low number of long
replications than a high number of short replication.
Discarding initial observations and applying prewarm we
can reduce this nacive result from a paralel point of view
(see figure B-5, and B-6).

6. CONCLUSIONS

The results obtained in this work show that the stop
criterion P1 widely applied in sequential simulation studies
can provide low coverage results. This problem is
particularly important on models where the initial transient
response is biased.

P2 stopping criteria is the best choice for selected open
models and P3 is better for loaded closed models that
provide. As expected, P3 is better for models that exhibit an
slow tendency to the true mean. In order to get the best of
both stopping criteria, the combination of P2 and P3 made
in P4 provide an interesting stopping criteria for al the
model s tested.

Combining both initial observations discard and warm
start it is possible to increment the number of replicationsin
parallel maintaining convenient coverage.

An adecuate checkpoint size, stopping criteria P4,
discarding alow number of initial observation and warming
the model with the previous simulation provides in
combination with the pardlel replication manager
designated provides an excelent tool to decrease the
response time of real complex discrete-event simulation
models. This has been experienced with a real complex
SAN simulation mode.
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APPENDIX A. Open models coverage and performance results. Output variable Rygen
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Figure A- 1. M/M/1 model, normalized load r =0.1, checkpoint=100 samples, no reset.
T T T T T 300k T T T T T T 1 900k T T T T T T 1
1 Pz = Pz =3
< p3 = p3 -8
g pa-x- | g pa -
g 3
5 g Pl
8 £ e
©0.95 oy 3 e T
g 2 :
] 0 @
3 5 S
0 /\’yj ¥ B % g
w5 4
0.9 I g N\ 8
- 5 0
[ - ‘-\\‘-——\_4
¥ b3 i L
N . . pA e b . . o ol—wu . . o
. 5 78 10 15 30 3 5 78 10 15 20 30 3 5 78 10 15 30
Replications Replications Replications
Figure A- 2. M/M/1 model, normalized load r =0.9, checkpoint=100 samples, no reset.
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Figure A- 3. M/M/1 model, r =0.9, checkpoint=1000, reset=4000, warm start.
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Figure A- 4. Open central server, | =0.75, checkpoint=100, no reset.
. . o [T . . L e T : . s
pL -+ ol -
1 c p2 = p2 o=
§ o |3 pg
g 3
g E
8 3 8
&S A g
o
8 g
© g g
g 2
o Q
@ 2
0.9 -8 [e]
“\n
0'853 03 5 78 10 15 20 300 03 5 78 10 15 20 300
Figure A- 5. Open central server, | =0.75, checkpoint=100, no reset, warm start.
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Figure A- 6. Open central server, |

=0.75, checkpoint=1000, reset=2000, warm start.



APPENDIX B. Closed models coverage and performance results. Output variable Rygem
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Figure B- 1. M/M/3//k queue k=25 terminals, checkpoint=100, no reset.
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Figure B- 2. M/M/3//k queue k=25 terminals, checkpoint=100, reset=200 observations discarded.
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Figure B- 3. Closed central server, N=12 terminals, checkpoint=100, no reset.
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Abstract.

The problem addressed in this article is not only to optimize the
configuration of manufacturing system including supplier links. It
is also to contribute to analyze its behavior through highlighting
relations between parameters of the system and their influence on
its performance. The proposed approach is based on evolutionary
optimization simulation approach working in synergy with a
learning approach. The learning approach guides the search for
solutions by giving characteristics of good solutions to the
evolutionary optimization simulation approach. And this one
orientates the learning approach on promising areas. It is
illustrated through the setting and the analysis of a multiproduct
kanban supplier links.

INTRODUCTION

Currently, a large number of manufacturing firms are
seeking methods that can help them to identify and
implement strategies for analyzing and improving their
supply chain networks. Nevertheless, decision making in
supply chains is a complex process due to the large scale of
the networks or to the interactions among supply chain
elements. Supply chain decisions have been classified into
three categories: strategic (long-term), tactical (medium-
term), and operational (short-term and real-time) according
to the time horizon of the decisions (Biswas and Narahari
2003). Supply chain performance measures can be
classified broadly into two categories (Viswanadham
1999): qualitative measures (such as customer satisfaction
or product quality) and quantitative (such as order-to-
delivery lead time, resource utilization, work-in-
progress...). In our case, we will deal with an operational
level. Operational supply chain decisions include the
determination of the best value of several parameters such
as the production load units or the number of kanban for the
production line and such as the transport load units for the
supplier links. The parameters have a real impact on the
system’s performance that can be expected. Unfortunately,
they strongly interact. These interactions make the setting
and the analysis of the system extremely complex and it
turns out to be very difficult to solve analytically, unless
restrictive assumptions are formulated. Simulation may be
used to evaluate the performance criterion to optimize
(Gaury et al. 1997). The difficulties are then to know how
to drive the simulation experiments in order to determine

the value of each parameter and how to exploit those
experiments in order to analyze the system.

Optimizing the parameters of manufacturing systems has
already been treated by the ‘optimization simulation’
methods as gradient method, stochastic methods, response
surface and heuristics methods (Azadivar 1992).
Nevertheless, all those approaches work like black boxes
with the best solution as only output. But, with the actual
economic investments, the best found solution is not
enough for the managers; they also need an analysis of the
behavior of the system and alternative solutions, which can
also improve the performance of the system.

Extracting information on the system behavior in order to
analyze it, has also been explored through different
approaches of machine learning or data mining.
Unfortunately, the difficulty to build the learning set
remains and has an important impact on the relevance of
the results.

In this article, the authors will set up and jointly analyze a
multiproduct kanban supplier links using intelligent
optimization, where an optimization approach works in
synergy with a learning approach.

PROBLEM DESCRIPTION

The supply chain management takes into account not only
the production line design or configuration but, also the
customer/supplier relationship. Nevertheless, the setting of
the production policy and the transport policy are very often
considered separately in the literature. Since all these issues
pertain to the same manufacturing system, it would be
logical if they are optimized and analyzed together (Sarker
and Balan 1999) as it will be done here.

In this article, the system has a just-in-time (JIT) production
policy with production load units and a transport policy
with transport load units. In a production line operating
under a JIT production policy, the output rate of the last
machine is generally regulated by the products needs. This
technology is often implemented both to improve the
productivity of the line and to reduce the manufacturing
costs (Golhar and Stamm 1991, Price et al. 1994, Yavuz
and Satir 1995, Huang and Kusiak 1996 ).

The system studied here, is constituted of a buyer group and
a supplier which can produce three types of products. The
relationship is done by a lorry which brings the orders of
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the buyer group to the supplier and delivers the ordered
products to the buyer group. We suppose that the buyer
group orders 65% of product 1, 25% of product 2 and 10%
of product 3. The orders and the ordered products are
managed by transport load units. The supplier
manufacturing system is constituted of a production line
which carry out three processes. There is a stock that we
assume infinite and a fixed number of kanban by type. A
schema of this system is presented in fig.1.

BUYING

SUPPLIER /\ GROUP
AOOQ “ Clients Orders

N
AOO
P3 M
P

Transport
Load
Units

Delivered
D O Ordered
Products

Production Line

P1

Kanbans Production Load Units

Fig. 1: Studied System

In our example, the problem to address is to determine
values for the following parameters:
* KB;j: number of kanbans in front of the production line

for the product of type i, 3 variables. We consider that the
number of kanbans can vary between 10 and 30.
» TLUj: transport load units associated to product i. We

consider that transport load units can take value between
1 and 20.
* PLUj: production load units associated to product i. We

consider that production load units can take value

between 1 and 10.
These three types of parameters compose a chromosome of
9 genes X = [K;, Tj, P; ] with i= 1.. number of product
types. For economical reasons, we have to minimize the
order-to-delivery lead time as the number of WIPs. The
objective function to maximize can be expressed as
follows:

F =M - (Cyp* number of WIPs + Y. C; *satisfaction delay for
order of product i ), with the given constant values:
* M : large constant,
e Cyyp: cost of one WIP,
* C;: cost of one unity of time for orders delay of product 7,
* i : number of type of product

LEARNING + EVOLUTIONARY OPTIMIZATION

First the principle of intelligent optimization will be
presented. Then, with reference to the fig. 2, the different
modules of the method will be described as well as how
those different modules are connected.

Method Principle

In the current industrial context, the decision makers cannot
be satisfied with an adjustment of the level flow, even
optimum, of their system of production without any detail
on its critical points or its behavior. Thus we propose a
methodology which will provide, at the same time,
performing configurations of the system and knowledge on
its parameters, such as combinations to be supported or
avoid and a hierarchy of parameters according to their
impact on the system performance. This methodology,
which can be qualified of "intelligent optimization", is
based on the work in synergy between an evolutionary
optimization approach, for the performance aspect, and a
learning approach, for the knowledge aspect.

parameters

Begin m

End System's performance

Optimisation

Knowledge:
introduckjon of promising solutions
3
Set of
examples

Knowledge
extraction

Fig. 2.: “Intelligent
Optimization”

This methodology will allow exploiting the advantages of
the two approaches while filling their gaps. Thus, one of the
major problem involved in evolutionary optimization is the
number of solutions to be evaluated, expensive problem in
computing time especially when the evaluation is done by
simulation, as in this case. The learning approach will direct
search towards promising areas of solutions space and
maintain enough diversity to avoid the local optima.
Reciprocally, one of the critical points of the learning
approach is the construction of the data set on which
knowledge will be extracted. Evolutionary optimization
will automatically generate sets of data centered on what
interest the managers, which are the areas of the solutions
space where the system has a high performance. Our
methodology is described in fig. 2.

The evolutionary optimization module generates various
combinations of parameters in order to constitute its
population. The module of simulation evaluates these
individuals. Evaluations are taken into account by the
optimization module, which generates a new population. In
our approach, we add 3 stages to this traditional
optimization via simulation method. Firstly, we collect the
examples generated by the optimization module and
evaluated by simulation. Secondly, we apply a learning
approach to this collection and, thirdly, we exploit the
knowledge extracted by transmitting it to the optimization
module: new individuals generated according to this
knowledge are introduced in the current population. Thus,



the set on which learns the learning module is not randomly
generated in the global search space. But it is focused on
interesting areas and it contains increasingly performing
examples generated by the evolutionary optimization
module. The characterization of the good solutions will
bring new knowledge on the system, which is introduced
into the optimization module to guide it towards the areas
containing of the promising solutions.

Simulation Optimization

The first part of the problem to address is to determine the
best combination of variables (e.g. transport load units,
production load units, number of kanbans) in order to
optimize an objective function, such as the total time
needed to complete N products (makespan) or the
production cost. Several simulation optimization methods
have already been used in the manufacturing system area,
for example, response surface, direct search and
perturbation analysis (Azadivar 1992). Among these
methods, evolutionary algorithms (EAs) are really
promising (Tautou and Pierreval 1995), (Dolgui et al.
2000), (Fontanili et al. 2000), (Paris and Pierreval 2001)
and generate sets of evaluated examples, which remain
almost unexploited.

Evolutionary algorithms include various methods, such as
genetic algorithms, evolution strategies, evolutionary
programming, genetic programming, etc (Bick 1996).
These approaches have in common the principles inspired
by natural evolution phenomena. One of its essential
principles is that a strong (well adapted) individual has a
high probability to survive.

EAs make the initial population evolve toward a
population, which is expected to contain the best solution.
For that, they use the following reproduction-evaluation
cycle: for each iteration, called generation, chromosomes
from the current population are selected with a given
probability and copies from these individuals are created.
Selection of individuals is based on their fitness relative to
the current population, i.e. the strongest individuals will
have a higher probability to be copied. In a simulation
optimization approach by evolutionary algorithm, an
individual is a vector of input values of a simulation model
and its fitness is a function of the model's output variables.
New individuals, produced by this process, are submitted to
the mutation and the recombination operator. The
recombination mechanism allows the mixing of parental
information while passing it to their descendants (offspring)
and the mutation introduces innovation into the population.
From a generation to another, individuals have globally a
higher fitness. For our purpose, we will use an elitist EAs
using the principle of the wheel, with a normal law
mutation and a uniform recombination. The general frame
of the evolutionary algorithm that has been implemented is
described in fig. 3.

Step 1: Start with the generation counter equal to zero
(=0).

Step 2: Initialize a population of individuals P(z).

Step 3: Evaluate fitness of all initial individuals in

population P(z).
Step 4: Select sub population to be submitted to variation

(selection).

Step 5: Apply variation operators to selected parents
(recombination and/ or mutation).
P’(t)=Variation [selection{P(7)}]

Step 6: Evaluate the mated population's fitness
(evaluation).

Step 7: Select the survivors from actual fitness (survival).

Step 8: P(t+1)=select [P’(2)Q].

Step 9: Increase generation counter (=¢+1).

Step 10: Test for termination criterion (number of

generations, fitness, etc.) and stop or go to step 4.

Fig. 3: Evolutionary algorithm (Béck et al. 1997)

Although EAs are known to be a powerful optimization
technique, they are notoriously slow and work as a “black
box” so they give no explanation on the system behavior or
no alternative solutions. This is why, with our objective, the
simulation optimization approach needs to be combined to
a learning approach.

Learning Approach

Our methodology requires a learning approach, which will
allow us not only to induce an identification process of a
solution class (in our case, relative to a level of
performance), but also to induce a hierarchy of the
parameters according to their criticality and their impact on
the system performance. There are many methods of
machine learning or data mining (Michalski et al. 1984).
Among them, the networks of neurons (Bishop 1995,
Mitchell 1997) or Genetic Based Machine Learning
(Mitchell 1997, Bonnarini 1997)) are used in various
approaches but still remain ‘black boxes’. Nevertheless, the
family of the induction graphs (Zighed and Rakotomalala
2000) is able to provide a hierarchy of parameters as a
learning process. Moreover, the procedure of construction
is comprehensible by the various people concerned with the
problem and the induction graphs representation makes
easier the communication of the results. To implement our
learning module, we have chosen the C4.5 algorithm
developed by (Quilan 1993). The goal of this type of
approach is to organize the parameters into a tree in which
the more an attribute is relevant, the more it is close to the
root. The relevance of an attribute is its capacity to classify
an example. Each node of the tree - except the sheets —
corresponds to a parameter; each branch of a node
corresponds to a value of this parameter. The relevance of a
parameter according to a given data set depends on its
capacity to separate the data of this set in the most
homogeneous possible subsets (measurement from its
entropy). A data set is associated to each node: the initial
set for the root and, for the other nodes, the set resulting
from various separations according to the way (succession
of parameters and values of these parameters) from the root
to the concerned node. A set containing only data relative to
the same class is associated to each sheet. Nevertheless,
whatever efficient is the learning method; it is strongly
dependent of the relevance of the training. The learning set
must contain enough representative examples if we want to
obtain a good prediction for the non classified examples but
how can we determine which examples are representative?
It is strongly dependant of the problematic. In our



problematic, we are interested in good examples. But we
want to explore all the regions of solutions space containing
good examples for two reasons. First, the research could
fall in a local optimum and stay in its neighborhood. In this
case, no more knowledge will be achieved. Secondly, we
still have the objective of providing different ways of
improvement for the system. In this context of
manufacturing system, an optimal solution is not always
needed or not always usable at this time so, managers could
prefer a near optimal solution or simply a better than the
current one. This is why, enough diversity in the good
solutions set must be maintained.

Method Implementation

The connection of the optimization module to the learning
module will be simply done by delivering to the learning
module some examples already used and evaluated in the
optimization phase. We chose to carry out this delivery
every 3 generations, and it is the data set generated since
the previous delivery, which will be delivered. Other
researches will concentrate on the influence of the
frequencies and volumes of delivery. It should be noted
that, progressively, the learning data sets will contain more
examples from the areas that interest the manager, namely
the most promising areas. The connection of the learning
module to the optimization module will consist in injecting
into the population a certain number of promising solutions
built from the induction graph.

With reference to the induction graph, it will be scan in
order to achieve sheets of very good class (coded by 1). The
characteristics of these promising solutions are described by
the attributes and the values recorded on the ways between
the root and the sheets This way defines a profile from
which new solutions, that we hope very good, will be built.
Such solutions will be built by freezing the way parameters
to the recorded values and by randomly generating the other
values. For example, with reference to fig. 5, a promising
solution could be a solution where parameters TLUI,
PLU3, KB2 and KB1 are respectively set to 7, 3, 10 and 14
and others parameters are submitted to random choice. In
order to keep a constant population size, after the injection
of new individuals, we use a mechanism of selection in

TLU1

order to eliminate the worst individuals. Adding a new step
to the evolutionary algorithm previously described
concretizes these connections:

Step 9°:  if (condition to call learning)

1. Construct the induction graph.

2. Characterize good regions.

3. Generate typical new individuals of those regions.
4. Evaluate them.

5. Integrate them in the current population.

Fig. 4: New step added to EA

APPLICATION CASE STUDY AND RESULTS

The evaluation of F is performed with a simulation model.
For the optimization module, the size of the population will
be of 30 individuals and the maximum number of
generations will be equal to 200, these values have been
determined by a study of the convergence of the results.
The parameters of the EA have also been studied and for
this example, better results have been obtained with a
crossover probability of 0.3, a mutation probability of 0.8
and an elitist ratio of 10. Single-point crossover and
uniform mutation are used (Tautou and Pierreval, 1995).
The induction graph learning has been called every 3
generations of the EA. The learning set will have a size of
90 examples, which correspond to the last 3 populations
used by the EA. The maximum number of characterized
good regions has been fixed to 10.

First, we have implemented optimization via simulation
using only our basic EA in order to have a reference value
for the fitness. Then, we have implemented our approach.
The better solutions were quite similar (only 4% more
efficient with Intelligent Optimization).

This is in term of learning results that we have the major
contributions. There are three main aspects. First, we have a
hierarchy of the parameters regarding to their impact on the
performance, as it is represents in fig. 5. For this example,
the more important parameter is the Transport Load Units
of product 1.

Secondly, we have indications on which combinations of
parameters favor and which must be avoid. If we choose

\ "/

Relevance of the parameters regarding
to their impact on the performance

Fig. 5: Example of tree obtained
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Transport Load Units of capacity 7 for product 1,
Production Load Units of capacity 3 for product 3, 10
kanbans for the product 2 and 14 kanbans for the product 1,
it will be interesting because it induces solutions of class 1.
On the other hand, if we choose Transport Load Units of
capacity 20 for product 1 and 20 kanbans for the product 1,
it will generate worse solutions. With those indications, we
can construct profiles of good solutions that are more and
more relevant. A kind of skeleton of how a good solution
looks like can be given to the managers. Then, they have
more flexibility in their choice and can focus investments
on relevant modifications.

Thirdly, we can analyze the “breakings” of the tree in order
to better understand the complexity of the system. We call
“breakings”, the nodes where at least one sheet is classified
very good and the others have worse performance. On the
example presented in fig. 5, two breakings can be identified
with a letter. For each breaking, we want to explore the
neighbor branches in order to understand what is happened
with the other values. For example, with (A), why less or
more than 14 kanbans for product 1 seems provide worse
performance? Then we have tested a configuration based on
the first bold way but with only 10 kanbans for product 1. It
appears that all the order-to-deliver lead times are higher
(especially for product 1). But the inventory is less
important than with 14 kanban for product 1. On the other
hand, a solution with 16 kanbans for product 1 will
decrease the order-to-deliver lead times but increase
significantly the inventory of WIP. For the second breaking
(B), if 8 kanbans for product 1 are considered, the orders
are not anymore satisfied in an acceptable way. If this
parameter is fixed at 18, the orders are satisfied in the same
delay than with 16 but the inventory has increased. Then, it
is not interesting to set up less than 10 or more than 16
kanbans for product 1 when TLUI is 9, TLU2 is 7 and
TLU3 is 1.

CONCLUSION

In this article, we have not only optimize the configuration
of manufacturing system including supplier links but, also
contribute to analyze its behavior through highlighting
relations between parameters of the system and their
influence on its performance. First, we have a hierarchy of
the parameters regarding to their impact on the system
performance. Secondly, we have indications on which
combinations of parameters favor and which must be avoid.
And thirdly, we achieve a better understanding of the
system behavior by looking more precisely what’s happen
in the neighborhood of our better solutions.

The proposed approach of Intelligent Optimization is based
on evolutionary optimization simulation approach coupled
to a learning approach. The learning approach guides the
search for solutions by giving characteristics of good
solutions to the evolutionary optimization simulation
approach. And this one orientates the learning approach on
promising areas.

Although the approach presented in this paper was
illustrated using the setting and the analysis of a
multiproduct kanban supplier links, it is well suited to
different application areas. It should therefore be useful to
solve a wide range of simulation optimization problems
especially when the system is complex and the evaluation
of a solution is time-consuming.

REFERENCES

Azadivar, F. 1992. A tutorial on simulation optimization, Proceedings of
the 1992 Winter Simulation Conference, 198 - 204.

Bick, T. 1996. Evolutionary Algorithms in Theory and Practice, Oxford
University Press.

Biack, T.; U. Hammel; and H.P. Schwefel. 1997. Evolutionary
Computation: Comments on the History and Current State, /EEE
Transaction on Evolutionary Computation, Vol. 1,n° 1, pp. 3-17.

Bishop, C. 1995. Neural Networks for Pattern Recognition, Oxford
University Press.

Biswas, S. and Y. Narahari 2003. Object oriented modelling and decision
support for supply chains, European Journal of Operational
Research, In Press.

Bonnarini, A. 1997. Evolutionary learning of fuzzy rules : competition and
cooperation, Fuzzy Modelling: Paradigms and Practice. Kluwer
Academic Publishers, Norwell, MA.

Dolgui, A.; A. Ereemev; A. Kolokolov; and V. Sigaev. 2000. A Genetic
Algorithm for Buffer Allocation in Production Line with Unreliable
Machines Proceedings of the International Workshop on Discrete
Optimization methods in Scheduling and Computer-Aided Design,
Minsk, September 4-6, 26-32.

Fontanili, F.; A. Vincent; and R. Ponsonnet. 2000. Flow simulation and
genetic algorithm as optimization tools, International Journal of
Production Economics, Vol. 64, 91-100.

Gaury, E.G.A.; J.P.C. Kleijnen; and H. Pierreval. 1997. Configuring a pull
production control strategy through a generic model, Proceedings of
the conference on management and control of production and
logistics, Campinas, Brazil, September, pp. 223-228.

Golhar, D.Y. and L.C. Stamm. 1991. The just-in-time philosophy: a
literature review, International Journal of Production Research, 29
(4), 657-676.

Huang, C.C. and A. Kusiak. 1996. Overview of Kanban systems,
International Journal of Computer Intergrated Manufacturing, 9,
(3), pp 169-189.

Michalski, R.S.; J. Carbonell; and T. Mitchell. 1984. Machine
Learning, Tioga Press, Palto Alto., Calif., USA.

Mitchell, T. 1997. Machine Learning, Mc-Graw-Hill.

Paris, J.L. and H. Pierreval. 2001. "Dealing with design options in the
optimization of manufacturing systems: an evolutionary approach",
International Journal of Production Research, vol. 39, n°6, pp 1081-
1094.

Price, W.; M. Gravel and A.L. Nsakanda. 1994. A review of optimisation
models of Kanban based production systems, European Journal of
Operational Research, 75, pp 1-12.

Quinlan, J.R. 1993. C4.5: Programs for Machine Learning, Morgan
Kaufmann.

Sarker, B.R. and C.V. Balan 1999. Operations planning for a multi-stage
kanban system, European Journal of Operational Research, vol 112,
pp. 284-303

Tautou, L. and H. Pierreval. 1995. Using evolutionary algorithm and
simulation to optimize manufacturing systems, Proceedings of the
conference INRIA/IEEE ETFA'95, October 10-13, Paris (France),
Vol. 3, pp 509-516.

Yavuz, I.H. and A. Satir. 1995. A kanban-based simulation study of a
mixed model just-in-time manufacturing line./nternational Journal
of Production Research, 4,(33),

Zighed, D.A. and R. Rakotomalala. 2000. Graphes d’induction, Hermes.



SIMULTANEOUS PERTURBATION STOCHASTIC APPROXIMATION TO
OPTIMIZE DRUG MANAGEMENT IN HOSPITAL SYSTEMS

M. Albanese, A. Matta and T. Tolio
Dipartimento di Meccanica
Politecnico di Milano

E-mail: albanese@tmhp1.mecc.polimi.it
E-mail: andrea.matta@mecc.polimi.it
E-mail: tullio.tolio@mecc.polimi.it

KEYWORDS
Stochastic optimization, gradient search method, SPSA,
simulation-based optimization.

ABSTRACT

Hospital systems are rationalizing and improving their
processes in order to provide high quality services at low
costs. In particular hospital pharmacies are object of
reorganization because of the large wastes in inventories of
pharmaceutical and disposable products they produce.
Inventory levels in pharmacy warehouses depend on the
specific replenishment parameters are used to reorder drugs
that are necessary to the hospital. If replenishment
parameters are not properly selected, the possibility of
incurring in high costs and frequent stock outs increases.

In this context the paper proposes a practical tool for
optimizing drug management of pharmacy warehouse in
hospital systems. The proposed tool provides to pharmacists
the replenishment parameters related to pharmaceutical
products managed by the pharmacy. Replenishment
parameters are defined by solving a constrained stochastic
optimization problem in which the objective function is the
total estimated cost for managing drugs in hospitals:
ordering costs, inventories costs and costs incurred for
backlogging of drugs.

The paper proposes a modified version of simultaneous
perturbation stochastic approximation (SPSA) methodology
to optimize drug replenishment parameters in hospital
pharmacies. Numerical results reported in the paper
demonstrates the applicability of the proposed technique to
real complex cases.

INTRODUCTION

More and more healthcare systems are pushed to improve
their efficiency in order to decrease their cost and to provide
high quality services to patients. In this context, healthcare
systems reorganize their processes by rationalizing the
utilization of resources and using engineering techniques for
design and optimization. Among the several organizational
units of healthcare systems, pharmacies are considered in
this paper because of their role in the total hospitals costs. In
fact, inventory costs are around 30 percent of the total costs
in the supply chain of pharmaceutical products and the
savings that could be obtained by completely reorganizing

the inbound management of pharmaceutical products in
hospital are expected to be around 12% (EHCR 1996).
However, drug logistics management in hospitals is a critical
task since pharmacists have few technical skills (they are
physicians), little time to dedicate to logistic issues and often
they do not have any technique or tool that supports them in
this process. As a consequence, in order to guarantee high
quality service and to preserve the patient safety, large
inventories characterize often pharmacy warchouses in
hospital systems. In particular, pharmacists have to define
for every drug the logistic parameters for reordering
products when their inventory level is critically reducing.
The definition of logistic parameters in hospital pharmacies
is a crucial problem that is addressed in this paper.

The paper presents a simulation-based optimization tool
for aiding pharmacists to set the drug replenishment
parameters in hospital systems. In particular, the proposed
tool provides to pharmacists the drug replenishment
parameters by solving a stochastic optimization problem in
which the objective function is the total estimated operative
cost associated to drug management in hospitals. The
problem is constrained by a maximum space available in
warchouse that limit inventories levels and a maximum
stock-out level allowed by pharmacists. Objective function
and constraints are functions of drug logistic parameters;
however, these functions are not explicit and easy
quantifiable ~with analytical methods. Simultaneous
perturbation stochastic approximation (SPSA) is used for
finding optimal values of decision variables by conducting
several simulation experiments for reproducing the system
behavior with stochastic and independent perturbed
replenishment parameters.

This paper is the natural evolution of the study in
(Albanese et al. 2002) in which the same authors propose a
finite difference stochastic approximation (FDSA) method to
solve the problem here faced. Indeed, FDSA has
demonstrated to perform well and to calculate optimal
replenishment parameters in real cases. However, when the
number of drugs in the problem increases, the FDSA method
is not able to provide solutions in acceptable times.
Therefore, the paper presents a modified version of SPSA
that use an approximate estimate of gradient with less
computational time than FDSA.

The paper is structured as follows. A description of drug
management in hospital systems is described in the second



section. The proposed method is described in the third
section and conclusions are drawn at the end of the paper.

DRUG REPLENISHMENT IN HOSPITAL SYSTEMS
Description of the system

Pharmaceutical supply chain provides drugs from
manufacturers to hospitals through distributors that store
products in their warehouses before delivering them to
healthcare systems. Pharmaceutical products arrive packed
in pallets at the hospital pharmacy and are stored in the
central warehouse of the hospital after their de-packaging,
control of integrity and coherence with the associated
delivery note. When the quantity level of a certain drug is
lower than a threshold value, pharmacy emits an order to
drug provider specifying number of doses and code of the
requested drug. Orders are generally emitted by pharmacy
only once a week in order to simplify the replenishment
process management. If quantity level in  pharmacy
warehouse is greater than or equal to the threshold value, no
action is taken.

Daily the wards in hospital request a list of drugs to be
administrated to patients in the following days. If drugs
requested by wards are not available in pharmacy we say
there is a stock-out, that is the pharmacy has not in its
warehouse enough doses of drugs requested. Stock-outs in
hospitals are very critical since unavailability of
pharmaceutical products can have dramatic consequences on
the safety of patients. When a stock-out is generated, the
standard procedure foresees to buy the same type of drug to
detailers, or to search the same product in another ward of
the hospital, or to substitute the drug with another equivalent
product. Depending on the way of solving the problem, the
stock-out will cause a different additional cost to the
structure. However if there are enough doses of drugs in the
pharmacy warehouse, products are delivered, in the
following morning, to wards that requested them.

In summary, it is possible to distinguish two different
flows related to the management of pharmaceutical products
in hospital systems: the physical flow of materials from
manufacturers/distributors to wards through the pharmacy,
and the information flow of drug requests from the wards to
the pharmacy and then to distributors/manufacturers. The
control of this flow is that typical of pull systems where
orders are emitted when inventory levels are lower than a
pre-defined threshold value. Threshold values are different
depending on the type of drug, provider’s reliability and
costs incurred for ordering the drug, for storing it in
pharmacy warehouse and for not having the drug when it is
requested in the hospital (i.e. stock-out costs).
Pharmaceutical products can be divided into two different
classes. The drugs that are very important for the patient
safety belong to the first category; for these drugs stock-out
should be avoided since the lack of a drug dose can cause
the death of a patient. All the other drugs are not so critical
and stock-out leads only to the additional costs previously
described.

Problem formulation
The analyzed system is composed of pharmacy and wards
where drugs are stored in pharmacy warehouse and ward

warehouse respectively. The inventory level of drugs in the
pharmacy warehouse increases when an order arrives in the
hospital from the distributor or the manufacturer, and it
decreases when drug doses are picked and delivered to
wards. At the same way, the inventory level of drugs in the
ward warehouse increases when drugs are delivered from the
pharmacy and it decreases when they are administrated to
patients. We define #°°"; and 6°°%; to be respectively the re-
order level and the re-order quantity of the drug type i, with
i=1,2,...,p. When the inventory level of the drug type i is
lower than its re-order level &%, the pharmacy emits an
order of %, doses of drug. Re-order levels and re-order
quantity of each drug are the decision variables that have to
be defined in order to minimize the following cost objective
function:

P
min L(9)= Y e + /" + ¢ (1)
i=1

where ¢,2% | ¢/™ and ¢ are respectively the total costs of
ordering, inventories and stock-out related to drug type i,
L(6) indicates that total costs are function of decision
variables 6. Total ordering costs incurred in a certain period
are the product between the number of orders emitted in the
period and the cost of orders. As the order quantity increases
(with quantity of total ordered drugs assume constant), the
total ordering costs decrease because of the reduction of the
number of orders; at the same way the total ordering costs
increase as the order quantity decreases. Total inventories
costs take into account general costs of the warehouse
(building, space, energy, etc.) allocated to different drug
types proportionally to the total space occupied in the
warchouse. In inventory cost is also considered the fact that
a certain amount of capital is immobilized in the warehouse
instead of investing it in other opportunities. Stock-out costs
are the costs incurred when a drug has to be acquired as soon
as its inventory has reached the zero level. These costs are
very difficult to estimate since the stock-out problem is
solved differently depending on the particular case.
The minimization problem is constrained to:
=  Space constraints: space in warehouse is limited,
particularly when drugs have to be stored in
environments at controlled temperature; these
environments are often very expensive and therefore
their capacity is limited and has to be accurately
saturated. Space in warehouse is not dedicated but, on
the contrary, the different drug types stored in racks
share it. This constraint makes the decision variables of
different drug types correlated among them, thus forcing
to solve the whole problem since it is not possible to
decompose it in p independent problems equal to the
number of drug types.
=  Service levels constraints: the average service level of a
drug type, defined as the quantity of drug doses
delivered to wards over the total quantity of doses
ordered by wards, has to be larger than value s; defined
by pharmacists. Large values of average service levels
means that ward requests are often satisfied and
obviously large inventories are necessary in the
warehouse. Service values lower than s;" are not allowed




and are considered unfeasible in the minimization

problem.
Objective and constraints functions are not explicit and
depend on decision variables, which are functions of the
quantity of drugs administered to patients; this quantity is a
random variable that makes the problem stochastic in the
objective function and constraints. Another important
randomness source is the order lead time, that is the time
between the order emission and its arrival to the pharmacy.
In the next Section we describe how simulation technique is
used to solve the stated problem.

SOLUTION METHODOLOGY

Simulation is used to estimate cost objective function,
service levels and space occupied by drug inventories in
pharmacy. Simulated time depends on the decision-planning
horizon, usually equal to one year in real hospitals and
susceptible to relevant reductions if automated tools are
used. Analytical methods cannot be used in this case to
estimate the system performance because of the strict
assumptions they need; for instance, the classical EOQ
(Economic Order Quantity) model requires that drug orders
and order lead times are normally distributed. Effectively
drug requests are sums of the different requests coming from
the wards of the hospital; if the number of wards is large,
then normality assumption can be correct. However, lead
times are strong asymmetric; indeed drugs providers often
deliver late, but never before the established date and
therefore normality assumption does not hold. From analysis
developed on real cases, we can state that normality
assumption is often violated in practice.

In the section we propose a modified version of the well-
known simulation perturbation stochastic approximation first
introduced by Spall in (Spall 1992) to solve large stochastic
optimization problems. SPSA is an iterative method that uses
an approximate estimate of the gradient g(0)=0L/66 to
calculate decision variables in the following way:

S = —a, - & &

where g, is the estimate of gradient at k-#h iteration and ay

is a positive constant decreasing in the number of iterations
k. To estimate the gradient value, decision variables are
randomly and simultaneously perturbed according to
assumptions defined in (Spall 1992) and two new
measurements of objective functions are carried out near the
last solution. Then an estimate of the gradient is obtained
with the following formula:

gki (LQki): J’(ék + ckAZkC)k—A);(Lé’k - CkAk) 3)

where ¢, is a positive constant decreasing in k and Ay is the
p-dimensional random perturbation vector. Notice that the
quantities c;A; represent the increment randomly obtained
for estimating the gradient of objective function. The A;
vector has p random mean-zero components, each one being
bernoullian distributed and assuming +1 values. A set of ¢
independent simulation replications is executed for
calculating the function value in perturbed points.

SPSA has been widely used to solve several stochastic
optimization problems. Spall provides practical indications
for tuning parameters a; and c; parameters dependently on
the particular considered problem (Spall 1998). However,
SPSA applied to the described problem does not provide
satisfactory results in terms of convergence speed. This is
mainly due to the fact that all variables are treated
indistinctly at the same way. Indeed, variables are modified
of the same quantity without taking into account the
possibility that a variable can assume values that are of some
order larger than other variables. If variables have very
different sizes, the algorithm has to be tuned on the smallest
variable thus increasing the number of total iterations.
Similar arguments can be done for gradient estimation and
the choice of coefficient ¢;. This problem persists even if a;
and ¢, are percentage values of decision variables at the last
iteration due to the structure of equations (2) and (3).

The paper proposes a modified version of SPSA technique
that considers variables with their specific magnitude. In
such a way, variables are changed relatively on their values
in the last iteration. The method starts from an initial feasible
solution 6, a vector with p components. Then independent
simulation replications are run to estimate an approximate
gradient value of the objective function L(6€) so that the
decision variables are updated with the following recursive
formula:

Lék+1 = 3/« —ay -sign(g,) )

where a; is a vector with p components, each one calculated
as follows:

~ A4 @)

_ i
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where A; are positive constants lower than 1, with i=1,...,p.
Notice that only the sign of gradient is considered to update
decision variables since the variable increment (or
decrement) is already taken into account in coefficient a;. In
such a way the increment (or decrement) step is in a
percentage form so that the algorithm is rough at the
beginning but more refined in the last iterations.
In order to estimate the gradient of the objective function,
decision variables are randomly and simultaneously
perturbed according to assumptions defined in (Spall 1992).
Two new measurements of objective functions are carried
out near the last solution by means of independent
simulations. Then an estimate of the gradient is obtained
with equation (3) in which ¢ is a vector with p components,
each one calculated as follows:
e 6)
Chi = Yki k_ﬂ

where C; are positive constants lower than 1, with i=1,...,p.

If the new solution is not feasible, decision variables have
to be modified so that feasible area is again reached. Ad hoc
rules have been established to modify decision variables
depending on the fact that unfeasibility is caused by the
limited space in warehouse or by the minimum service level.
The logic adopted by the algorithm to respect the service
level is that every time, during k-th iteration that constrains
are non respected, associates to variables responsible of



unfeasibility, the values of the (k-7)-th iteration. It’s like to
associate to the perturbation vector components equal to
Zero.

The respect of the volume constraint is obtained reducing
6*%?, for every drug in proportional manner. Naturally the
reduction of &% is subordinated to the respect of the
service level.

The algorithm exits when the method converges to a local
minimum (absolute minimum is not assured), or when a
specified maximum number of iterations is reached or when
a satisfactory reduction of the objective function is reached.
The value ¢, i.e. the number of independent replications at
each iteration, is defined on the basis of the precision value
the user wants on the optimal solution; the classical two-
steps method (Law and Kelton, 2000) can be used to
calculate g.

NUMERICAL RESULTS

Numerical results are based on a real case in which 10 drugs
adopted in an Italian hospital pharmacy have been taken in
consideration. For each drug, the following parameters have
been collected: storage level at initial period, 8°°*; and 6“9,
desired service level, historical data on drug consumption in
wards, drug management cost, order cost and the distributor
lead times. The considered planning horizon in simulation is
equal to 3 months, that is replenishment parameters are
defined four times per year. Maximum stock-out allowed by
pharmacists for each drug is equal to 5%. Volume constraint
is not stringent in this particular case and it is relaxed. Notice
that decision variables are still correlated, even if at low
levels, by the orders emitted to the same producers that
group different types of drugs.

The proposed method has been applied to find optimal
vales of re-order levels and re-order quantities. In particular
the method has been applied by using the following
parameters:

A4,=0.1; C,=0.1;, a=p=0 (7)

for each i=1,...,p.

Table 1 shows replenishment parameters of considered drugs
used in the analyzed hospital system. The total expected cost
incurred by using hospital parameters is equal to 14.93
Euro/day £0.01 at 95% confidence level. Notice that re-
order levels and re-order quantities are most of times equal.
The reason is that pharmacists have no appropriate tool to
correctly select these parameters and therefore the easiest,
and also faster, way is to simplify the problem assuming
equality between re-order quantities and levels.

In last columns of Table 1, the optimal parameters defined
by the proposed method are reported. Replenishment
parameters identified by modified SPSA are quite always
lower than hospital parameters allowing a significant cost
reduction. Exception is for drug type 3; for this drug optimal
parameters are larger than hospital values. The reason is that
if stock-out constraint has to be respected, level and quantity
have to be increased. In fact, a confirm that replenishment
parameters used in practice were wrong have been given by
the hospital. The total cost using optimal parameters is
expected to be equal to 11.3 Euro/day +0.05 at 95%
confidence level. Optimal value has been obtained after 23

iterations of the algorithm (see Figure 1), each one
requiring three function evaluations executed by running
g=20 independent simulation runs.

Table 1 Real case: hospital and optimal parameters.

Drug Hospital Proposed
Type parameters parameters
i QROL. QrROQ QROL. QROQ
Drug 1 300 300 161 364
Drug 2 1600 2000 959 1614
Drug 3 300 300 332 360
Drug 4 1200 1200 434 1196
Drug 5 300 600 296 726
Drug 6 200 200 82 161
Drug 7 600 600 301 541
Drug 8 200 200 197 108
Drug 9 2000 2000 1612 1612
Drug 10 500 500 494 328
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Figure 1. Real case: convergence of the proposed algorithm
with 20 variables.

The modified version of SPSA has been applied also to the
optimization of a pharmacy with 50 drugs. In this case drug
data have been randomly chosen. A practical optimization
has been reached in 9 iterations with a cost reduction about
27% moving from an initial value of 194.7 Euro/day £2.3 to
the minimum value of 165.9 Euro/day 5.2 at 95%
confidence level. Each function evaluation requires 20
independent simulation runs and coefficients as in (7),
except for 4,=0.2, are used also in this case.

This problem gives an idea of the large advantage obtained
by the use of SPSA in comparison with other methods like
FDSA. Indeed, to select replenishment parameters for 50
different drugs means to solve a problem with 100 decision
variables. Assuming that also FDSA is applied by launching
20 replications at each function evaluation, at least 2000
simulation replications are necessary at each step; this value
can be lower if the number of independent runs is decreased
when evaluating the gradient of the function. Therefore,



computational effort necessary to apply FDSA seems to be
unpractical in real cases where the number of drugs can
arrive to 200. FDSA method converges faster than SPSA in
the number of iterations, however each iteration in FDSA
requires large efforts. On the other hand, the number of
independent simulation run in SPSA for estimating gradient
of the objective function does not depend on the number of
variables. Indeed, in the case with 100 variables, SPSA
requires 60 simulation runs for gradient estimation versus
FDSA requiring 2000 runs. This leads to a better gradient
estimation for FDSA and, as a consequence, better selection
of the next iteration. However, a large experimentation is
needed to FDSA iteration and particularly the computational
time at each step is proportionally increasing in the number
of variable. This case demonstrates the superiority of SPSA
respect to FDSA in real hospital pharmacies.

200
195 o=

L4
190 \‘\‘\,\
185

-
9 180 M
o
g 175
$ 170 \\/\
2
165 v
160 |
155 |
150 T T T T T T T T T T T T T T T T T T
1234567 8 91011121314 1516 17 18 19

Iterations

Figure 2. Test case: convergence of the proposed algorithm
with 100 variables.

Figure 2 shows the convergence of the proposed algorithm
in the presented complex test case. The objective function
decreases as the number of algorithm iterations increases.
After a reasonable number of iterations the value of the
objective function is reduced on average by 15%.

CONCLUSIONS

The paper proposes a modified version of simultaneous
perturbation stochastic approximation methodology for
finding optimal logistic parameters in the drug management
of hospital pharmacies. The proposed methodology fully
exploits advantages of SPSA since it is able to solve large
practical problems with a lot of variables.

Future efforts will be dedicated to compare the proposed
method to other simulation-based optimization methods,
such as Response Surface Methodology and likelihood ratio,
and to consider other solution points evaluations for better
estimating the gradient before to move to the next iteration.
Indeed, a drawback of the method is that the current solution
is changed after each perturbation even if there is no
improvement in the objective function. An interesting idea,
which will be investigated in the next future, would be to
randomly generate several simultaneous perturbations before
moving to the next iteration. In such a way, thanks to a
better estimation of the gradient, the probability of going in
wrong directions could considerable decrease.
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ABSTRACT

Colored Petri Nets (CPNs) have been widely used as a
mathematical modeling tool of dynamical systems, both for
control and simulation. Many processes have been
published in the CPN literature but none of them includes
complex selecting criteria. In this paper, to broaden the use
of CPNs in discrete-event simulation, we present two CPN
modules that model complex selecting criteria. The first
module selects a constant number of entities from a set of
places. The second module selects a variable number of
entities from a set of places. The modules were designed to
be useful in many modeling situations. Selection of entities
is from an unrestricted number of different places, the
entities to be selected can be of different types and a set of
additional entities might be required in the selection process.
Selection processes may be repeated without reinitialization
of the modules and the modules can be combined to model
more complex selection processes. The paper includes an
example of the use of the modules in a real-life simulation
model.

1. INTRODUCTION

CPNs have been widely used as a mathematical
modeling tool of dynamical systems, both for control and
simulation [Gu and Bahri 2002, Salimifard and Wright
2001, Jensen 1997]. Many specific processes have been
modeled with CPNs but ordering and selecting criteria,
which are very common in discrete-event simulation, have
been scarcely explored in the CPN literature. This literature
includes only a few models of ordering and none of complex
selecting criteria. Martinez et al. [1986] developed a CPN
module for a FIFO ordering criterion. Bourcerie and Morel
[1997] developed a structure based upon CPNs and FIFO
queues to facilitate the modeling of sequential processes.
Fanchon [1999] extended CPNs to include FIFO nets. FIFO
nets are Petri nets in which all places behave like FIFO
queues.

Complex selecting criteria arise when a constant number
of entities must be taken from a set of alternative places or
when a variable number of entities are required to perform
an activity. For example, when a company wants to simulate
a layoff policy, when a customer order has to be filled with
items taken from several warehouses, when an inspection
line can have a variable number of inspectors, or when a
vehicle requires a minimum load to start a trip.

In this paper, to broaden the use of CPNs in discrete-
event simulation, we present two CPN modules that model
complex selecting criteria. Each selecting criterion is
modeled by means of a CPN module that simulates the
execution of the criterion. The first module selects a
constant number of entities from a set of places. The second
module selects a variable number of entities from a set of
places. Both CPN modules are very general and
independent, each defined with its own set of local
components, so they can be used to refine existing CPN
models. The paper includes an example of the use of the
modules in a real-life simulation model [Arjona ef al. 2001].

The remainder of the paper is organized as follows:
Section 2 defines CPNs. Section 3 presents the two CPN
modules. Section 4 presents the real life application
example. Section 5 gives some conclusions.

2. COLORED PETRI NETS

To make this paper self contained, in this section we
include the CPN definition and the CPN terminology that
will be used in the following sections. A CPN is a directed
bipartite graph {P,T,C,I,O0,M,} where:

P={py,....pn} 1s a set of nodes denominated places.

T={ty,...,tm} 1s a set of nodes denominated transitions.

P and T are disjoint sets.

C=C(P) u C(T) is a class of color sets associated to the

places and transitions such that #C(P)= n and #C(T)=m

(# stands for cardinality).

L.C(P)xC(T) -> N u {0}is an input function that defines a set
of directed arcs from P to T (N is the set of the natural

numbers).

O:C(T)xC(P) -> N u {0}is an output function that defines a

set of directed arcs from T to P.

My:C(P) -> N u {0} is an initial marking function.

CPNs are mathematical models used to represent
discrete-event systems. Places are used to store entities.
Color sets associated to the places indicate the different
types of entities that can be stored in the places. Entities are
represented by color instances (copies) of the colors
associated to the places and are referred as colors or tokens.
Tokens stored in the places, referred as the marking of the
CPN, define the state of the system. Transitions represent
sets of related events. Transitions fire (are executed) to
change the state of the system. Color sets associated to the
transitions indicate the different ways (events) in which the
transitions can fire.

The CPN definition allows only linear input and output
functions. These functions are always expressed in
mathematical form (as matrices or algebraic expressions)
and indicate how many tokens (colors, entities) are stored



or removed from the places when the transitions fire. The
CPN definition includes implicitly the passing of time but
the definition can be extended to include time explicitly.
Temporization can be carried out indistinctly in the places
or in the transitions [Murata 1989]. The CPN modules
included in this paper do not include time explicitly because
the selecting criteria modeled are auxiliary (logical)
processes whose execution is virtually instantaneous.

Before execution, a CPN must be initialized (marked)
with some tokens (colors, entities). CPNs are executed
firing one or more of their enabled transitions. A transition
is enabled (ready to fire), when the tokens required by its
input function are available in the appropriate places.

Pictorially, places are depicted by circles, transitions by
bars, and functions by directed arcs. Arcs are labeled with
symbolic expressions that indicate which colors (tokens,
entities) the functions store or remove from the places when
the transitions fire (see Fig. 1). Each color is represented
with one or more character strings between triangular
brackets. When more than one character string is used to
represent a color, the color is called a composite color.

Despite its conceptual simplicity, CPNs have proved to
be a very powerful modeling tool for discrete-event systems,
capable of modeling sequences, conflicts, concurrences and
synchronization. They provide a formal framework for the
design, specification, validation, and verification of discrete
systems.

3. CPN MODULES OF SELECTING CRITERIA

In this section, to avoid confusions between the colors
(tokens) to be selected and other auxiliary colors used in the
modules, the first ones will be referred as entities. Two CPN
modules are presented. They model the following selecting
criteria:

1) Selection of a constant number of entities from a set
of places

2) Selection of a variable number of entities from a set
of places

The modules were designed to be useful in many
modeling situations. Selection of entities is from an
unrestricted number of different places, the entities to be
selected can be of different types and a set of additional
entities might be required in the selection process. Selection
processes may be repeated without reinitialization of the
modules. The modules can be combined to model more
complex selection processes. Combination of the modules
is straightforward.

3.1 A CPN Module for Selecting a Constant Number of
Entities from a Set of Places

Figure 1 depicts a CPN module that simulates the
selection of a constant number m of entities from a set of n
places. In this module, to increase its modeling power, it is
assumed that besides the m entities to be selected, another r
additional entities (r>=0) are also required. This represents a
common modeling situation that does not affect the
selection process. When r>0, the number of colors used by
the module is 6(n+1)+m+2r.

The execution of the module simulates a manual

selection of the entities. First, it checks if all the required
entities are available. The checking is performed by
removing and returning the required entities one by one.
Each returned entity is counted and marked. The marking
avoids considering entities more than once and consists in
adding a color to each removed entity. Checking ends when
all required entities are marked or when there are no more
entities to mark. After checking, if all required entities were
available, marked entities are removed from their places and
stored without marks in some places outside the module. If
not all required entities were available, selection was
unsuccessful and marked entities are then removed from
their places and returned to them with their marks removed.

The above described process requires to count entities
and to fire transitions in sequence. Both situations have to
be modeled because in a CPN there is no explicit record of
stored entities and all enabled transitions fire
simultaneously.

3.1.1 Places and Transitions of the Module

Places PE; (i=1,...,n) have a capacity n; and will contain
the entities to be selected. Each place PE; (i=1,...,n) will
contain a different type of entity, one entity at most will be
selected from each place, and m<=n. Places PAE; (j=1,...,r)
will contain the additional entities. Place PTC will contain
auxiliary tokens that will be used for counting the number of
marked entities. Place PSEQ will contain auxiliary tokens
that will be used for imposing a sequence in the firing of
transitions. Transition TMAE will mark additional entities
in places PAE; (j=1,...,r). Transitions TME; (i=1,...,n) will
mark up to m entities in places PE; (i=1,...,n). Transition TP
will test (count) if the number of marked entities in places
PE; (i=1,..,n) is m. Transitions TRMAE and TRME;
(i=1,...,n) will take marked entities, unmark them, and
restore them to their places. Transitions TOAE and TOE;
(i=1,...,n) will take marked entities, unmark them, and store
them in some places outside the module.

3.1.2 Color Sets Used and Initialization of the Module.
Color sets E; = { <e,i> } (i=1,...,n) represent the n entity

types allowed in the places. Color sets NE; = { <ne,i> }

(i=1,...,n) represent absence of entities of the type E;. Color

sets ME; = { <<e,i>,m>} (i=l,...,n) represent marked
entities of the type E;. Color sets AE; = { <ae,j> } (j=1,...,r)
represent additional entities. Color sets MAE; = {

<<ae,j>m> } ( j=1,..,r) represent additional marked
entities. Color set TC = { <tc> } represents the number of
marked entities. Color set S = { <s> } represents spaces.
Color set SEQ = { <seq,k> ; k=1,...,3n+3 } will be used to
fire sequentially the transitions of the module. Finally, color
set NSE = { <i> ; i=0,1,...,m } will be used to test if the
number of marked entities was m. The color sets associated
to the places and transitions are:

C(PEI) =E,uME;uS;i=1,..,n

C(PAE) = AE; u MAE; ; j=1,..r

C(PTC)=TC u'S

C(PSEQ) = SEQ

C(TMEI) = C(TRMEl) = C(TOEI) = Ei u NE1 5 i=1,...,n
C(TMAE) = C(TRMAE) = C(TOAE) = AE,x... xAE,
C(TP) = NSE

Each place PE; (i=1,...,n) must be initialized with n;



tokens (color instances) of E; or S. Place PTC will be
dynamically initialized with m tokens <tc> by transition
TMAE just before the beginning of the selection process.
This dynamic initialization allows the reuse of the module in
consecutive selection processes.

3.1.3 Proof of the Validity of the Module

As it was said above, to enhance the modeling power of
the module, some additional entities were required in it. The
presence of these entities is checked by transition TMAE, so
the selection process begins after transition TMAE fires.
When the required additional entities are not available, none
transition fires and the module is valid by vacuity.

When the required additional entities are available,
transition TMAE fires, and the selection process begins. In
this case, the proof of the validity of the module has been
divided into two theorems. Theorem 1 proves the validity of
the module when the selection is not possible. Theorem 2
proves the validity of the module when the selection is
possible. Due to space limitations the proof s of the
theorems and lemmas are not included in this paper.

Lemma 1. In the CPN module given in Figure 1, if
transition TMAE fires then the n transitions TME; (i=1,...,n)
also fire.

Theorem 1. In the CPN module given in Figure 1, if
transition TMAE fires and fewer than m places PE;
(i=1,...,n) contain entities, then (a) one entity of each
nonempty place PE; (i=1,...,n) will be marked; (b) no entity
will be selected; (c) all marked entities will be unmarked.

Theorem 2. In the CPN module given in Figure 1, if
transition TMAE fires and m or more places PE; (i=1,...,n)
contain entities, then (a) one entity of each of the first m
nonempty places PE; (i=1,...,n) will be marked; (b) m
entities will be selected.

3.2 A CPN Module for Selecting a Variable Number of
Entities from a Set of Places

A CPN module for selecting a variable number of entities
from a set of places may be obtained combining two CPN
modules. The first CPN module must select a constant
number of entities from the set of places. The second CPN
module must select zero or more entities from the set of
places. For example, for selecting r to s entities, the first
CPN module must select r entities and the second CPN
module must select from 0 to s-r entities. The first CPN
required module was given in the previous section. The
second CPN required module will be given in this section.
Combination of the two modules is straightforward.

Figure 2 depicts a CPN module for selecting 0 to m
entities from a set of n places. In this module (as in the
module of Figure 1) it is assumed that besides the entities to
be selected, another r additional entities (r>=0) are also
required. The total number of colors used in the module is
3(nt+1)+m-+r.

The execution of the module will simulate a manual
selection of the entities. Entities are selected one by one
from the places and counted until at most m entities are
selected. In this module it is neither necessary to mark
entities nor to remove marks because not only m, but any
number of selected entities less or equal than m will be
sufficient for the selection process.

3.2.1 Places and Transitions of the Module

Places PE; (i=1,...,n) have a capacity n; and will contain
the entities to be selected. Each place PE; (i=1,...,n) will
contain a different type of entity, one entity at most will be
selected from each place, and m<=n. Places PAE; (j=1,...,r)
will contain the additional entities. Place PTC will contain
auxiliary tokens that will be used for counting the number of
selected entities. Place PSEQ will contain auxiliary tokens
that will be used for imposing a sequence in the firing of
transitions. Transition TR will remove remaining tokens in
place PTC after the selection process is finished. Transitions
TOAE and TOE; (i=1,...,n) will remove the additional and
selected entities and will store them in some places outside
the module.

3.2.2 Color Sets Used and Initialization of the Module.

Color sets E= { <e,i>} (i=l,...,n) represent the n entity
types allowed in the places. Color sets NE; = { <ne,i> }
(i=1,...,n) represent absence of entities of the type E;. Color
sets AE; = { <ae,j> } (j=1,...,r) represent additional entities.
Color set TC = { <tc> } represents the number of selected.
entities. Color set S = { <s> }represent spaces. Color set
SEQ = { <seq,k> ; k=1,..,nt1 } will be used to fire
sequentially the transitions of the module. Finally, color set
NTR = { <> ; i=0,1,..m } will be used to know the
number of tokens to be removed from place PTC after the
selection process is finished. The color sets associated to the
places and transitions are:

C(PEI) = Ei us 5 i=1,...,n
C(PAEJ) = AEJ ;j:1,...,r
C(PTC)=TCu$S

C(PSEQ) = SEQ

C(TOE;) = E; uNE, ; i=1,...n
C(TOAE) = AE;x..xAE,
C(TR) = NTR

Each place PE; (i=1,...,n) must be initialized with n;
tokens (color instances) of E; or S. Place PTC will be
dynamically initialized with m tokens <tc> by transition
TOAE just before the beginning of the selection process.
This dynamic initialization allows the reuse of the module in
consecutive selection processes.

3.2.3 Proof of the Validity of the Module

When the required additional entities are not available,
none transition fires and the module is valid by vacuity.
When the required additional entities are available,
transition TOAE fires, and the selection process begins. In
this case, the proof of the validity of the module has been
divided into two theorems. Theorem 3 proves the validity of
the module when less than m places contain entities.
Theorem 4 proves the validity of the module when m or
more places contain entities.

Lemma 2. In the CPN module given in Figure 2, if
transition TOAE fires then the n transitions TOE; (i=1,...,n)
also fire.

Theorem 3. In the CPN module given in Figure 2, if
transition TOAE fires and fewer than m places PE; (i=1,...,n)
contain entities, then one entity of each nonempty place PE;
(i=1,...,n) will be selected.

Theorem 4. In the CPN module given in Figure 2, if
transition TOAE fires and m or more places PE; (i=1,...,n)



contain entities, then one entity of each of the first m
nonempty places PE; (i=1,...,n) will be selected.

4. A REAL-LIFE APPLICATION OF THE MODULES

This section gives an example of the use of the modules
in a real-life simulation model. The example models part of
the transportation system of a sugarcane plantation [Arjona
et al. 2001]. The transportation system of the plantation is
integrated by 127 trucks, 1 ferry, and 7 roads. Each road
connects a different section of the plantation to the mill
yard. Four of the roads are continuous and the other three
merge at a river crossing served by the ferry. The cane is
harvested in the plantation and loaded into trucks. Once
loaded, the cane is transported to the mill yard using
continuous paths or paths interrupted by the river where
loaded trucks have to wait for the ferry, cross the river and
continue their travel to the mill yard. The ferry crosses the
river only if the number of trucks waiting on the two sides
equals a total of four or more. Before the ferry crossing, up
to five of the trucks waiting on the ferry side board the ferry
(the ferry has a capacity of five trucks). Once unloaded in
the mill yard, the trucks return to the plantation or go to the
truck yard. When returning to the plantation, the trucks that
use the paths interrupted by the river have to wait again for
the ferry, cross the river, and continue their travel to the
plantation.

The process modeled here is the ferry policy to cross the
river. It consists of a preliminary selection of four trucks and
a final selection of up to five trucks. In the preliminary
selection are considered the trucks waiting on both sides of
the river. In the final selection only are considered the trucks
waiting on the ferry side. Besides the trucks, in the
preliminary selection it is necessary to consider as
additional entities the ferry and a ferry operator. The
preliminary selection will be modeled with the CPN module
given in Figure 1 and the final selection will be modeled
with the CPN module given in Figure 2. For the sake of
brevity we will refer to these modules as modules 1 and 2.
Figure 3 depicts a CPN model of the ferry policy. Module 1
is located in the left.

To model this particular process, a few minor changes
have been done to the modules. The sequential tokens used
in the two modules are consecutive (module 2 is executed
after module 1). Transition TOE of module 1 stores the
selected entities in their original places (the selection
performed by this module is preliminary). The part
corresponding to the selection of additional entities has been
suppressed in module 2 (module 2 does not require
additional entities). In module 2, the transition name TOE
was changed to TOE' (the transition name TOE was already
used in module 1). Finally, transitions TME;, TRME;, TOE;,
and TOE' fire more than once. Module 1 use two
places PAE;, one for the ferry and another for the ferry
operators, so j=1,2. Also, module 1 uses two places PE;, one
for the trucks waiting on the ferry side and another for the
trucks waiting on the opposite side, so i=1,2. Module 2 uses
only the ferry side (PE;) for selecting trucks, so transition
TOA' does not need an index. Places PSEQ and PTC are
shared by the two modules. The color sets and the color sets
associated to the places and transitions of the modules do
not change, except for the color set SEQ={<seqk>;
k=I1,....3n+5} that contains two extra tokens. The

initialization of the places does not change.
5. CONCLUSIONS

The CPN modules presented in this paper model two
selection processes that are very common in discrete-event
simulation. They will facilitate the use of CPNs to
simulationists. Each module has its own set of independent
components, so the modules are ready to refine existing
CPN models. The modules can be combined, as was done in
the real-life example given, to model more complex
selection processes. Combination of the modules is
straightforward.

The CPN concepts used in the modules follow the
original CPN definition, so available mathematical methods
for structural and performance analyses of CPNs [Jensen
1997, Murata 1989] can be used in the CPN models refined
with the modules.
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Figure 1. A CPN Module for Selecting m Entities from a Set of n Places
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ABSTRACT

Modern control systems are complicated and hybrid:
continuous processes interact with each other by discrete
links. A new simulation tool for analysis of such systems is
proposed. Continuous processes are simulated using
traditional structural schemes representing differential
equations. Discrete links are simulated by a Petri net, which
is connected with continuous part of a system model
through special, newly introduced, elements — the
“processes”. The net may control processes: switch them
on or off. The continuous part sends tokens into the net.
The specialized software is written to simulate hybrid
systems.

INTRODUCTION

The theory of linear systems is well developed and
behaviour of such systems can be predicted theoretically.
Analysis of non-linear systems is more complicated. Often
simulation of a non-linear system is the only way to get
reliable results.

A traditional look at control systems as continuous or
discrete cannot be applied to modern complicated systems
containing both kinds. Large control systems usually are
hybrid. They involve continuous, often non-linear, parts as
well as discrete ones, or continuous processes are linked by
discrete event logic. Systems from energy converters to
flexible production lines and complicated ergatic systems
are such. The hybrid Petri nets where the marking may be
real numbers, are used to simulate systems with a great
number of elements. But they cannot be used for simulation
of hybrid nets with non-linear, stochastic or discrete
phenomena in the analogue part of a model (Le Bail et al.
1992).

Investigation of these systems requires new modelling and
simulation methods. A model of a hybrid system can be
treated as a couple of models — discrete and analogous one,
interacting each other. Such a viewpoint is represented in
several works (Sahbani and Pascal 2000; Brielman ez al.
1997; Barton 2002).

The simulation system (Brielman et al. 1997) where
discrete part of a model works only if a predefined event
occurs in an analogue part of the model and interface

between both parts of a model is realized as special
communication tasks is known.

It seems to be more general and promising to apply open
Petri nets (Baldan et al. 2001) to simulation of hybrid
systems. Petri nets are effective means of simulation of
discrete systems. A net can represent a control algorithm
realized in a numerical controller, for example. Discrete
events in the net initiate or fix a new state of the continuous
part. The continuous part of a system, looking from the
Petri net, can be represented as a set of processes leading
from one state to another. These processes are not
necessarily known a priori. They may be modelled by a
structure simulating continuous differential equations.
Some processes may be autonomous. They do not depend
on a Petri net, but influence behaviour of the net.

The main purpose of this paper is more detailed description
of modelling principles and representation of specialized
software for simulation of systems.

TWO PARTS OF A HYBRID MODEL

A model of a hybrid system consists of two parts —
continuous (analogue) and discrete. The discrete one is a
slightly modified open Petri net — in order to make the
interface with analogue part more evident a new graphical
element representing links with the analogue part and called
»process (Fig. 1) is included.
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I Relation through

I aprocess inthe Process
' analogue pan
|
I
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a b

Figures 1: Relation of Interface Places through an Analogue
Part, a, and its representation by a “Process”, b.

Often a process in the analogue part, initiated by the
discrete part of a model, must be checked by the feedback
signal, id est., a pair of interface places (Fig. 1, P1 and P2)
is related through the analogue part. It seems to be
reasonable to show graphically this relation for better
understanding of the whole system. It is done by the
“process” element (Fig 1, b). A process starts by a signal



from fired transition (Fig 1, T1) and ends by putting a token
into a place (Fig 1, P1). Autonomous processes are possible
too. They have only output and put tokens into a place. So a
Petri net, containing elements (,,processes”) realizing
interface between continuous and discrete parts of a system
model, can represent the discrete part.
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Figures 2: Invisible Links Between a Petri Net and an
Analogue Model

Controllable process is started when the transition
connected to its input is fired. As a result of this, the unit
step signal appears on an input of a block of an analogue
model, which is declared as an input block of the process.
This signal may be applied to any block of the continuous
part, but the signal from this part to the Petri net must be
sent only through blocks of special kind. These blocks
(OUT+ and OUT-) produce and put tokens into places
connected to outputs of processes.
In order to avoid ambiguous situations an interface
between a Petri net and a continuous part must fulfil
following requirements:
1. Any process can have only one input (into the wider
base of trapezoid) and only one output.
2. Input into the process is allowed only from a transition
and output may be connected only to a place.
3.  An analogue model can send information into a Petri
net only through the blocks OUT+ and OUT-.
4. A controllable process is finished, when a token is sent
into a place connected to the output of a process.
5. Attempt to start an active controllable process is an
error.
Blocks OUT+ and OUT- are special type of Schmidt trigger
sensitive to increasing and decreasing signals.
An analogue part of a hybrid system can be described by a
usual for automatic control structural scheme. Only
additional blocks for interface with a Petri net are required.
It is natural to initiate any process by a standard step signal.
This signal can be added to any block of the structure
having inputs. The end of a process signal can’t be directly
sent into a Petri net, but must be converted to a token. This
conversion can be done by before mentioned OUT+ and
OUT- blocks. There is no need to show links between a net
and an analogue structure, when a process has a graphical
symbol (element) in the net. These links can be described as
parameters of appropriate “processes” (Fig.2).

TIME AND BEHAVIOUR OF A HYBRID MODEL

All processes are under control of a global timer. This timer
starts and stops according to status of a Petri net. The rules
defining behaviour of a hybrid model assumes that
“motion” of tokens in a Petri net needs no time. Delays
associated with transitions can be used, if a Petri net
simulates not so fast motion. The rules of functioning of a
hybrid model are the following:

1. Changes of marking of a net are instant, if delays are
not applied to transitions.

2. Activated delays and analogue processes runs (global
timer ticks) only if motion of tokens in a Petri net is
finished, id est., the Petri part of a model has higher
priority.

3. A net is vital until movement of tokens is possible or
there are active delays or processes started but not
finished.

4. Simulation is finished when value of time exceeds the
predeclared value.

The list of rules does not contain usual rules of a Petri net.

Petri net interacts with an analogue model in this way:

when a transition connected to the input of a process fires,

the unit step signal is set up on an input of a block of the
analogue model, which is declared as an input block of the
process. This signal remains until the process is finished.

The process ends when the block OUT+ or OUT- declared

as an output block of the process generates appropriate

signal. When a process finishes a token is sent into a place
connected to the output of this process.

It is worth noting, that elements of a Petri net may play

roles:

1. Position reflects a status of a key, a relay contacts, a
switch, a logical element and etc.

2. A transition performs logical AND functions and sends
information through the output links about a new
changed status (marking) of the control system. If a
transition is delayed it plays a role of a delayed relay or
other time element.

3. Links represent logical connections of hardware or an
algorithm of a control program in a controller.

4. Processes define objects of control or disturbances. A
Petri net may influence control object only through
processes. On the other hand, an object can change
marking of a Petri net only through processes as well.

The introduced simulation scheme does not realize

completely the unified framework of hybrid control

presented by (Branicky et al. 1994), due to properties of
used P/T Petri net, but it can be improved if a high-level

Petri net used.

There are some examples of hybrid systems and simulation

of them described below.

Model of a compressor station

The second example is the model of a compressor station.
This model consists of two subsystems: an analogue part,
simulating running of the compressor station itself and a
Petri net representing a control system or functioning of a
dispatch room. The aim of the whole system is to keep air
pressure in an air tank in preset limits under random usage



of the air. Usage of the air changes in a very wide range the air pressure is random due to the random usage of the
during the day. A Petri net simulates the algorithm of air. Signals from the analogue part setting the pressure out
control (start or stop) of additional compressors with of limits are random too for the same reason.

respect to changes of pressure in the air tank. The change of
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Figures 3: The Analogue Structure of the Compressor Station. The governed speed compressor is represented by the blocks 19
and 24, 18 — the PI controller of the pressure, 17 — setting of the maximal speed of the first compressor, 23 — the feedback
block measuring pressure in the air tank, 20 — integrator simulating the tank, 13 — sensor of the maximal pressure, 14 — the
sensor of the minimal pressure. The non-linear block 34 represents the emergency valve. The blocks 30, 31, 32 and 33
represent the start/stop system of the governed speed compressor. The block 21 defines average air usage graphic of the
day. The blocks 7, 8 and 9 simulate random dynamic usage of the air. The blocks 12 and 22 represent the total usage of the
air. The block 1 sets flows of all switched on additional compressors. The blocks 2 — 5 reflect status of the additional
compressors (respectively, from II to V), which are under control of the Petri net. The net is “informed” about the fact of
switching on/off of appropriate additional compressor through the blocks 7, 10, 12, 14, 16, 18, 20 and 22. The numbers,
next the inputs of the blocks 2 —5, show the process an appropriate block is associated with.
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Figures 4: Time Diagrams of the compressor station
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Figures 5: The Discrete Part of the Model of the compressor station

Of one (the first) compressor with governed speed (flow) is
enough, if the usage of the air is low. Even five compressors
are needed at the maximal usage of air. Four additional
compressors are of fixed flow. Switching on or off
additional compressors performs the course control of the air
pressure. Changing the flow of the first compressor does
fine regulation. The governed compressor adopts itself to
new conditions changing its speed. An additional
compressor must be switched on when the govern flow
compressor reaches maximal speed and air pressure is too
low. An additional compressor must be switched off when
the air pressure is too high and speed of the governed
compressor is minimal. It is possible that in short periods of
switching compressors the pressure may exceed allowable
value. The emergency valve is installed to protect the tank.
A flywheel is used to ensure smooth running of a
reciprocating compressor. Effectiveness of a flywheel
depends on rotation speed. A compressor may stop itself if
rotation speed is too low. The model may include means
protecting from such events. When the speed is less than
30% of the nominal value the governed compressor is to be
switched off.

All additional compressors are the same. Duration
of transient process after switching an additional compressor
is very short with respect to all the working time and is
neglected.

The analogue part of the model is shown in Fig.3.
The Petri net models the control algorithm of the
compressor station. This net is shown in Fig. 5. The places
8, 13, 17 and 21 have a token, if appropriate additional
compressor (II, III, IV or V) is on. Presence of tokens in the
places 11, 15, 19 and 23 means that appropriate compressor
is off. The 29-th place gets a token, if the air pressure is too
low and the 2-nd place gets a token, when the pressure is too
high. The Fig. 5 shows the situation, when II and III
compressors are on, but [V and V are off.

If the token, indicating that the pressure in the tank
is too high, appears in the place 2, the transition 26 fires and
the process 14 starts on. This process switches the III

compressor off. If the pressure is too low the token appears
in the place 29. Then the transition 25 fires and the process
16 starts on. This process switches the IV compressor on.
The results of simulation are graphs of observable values
shown in Fig.4.

Pneumatic device

A pneumatic device consists of three pneumatic cylinders strictly
synchronized with each other. Motion diagrams of the device are
shown in Fig. 6. Conditions to start or stop a cylinder (A1.0,
B2.0 or C3.0) are shown in Fig. 6 too.
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Figures 6: The Motion Diagram of the Pneumatic Device.
A1.0, B2.0, C3.0 — pneumatic cylinders, 2.2, 1.4, 2.3,
3.2, 3.3, 1.10 — terminal position sensors

This classical cyclic device can be described by logical equations,

determining every possible state. The control structure of this

device is usually derived from these equations. It may be

concluded from the motion diagram, that the device can be

defined by six conditions:

1. The cylinder A1.0 may be started, if it is on the initial
position (sensor 1.4) and, of course, the signal of start is
got.
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Figures 7: The Petri Net of pneumatic device

2. The cylinder B2.0 may be started, if the cylinder C3.0 is
on the initial position (sensor 1.10) and the cylinder
A1.0 are on its terminal position (sensor 2.2).

3. The cylinder B2.0 is immediately stopped if it is on the
terminal position (sensor 2.3).

4. The cylinder C3.0 starts just if the cylinder B2.0 returns
to its initial position (sensor 3.2).

5. When the cylinder C3.0 reaches the terminal position
(sensor 3.3), it stops and, as a result, the cylinder A1.0
is stopped.

6. The new cycle can be started only if the cylinder A1.0
is on its initial position.

These conditions are the base to make a Petri net in Fig.7.

The analogue part of the model (Fig.8.) simulates only the

behaviour of the pneumatic cylinders and sensors. The net

simulates synchronization of the device.

A model can be created using afore mentioned rules — a
logical part representing as a Petri net and only strictly analogue
part realized as a structural scheme.
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Figures 8: The Analogue Structure of the cylinders and
sensors of the pneumatic device

Another way of modelling is possible too when the entire model
can be represented as a structural scheme. It is necessary to use
logical elements (triggers, AND elements etc.), only if a structural
scheme is applied. It is difficult to see an algorithm in such a
structure. The usage of the Petri net seems to be more rational and
understandable. Besides, it is very useful on early stages of
analysis, when details are not important

CONCLUSION

The models using software CENTAURUS are described in
this paper. In the CENTAURUS package a model of the hybrid
system has two layers. One of them represents the logical
(discreet) part and is defined by a modified Petri net, the
other one is the analogue layer, which is described by a
conventional structural flowchart. These two layers influence
each other through the "process" element in the Petri net.

Any active process sends a step signal to an appropriate block
in the analogue layer and this process can be terminated only by
a signal from an output block in the same layer. Termination of
a process in the analogue layer is defined by occurrence of a
pulse on the output signal of a Schmidt trigger. A token is put
into a place connected to the output of a “process” element
when the process is finished.

Both layers can be simulated separately as well as
simultaneously. One global process timer controls all the
analogue processes. Both layers of the model are constructed
graphically by selecting appropriate elements (blocks) from
predefined libraries and by moving them to the necessary
places in the Petri net or the flowchart.
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ABSTRACT

A computerization problem of the design and construction
of dynamic models for complex systems has been
considered. Authors present formal methods of synthesis
of dynamic models on the basis of hierarchical conceptual
models. Cases for the task-oriented conceptual model and
the object-oriented conceptual model are presented. Rules
and steps for automatic mapping the formal conceptual
model onto the system dynamics model structure are
described.

INTRODUCTION

The System Dynamics Method was developed by J.
Forester in the second part of the XX century. It has
recommended itself as an effective approach to study
complex systems which are difficult to formalize. Recently
this method is widely used in the study of economical and
business processes by means of dynamic simulation
models (Sterman 2000). However, the automation issue of
the design and construction of a dynamic model has been
unsolved until now. The view of the problem is the
following. A person’s understanding about object of an
investigation is formulated in terms of basic notions used
in the subject field. The structure and composition of these
notions are individual for the every subject field. The
computer-aided realization of a system dynamics model
requires mapping of all collections of characteristics of
different realities onto limited collection of the dynamic
model’s units.

There is the following collection of sets in the dynamic
simulation software like Powersim®: {L, F, V, C, R}, L —
set of levels (or stocks), F — set of flows, V — set of
auxiliaries, C — set of constants, R — set of links. Every
element of each set has some collection of attributes: the
name, the value, etc. So, the dynamic model to be realized
in Powersim® is a network with four fixed types of nodes
and collection of attributes

The design of a dynamic model became easier with using
more comfortable representative form and appropriate
notions of a subject field. Using the Casual Loop Diagram
is a step towards this direction. But the Casual Loop
Diagram doesn’t provide the automation of the dynamic
model synthesis. Moreover in case of large and complex

systems these Diagrams grow into difficult networked
structure.

Hierarchical structures reflect the natural process of the
systematic growth of knowledge in many fields of human
activity. Authors have developed a Functional-goal
technology and a Conceptual design technology based on
the use of hierarchical models of the subject field (Putilov
et al. 1994). These technologies have developed in various
applications from the synthesis of laboratory experiment
algorithm to the control of large nature-and-industrial
complexes or unique scientific equipment (Putilov 1996;
Putilov and Oleynik 2001). The starting point for these
technologies is a representation of a goal or of a complex
object as a hierarchical system of component subtasks or
subobjects. The previous reports (Putilov et al. 1994) in
this field have proved that the solution of the main task or
the complex object model may be synthesized at the base
of easier sub-task solutions or describing the sub-objects
according to the decomposition structure. Mentioned
technologies are based on the design and analysis of the
hierarchical conceptual model of the subject field. Special
software was developed to help experts to form the
hierarchical representation of the main objects, processes
and links in the field of study in accordance with terms of
the subject field. The appropriate element of the
conceptual model’s formal representation is synthesized
for every element in the description during the input. Each
element is supplemented by a set of attributes. Finally the
formal conceptual model (CM) of the subject area is
synthesized. It is possible to create the automatic mapping
of the formal conceptual model to the dynamic model
(Putilov and Gorokhov 2001). Two variants of the
dynamic model synthesis based on the formal conceptual
model of the subject area will be described further.

THE TASK-ORIENTED CONCEPTUAL MODEL.

In case when a task-oriented approach is dominating the
goal task is a root for the hierarchical conceptual model.
The CM graph is formed during the decomposition of the
goal task into more simple subtasks (Putilov et al. 1994).
The terminal nodes of the graph form the set of CM
primitives (P). This set includes tasks, which are undivided
within the frames of given model.

For the resulting set of CM primitives an expert defines the
set of actions (A) and the set of additional objects (Vk),
which influence on the actions. The actions we mean the
processes, which change the primitives’ characteristics.



The formalization of the expert’s knowledge in the form of

CM provides the basis for the synthesis of a dynamic

model. The synthesis of the dynamic model structure is

performed by the automatic mapping of CM sets P, A and

Vk onto the L, F, V, C and R sets of the dynamic model.

There are three groups of mapping procedures, which are

set according to the following rules of deduction:

1. the deduction rules w1 and w2 define cover actions set
for each of CM primitives;

2. the deduction rules ul, u2 and u3 define composition
and structure (material links) of the dynamic model,;

3. the deduction rules rl, r2, r3 and r4 define
information links of the dynamic model.

The rule w1l defines mapping of the CM primitives set

onto the set of ordered pairs “primitive-action”:

wl: P > PxA, Vp;e P Ja e A, 1=1,n, j=1,kI:
<pi, a; > e PXA,

n is number of CM primitives, £/ is number of “negative”
or “output” actions, i.e. the actions to decrease numerical
value of primitives’ characteristics.

The rule w2 defines mapping of the CM primitives set
onto the set of ordered pairs “action - primitive”:

w2: P - PxA, Vp; e P 3 a € A: <aj, pi> € AxP,
i=1,n, j=1,k2,

n is number of CM primitives, k2 is number of “positive”
or “input” actions, i.e. the actions to increase numerical
value of primitives’ characteristics.

The set W (W=(U Pa;)u(U Ap;)) of pairs “the primitive -
the action” (<p; , a;>) and “the action - the primitive” (<a; ,
p;>) is formed by the rules w1 and w2.

The rule ul sets the relation between every CM primitive
and the elementary object of the dynamic model. It defines
the mapping of the CM primitives set (P) onto the levels
set (L) of the system dynamics model:

ul: P> L, Vpl € P, ul(pi): li

The set W is used in the rule u2. The rule u2 sets the
relation between each of the elements of W set and the
elementary object of the dynamic model. It defines
mapping the W set onto the flows set (F) of the system
dynamics model:

u2: W F,Vw, e W, u2(w)=f, fe F, j=1,m, m is
number of W set elements.
A flow may correspond to one of the three types:

£ 1), 3 pa} =< Ppja;>;
f;= fj 1), 3 ap3=< a;,p; >,

]

fj(li,lk), (3 apij =< ai,pf.(>)/\
A(3 pa; =<p;,a, >)

ff(li) is inflow to level 1;, f(I)) is outflow from level I;,
fi(li,li) is flow from level |; to level I.

The rule u3 sets the relation between each element of CM
adding objects set (VKk) and the auxiliary object of the
dynamic model. It defines mapping the Vk set onto the
auxiliaries set (V) of the system dynamic model:

u3: Vk - V, Vvk; € VK, ud(vk)=v,vie V,1=1,s,
s is number of the VK set elements.

The rules r1, r2 and r3 define mapping W set onto links
set R of the dynamic model.
The rule r1 defines the links depending on the levels:
rl: W—R, W=(U Paj))u(U Ap;), r1(w;)= r(fyl).
The rule r2 defines the links between flows:
r2: W—R, W=(U Paj))u(U Ap;), r2(w;)= r(fyf).
The rule r3 defines the links depending on the auxiliaries:
r3: W =R, W=(UAp;)U(UPay), r3(w;)= r(f;,vj).
The rule r4 sets the relations between the adding objects. It
defines mapping the CM adding objects set (Vk) onto the
links set (R) of the system dynamic model:
r4: Vk -R, r4(vk)= r(f;,v)).
The special matrixes R1, R2, R3 and R4 are generated
based on the rules from the third group. Each matrix keeps
the mapping schema corresponding to the rule. If i-th
element of the CM maps onto j-th element of the system
dynamic model the element rx;; of the matrix equals 1. The
element rx;; equals 0 otherwise.

]’ if €cmi € dmj s
IX. =
i .
! 0’ lf not ( eemi € dmj )

These are the formal rules for mapping of the hierarchical
CM primitives onto the network structure of the system
dynamic model. Mapping procedure algorithm is cashable.
It is afford for computerization of the dynamic model
synthesis. Figure 1 represents the synthesis steps for the
dynamic model structure based on the task-oriented
conceptual model.

THE OBJECT-ORIENTED CONCEPTUAL MODEL

The structure of the conceptual model, which is based on
the object-oriented approach, differs from the task-oriented
CM. It is based on two interrelated tree-like graphs
(Putilov et al. 1994). One graph represents the hierarchy of
the system of objects (or recourses) to be investigated. The
second graph represents the structure of actions (or
processes) of the system to be investigated. Each action is
interpreted as a change of the value of the recourses or
value of the recourse characteristics. The input/output
relations are linked between the objects and the action
graphs. So, the object-oriented CM consists of the
following sets collection:

{A, O, H, In, Out},
A is the set of actions (or processes) in the system, O is the
set of objects (or recourses), H is hierarchy relations on the
set of action (Hx: A—A) and on the set of objects (H,:
0—0), In and Out are the sets of “input/output” relations
(links) between the actions and the objects. The hierarchy
relations define the representation of some hierarchical
level object or action as the more simple objects or actions
on the next hierarchical level.
The CM in declarative form represents a complex object or
process as a system of more simple conceptual models of
sub-objects or sub-processes. Therefore CM allows
analyzing any CM part as an independent model of a
corresponding subject area fragment (subsystem).) Formal
structure of CM objects or processes is identical on each of
hierarchical levels excluding the terminal level. The
hierarchy relations are not set (determined) for terminal
level because the internal structure of terminal objects and
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Figures 1: Steps of a Dynamic Model Synthesis. (Task—oriented Conceptual Model case)

processes are not considered in the frame of the model.
Identity of the different levels of formal representation
predetermines possibility for integration of existing models
into more complex model of higher level and consecutive
specification by terminal level decomposition.

Only one level is selected from each CM subtree for
system dynamic model design. The limitation is the
existence of horizontal links or possibility that links can be
identified between the selected levels of various subtrees
in treelike CM graph. The obtained cross-section
{A’,0°,In’,0ut’} is a basis for the synthesis of a system
dynamics model.

Each of CM actions and CM objects are attributed by the
sets of characteristics. Three attributes have high
significance for dynamic model synthesis computerization.
They are: name, value and evaluation function (<n, val,
f>). The name further will be used for identification. The
evaluation function calculates the depending object value
on external factors and over objects values (val; =
fi(x,{val;}), j#1). In the case when the evaluation function
is not set (fi=nil) the starting value is a constant
(vali=valg=const). In the case when the function doesn’t

include values of over objects ({val;}=(J) that means the
object value depends only on external factors (val; = fi(x)).
As in the case of task-oriented CM it is necessary to
determine the rules for obtained formal CM cross-section
{A’,0’,In’,Out’ }mapping onto the sets of the system
dynamics model {L,F,V,C,R}.

The flows set of synthesized dynamic model is defined by
the actions set included into CM cross-section:

wl: A’> F, Va; € A’, wl(a)=f.

Elements of the object (or resources) set may be mapping
onto elements of one of the three sets L, V or C depending
on the attributes values.

In the case when the evaluated function is a function of
input and/or output actions values the object is represented
by level of the dynamic model.

w2: O’>L , V o € O, w2(op)= | If [val (05) =
fi(x,{val(a;)}) A (aje in(0;) v aje out(o;) )].

In the case when the evaluated function is not a function of
input and/or output actions values and is a function of over
objects values the object is mapping onto auxiliary of the
dynamic model



w3: O >V |, Vo € O, w3(o )= v If [val (oy) =
fi(x, fval(o)}), jok ]

In the case when the evaluation function of the object is
not set (fi=nil) the object is mapping onto constant:

w4d: O > C, Vo, € O, wd(o,)= ¢, If [val (o) =
const].

The sets F={fi}, L={I;}, V={vi} and C={c,}, that are
obtained as a result of the represented above mapping,
define composition of the system dynamics model.

The next step in generation of a dynamic model is the
synthesis of links. The links are synthesized on the basis of
the input/output relations and on the basis of analysis of
the evaluation functions structure.

The input/output relations define the “inflow-level” and
“level-outflow” links:

ul: In’xOut’ > L x F.

If evaluation function of object o; uses value of object o;
the information link rj is set from auxiliary v; (o; = vj) to
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Actions set and Input/Output relations ({A,O,H,In,Out}).

Graph of actions

4 ~ <N, valay, fa,...> 01 ~ <ny, valy, for,...>

a ~ <Ny, val g, f,...> 0, ~ <Ny, val o, for,...>

adp ~ <nans Val ans fana- .. Om ~ <n0m7 Val om» foma- ..
Actions Attributes of Actions Objects Attributes of Objects

set set

b) Definition of attributes for Actions and Objects

Analysis of the The CM
Input/Output cross-section
relations {A’,0’,In’,0ut’}

\
Objects graph Nodes -
{0, Ho} marking m
Actions graph Nodes -
{A, Hp} marking

J

NI

0’| [ w2 >[L]

] [ ) [¥]
7] [wa y [€]

¢) Definition of the CM cross-section {A’,0°,In’,Out’}

[iwxouc] [a ) (R ]
[ovo ] [y (R ]
[0 ] [y [Row ]
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and the Constants set)

f) Generation of the Dynamic model links

Figures 2: Steps of a Dynamic Model Synthesis. (Object—oriented Conceptual Model case)




auxiliary v;. (0; = v;) in the dynamic model:

u2: O’x0’ - R, V <oj, 07>, 0je O’, 0je O,

u2(<0j, Oi>): Tji If [foi:fi(X, {Val}l) A Valoj € {Val}l]

The links for the dynamic model rate-of-flow variables is
defined similarly on the basis of evaluation functions of
CM action value analysis:

u3: A’x0’ - R, V <g;, 05>, aj€ A’, 0, O,

u3(<a;, o>)=1; If [f=fi(x,{Val};) A valy; € {Val}i].
Figure 2 represents steps in the synthesis of the dynamic
model structure based on the object-oriented conceptual
model.

CONCLUSIONS

Both task-oriented and object-oriented declarative
conceptual models are effective tools for formalization of
experts’ knowledge on the object of investigation.
Hierarchical structure of conceptual model and the
possibility to use appropriate notions from the subject field
make the modeling process easier. The structure of the
formal representation of the conceptual model doesn’t
depend on the specific subject area and allows broad range
of applications of the conceptual design methods. The
problem of the design phase of complex system dynamics
model computerization is solved by using the developed

rules and algorithms for mapping the formal conceptual
model onto the system dynamics model structure.
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ABSTRACT

This paper overviews some models based on the Chip
Firing Game and propose a modification of the Abelian
Sand Pile Model in a lattice in order to implement a rea-
listic simulation of a pile of sand falling and finding an
stable configuration. We have modified the update rule
in the way that now is based on the comparison among
neighbour nodes. We found that the simulations can be
suitable for doing them in real time and propose as a fu-
ture work a better solution to reduce the computational
cost, of the algorithms.

INTRODUCTION

Nowadays, simulation in real-time is applied in many
fields concerning interactive games or in those activi-
ties related with instructional designs. In these cases,
not only is essential to have dynamic models with good
accuracy but also it has to be taken into account the
visualization techniques used in order to obtain a good
degree of realism.

Usually, when dealing with simple rigid objects, like
cars, trains or containers, the main efforts of the de-
signers are addressed to obtain dynamic models with
good interaction with the virtual world. This is an
easy task and forces can be calculated very well in real-
time. By the other hand when complex objects or de-
formable bodies are being simulated, like the case of
hair movement, cloth behaviour, water or fire simu-
lation, modelling tasks are not so easy as before but
however, their visualization properties have been deeply
studied by many researchers. There are still another
kind of elements whose properties and behaviour require

to pay attention at the same time, both to its visuali-
zation properties and to its interactions with environ-
ment. This is the case, by example, of multiple particle
systems subjected to human manipulation, like in the
case of a terrain movement machine simulation or in a
coal mobil crane simulation. In such systems, accuracy
collision detection algorithms, complex models and en-
hanced visualization techniques have to cope with real
time simplifications in order to satisfy the effects of the
user actions over the simulation equipment.

When modelling the dynamics of a mountain of grain
and its topplings, a good election, at least from the point
of view of its theoretical properties and unestabilities,
could be to use the sand pile model, since it has been
deeply studied for many years (Bak et al., 1988). How-
ever, as it will be shown later, these classical algorithms
exhibit a pour realism when the evolutions of the sand
pile are being displayed in real-time using 3D visualiza-
tion techniques.

This paper describes a new algorithm, which is a mo-
dification of the sand pile model, that represents very
well the visual properties of such kind of piles when
evolve until stability. In the first section an introduc-
tion to the Self-organized Criticality (SOC) is shown.
Following, it relations with other models used to re-
present sandpiles, like the Chip firing game (CFG) and
its variants, the Abelian Sand pile model in a lattice
(ASPM) and the Sand pile model, are studied, and the
results obtained from the computational implementa-
tion of ASPM in order to represent a mountain of grain
are also shown. In second section we propose some mod-
ifications to the original models in order to achieve bet-
ter accuracy taking into account that we are interested
in its visual representation. Finally, third section shows
some ideas for future work that will allow reduce the
temporal cost of the algorithm at every step.



SELF-ORGANIZED CRITICALITY

The concept of Self-Organized Criticality (SOC) is
used to explain a particular behaviour that is observed
in many natural systems and processes. These sys-
tems are generally characterized by the existence of a
power law that rules their dynamics. The term self-
organization denotes that in many critical systems tend
to appear some structure or pattern at the macroscopi-
cal level. Examples of these kind of systems can be a
sand pile, the frequency and magnitude of extinctions
that take place in every ecosystem, the distribution of
star clusters along the outer space, or the expansion
process of Internet nodes. SOC related models have also
been applied successfully in computational economy and
social studies, like the work done by Scott Moss dealing
with social simulation (Moss, 2001).

The Sand-Pile Model (SPM) was introduced by Bak,
Tang and Wiesenfeld (Bak et al., 1988) in order to re-
present a self-organized critical system by means of a
cellular automaton. This model received its name be-
cause of the analogies observed among the dynamical
rules of the model and the way sand topples in a real
life sandpile. Other studies, like the one done by Bry-
lawski (Brylawski, 1973), use the properties of a one
dimensional SPM to study integer partitions. SPM mo-
dels are also useful to represent the information paths
that take place in parallel architectures and distributed
computing. In this sense, good performance is obtained
when using the gradian properties of SPM to implement
a dynamic load balancing algorithm (Subramanian and
Scherson, 1994). In such case, the grains of the piles
represent data or tasks, and the stacks formed by the
grains, the set of available processors.

All the algorithms viewed before adjust the parame-
ters of SPM to resolve a complex problem. In our con-
tribution we want to take benefit of some of the models
appeared during the study of this subject not for resolve
a mathematical problem, but for testing its suitability
to make a realistic visual representation of sand piles.

In next paragraphs we will review some of the different
sandpile models appeared in literature during the last
years that will be the basis of our algorithm.

Chip Firing Game

The Chip Firing Game (CFG) (Bjorner and Lovasz,
1992) can be defined as a directed graph whose vertexes,
v, have two parameters associated, a threshold, d,, and
a load, I(v), that intuitively represents the number of
chips stored in v. A general rule is applied to decide the
new load of the vertexes at every step. An SPM is a
particular case of CFG.

In the model presented by (Bjorner and Lovész, 1992)
the game evolves with respect to the following rule: if a
vertex v contains more than ¢, chips, then ¢, of them

are fired to its neighbours , i.e. the load of the vertex v is
decreased by d, and the load of each of its neighbours is
increased by 4, /n,, being n, the number of neighbours
of v. Usually the value elected for d, is equal to n,.

Abelian Sandpile Model

Another particular case of the CFG is the abelian sand
pile model, which is just an SPM over a rectangular grid
(Dhar, 1990). In this case, the model is an undirected
graph that forms a rectangular finite grid. The value
of 6, and n, is always 4 for every vertex, except for
an additional vertex, which receives one link from the
vertexes located at the border and two links from the
four corner vertexes. This special vertex also has an
infinite threshold 4, that makes it act like a sink; it
collects the grains that leave the system and it never
gives any of its grains.

All the models derived from the Chip Firing Game
exhibit the property that are strongly convergent games
(Eriksson, 1993). This property ensures that given an
initial configuration, either a game can be played forever
or it reaches a unique fixed state (where no firing is
possible), called the final configuration. Furthermore,
this state does not depend on the order in which the
vertexes are fired.

Dhar (Dhar, 1990), based on this property, showed
that in ASPM, for every initial configuration, some final
configurations will be never reached (are forbidden), and
that the others, the allowed ones, will happen with equal
probability and in a finite number of steps.

In (Dorso and Dadamia, 2002) we can find a predic-
tion study of every evolution step in an ASPM that re-
presents an avalanche for a given size and in (Moore
and Nilsson, 1999) it is demonstrated that the problem
to know which will be the final state of an ASPM, given
an initial configuration, is P-Complete.

1-Dimensional Sand Pile Model

Another special case of CFG is the Sand Pile Model
(SPM) introduced by (Latapy et al., 2001). The graph,
in this case, is an undirected chain, infinite on the right,
whose vertex have a unique connection to the next. The
threshold 4, is equal to 2 for every vertex, except for the
first one, which equals to infinity.

As in the previous models, most of the works related
to this are quite theoretical (Durand-Lose, 1996; Goles
and Latapy, 2002; Eric Goles and Phan, 2002; Novelli
and Rossin, 2001; Latapy et al., 2001). However the
novelty of them is that they introduce a variation in the
updates of the sand pile. The general rule to decide
whether a node must fire or not is calculated by means
of a comparison with the load of the next neighbour,
and not using the absolute value of the local node.



This variation will be used in our work to obtain simi-
lar 2-dimensional models more suitable for visualization
purposes.

Implementation Details of ASPM

When working with ASPM based models, it is natural
to have in mind the idea that we are representing a pile
of sand, like those that exist in deserts or beaches, that
evolve along the time. The question we are going to
resolve in this section is whether these models repre-
sent with accuracy not the behaviour of such systems
but their properties related with their visual appereance.
The objective of this task is to achieve a good algorithm
that can be used in a simulation environment where sand
piles, or by extension particle systems, can be modelled
according to the point view of their graphical shape.

For visualization purposes, an ASPM model can be
displayed using a mesh whose nodes are loaded with
a value, like the graph nodes of the theoretical model.
This technique is used to represent the shape of the
sandpile, not the total amount of sand grains, and there-
fore the problem is simplified. Also, we are going to sup-
pose for our tests that adding sand to the pile causes the
same effect than raising a zone of the mesh and leaving
it to evolve to the stable state.

In order to implement the computational algorithm
of an ASPM, we have used the method explained in
(Dhar, 1990) which states that the number of allowed
configurations is equal to the determinant of an integer
matrix A that specifies the evolution rules.

A is a NxN matrix where A;; = n, and A;; = —1 for
each node j connected to 7, so that row i of A represents
the amount of sand lost by every node when node ¢ fires.

According to the rules of ASPM, the matrix takes the
form

Aij =-1+ (nv + 1)6ij

where d;; is the Kronecker delta (0;; is equal to 1if i = j
and 0 elsewhere) and n, is equal to 4 since represents
the number of neighbours considered.

Since ASPM is a strongly convergent game, it is gua-
rantized that the pile will reach the same final configu-
ration independently of the way the grid nodes are up-
dated. This property is very useful since will allow pa-
rallelize the algorithm and therefore implement it using
a multithreaded application with increases performance.

Test Results

The computational implementation of this matrix has
allowed us perform some tests in order to discover the
similarities among the real life and the modelled sys-
tems.

All the simulations have been done using a grid of
size 30230. At the beggining of the simulation process,

the cells in the rectangle [10,18] x [16,20] have been
initialized randomly with I(v) € [ 0, 30 ]. With this
initial conditions the simulation is run until the system
reaches the final configuration.

Algorithm 1
fori=2:N-1
forj=2:N-1
if (M(i,j) > dy)
M(i,j) = M(i, ) — dv;
forp=1:n,
k = neigh(p,1);
I = neigh(p, 2);
M(i+kj+1)=M@i+k,j+1)+06,/ny;
end

fi

end
end

Algorithm 1 shows a pseudo-code implementation of
ASPM. In this case, as we have seen above, we will use
Oy = Ny.

The experiment has been repeated for two different
definitions of the neighbouring of a cell. The first one
uses the following expression:

and therefore n, = 4. This neighbouring is the most
commonly used, and some examples can be found in
(Dhar, 1990) or in (Dorso and Dadamia, 2002).

The second neighbouring tested has been defined as:

neighs(i,j) = neigha(i,j) U A
where

In this case, n, = 8.

Figure 1: ASPM with neighy

The simulations were performed using M AT LABTM

The cpu-time measured to implement one step was 0.023



Figure 2: ASPM with neighg

for the neighy case and 0.025 for the neighg case. This
includes the redrawn of the mesh. It is also worth noting
that the number of steps required to achieve the final
state is quite significative. In the case of neighs was
104 and for neighg was 57.

Figures 1 and 2 show the final configuration for the
simulations. The results show that the ASPM, as it was
originally presented, does not behaviour like grain piles
or terrain mountain do. The main reason is that the
height of any cell is bounded by the threshold of the
model, and the system spreads wide until this require-
ment is satisfied.

For our purpose of simulate sand or grain falling and
forming a mountain, this shape of a sand pile is not
realistic at all. In the next section we propose some mo-
difications to the original ASPM that will provide more
realistic shapes suitable for visualization applications.

SPM FOR VISUAL APPLICATIONS

As can be seen in the previous section, the original
ASPM model does not suit very well with the purposes
of simulating a realistic sand pile. Most physical grain
flow models state that one of the properties of a sand
mountain is the angle formed by the slope, which de-
pends on the material properties. In this section some
changes in the actualization rules of the models are pro-
posed to cope with this characteristic.

Enhanced Sand Pile Model

We are going to consider a modification of the Abelian
Sandpile Model by means of changing the update rule.
In the original model an absolute threshold ¢, was used.
Whenever the height of a cell overpasses §, it fires, cau-
sing sand topples.

The new model has to emulate the actual behaviour
of sand, characterized by the occurrence of topplings
only when the mountain shows high slopes. According
to this, every cell will now be compared to its neigh-
bours. If the difference in the height of two adjacent

cells overpasses a certain threshold ¢§;, the higher cell
fires a number of grains z; into the lower one.

This model has two parameters, instead of one, and
there exists no relation among the threshold and the
number of neighbours, as there was in the ASPM. These
parameters will allow control some aspects of the final
state of the system, such as the angle of the slope or the
frequency and length of topplings. Algorithm 2 shows
its implementation details.

Algorithm 2
fori=2:N-1
for j=2:N—1
forp=1:n,
k = neigh(p,1);
I = neigh(p,2);
dif =M(3i,j)— M@G+k,j+1);
if (dif > 0¢)
M(i, ) = M(5,§) — 24
M@G+k,j+0)=M@GE+kj+1)+z2s;

fi
if (dif < —6)
MG+ k,j+1) =MG+kj+1)—zp;

Some aspects must be considered within the new
model. When talking about the ASPM, the concept
of strong convergent model was introduced. In this case
no guarantee exists that the new model will have even
a final configuration. This point is not crucial for the
objective of this work, though some later studies should
be done to clarify it.

Another question, more closed to the subject of this
paper, is the decision of how the new rule has to be
run. Strictly, the new rule does not determine which
of the cells in the neighbouring must be checked first.
Two variants have been used in this paper, one with a
fixed order of the neighbours and the other taking the
neighbours randomly.

Test results

We repeated the simulation made with the ASPM
model in order to compare the results of both methods
for different values of §; and z;.

We choosed values for §; between 2 and 8 and for z
between 1 and 8. The results of the simulation showed
that if the difference among §; and z; was small, the
visual appearance was better than if this difference was
high. On the other hand as higher §; was, the slopes
become more vertical and the cims less smooth.
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Figure 3: ESPM with neighy

One of the drawbacks of ASPM that have been re-
solved, according to our particular study, is that it is
not possible to modify the visual aspect of the resulting
pile by means of modifying the configuration parame-
ters of the algorithm. Figures 1 and 2 will be always
the same and it will not be possible to obtain different
slopes nor smoother tops. In ESPM we can modify its
parameters (0; and z4) to obtain different kinds of piles.
Figures 3 and 4 show the result of the simulation con-
sidering a neighbouring of 4 and 8 cells respectively. We
can observe that the sand mountain is more realistic
since the slopes are much more smooth.

The main difference among the two simulations using
ESPM is that for the case of Figure 4 the surface is
much more uniform because the sand is not going to the
following cell in two-way traffic but in four.

Our tests exhibit a computational cost for every step
of Algorithm 2 bigger than the observed in Algorithm
1. In both experiments, the cpu time elapsed for neigh,
was 0.053s and for neighg was 0.07s. However, the num-
ber of steps required to reach the stable state was 6 for
neighy and 5 for neighg, an order of magnitude lower
than the used in the original algorithm, so it really out-
performs its predecessor.

CONCLUSIONS AND FUTURE WORK

The main idea of this work was to verify how the
ASPM model behaves when used to represent the dy-

Figure 4: ESPM with neighs

namics of a sand pile that evolves until reaching its final
configuration.

We observed that the ASPM model can not be used
to visualize a sand pile simulation and a modification
in the model has been proposed, called ESPM, which
resembles more our objective.

The test done showed that our model has a compu-
tation time of the same order that the original ASPM
and that is suitable to be used in applications requiring
real time.

As future work some improvements will be done in
ESPM for using at every step only those nodes that are
affected by avalanches, not the whole mesh.

Another interesting line of research following this
work raises when considering not only the fact that we
are building a pile of sand but the opposite operation of
removing material from it. In simulation applications,
it is usual to interact with granular materials, adding,
subtracting and also colliding with them, and all those
effects modify the way the pile has to be viewed.

Another aspect that we have no mentioned is the pos-
sibility of simulating piles of mixed materials, with dif-
ferent cohesion properties. In this case, the ESPM algo-
rithm will have to take into account not only the neigh-
bourhood of the nodes but the classes of them.
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ABSTRACT

in the identification problems of the source lines of
crosstalk on printed circuit boards, the requirements on
the electromagnetic interference are specified in voltage
which is converted to a maximum distance. Only tracks
up to the specified maximum distance are considered for
the purpose of disturbance line identification.
Unfortunately, tracks beyond the specified maximum
distance can result in large crosstalk. This paper proposes
a wavelet-based approach which takes into account all
tracks that are susceptible to produce interferences
regardless the separating distance between the coupled
tracks. A wavelet-decomposition of the disturbed signal
allows to characterize the source of disturbance by means
of the energy of the detail coefficients of the
decomposition which makes easier the identification of
the source of disturbance.

I. INTRODUCTION

The increase in speed of digital electronic circuits has led
to several problems which may be taken into account in
the earlier stage of design for the success of the system
performance (Khan and Costache 1989). Fundamentally,
three problems may be considered: Signal integrity,
conducted and radiated emissions and susceptibility of the
circuit (Gravelle and Wison 1992). Signal integrity is
strongly affected by crosstalk which is defined as the
unwanted interference signal generated by nearby tracks
in the printed circuit board (PCB). As the switching speed
increases and the PCBs miniaturized, the -crosstalk
between transmission lines imposes a significant signal
integrity problem, mainly between the long parallel lines
(Sohn et al. 2001). If the crosstalk is sufficiently large in
magnitude and duration, it can result in a switching fault
(Yeargan et al. 1988, Parker et al. 1994). Thus, it is of
great importance to detect crosstalk using simulations
during the design in order to eliminate or at least reduce it
to acceptable levels before constructing the prototype.

One of the main problems that the designer may be faced
to is determining when prototype failures are due to logic
errors or to crosstalk. Reducing crosstalk effects allows to
focus only on logic errors. Therefore, an efficient method
for identifying the source line of crosstalk is required.

In geometric identification = methods, crosstalk
requirements are specified in voltage which is converted
to a maximum distance. Only tracks up to the specified
maximum distance are considered for the purpose of
disturbance line identification. Unfortunately, tracks
beyond the specified maximum distance can result in
large crosstalk. Determining rules in geometric methods
is an important issue because there are no general rules
that allow to identify efficiently all tracks which may
cause significant crosstalk . Recently, wavelets have
proven to be useful in many problems related to crosstalk
prediction and diagnostic of faults in transmission lines.
In (Buccella and Orlandi 2000), wavelets has been applied
to generate crosstalk signature in order to identify the
faulty line and in (Antonini and Orlandi 2001), a wavelet
packet decomposition has been used for the purpose of
feature  extraction and  classification of  the
electromagnetic source of the disturbance. In this paper,
we propose a wavelet-based approach for the purpose of
disturbance source line identification. In the simulation,
we consider two parallel tracks on a PCB separated by
some distance. To the first track, we apply a high-
frequency trapezoidal voltage characterized by small rise
time and fall time and we predict the crosstalk generated
in the second track. In fact, the propagating signal in the
disturbed line is composed of the superposition of the
induced crosstalk and the original signal without
distortion. By performing a decomposition of the overall
signal into coarse approximation and fine detail at
different scales, it is possible to detect and quantify the
crosstalk. As the distance between the two lines increases,
the generated crosstalk decreases and this behaviour will
be seen by inspecting the detail signal. Thus, by
considering the detail in the wavelet decomposition, one
can get an estimation of the distance between the source
line of disturbance and the disturbed line. Examination of
the crosstalk feature makes easier the identification of the
different  lines  generating the electromagnetic



interferences. The paper is organized as follows. In
section II, the crosstalk simulation is presented. In section
III, we consider the problem of crosstalk analysis by
means of a wavelet decomposition. In section IV, we give
some examples to illustrate the wavelet approach in
analysing crosstalk, and finally, conclusions are drawn in
section V.

II. CROSSTALK SIMULATION

Several simulation programs for crosstalk computation
have been developed (Weston 2001). To compute the
crosstalk by means of SPICE simulation program, a
numerical field solver program is required to obtain the
electrical parameters that characterize the line. In this
paper, the XFDTD simulation program has been used to
compute crosstalk. The XFDTD simulator uses the
method of finite difference time domain (FDTD) to solve
the time-dependent Maxwell’s equations (Pothecary and
Railton 1991, Xiao et al. 2001). The curl equations are
given by (Clayton 1999)

- - OB
VxE=-22 1
=g M
Oxig 2P, 7 )
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where E represents the electric field intensity vector,
B denotes the magnetic flux vector, H represents the
magnetic field intensity vector, D represents the electric

flux density vector and J represents the current density
vector. Equations (1) and (2) are solved at each time step.
The three-dimensional simulation space is divided into
elementary cubical elements known as Yee cells. The
electric and magnetic fields are computed at points on a
grid composed of the Yee cells.

In order to examine the crosstalk phenomenon, two
parallel coupled tracks on a dielectric board characterized
by a permittivity €, with a ground plane on the opposite
side has been simulated (figure 1). In a typical situation, a
source voltage Vs(¢) that has a resistor Ry is connected to a
load R; via the first track and the ground. Two
terminations Ryg and Rgg are connected to the second
track at the near end and the far end. The circuit
associated to the source voltage is known as the generator
circuit and the circuit corresponding to the resistors Ryg
and Ry is named the receptor circuit. The generator
circuit will interact with the receptor circuit by generating
electromagnetic fields giving rise to an induced crosstalk
Vai(t) and Vyg(?) in the near-end and far-end terminations
of the receptor circuit. To illustrate the -crosstalk
phenomenon, consider two parallel tracks on a PCB with
the following parameters: €, =4.7, w=2mm ,s =2 mm
L =10 cm and h = 1.5 mm. A trapezoidal source voltage
(figure 2) with equal rise time and fall time of 0.25 ns, a
frequency of 250 MHz, a duty cycle 8 = 0.5 and a source
resistor of 50 Q was applied. The resistors R;, Ryr and
Rpgare equal to 50 Q. The predicted near-end and far-end
crosstalk using XFDTD simulator are shown in figure 3
and figure 4, respectively. As shown, the near-end

crosstalk has a larger magnitude (0.4 V) and a longer
duration than the far-end crosstalk. As the length of the
parallel lines increases, the crosstalk becomes more
important and can results in many problems related to the
signal integrity.
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Figure 1: Two parallel coupled tracks on a PCB.
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Figure 3: Near-end Crosstalk.
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Figure 4: Far-end Crosstalk.

III. CROSSTALK ANALYSIS USING WAVELET
DECOMPOSITION

The wavelet transform is a mathematical transformation
that represents a signal in terms of shifted and dilated
version of a single function called mother wavelet. A
wavelet transform has a window whose bandwidth varies
in proportion to the centre frequency of the wavelet. It
provides the local scale of the signal over time. The
continuous wavelet transform of a signal f{7) with respect
to some analysing wavelet Y is defined as (Chui 1992)

Wrb.a)= [ £Ovpq 0 d 3)

where oo
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The parameters b and a are called translation and
dilatation parameters, respectively. The normalization
factor @~ is included to ensure [IWs.all = [IWll, where || . ||
denotes the norm. A necessary and sufficient condition
for (3) to be invertible is that y(7) satisfies the wavelet

admissibility condition
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where W() is the Fourier transform of (7). If y(?) is
sufficiently smooth and decay at infinity, which is usually
the case, the admissibility condition can be written as

Twum:o
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The original signal can be reconstructed from its integral
wavelet transform as
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where Cy, is a constant that depends on the choice of
wavelet and is given by
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The condition (4), known as the admissibility condition,
restricts the class of functions that can be wavelets.

The continuous wavelet transform is a redundant
representation. Frequently, we use its discrete version
called the discrete wavelet transform (DWT) which is
very useful in signal processing. In DWT, the scaling
parameter a is taken to be of the form 2/ and b to be of
the form k 2/, where k, j € Z With these values of @ and
b, the integral in (3) becomes

Wi (k2! 27y =277"2 f FOvTi-kdt  (5)
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Discretize now the function f{r), and assume, for
simplicity, the sampling rate to be 1, the integral in (5)
can be written as

k2! 27y =272y fmpw(2™ n—k)

One of the important properties of (10) is its time-variant
nature. The DWT of a function shifted in time is quite
different from the DWT of the original function.
There is a strong relationship between wavelet transform
and multiresolution analysis (MRA). In the context of the
MRA, one attempts to decompose a signal f{¢) as

Jo
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where jj is an integer, Y(#) and ¢ (¢) are the wavelet and
scaling functions, respectively, w;; represent the wavelet
or detail coefficients of f{#) and u are called the scaling
function or approximation coefficients. They are given by
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In the representation given by (6), j indexes the scale or
resolution of analysis and & indexes the spatial location of
analysis. For a special choice of the wavelet y(f) centred
at time zero and frequency f;, the wavelet coefficient wyy
measures the signal content around time 2 ’k and
frequency 2 7 f;. The scaling coefficient u;, measures the
local mean around time 2 /k and (6) may be interpreted as
a multistage filtering decomposition of the signal f{f)
where the first term represents the low frequency



components and the second term represents the high
frequency components of the signal (Mallat 1998).

In the context of crosstalk analysis, the signal in the
disturbed line may be decomposed accordingly to (6) and
the detail coefficients are analysed to get some
information about the source line of disturbance. The
mean energy of the detail coefficients of the wavelet
decomposition provides a characterization of the source
of disturbance and can be used to estimate the distance
from the disturbed line to the source of disturbance.

IV. SIMULATION RESULTS

In this section, we give examples which apply the
proposed approach based on a wavelet decomposition to
crosstalk analysis. The configuration used in the
simulation is that shown in figure 1 and the crosstalk were
generated by means of XFDTD simulation program. In
the first example, a trapezoidal source voltage with a rise
time ¢, = 0.25 ms, a frequency f = 250 MHz and a duty
cycle & = 0.5 was applied. A trapezoidal waveform with a
rise time 7, = 2.5 ns, a frequency f'= 50 MHz and a duty
cycle & = 0.5 is propagating down the disturbed line. In
addition, it is assumed that the source voltage and the
signal propagating down the disturbed line have the same
phase. The wavelet decomposition of the undisturbed
trapezoidal signal at level 2 using Daubechies wavelet of
order 2 (db2) leads to a set of detail coefficients that are
equal to zero except those corresponding to an abrupt
change of the signal (Figure 5). For different tracks
separations, the detail coefficients of the disturbed signal
are shown in Figure 6. As seen, disturbance has
introduced nonzero detail coefficients that have a
magnitude comparable to the undisturbed signal. As the
separation between the coupled lines increases, the
magnitude of detail coefficients decreases. Thus, by
analysing detail coefficients one can get an estimation of
the distance separating the coupled line. As a
characterization of the perturbation, the mean energy of
detail coefficients may be used. As shown in Figure 7, the
variation of the mean energy of the detail coefficients
follows a roughly linear curve and then, one can uses this
energy to estimate the distance from the disturbed line to
the source of disturbance.
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Figure S5: Detail -coefficients of the
undisturbed signal at level 2.

There is no rule for selecting the best level of resolution.
In general, the choice is based on a priori knowledge of
the signal. In our simulations, decomposition levels 2 and
3 lead to the best results. Notice that the analysis was
done on a decimated version of the original signal
generated by XFDTD simulator by a factor of 10 because
it is unnecessary to take all samples.
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Figure 6: Detail coefficients of the disturbed
signal at level 2 using db2 wavelet for different
values of the separating distance s. (a) s = 1 mm.
(b)s=5mm. (c)s=10 mm.
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V. CONCLUSION

A crosstalk analysis method based on wavelet
decomposition has been proposed and tested on simulated
signals propagating down two coupled tracks on a PCB.
We have shown that a wavelet decomposition at level 2
of the disturbed signal allows to characterize the source of
disturbance by means of the detail coefficients which
makes easier the identification of the source of
disturbance. This approach has the advantage to take into
account all tracks that are susceptible to produce
interferences without making any assumption about the
separating distance between the coupled tracks. In the
proposed approach, only one source of disturbance has
been considered. A more complex situation that
corresponds to several sources of disturbance may be
addressed in the future research.
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ABSTRACT. A numerical model which is suitable to
describe three-dimensional thermal oxidation of silicon
is proposed. By oxidation the three material compo-
nents silicon, silicon dioxide and oxidant molecules are
involved. The model takes into account that the dif-
fusion of oxidants, the chemical reaction, and the vol-
ume increase occur simultaneously in a so-called reactive
layer. This reactive layer has a spatial finite width, in
contrast to the sharp interface between silicon and diox-
ide in the convential formulation. The oxidation process
is numerically described with a coupled system of equa-
tions for reaction, diffusion, and displacement. In order
to solve the numerical formulation of the oxidation pro-
cess the finite element scheme is applied.

INTRODUCTION

Thermal oxidation of silicon is one of the most impor-
tant steps in fabrication of highly integrated electronic
circuits, being mainly used for efficient isolation of ad-
jacent devices from each other.

If a surface of a silicon body has contact with an oxiding
atmosphere, the chemical reaction of the oxidant (oxy-
gen or steam) with silicon results in silicon dioxide. This
reaction consumes silicon and the newly formed silicon
dioxide has more than twice the volume of the original
silicon. If a silicon dioxide domain is already existing,
the oxidants diffuse through the oxide domain and react
at the interface of oxide and silicon to form new oxide
so that the dioxide domain is penetrated.

Thermal oxidation is a complex process where the three
subprocesses oxidant diffusion, chemical reaction, and
volume increase occur simultaneously. The volume in-
crease is the main source of mechanical stress and strain,
and these cause displacement (Zelenka 2000).

From the mathematical point of view the problem can
be described by a coupled system of partial differential
equations, one for the diffusion of the oxidant through
the oxide, the second for the conversion of silicon into sil-
icon dioxide at the interface, and a third for the mechan-
ical problem of the Si—-SiOs—body, which can be modeled
as an elastic, viscoelastic, or viscous body.

All published approaches can be classified essentially
into three groups. The first type of method (Lorenz et
al. 1985) maps the silicon dioxide domain in each time

step onto a a simple numerical domain. The second ap-
proach uses the boundary element method for diffusion
and displacement (Matsumota and Fukuma 1985). The
third one (Rank and Weinert 1990) models the domain
of computation by finite elements.

For a realistic and accurate oxidation simulation the
three subproblems should be coupled, however, most ox-
idation models decouple them into a sequence of quasi-
stationary steps. In our model all subprocesses are cou-
pled simultaneously and the oxidation process can be
simulated in three dimensions.

We will restrict the following explanation to the most
simple physical model of linear oxidant diffusion and
linear elastic displacement of the Si—-SiOs—body.

MODEL

We define a normalized silicon concentration

@0 = 8D m
0Si
where Cg;(Z,1) is the silicon concentration at time t and
point Z (x, y, z) and Cyg; is the concentration in pure
silicon. So 7 is 1 in pure silicon and 0 in pure silicon
dioxide.
The oxidant diffusion is described by

DAC(Z,1) = k(n)C(Z,t) . (2)

Here D is the diffusion coefficient and k(n) is the strength
of a spatial sink and not just a reaction coefficient at a
sharp interface like in the standard model (Deal and
Grove 1965). k(n)C(Z,t) defines how many particles of
oxygen per unit volume react in a unit time interval to
silicon dioxide.

The change of 1 is described by

T 1

WD ko /N )
where A is the volume expansion factor (=2.25) for the
reaction from silicon to silicon dioxide, and N;j is the
number of oxidant molecules incorporated into one unit
volume of silicon dioxide.
Furthermore, we define in (4) that k(n) is linear propor-
tional to 7.

k=n(Z, t)kmax 4)



The chemical reaction of silicon and oxygen causes a
volume increase. The additional volume in a reference
volume silicon AV, where we assume that the oxidant
concentration C' is constant, is given by

A—1
yadd — TA tAVE(n)C(Z,t)/Ny . (5)
We define the normalized additional volume Vﬂ;lld as
u Vadd
Te‘?d = A V * (6)

For our model we assume, that the Si-SiO2-body de-
forms elastically. In the theory of linear elasticity with
small displacements g(z, y,z) = {u(z,y,2) v(z,y, z) w(z,

z)} and strains €;; (7, j stands for x, y or z), the strain
tensor € is defined as

== Lpf (7)

where 6 is the displacement vector and Lp is a dif-

ferential operator, so that for example &,, = % and

__1(0u v

Exy = 5(8_1; + %)
Assuming a linear material, the stress tensor & is given
by

o =D¢ (8)
where D is a (6x6) material matrix of elastic constants.
The elastic constants are linear functions of Young’s
Modulus E and Poisson’s ratio p of the materials.
The force vector f(x,y, 2) = {fu, fy, [-} is the gradient
of the stress tensor .

f=vs 9)

The most important part is that the volume expansion
causes displacement. The normalized additional volume
from (6) can be written as

Wﬁd =€, +eyte,. (10)

For an isotropic material the strain components are equal
so that

Ex =€y =€, = W‘ﬁd. (11)

With (7) and (11) the relationshlp between the volume
expansion and the displacement is fully determined.

DISCRETIZATION

Weak Formulation

Before we start with the discretization we apply the
weak formulation on (2) and (3).

So we apply the Galerkin method with linear test func-
tions N (Z) on the diffusion equation from (2) and apply
Green’s theorem to remove the Laplace operator A as
follows

kmam/nC’deV D/AC’deV*

(12)
D/—deFfD/VCVdeV

where 2 84 = 0 and so the term fF 8C Ni dI is also zero,
and so (12) is simplified to

km(m/nC’Nk v = —D/VC’VNk av. (13)
14

The application of the Galerkin method with the same
linear test functions N (Z) to the distribution function
from (3) leads to

/ZZ devfkmaz/nodev. (14)
14 Vv

Oxidant Diffusion

In order to solve (2) and (3) on a three-dimensional do-
main with the volume Vgopq1, we split the domain up
into tetrahedral elements with the volume V and per-
form a finite element discretization. The spatial dis-
cretization for C(Z) on a single tetrahedral element is

4

C@ t=t) =Y " Ni(7) (15)

i=1

where cl(-t") is the oxidant concentration at node ¢ and

discrete time t,,. N;(Z) is the form function on node i.
The spatial discretization for 7(Z) on a single tetrahedral
element is

Ft=t, Zn(t”)N (16)

(t)

where 7, is the normalized silicon concentration at
node i and discrete time t¢,,. N;(Z) is the linear form
function on a node i.

If we replace C(Z,t) and n(Z,t) in (13) with (15) and
(16) we obtain

4
—D/(cht“vm VNG dV =
=1
4
mal/( Zn(tn Nizcz(-tn)N
=1
4
Kmaz / (( S ) Nk)dV.

e i=1

N)dv = (17)

With the following substitution

M, = / Ny (%) Ni(Z)dV (18)

(17) is simplified to

4
> (DKpic|
=1

+ Fmaz My ™ i) =0 (20)



which is a non-linear equation system (k is the equation

index) with the constants D, Ky;, kmazr and My; and

with the unknown variables cgt") and 77?”

element.

for one finite

Change of 7

The spatial discretization for C'(Z) and n(Z) is the same
like in the last subsection and is already described by
(15) and (16). Because of the time dependence of (3)
an additional time discretization of the partial differen-
tial term % is necessary. The time discretization is
performed with the simple Backward-Euler method as

877(f’t = tn) _ n(fa tn) — 77(37, tn—l)
ot N At

where t,, and ¢,,_1 are two successive discrete times.
If we replace C(Z,t), n(¥,t) and 8775?” in (14) with the
discrete expressions (15), (16) and (21), we obtain

1 )
E/(Z(m -

v i=1

(21)

()N N YV =

4

Fmaz / (32 (") ) Ni N ) v

i=1

With the substitution (18) the last equation is simpli-
fied to a non-linear equations system (k is the equation
index)

5 (M (1) =) = boan ) 40)) 5) = 0

=1
(23)
with the unknown variables cgt”) and ngt”) and with the

constants Mg, kmae and ﬁ for one finite element. The

values for ngt"’l)

time step.

are already determined at the previous

If we combine the two equation systems (20) and (23),
we obtain a non-linear equations system for one finite
element (with eight equations and the eight unknows

(t") and n(t")) Now we are able to solve the system (for
example with the Newton method) at each time point

(tn) (tn)

t,, and the values for ¢; "’ and n; "’ can be determined.

Mechanics

The finite element discretization for a mechnical sys-
tem has been already often described, for example by
(Zienkiewicz 1987). Because of this fact we will restrict
this subsection only to some steps which are important
for the oxidation simulation.

After discretization of the continuum, the relationship
between strain and displacement (7) can be written as

£ = Bd® = [B;, Bj, B, By (24)

in which £° is the strain tensor, d¢ is the displacement

vector and i, j, m and p are the four nodes on a single
thetrahedron.

The element displacement is defined by the 12 displace-
ment components of the nodes as

d® = K with d; =< v etc.  (25)
dﬁ” wj
P
The submatrix B;j for the node 1 is
- ON, .
o 82; 0 bi, 0, 0
0, b 0, ¢, 0
0, 0, &% 0, 0, d,
e ) ] Oz — ) ) i
Bl 86_]\;7'5 85? ’ 0 Ci, bi7 0 (26)
0, %, % 07 di; &
% 0 6_]\% d’i7 0) b’i
L 0z ’ ox
with the linear form function N;(Z) defined as
Ni(Z) =a; +bix+ciy+d; 2 (27)

in which a;, b;, ¢; and d; are constant geometrical coef-
ficients for the finite element. For example b; is

]-a Yj, Zj
bi=—det| 1, Ym, 2zm |- (28)
L oy, 2

The entire inner virtual work on a finite element is

Winner = / {e}T oav (29)
\4

in which the transposed strain tensor is
T _ I pT
{&°} =d¢ B (30)
and the stress tensor (8) can be written as
o =D& =DBd". (31)
That leads us to the following equation for Wi,ner.

Winner = d_éT/BTDB d_é dVv (32)
|4

The outer virtual work on a finite element, caused by
the node forces is

ST -
Wouter = d° fe . (33)

On a element the inner work must be equal with the
outer work.

Winner = d¢ / BTDBd dV = dé f =
\%4

outer (34)



With the substituation

K = /BTDBdV (35)
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where K€ is the so-called stiffnes matrix, we obtain a
linear equation system for the mechanical problem.

Ke de = fe (36)

The most important part is, how the volume increase
(5), caused by the chemical reaction of silicon to silicon
dioxide, loads the displacement problem.

Due to (11) we obtain the components 3, ej, and e for
the strain tensor €° and with

fé =-BfDe Ve (37)

the relationship between the volume expansion and the
node forces is given, and with (36) and (37) the displace-
ments on the nodes is fully determined.

By coupling (20), (23) and (36), a local equation sys-
tem for one finite element is given, which is a complete
numerical formulation of the oxidation process with its
oxidant diffusion, chemical reaction and volume increase
at any time.

SIMULATION PROCEDURE

In the first step of the simulation procedure, we perform
a finite element discretization. With this aim in view we
split up the Si-SiO2—body into tetrahedral elements and
that results in a tetrahedral grid on the domain. The
size of the tetrahedrons and, as a result of that, the
number of the finite elements can be influenced by the
meshing module.

In the next step we set the initial values for the oxidant
concentration C' and the normalized silicon concentra-
tion 7 on the grid nodes. For example 7 must be 1 in a
pure silicon domain.

Since the oxidation process is time dependent, the ac-
tual simulation time must be reset at the beginning of
the simulation.

As shown in Fig. 1, we iterate over all finite elements
and build the local equation system for one element for
every actual discrete time. The local system describes
the oxidation process numerically for one element with
the coupled system for diffusion, chemical reaction and
the displacement problem. Note, that it would be wrong
to solve the relative simple local equation system for one
element. The finite element method includes the super-
postition principle but not in the way to add up locally
calculated results in order to determine the global re-
sults. In our case "global” has a spatial meaning and
stands for the whole discretized domain.

In order to describe the global oxidation process we need
a global coupled equation system. The components of
the global equation system are assembled from the local
equation system by using the superpostition principle.

Start simulation

‘ Create a tetrahedral grid ‘

I

Initialize the values for C and 7
on the grid nodes

|

| set actual simulation time = 0 |

‘ time = time + timestep ‘

Make the local equation system
for one finite element

l

Assemble the components form
the local equation system to the
global equation system

I

all finite
elements ?

Solve the global equation system

I

Update the values for C, n and
displacement on the grid nodes

time = max.
simulat. time ?

End simulation

Figure 1: Simulation procedure

After the iteration over all elements is finished, the global
assembled equation system is also finished. Now the
global non-linear equation system can be solved and we
obtain the results for the C, 7 and displacement values
for the global discretized oxdidation process for the ac-
tual time step.

With these results we update the values for C, n and
displacement on the grid nodes by adding up the new
results to the already existing values on the grid nodes
and so the values for C, n and displacement always keep
pace with the actual simulation time.

If the above described procedure is finished, we increase
the actual simulation time and start with the assem-
bling loop again as long as the actual time is equal to
the maximum simulation time.



A DEMONSTRATIVE EXAMPLE

As example a silicon body with the initial dimension
(0.5x0.4x0.5) um as shown in Fig. 2 is oxidized. For
the simulation the following parameters were chosen:

rt. m”
C* = 3107 [B24], D = 0.08[#2], Kyax = 40[2].

Here C* is the surface oxidant concentration.

In this example only the upper surface of the body
has contact with the oxiding atmosphere. As shown in
Figs. 2—4 the bottom surface is fixed and on the rest of
the surfaces there are free mechanical boundary condi-
tions applied.

In the Figs. 2—4 the angel of view is always the same
and the proportions of the body geometry are also true,
so that the displacement effects caused by the volume
increase can be watched correct.

The colour in the figures shows the value of the nor-
malized silicon concentration. This means that blue is
pure silicon dioxide and red is pure silicon and the other
colours are the reaction layer.

Figure 3: Deformation and silicon dioxide distribution
(blue region) at some time t;.

Figure 4: Deformation and silicon dioxide distribution
(blue region) at time 2 x t1.

CONCLUSIONS

A three-dimensional oxidation model which is based on
the finite element technique has been proposed. In this
model it is assumed that the interface beween the silicon
and oxide is a reaction layer with finite width instead of
a sharp interface. In this layer there is a mixture of the
three components silicon, oxidants, and oxide.

One of the advantages of this model is that the numeri-
cal formulation, consisting of a coupled differential equa-
tion system, describes the complete physical oxidation
process in a very realistic way.

As demonstrated on a numerical example, this model is
a powerful tool to simulate the whole oxidation process
on three-dimensional semiconductor structures.
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ABSTRACT

Without a proper statistical analysis of the simulation
output data, it is not possible to assess the statistical
accuracy of three-dimensional Monte Carlo simulation
results. The Monte Carlo technique applied to the sim-
ulation of ion implantation produces a statistical fluc-
tuation of the doping profile, in particular in the three-
dimensional case. The statistical accuracy is determined
basically by the number N of simulated ion trajectories.
It depends also on the variation of the ion concentra-
tion up to several orders of magnitudes in the simula-
tion domain. The theoretical simulation error of order
1/ VN has been expectedly verified by several simula-
tion experiments with different N. The paper describes
the application of statistical methods in order to evalu-
ate the accuracy of three-dimensional ion implantation
results compared to one-dimensional results. We pro-
pose a method to determine the number of trajecto-
ries required to obtain a specified precision in a three-
dimensional Monte Carlo simulation study.

INTRODUCTION

Ton implantation is the state-of-the-art method for dop-
ing semiconductors because of its high controllability.
The small dimensions of modern semiconductor devices
have led to simulation applications which require a high
accurate and full three-dimensional treatment. Since
the process of ion implantation has a statistical nature,
it is straightforward to use statistical methods to simu-
late it on computers. The most important of such meth-
ods is the Monte Carlo method which is based on apply-
ing random behavior at an atomistic level (Hobler and
Selberherr 1989), (Ziegler et al. 1995).

Particularly, the position where an ion hits the crys-
talline target is calculated using random numbers. Fur-
thermore, the lattice atoms of the target are in perma-
nent movement due to thermal vibrations. Thus, the

actual positions of the vibrating atoms in the target are
also simulated using random numbers. The trajectory
of each implanted ion is determined by the interactions
with the atoms and the electrons of the target material.
The final position of an implanted ion is reached where
it has lost its complete energy. The accuracy of the
simulation is mainly determined by the complexity of
the models that describe the physical behavior. These
models are applicable for a wide range of implantation
conditions without additional calibration. The number
of simulated ions must be considerably increased in or-
der to achieve the same statistical accuracy for three-
dimensional simulations as in two dimensions. There-
fore the computational effort grows approximately pro-
portional to the surface area of the simulation domain.
A very common mode of operation is to simulate an arbi-
trary large number N of ion trajectories and then treat
the resulting ion concentration estimates as the exact
doping profile. In spite of the use of an expensive sim-
ulation model misleading results might be obtained, if
the random nature of the output data is ignored. From
our point of view no in-depth analysis of the simulation
accuracy of Monte Carlo process simulations has been
carried out so far, and in this work we will present the
first comprehensive investigation of the statistical accu-
racy for three-dimensional Monte Carlo simulations of
ion implantation.

The practitioner of a Monte Carlo simulation is always
concerned with the computational time and the statis-
tical accuracy of the simulation. Both are related to the
simulation rate of convergence to the ”true” value. The
standard error in the simulation can be viewed as the
standard deviation of the random sample divided by an
increasing function of N, the number of simulated ions.
We assume that all simulated ions are statistically inde-
pendent. One way to reduce the simulation error is by
using a smart postprocessing of the row data. The sta-
tistical fluctuation can be reduced effectively by smooth-
ing the Monte Carlo simulation results in a postprocess-
ing step (Heitzinger et al. 2003). The other obvious way
to reduce the error is by increasing the number N of sim-
ulated ions. The traditional Monte Carlo technique us-
ing pseudo random numbers has only a convergence rate

of order 1/v/N, which follows from the Central Limit
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Figure 1: Data flow and involved process simulation tools.

Theorem (Law and Kelton 2000). This rate is indepen-
dent of the dimension and depends only on the number
N of simulations.

However, there is always a trade-off between the com-
putational effort and the simulation error. In particular
with regard to three-dimensional Monte Carlo simula-
tions additional speed-up techniques have to be used in
order to get reasonably low statistical noise by practi-
cable long simulation runs. Examples of such speed-up
techniques are the trajectory split method and the tra-
jectory reuse method.

THE SIMULATOR

All Monte Carlo simulation experiments were performed
with the object-oriented, multi-dimensional ion implan-
tation simulator MCIMPL. The simulator is based on
a binary collision algorithm and can handle arbitrary
three-dimensional device structures consisting of several
amorphous materials and crystalline silicon. In order
to optimize the performance, the simulator uses cells
arranged on an ortho-grid to count the number of im-
planted ions and of generated point defects. The final
concentration values are smoothed and translated from
the internal ortho-grid to an unstructured grid suitable
for subsequent process simulation steps, like finite ele-
ment simulations for annealing processes.

Figure 1 shows the data flow during the simulation of

ion implantation. The simulator MCIMPL is embedded
in a process simulation environment by using the object-
oriented WAFER-STATE SERVER library (Binder and
Selberherr 2003).

The WAFER-STATE SERVER has been developed in
order to integrate several three-dimensional process sim-
ulation tools used for topography, ion implantation, and
annealing simulations. It holds the complete informa-
tion describing the simulation domain in a volume mesh
discretized format, and it provides convenient methods
to access these data. The idea was that simulators
make use of these access methods to initialize their inter-
nal data structure, and that the simulators report their
modifications of the wafer structure to the WAFER-
STATE SERVER. Thereby a consistent status of the
wafer structure can be sustained during the whole pro-
cess flow.

The meshing strategy of DELINK follows the concept of
advancing front Delaunay methods and produces tetra-
hedral grid elements (Fleischmann and Selberherr 2002).

ANALYSIS METHOD

For the analysis of three-dimensional simulation out-
put, several numerical experiments were performed on a
three-dimensional structure equivalent to a one-dimen-
sional problem. In particular, implantations of phospho-
rus ions into a crystalline silicon substrate were



10*° cm?®
1019
1018

1017

16

10

19

10

Figure 2: Accurate Monte Carlo simulation result of phosphorus implantation in silicon with N = 107

simulated ions, an energy of 25 keV, and a dose of 10 ¢

m~2.

1020 25
- — One-Dimensional Result —s—
i/i/ i‘i i\ Three-Dimensional Result ---¢---
- <
~ 101 | B X 20 | 1
@ <
|
>
g g
= 3
= 10 - B < 15f 4
o] =1
€ 3
g E:
5 5
O 107 + i £ 1ol |
o n
1016 | + i 5k 4
- ?777V"'V**%s—v— —— '/V/\T
1015 I I I I I I I 0 I | | I I I I
0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80

Depth z (nm)

Figure 3: Variability of the three-dimensional result.

simulated with different N. Figure 2 shows the three-
dimensional result for an accurate simulation with NV =
107 ions. We extracted the z coordinates and the phos-
phorus concentration values C (vertical direction) from
all 2972 grid points of the unstructured grid. This leads
to Figure 3 which demonstrates the statistical fluctua-
tion of the impurity concentration at equal penetration
depth z.

The relative standard deviation of the impurity concen-
tration in a plane z = const is a measure for the sim-
ulation error of three-dimensional results compared to
one-dimensional results. The mean impurity concentra-
tion C'(n) of n grid points at equal location z forms the
one-dimensional doping profile. The standard deviation
S(n) of a sample defined by the concentration values of
n grid points in a plane z = const is given by

\/ S [Ci = TP "

n—1

S(n) =
S(

_ 5
=) (2)

The relative standard deviation o according to (2) is cal-
culated in order to evaluate the three-dimensional result.

Depth z (nm)

Figure 4: Result evaluation.

Figure 4 demonstrates the statistical accuracy of the
three-dimensional result related to the one-dimesional
doping profile. Most of the simulated ions come to rest
close to the mean projected range R, causing a small
variance there. Due to the very low dopant concentra-
tion in deeper regions (typically more than 10% times
lower than at the maximum), insufficient events lead to
an increase of the statistical noise.

Being based on random numbers, the results obtained
with the Monte Carlo technique are never exact, but rig-
orous in a statistical sense. The results converge to the
used model characteristics. A 90% confidence interval is
constructed for the mean, in order to assess the relative
error of the one-dimensional doping profile in relation
to the model limit value. The half of the approximate
90% confidence interval, A(n), using the t distribution
(Law and Kelton 2000) is given to

Sj? 3)

The relative statistical error €(n) for the one-dimensional
doping profile can be defined as

A(n)

=tn-1,0.95

e(n) = (4)



The assessed statistical accuracy of the one-dimensional
doping profile according to (4) is also demonstrated in
Figure 4.

The accuracy of the Monte Carlo result is determined
by the number of counted ions per cell. The distribution
of N ions determines the one-dimensional doping profile
by using a scaling factor a:

o /O T Oz = N (5)

(5) can be used in order to calculate the factor o by
means of numerical integration. For a small volume of
the width Az (cell dimension) the local number N; of
simulated ions is determined by

N=> N,

The division by all cells of a z plane yields to the av-
erage ions per cell, which is demonstrated in Figure 5
for N = 107 simulated ions. Each bar is located at the
grid points of the internal ortho-grid. The histogram
demonstrates that in deep regions only one simulated
ion per cell is available in the mean. More and more
empty cells at increasing penetration depth downgrade
the statistics dramatically.

Ni=a C; Az (6)
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Figure 5: Estimated simulated ions per cell for a
total number N = 107.

An essential contribution to the accomplished accuracy
of the final result is obtained through the reduction of
the statistical fluctuation by an implemented smooth-
ing algorithm (Heitzinger et al. 2003). This algorithm
sweeps a small rectangular grid over the points of the
new tetrahedral grid and uses an approximation by gen-
eralized Bernstein polynomials. The Bernstein approx-
imation of a concentration value on a new grid point
by using the values of cells located close to the new grid
point reduces significantly the statistical noise. The bad
statistics generated by empty cells can be attenuated by
averaging the values of surrounding cells.

We extracted again z coordinates and phosphorus con-
centration values from all 120 x 112 x 20 cells of the sim-
ulation area. Figure 6 compares the relative standard
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Figure 6: Improvement of the statistical
accuracy by smoothing (N = 10°).

deviation for N = 10 ions before and after smoothing.
Thus a significant improvement of the statistical accu-
racy of Monte Carlo results can be achieved through the
filter effect of the Bernstein polynomials, which elimi-
nates high-frequency fluctuations from the original data.

Of great importance for the simulation is the weight of
an ion, which is defined by the ratio of the number of
real ions Ny, to the number of simulated ions N.

. Nreal

Weight = N (7)
In our simulation experiment shown in Figure 2 the
surface dimension is 0.7um x 0.65pum. With a dose of
10" em™2, 455000 ions are implanted. With 107 sim-
ulated ions the weight of an ion results to 0.0455. In
practice the real-world implanted doping profile has also
a fluctuation due to the statistical nature of the implan-
tation process. In our simulation example a real ion has
only a very little weight. Thus the simulation result can
be considered as a simulation of averaging over multiple
real-world implantations.

IMPROVEMENT OF THE SIMULATOR

The crucial factor for the duration and accuracy of the
simulation is the specified number N of ion trajectories
as input data of the simulator. Omne drawback of the
fixed-sample-size procedure based on N simulated ions is
that the analyst has no immediate control over the pre-
cision of the output data. We suggest an improvement
of the used fixed-sample-size procedure by determining
the duration of the simulation also through a specified
precision as input data of the simulator.

The simulation error of the Monte Carlo method is of
order 1/v/N. The relationship between the standard
deviation ¢ and the number N of ions is given by

1
o = const - — (8)

VN



This relationship has been expectedly verified by simu-
lation experiments with different N and is demonstrated
in Figure 7. It can also be used to assess the number of
trajectories required to obtain a specific precision in a
Monte Carlo simulation study.

107 —>K

Measured by Numerical Experiment 3K

8-10°F

6-10°F

4-10°+
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Figure 7: Required N as a function of the desired
three-dimensional accuracy .

As measure of the simulation accuracy, the desired max-
imum of the relative standard deviation o, within the
range 2-AR,, (twice the straggling at the mean projected
range) of the doping profile is used. In our experiment
of Figure 2, 2- AR, = 22 nm at R, = 30 nm.

For the calculation of the required N as function of the
given standard deviation o,,x, & parameter ~ is used
which takes the incident atom species and the implan-
tation energy into account. The following formula can
be used to assess the N for a specified surface area A
and a desired precision o ,x:

A = 0.455 pm? (9)

Figure 7 demonstrates this relationship for a phospho-
rus implantation, an ion energy of 25keV, A = Ay, and
parameter v = 15992.

CONCLUSION

The functionality of the three-dimensional Monte Carlo
simulator MCIMPL for ion implantation is demonstrated.
The statistical fluctuation of the simulation result caused
by the stochastic simulation method and the expensive
three-dimensional treatment are analyzed. The evalua-
tion of the statistical accuracy for three-dimensional re-
sults is performed by the use of statistical methods like
calculating the standard deviation or the confidence in-
terval of the output data. The gained insight into the
relationships responsible for the statistical accuracy is
used in order to achieve a better controllability of the
simulator.
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ABSTRACT

This paper describes the application developed as part of
the “PROSIGRAT” research project carried out by
IKERLAN and Valencia University’s ARTEC group
dealing with the use of Real Time simulation for services
and products evaluation. The application consists of the
development of a Real Time graphic simulation of a
domestic mobile robot moving in a virtual environment and
guided by a real physical navigation and control system,
based on the HIL methodology concept. This is a clear
example in which the Real Time simulation of a
mechatronic system interacting with the environment leads
to a reduction in the time-to-market of a new product that
has been well tested and operates in a safe, reliable way.
The paper shows the details of the application and the main
conclusions obtained.

INTRODUCTION

Nowadays competitiveness is a key point for the
companies. This concept involves the reduction of costs and
time-to-market when launching new products or new
versions of existing ones. When it comes to the
development of complex mechatronic systems including
control elements, very often the integration of the control
subsystems happens at a late stage of the product
development cycle. The tuning of the control algorithms
and the operating tests are carried out on a real prototype of
a new product, in a process prone to error that could even
cause a failure of the prototype.

That is why the use of new techniques that allow the
validation of control systems from an early phase is so
important. This is the main concept behind the application
of the HIL (Hardware in the Loop) methodology. It consists
of using realistic digital models of complex systems that
interact with the real physical control systems (HW and
SW) in the same way as the real complex system to be
controlled. Another possible use of the same methodology
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consists of validating several design alternatives designs for
a new product in a realistic way by looking at different
possible control alternatives.

A key point when developing HIL applications is the
modelling of complex mechatronic systems in such a way
that the model can be simulated afterwards in Real Time,
and maintaining with high fidelity the evolution of the
physical variables that are essential for the control system
being developed. Although there are several commercial
modelling and simulation tools oriented towards Real Time
simulation of multidisciplinary systems, their suitability for
any type of application is not at all clear (Otaduy et al.
2000).

The problem becomes even more complex when the
physical system to be controlled interacts a lot with the
surrounding environment. In this case the Real Time
simulation of this environment and its evolution is also
necessary.

This paper shows an example of the use of the HIL
methodology explained above in order to aid the design of a
new product: a domestic robot (vacuum cleaner application)
and its control and navigation module. It is obvious that this
is a case in which the system (robot) interacts with the
environment (room to be cleaned) and, depending on the
results of this interaction, the robot control system has to
decide the new movement strategy to follow.

First of all the paper explains the main objectives of the
research work carried out and the basic characteristics of
the domestic robot application selected as a case study.

Secondly, a detailed description of the main application
components is given. There follows a summary of the test
and alternatives evaluation carried out with the help of the
virtual prototype.

Finally, the main conclusions obtained from this work are
presented, together with the future lines of research arising
from this work.



Robot navigation control
(RLC SBC-SC400 )

IFSW g

‘ (Ethemit)

IF HW
_ (D/A I/0)

[Domestic robot virtual prototype

and domestic environment

Figure 1: Robot virtual prototype for HIL

DOMESTIC ROBOT VIRTUAL PROTOTYPE

The main objective of the research work carried out by the
Robotic Institute of Valencia University and IKERLAN as
part of the PROSIGRAT project: “HIL based Virtual
Prototyping and Real time Graphics Environment for
Mechatronic systems” was to deal with the study and
development of Real Time simulation and HIL techniques,
as well as developments in the field of interactive 3D
graphics. In order to assess the knowledge acquired during
the project and the tools developed, as well as to validate
the utility of the HIL techniques, the group planned to
introduce some material objectives or demonstrators to the
project. One of them was the Real Time simulation of a
hydraulic cushion for a press in order to help the design and
development of the control system, thereby avoiding having
to use the real press (Landaluze et al. 2002a; Landaluze et
al. 2002b).

The other demonstrator is the focus of this paper. It consists
of the modelling and Real Time simulation of the
components of an autonomous vacuum cleaner for domestic
environments, as well as of the vacuum cleaner evolution
environment, so that the navigation system could be
developed and tested.

This application deals with a new product, a physical
system that is still not available. So, many important
decisions have to be taken regarding the best robot
component design and configuration. The Real Time
simulation of the robot moving in the domestic
environment is also a way to aid this design.

A mobile robot is a complex system involving many
multidisciplinary components: the actuators and drivers
making up the locomotion system, sensors, energy supply
systems, control SW and HW, etc.

The analysis carried out as part of the project focused on
three components: the sensors to be installed in the robot to
properly detect the environment, the locomotion system that
improves the movements of the robot in a domestic
environment, and the control strategies to ensure the robot
moves in a safe and optimal way in different domestic
environments (types of furniture, floor materials, types of
soils, etc.).

As for the main elements (Figure 1) into which this
domestic robot virtual prototype can be split, it is worth
mentioning:

Figure 2: Wall following and obstacle avoidance

- The navigation system: the real physical part of the
application consisting of a HW/SW platform similar to
the one that would be integrated in a real domestic
robot prototype.

- The simulation of robot dynamics, the graphic
simulation of the room, and the simulation of the
interaction between them.

- The interface between the real part of the prototype
(control) and the simulated part.

There follows a detailed description of these parts of the
prototype.

NAVIGATION SYSTEM

As previously explained this is the real physical part of the
mobile domestic robot prototype. It consists of a group of
SW modules running under the Windows CE operating
system on a HW platform based on a Pentium 486
processor.

The navigation system consists of three basic stages:
obtaining the contour to be swept, sweeping of inner
contours and bordering of obstacles.

The first goal of the system is to obtain the outline of the
robot’s environment (Figure 2). For this purpose the robot
uses a wall following strategy. A fuzzy control guides the
robot along the walls. It takes the information provided by
the ultrasonic sensors arranged all around the robot to gain
a general perception of the immediate surroundings. Then,
using this information and the robot’s displacement
direction vector, the speed and the steering angle required



Figure 3: Area to be swept represented by a matrix

by the robot to follow the walls without colliding with any
obstacle can be calculated (Urzelay et al. 1997).

It follows the walls until it reaches the starting point. This
determines not only the contour of the initial navigation,
but the area in which the robot must move. The contour will
be limited by a rectangle whose area is as small as possible.
This area is divided into cells of a prescribed size. Each cell
has a status: the cell can belong to the contour, to the
outside of the contour or to the inside of the contour. As a
result the zone of intake will be limited to the inside of that
contour.

Henceforth the behaviour of the prototype is not controlled
by the fuzzy rules. At this moment the robot will use the
matrix (Figure 3) obtained in the first round to calculate the
points of the next path. Therefore some of the cells will
change their status from “inside” to “path”. By connecting
the cells that are in “path” status, a path with the same
shape of the initial contour is obtained, but inside the
previous one. The cells whose status was “path” are
converted into “swept” cells. If the room was completely
empty, the robot would sweep the room in a spiral.

But the behaviour is not completely planned. The robot is
not only guided by this “map”, because there is the
possibility of encountering an obstacle along the path. The
robot goes around an obstacle in the same way it follows a
wall, using the fuzzy control, until a point of the initially
marked path is found. When the robot finds this point it is
again controlled by the logged “map”.

The process of sweeping inner contours is repeated
continuously until a 3% of the area initially selected for the
task left. At that moment the prototype detects the zones

Figure 4: Multi-threading Scheme of graphic system

that have not been swept yet, called "islands". The robot
only chooses the “islands” that are bigger than the size of
the vacuum cleaner robot. Then the robot selects the
“island” nearest to its actual position and moves ahead to it
by the shortest route. Each island then becomes a “small
room” to be cleaned, and the sweeping is controlled by the
same rules of behaviour. Once all the islands have been
swept the robot considers that the task is done.

To embed the navigation system in a Windows CE platform
the fuzzy toolbox of MATLAB was first used to edit the
fuzzy rules of control. Once the rules are known a model
can be created in SIMULINK, including the fuzzy rules
edited before in a block. Finally code can be generated with
the RTW tool.

ROBOT DYNAMICS AND
GRAPHIC SIMULATION MODULE

ENVIRONMENT

As pointed out above, one of the key issues of the system
presented is to provide a test environment for the HIL
control strategies, which means being able to simulate the
environment where the robot is working and to simulate the
dynamic behaviour of the robot and its interaction with this
environment, as well as the sensor information detected by
robot sensors.

In order to have a better feedback and a visual first
impression about control techniques, a Real Time 3D
realistic simulation of the environment was required.

Apart from that, another requirement for the system was the
flexibility to be reconfigured to simulate different HIL
control and robot systems.

Module architecture

With the requirements indicated above, a module based on
three main different subsystems was designed:

- 3D Real Time graphic subsystem.
- Dynamic simulation subsystem.
- Communication subsystem.

The three subsystems work simultaneously in a
synchronized way to simulate the behaviour of the robot
and its environment, receiving the control information from
the HIL control system and sending back the information
that the HIL control system will measure from environment
sensors in a real system.

The system, which has Real Time requirements, runs in a
multi-threading configuration. Figure 4 shows the three



Figure 5: Example of library objects

main threads. Each of the threads is dedicated to running
one of the three subsystems. The synchronization between
subsystems is done in the application part of the graphic
thread that is the base thread for this run-time environment
simulation module.

The system configuration is based on the description of a
correlated database that has two main components:

- Environment and robot graphic description.
- Dynamic robot and environment description.

Both descriptions are based on a hierarchical data structure
represented in the form of two interrelated a-cyclic graphs.
The interrelation allows the synchronized updating of visual
and dynamic information, in this way maintaining the
coherence between these two aspects of the system.

A brief description of the first two subsystems and their
configuration now follows, whereas the communication
subsystem is explained in the “Navigation-simulation
interface” paragraph.

Real Time graphic subsystem

The Real Time graphic subsystem is based on a 3D
graphics library call IRIS Performer (Rolf and Helman
1994). This library offers a run-time environment able to
control a graphic application running at interactive frame-
rates. For the system used a frame-rate of 30 frames per
second was fixed, which was enough for the system
requirements.

The basis for the 3D graphics system is the definition of a
3D graphic data structure. The data structure used was a
scene graph. This scene graph is based on hierarchical a-
cyclic graph, with different kind of nodes. These nodes
allow the representation of geometry and visual properties
(material, texture, lighting) of the environment elements, to
configure the location and orientation of elements in the
scene (Dynamic Coordinate System nodes) and also allow
an optimisation of the time required to represent this
scenario, which is a critical issue to maintain Real Time
requirements in complex simulation scenarios. The
optimisation techniques are based mainly on the level of
detail management (LOD nodes) and culling of the scene
parts not present in a particular frame (Funkouser 1993).

The image generation process is based on the traversal of
this scene graph. In fact three different traversals are
performed (corresponding to the App, Cull and Draw parts
of the Graphic Thread represented in Figure 4). The first
traversal is used to update the graphic data with the results
obtained from the dynamic simulation of the system. Using
this information the different mobile parts of the robots and
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Figure 6: Simplified UML architecture

the scene are updated maintaining the consistency with the
dynamic simulation graph. This traversal is also used for
collision detection.

Once every object in the scenario has been updated the
culling traversal provides the specific objects that have to
be displayed in the following frame with its proper level of
detail. The objects are sorted based on their material and
texture in order to optimise the next traversal in the graphic
thread. The last traversal is the drawing traversal, which is
where the scene is actually rendered. The rendering is done
using a 3D graphic pipeline schema.

In terms of the graphic part of the system a key issue is how
to build the scene graph for a particular robot and its
environment. To do so the system provides a graphic
interface and the possibility of using a set of file formats
that can be imported to represent the scenario geometries
(as OBJ or VRML). It also offers a library of basic robot
elements (wheels, robot bodies, etc., Figure 5) that allows
the configuration of different environments in an easy way.
It should be pointed out that the robot elements library not
only provides the graphical scene graph to represent
objects, but also includes its dynamic representation graph
to simulate its behaviour.

Dynamic simulation

The aim of the dynamic simulation subsystem was to be a
customisable and an easy-to-use modelling and simulation
element. An element that allows different tests for physical
systems to be built with no real difference between, for
instance, a mobile robot and a hydraulic press, allowing at
the same time a certain degree of specialization.

This came Newtonian dynamics, which are fairly
computable, and realistic enough to get a mechanical
simulation. Based on that idea, the concepts of rigid body
and joints were introduced, due to the fact that most



mechanical systems can be modelled as several rigid bodies
jointed together, with forces and torques acting over and
among them. This can be accomplished by simulating a
Newtonian dynamics system, combined with a Lagrange
multiplier based constraint formulation in order to
implement the joints.

At the same time, the concept of static body was introduced
in order to simulate those objects that will never be moved
under any circumstances. This is a way of simplifying
things by letting the dynamics simulator only deal with
those objects that are likely to move, and ignoring those
that will never move. The representation of such a system is
based on a hierarchical graph that builds a robot through the
connection between these different elements. Apart from
this, a correspondence with the graphic representation has
to be established, which is accomplished by a set on links
(represented as memory pointers) that allows navigation
between graphical and mechanical data structures. In Figure
6 a representation of the relationship between these
concepts is represented using UML notation.

A more specialized approach to the problem was needed.
Although the main interest was in robotic simulation, more
specialized robot concepts such as motors, wheels,
encoders, and sensors were included as well. This flexibility
allows generalization and functionality with such a
combination making a powerful modelling and simulation
tool for several purposes.

The dynamic simulation thread includes rigid bodies, static
bodies and joints. These constraints are the key for building
a system as complicated as required. In addition, this thread
simulates object collisions and provides a friction model.
All of these are made with the help of the dynamics ODE
library (Open Dynamic Engine) (Smith 2000). This is the
most CPU greedy thread, as it is intended to be executed at
least 100-150 times per second.

Finally, as indicated, the system has to send feedback
information to the HIL control system. This point is based
on the simulation of different sensors that emulate the ones
present in real robots. The sensors considered were as
follows: contact sensors and ultrasound sensors. Contact
sensors are simulated using collision detection algorithms
between the robot body and the environment. Ultrasound
sensors are simulated using ray-casting algorithms to
simulate the radiation diagram of real sensors.

NAVIGATION-SIMULATION INTERFACE

In the description of the robot simulation environment it
was indicated that a communication thread was also present
in the architecture. This communication thread is in charge
of sending the data from the HIL, updating the robot control
and sending back the information obtained from sensors in
the simulated environment.

Two interfaces are provided to implement the
communication between navigation and simulation in the
mobile robot simulation. The first one is a software socket
communication and the second one is a hardware
communication. The difference between them is that the

Initialization
Data

y

Sensors
Data

Y

Simulation

Encoders
Data

Y

A

Motors
Data

A

Navigation

Figure 7: Simulation and navigation sockets

first establishes communication between the simulation
software and the navigation simulation software,
meanwhile the second establishes communication between
the simulation software with the navigation hardware
prototype.

As it is needed, the socket communication system is
designed to send all the ultrasonic sensor and encoder
measurements to the navigation system (from the
simulation), and to send the desired motor speeds to the
simulation (from the navigation).

In addition to this, there is a number of initial values to be
interchanged, so an initial data communication is required.

With this fact in mind, it is not difficult to guess that four
channels are provided to get and set (depending on the side
considered) all the interchanging variables. These four
channels are implemented as four sockets, one for each kind
of communication. As the simulation acts as socket server,
there are four client sockets (Figure 7) in the navigation
system: [Initialisation Data, Sensors Data, Encoders Data
and Motors Data.

Initialisation Data is a channel for communicating general
robot data (such as mass, lengths, etc), sensor positions,
motor characteristics, and encoder parameters. This channel
is also used for communication of additional data to the
navigation for debugging purposes.

Sensors Data is a channel used to send (from simulation to
navigation) the voltage representing the distances measured
by the series of ultrasonic sensors fitted to the robot. This
value is used by navigation to decide the next movement
strategies.

Encoders Data is, as its name implies, the channel used to
send (from simulation to navigation) the values measured
from the robots’s motor encoders. Encoders indicate the
approximate angle the wheel has rotated, indicating if the
wheel is rotating regardless of the order sent to the motor



Figure 8: Sensor arrangement on robot

(which it may be impossible to get due to physical
difficulties). This is a two-way channel because navigation
can send some kind of orders to the encoder, such as a reset
count signal.

Finally, Motors Data is the channel used to send (from
navigation to simulation) the voltage representing the motor
speed required. This communication establishes complete
feedback between navigation and simulation, expressed as a
loop in which the robot world and the sensors (encoders
and ultrasonic sensors) are simulated. It sends sensor values
to navigation, which decides what to do, sending motors
values to react to the changes in the environment.

On the other hand there is the hardware communication
system, which is in fact the real way to do the HIL design
process.

The communication takes place using a ZWorld BL-2100
TCP-IP board system. This board takes an Ethernet input,
which is output from the simulation PC, and has several
digital and analogical output signals, which are inputs in the
navigation hardware control system. This makes it possible
to use in the simulation the same kind of socket structure
mentioned before, with the only difference that the
implementation of a program in the board ROM is needed
in order to extract all the sockets data and convert them into
voltage signals plugged into the navigation hardware.

EVALUATION OF PROJECT RESULTS

Evaluation of locomotion alternatives, sensorisation and
navigation strategies

To wvalidate the implemented navigation system, the
simulator explained above was used. The simulator
reproduces the virtual robot in addition to the environment
which it operates in.

This simulation tool is flexible enough to permit the user to
select the physical characteristics of the virtual robot. The
user can select the shape and initial orientation of the robot,
the configuration of the sensors (number, type, position and
orientation) and the locomotion system (car-like, holonomic
and wheel configuration).

The simulator is a tool that allows the real navigation
control to be refined and tested, applying that navigation
control to the initial configuration that the user selects for
the robot.

Figure 9: Environment designed for the vacuum cleaner
prototype evaluation

There follows a summary of the conclusions, based on the
test results for different robot configurations.

The results depend to a large extent on the prototype shape.
It is verified that for the same distribution of sensors and
comparable volumes, a circular prototype moves through
the room more continuously and its trajectory is smoother
than the one of a rectangular shape.

Concerning the locomotion systems, the conclusion is that
the car-like model does not satisfy the needs required for
the final behaviour of the robot, as the turn radii were too
large. To access specific zones, it was necessary to carry
out complex manoeuvres that, as well as complicating the
control, increased the time needed for the execution of the
task. The selected system was finally the holonomic system
and the rest of conclusions given here refer to a robot with
that locomotion system.

A priori, it seems that due to the holonomic behaviour of
the prototype, the most suitable sensor arrangement will be
a symmetrical arrangement with respect to both axes
(Figure 8).

The test results indicate that the prototype behaves better
when its sensors are arranged in the radial direction. This
was foreseeable due to the type of locomotion system
chosen, as there is no privileged direction of movement.
That is to say, what is the front part of the prototype at a
given time, will probably not be shortly afterwards. This
implies that the prototype should be able to receive the
same quantity of information from the environment,
whichever direction it is moving in. To obtain the desired
result, the sensor arrangement must be symmetrical.

Whenever the symmetry of the sensor arrangement is
maintained, its orientation does not necessarily have to be
radial. However, the simulation demonstrated that the
results are better with this radial configuration.

The minimum number of sensors that assures a correct
behaviour of a 40 cm diameter prototype is twenty. Fewer



Figure 10: Active sensors in the vacuum cleaner robot

sensors increase the possibility of collisions with certain
types of objects.

Initially, it was considered that the only condition the robot
should verify was not coming into contact with objects in
the environment. So only ultrasounds sensors were
analysed. A subsequent analysis introduced the possibility
of gentle robot contact, and the possible use of contact
Sensors.

Graphic and dynamic robot prototype configuration

To show the functionalities of the system a mobile vacuum
cleaner robot prototype and its working environments were
set up using the system.

The holonomic vacuum cleaner robot itself was modelled
with four rigid bodies (a body framework and a locomotion
system consisting of one free-rotation wheel and two drive
and steering wheels), two motors (one traction motor for
both wheels and one steering motor for the same two
wheels) with its corresponding incremental encoders, and
twenty four ultrasonic sensors arranged in a circle in order
to measure distances.

The robot was treated as any other dynamic object in a
customisable, changeable environment, in which its
behaviour should be tested. The key to this kind of
simulation is the fact that objects in the environment are of
the same class as the robot itself, so an environment to test
any system can be built easily. This is also the main
problem, because any system can be built, whether it is
physically consistent or not, and there could be non-stable
systems and physical aberrations. But, anyway, this is
actually a feature deriving from its structure, so it should
not be considered as something the system lacks, but a
consequence of its flexibility.

In this vacuum cleaner application, the dynamic simulation
thread now includes the locomotion system (motor and
wheel simulation with encoders to measure wheel rotations)
and the sensor system, in addition to the previously
mentioned rigid body constrained simulation world with
friction and collisions.

The drawing thread remains the same, with the only
exception of sensor drawing and colouring (Figure 9),
which is an addition to offer a way to test the reliability of
the sensors.

The communication thread is based on a two-way solution.
The first one is a software communication system made
with asynchronous communication sockets between the
simulation and a navigation simulation. The second one is a
hardware board communication system that communicates
the mechanical simulation with the hardware navigation
prototype.

To perform the navigation a scenario consisting of a living
room and the furniture in it was prepared. In order to
improve the appearance, radiosity was used to light the
environment (Figure 10). Apart from the visual appearance,
simulations were performed for different cases of
environment properties that affect the dynamics (as friction
coefficient of carpet and standard floor) and for different
sensors (material with different coefficient of ultrasound
reflection).

To run the system a 1.5 GHz Pentium 4, equipped with a 64
Mbytes GForce 4 MX440 graphic board was used. The
system was able to run at 30 Hz. Figure 9 and Figure 10
show different aspects of the environment and robot set up
for this prototype.

CONCLUSIONS AND FUTURE WORK

This paper describes the Virtual Prototyping of a Domestic
Robot for HIL applications developed as part of the
PROSIGRAT research project by IKERLAN and Valencia
University.

The use of Real Time simulation of physical systems as a
tool to help both in the design of new systems and in the
developing of control elements has been proved to be really
useful. However, it must also be mentioned that the
development of reduced and reliable models of complex
physical systems that reproduce their real behaviour is still
a hard task that is far from being automated. This task is
even harder when it comes to reproducing the interaction
between a machine and its environment, as in the case of
the example analysed in the paper.

As far as the graphic and simulation system is concerned, it
is important to point out that it performed well for the
prototype testing and evaluation. The system has also
shown itself to be flexible enough to be reconfigured for
other kinds of robots with different architecture and
locomotion systems. In this way the simulation
environment constitutes an interesting research and
teaching tool because it allows real evaluations of control
strategies in a simulated HIL environment, without the need
for building the actual robots. This practice has been the
first step in actual projects, where of course the final
refinement has to be carried out with real robots. However,
the system can save time during the control design process.

So the group working on this research project suggests that
it is necessary to go on studying the establishment of a



working methodology to simplify at most the generation of
complex systems models, oriented towards both Real Time
simulation on low cost platforms, and the generation of
interaction models between the system and its environment.

The current system performs well for controlled and low
reactive environments. However, the simulation of complex
reactive environments, where more complex control
strategies need to be evaluated, will be considered in the
future. The new kind of environments will include the
simulation of force feedback from the environment,
deformable and elastic materials and contact textures.
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ABSTRACT

Use of Virtual Reality (VR) applications in the
construction industry in many countries is poor and many
times inexistent by many reasons. One-way to introduce
VR in this context in a definitively way, consist in the
introduction of the VR tools in the undergraduate studies
in the A/E/C (Architectural, Engineering and
Construction) careers. In a “learning by doing” process,
civil engineering (c.e.) students gain a direct appreciation
of the advantages of use VR tools in the construction
industry. As an academic experience, these tools are
introduced to obtain a better knowledge retention as
explained in the paper.

INTRODUCTION

One of the civil engineering (c.e.) teachers concerns is the
persistence of the basic professional knowledge in the
student’s mind after one academic period is finished.

In terms of Dr. Tulio Sulbaran (Sulbaran 2001): “The
problem is the poor knowledge retention among
engineering students, which is potentially related to the
mismatch between student learning preferences and the
media used to teach”.

Sulbaran y Baker (Sulbaran y Baker 2000) did find that
“The (c.e.) students showed high levels of engagement and
high levels of knowledge retention” by using a Distributed
Virtual Reality (DVR) tool as support in engineering
learning.

This paper author has find a positive students attitude in
front of the Virtual Reality (VR) use in engineering
teaching (Silva 2002, 2001, 2000).

The VR representation of building steps has been studied
by Murray et al. (Murray et al. 2000) focusing in an
eventually contractor/owner benefits.

They assume that “These models will then be used to
represent the dynamics of the FutureHome construction
site enhancing current construction practices that uses flat
2D plans and Gantt charts”.

Also the Computer Integrated Building Processes Group at
NIST is doing research on the visual representation and
simulation of construction and building related models,
activities, and processes. The Virtual Reality Modelling
Language (VRML) is being used to provide a 3D
representation of those functions.

Their principal objective is the search and application of
standard tools to stream the communications between the
construction actors.

Another kind of research group works around Modelling
and Simulation of construction processes using VR
technology - 4D

A good idea of this approach is given in the VIT web
page http:/cic.vtt.fi/4D/4d.htm, site of the VTT Building
and Transport firm.

We think the same as Aouad at al. (Aouad et al. 1999)
have proposed, “The construction industry should also
consider the rapid prototyping approach which can help
solving most of the problems before construction begins.
VR and 3D modelling tools provide the right medium for
rapid prototyping purposes”.

TEACHING BUILDING STEPS

Teaching building steps or in a wide sense “construction
steps” can be performed as any lecturer knows by many
ways:

- Lecturer presents the theme and asks the students to read
it in a textbook.

- Lecturer talks, students hear.

- Lecturer talks and writes in the whiteboard.

- Lecturer talks and “draw” in the w.b.

- Lecturer talks and presents a “slide show”.

- Lecturer talks first and continue with a presentation
(animation, video, movie)

- Lecturer talks and introduces students with a VR tool
that will support their own study.

This paper explores the assumed issues of the last listed
teaching way.

In connection with the previous enumeration, it’s
remarkable the “Cone of learning” presented by Dr.
Nelson Baker in SUCCEED 2001 (Fig. 1)
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Figure 1: The Cone of Learning. After Baker, 2001.
PREVIOUS WORK

As previously published by this author, since 1998 civil
engineering (c.e.) students at the U. of Santiago, Chile,
they have created VR models by using 3D CAD
(AutoCAD) first and then one or the two next options
suggested to them:

- By using WalkThrough (WT) (AutoDesk) software (not
supported since 1999) the students apply textures to the
3D model and they do freely fly through and walk through
that can be recorded as animations in a proprietary format
or in AVI format.

- By using 3D Studio to convert the 3D model into the
VRML format.

3D models are published by the students in web pages
containing:

- CAD file (DWG format or zipped)

- “Near VR model” (R13 DXF format for WT)

- VR model (VRML97 format)

- Video animations (streaming file format)

- Cost and time estimation and Gantt chart

Inspection of the contents of the student’s web page
allows the teacher to grade them.

Inspection of the 3D CAD model and the 2D plans
deduced from it, focus in the c.e. content.

Animations and the VRML file allows a quickly detection
of mistakes or misunderstanding of the construction
activities, not detected in the 3D CAD model.

Cost and time estimations are based on quantities
calculated in a worksheet (Excel) based on textual and
numerical attributes extracted from the 3D CAD model,
constructed by using 3D “blocks” containing this kind of
data.

TEACHING CONSTRUCTION STEPS BY USING
VR

This paper author idea is similar to that presented by Marir
et al. (Marir et al. 1998) in the VRML Application
Section, as seen in the Figure 2.
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Figure 2: VR application, after Marir et al. (1998)

Methodology proposed by this paper author differs from
the OSCONCAD as is explained below.

Proposed Teaching Methodology

This time the teacher does the 3D CAD model and the VR
models.

The building steps are presented in two different ways:

- Animations (AVI format)

- “N” VRML files with N = number of construction
activities considered

The teacher constructs the full 3D CAD model by using a
clear layer structure.

This full model is the “N” building step.

By freezing the right layers each building step is
generated.

Animations are generated by thawing the right layers, and
looking at the 3D model from a fixed viewpoint or by
doing a fly through or a walk through.

See Fig. 3 to 8.
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Figure 3: Tracer marks on site.
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Figure 4: Excavations. Figure 7: Roof, windows and doors.
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Figure 5: Foundations. Figure 8: Finished 3D house.

VRML sequence of the building steps must be done
manually by the students, inspecting the WRL files in the
order of the list presented in the left frame of the browser
(not shown this time by clarity).

See Fig. 9 to 12.
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Figure 6: Walls, beams and roof structure.
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Figure 9: Tracer marks on site (VRML)
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Figure 10: Building house to roof step (VRML)
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Figure 11: Interior finishes complete (VRML)

0 v fies' 14 jardin WRL - Microsalt Ik et Eaplores: =121 X
Fie Cdt Vew Fworbes Tods bep =
gk - 4 - QP 4| Dot Gafeers Frer |- S H0
Adess 1] :WRAL st 14 Jardn wEL =] e

Vs OICOCIE) SR D) Siteabatea 3% ey (A)

Ew Compter

EEWOES

| | SADRAODE PO || S [Few Hes | Ee |
Figure 12: Exterior finishes complete (VRML)

A similar process can be done with other construction
projects as bridges, pedestrian bridges, earth dams, dams,
piers, industries, etc.

In many cases the first step is the modelling of the
excavation in the natural site, which demands a great
ability in the 3D model creation.

See Figures 13 to 15.
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Figure 14: 3D CAD model of a pedestrian bridge.
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Figure 15: Industry 3D model (VRML)

CONSTRUCTION STEPS SIMULATION

Construction steps simulation is accomplished in this
methodology, by using a kind of self-discovering in the
students side.

In a web page, the student select a construction step
description numbered in a list, and the VRML file is
accessed, ready to be inspected by doing a fly by or a walk
through.

The construction step is showed in the VRML file,
complete, not in progress.

Construction machines and workers are not shown
because the objective of the simulation is to present to the
students the finished construction steps corresponding to
construction activities such as they appear in a Gantt chart
by example.



EXPERIENCE EVALUATION

This experience is planned to apply to students the first
half of the 2003 year.

There will be two types of surveys:

- Students survey about the methodology

- Student’s evaluation about construction steps

- Student’s evaluation of knowledge retention after four
months (academic period)

FUTURE WORK

Civil engineering students need to know much more than
construction steps in a construction project.

They must know technical specifications, materials and
cost estimations and time duration in each step.

This information can be presented in the same web page,
in other frame, so the construction step presented in the
VRML file can be interpreted in context.

More construction projects presented in this way, more
knowledge will be trespassed to the students and they will
gain a feeling about the range construction parameters will
move in a particular case.

We will continue developing this new kind of didactic
material, applying this methodology to others construction
projects such as bridges, industrial buildings, etc.

Products will be published in:
http://www.universidaddesantiago.cl/doocc/vr

CONCLUSIONS

Civil engineering students have now a new tool to support
the learning construction steps process.

These tools are easy to use by teachers and students with
CAD training.

So this kind of new didactic material can be developed
with a time consuming as any other learning material.

The principal difference is the availability of this didactic
material in the Internet WWW, which turns it in a free
resource to support construction and building studies.

This work is possible to realize by using commercial
software, easily available in the market, without
computing complexities.

Senior c.e. students can easily complete this work by using
commercial software to planning such as MS Project,
because the 3D CAD models are built by using 3D
“blocks” which contains attributes as element name,
material, quality, with, length, height, etc.; making
possible to realize any calculation in a simple spread sheet
such as Excel.
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ABSTRACT

Results of a stability investigation on vibration
cancelling with three different types of variable-
stiffness actuators are presented. A two-mass system
is considered, with the top mass excited by self-
excitation forces generated by a wind flow. The
stiffness of an actuator between the base mass and
the base changes, according to a control frequency.
Comparisons of analytical predictions and numerical
results are discussed. Numerical simulation is
employed as a tool to investigate effectively the
proposed methods and carry out parameter studies.

INTRODUCTION

Vibrations in mechanical systems can be gener-
ated intentionally or can be undesired, depending on
the practical purpose of the system. If vibrations
are not welcome, one has to find solutions either for
avoiding the origin of the vibrations, or for cancelling
or at least minimizing the vibration. In the case of
linear time-independent systems a well-developed
theory for system analysis is available and can be
applied right away. However, many engineering
systems exhibit nonlinear properties. FEven if we
restrict ourselves to mechanical systems, a wide
range of nonlinear phenomena does exist.

As one of the approaches to prevent self-excited
vibrations, a new idea of using parametric excita-
tions to suppress self-excited vibrations was proposed
(Tondl 1998). Within a certain frequency interval of
the parameter excitation frequency, a phenomenon
called anti-resonance occurs and the self-excited vi-
brations are fully cancelled in this interval. Another
approach to prevent self-excited vibrations is an en-
ergy dissipative method. Among various variable-
stiffness actuators, a nonlinear actuator was proposed
in (Onoda et al. 1991). The actuator has an alter-
natively attached and detached submember, leading

Fax: +43-1-58801-30399

to the interesting characteristic that it provides no
energy to the system. As the actuator has an inher-
ent energy-dissipation mechanism, it can make the
system more robust and needs only very little energy
to be activated. For example, most space structures
are far away from human maintenance. When there
is a fault in the system, it can not be repaired eas-
ily. Therefore, reliability and simplicity are the main
factors for the feasibility of such systems. The gen-
eral feedback control requires a lot of equipment, such
as sensors, processors and filters, which means that
systems with complicated feedback control are more
likely to fail.

In this paper, numerical stability investigations on
vibration cancelling with variable-stiffness actuators
that are activated by a certain control frequency are
presented. The vibration control with open loop can
be realized with nothing but actuators. It does not
need to have sensors, filters or processors. Therefore
the method can be applied to any machine with little
equipment and preparation, which reduces the cost
and makes the system more feasible and reliable.

MECHANICAL MODEL

We assume a two-mass system with self-excitation as
shown in Fig.1, which is the same model as in (Ecker
and Tondl 2000). The base mass mo is supported
by a variable-stiffness actuator ko_(¢) and a damper
with constant damping parameter b;. The actuator
generates the force f,.+ according to the control
laws. The top mass m; is attached to the base mass
by a spring with constant stiffness k1 and a constant
damper b;. A constant flow U hits the top mass m;
and causes a self-exciting force acting on the mass.
The self-excitation is assumed to be of the Van der
Pol-type.

Fse = bOU2(1 - ’yOy%)yl (1)

The equations of motion for the system are
maijs +[b1 —boU? (1 =~0y1)]i1 + k1 (y1 —12) = 0, (2)

maijz + batie — k1(y1 — y2) + faet = 0. (3)



Figure 1: System with two masses, flow-generated
excitation (U) and variable-stiffness ko _+(t).

MODELS OF ACTUATORS

We compare the following three kinds of actu-
ators that are categorized as variable-stiffness
actuators. Our control law is to adjust the stiffness
of the actuators, according to functions with a
control frequency w.

Type 0: Harmonic parametric excitation
The variation of the stiffness of the actuator follows
the harmonic function and the amplitude is deter-
mined by the parameter e. This type of actuator
has been applied intensively in (Tondl and Ecker
1999),(Ecker and Tondl 2000),(Ecker et al. 2002).

Jacto = ka_(t)y2 = k2(1 + e cos(wt))y2 (4)

The coefficient of stiffness of the actuator changes
harmonically with time as shown in Fig.2.

Type 1: Bang-Bang parametric excitation
This actuator provides two values of stiffness, accord-
ing to the function with the control frequency w. This
system is frequently called Bang-Bang control. As
described later, this function can be expanded to a
number of harmonic functions, therefore it holds some
potential for better performance of cancelling vibra-
tions.

facti_1 =ko(1 —€)y2, cos(wt) <0 (5)

facti_2 = ka(1+€)y2,  cos(wt) >0 (6)

Figure 2: Variation of stiffness of type 0 and 1.

See Fig.2 for a graphical representation of this stiff-
ness function.

Figure 3: Actuator type 1 (left) and type 2 (right).

Type 2: Mechanical dissipative actuator
This actuator consists of two submembers. One is
a spring with a spring parameter ko(1 — €) and the
other is a variable spring that has a spring parameter
kae, see (Onoda et al. 1991). For simplicity, in Fig.3
the constant spring is described as k — Ak and the
variable spring is described as Ak. The first spring
k — Ak is always connected to the base and the base
mass. The second spring Ak is always connected to
the base, but can be disconnected from the base mass.
Since the disconnected spring of the actuator can be
reconnected at any position, the neutral position may
be shifted and the free length of the variable-stiffness
actuator may change, as shown in Fig.3. The energy
of the vibration can be transferred from low frequency
modes to higher modes due to the stiffness variation
of this actuator. As higher mode vibrations may usu-
ally be damped faster, damping of vibrations can be
enhanced consequently. This actuator therefore pro-
vides a mechanical energy-dissipative mechanism.

Figure 4 schematically shows the load on the
variable-stiffness actuator f against the displacement
y. For a type 1 actuator, the state moves only along
line A’/OA when the stiffness is high, and line OB



when the stiffness is low, respectively. The force
jumps from point A to point B when the stiffness sud-
denly decreases and, inversely jumps from point B to
point A as the stiffness suddenly increases. When the
force jumps from point B to point A, the total energy
of the system increases, which means that the type 1
actuator supplies some energy to the system. On the
other hand, in the case of a type 2 actuator, the force
similarly jumps from point A to point B in Fig.4 as
the stiffness suddenly decreases, but remains at point
B even when the stiffness suddenly increases. This
time, when the stiffness increases, the state moves
along line BC', whereas when the stiffness is still low,
the state moves along line BO. The type 2 actuator
can shift its neutral point (displacement of zero force)
from ynp = 0 to ynp = (Ak/k)yo. This is the essence
of the difference between type 1 and 2 actuators.

Yy
A C / ynp = (Ak/k)y(]

Figure 4: Characteristics of type 2 actuator.

When the variable submember is detached from the
base mass, the force of the actuator is

factz_1 = k2(1 — €)ya, cos(wt) <0 (7)

When the variable submember is attached to the base
mass, the force of the actuator is

fact2_2 = ]{12(1 —+ G)yg — 2]4326 Yo, COS(wt) >0 (8)

where yo is the displacement of the base mass just
when the variable spring is reconnected to the base
mass. This term of yo characterizes the system as a
type 2 actuator.

Type 0 and 1 actuators induce parametric excita-
tion and cancel the vibration of the self-excitation
by the parametric excitation. It is obvious that
a type 2 actuator primarily dissipates vibration
energy. However, a type 2 actuator also induces
parametric excitation in a more general way, and
systems with such actuators are also classified as
variable-stiffness system with open-loop control.
Therefore it is possible to compare them from the
viewpoint of stability and performance of cancelling

vibrations. For a fair comparison, we assume an
average stiffness ko over one cycle of control oscil-
lation and a bandwidth of the stiffness variation 2ksqe.

TRANSFORMATION OF SYSTEM EQUA-
TION

For a further analysis, it is convenient to introduce
dimensionless coordinates and characteristic param-
eters. Non-dimensional displacements ; = y;/Yres
can be defined with respect to a reference value y,.f.

k .
wip =4/—, T=uwit, z;= Yi (9)
my Yref
w m b b
n= 77M = 717 1= ! s R — 2 ) 10)
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The equations of motion of the two-mass system are
given in normalized form as

"

21+ (21— @) + [51 — BVE(1 —ya1 D))z =0, (12)

"

ro — M(Zl — ZL'Q) + /452‘%2/ + fact = 07 (13)

where fact is defined as fact/mgw%yref.

Type 0: Harmonic parametric excitation

facto = ¢*(1 + ecos(n7)) 22 (14)
Type 1: Bang-Bang parametric excitation

facﬂfl = q2(1 —€)xy, cos(nT) <0 (15)

factl,Q = q2(1 +e€)xa, cos(nT) >0 (16)

Type 2: Mechanical dissipative actuator

factz,l = q2(1 —€)xo, cos(nT) <0 (17)

fact272 = q2(1 +€)xg — 2¢%¢ xo, cos(nt) >0 (18)

ANALYTICAL PREDICTIONS

Let us assume that the two-mass system has
two natural frequencies, Q1,Q5(21 < Q). It is well
known that the harmonic parametric excitation may
destabilize the system in the vicinity of
(Q; £Q) .

n:]T (Jk=1L,2;,N=1,2,...). (19
However, the parametric excitation can stabilize the
system in the presence of self-excitation. According



to previous works, stability of the trivial solution is
possible for either n = Qa4+ Q; or n = Q5 — Q1 (Tondl
and Ecker 1999),(Ecker and Tondl 2000). It depends
on the situation if at all and at which control fre-
quency 7 the stability of the system occurs. Previous
studies tell us that the vibration can be cancelled by
the harmonic parametric excitation with a type 0 ac-
tuator, if n = Q9 — 1 is a so-called anti-resonance
frequency. Let us define 79 as Q5 — 5.

The bang-bang function as shown in Fig.2 can be
expanded into Fourier-series of harmonic functions
with multiple periods of the original function.

oo

R € —1)7-1
Fact1(7) = ¢*[1 + 4? Z (2]1)_1 cos((2 — 1)n7)a2

=¢*[1+ (% cos(nt) — ;—; cos(3nT) + -+ )]za  (20)

The dominant trigonometric function of the series has
the same period as the period of the bang-bang func-
tion, which means that the value of the dominant
period is the same for the two functions. Therefore
the system with a type 1 actuator is expected to be-
have in a similar way as the system with a type 0
actuator. From the above reasoning, we assume that
n = Qs 4+ Q1,204,205 are resonance frequencies and
n = Qs — Q1 = 1 is the anti-resonance frequency also
for a type 1 actuator.

On the other hand, the type 2 actuator has an
inherent energy-dissipative mechanism. Therefore,
it is possible that a control frequency to achieve
stability of the system with a type 2 actuator is
different from the stabilizing control frequency of the
system with parametric excitations. According to
previous researches with type 2 actuators, a control
frequency for stability is roughly n ~ 2Q;(Onoda
and Minesugi 1993,1996). Actions of the attachment
and detachment of the variable submember should
be performed, near the time when the value of the
product of displacement and velocity of structures is
0. However, the frequency of n = 2Q; is equal to a
resonance frequency of parametric excitations, which
means that the system excited with the frequency
2Q); may be unstable. Therefore, the antagonism
between this two opposite effects encountered in
type 2 actuators is worth to be investigated fur-
ther from the viewpoint of vibration cancelling.
Details of the investigation of this interesting ”stabil-
ity competition” will be discussed in the next section.

NUMERICAL SIMULATIONS

For investigations of the dynamic behavior of
the fully nonlinear system, the dimensionless equa-
tions were solved by means of numerical simulation
to obtain maximum steady state amplitudes of

displacements.  Three different software-packages
(ACSL-Advanced Continuous Simulation Language,
ACSL Math and MATLAB) were used for simu-
lation and output representation. This effective
combination of software provided a very fast, reliable
and convenient environment to perform extensive
parameter studies. An ACSL Math script controls
all procedures and arranges parameter sets for the
numerical simulation with the ACSL programs.
While the calculation of ACSL proceeds, the ACSL
Math script collects some values of variables from
the ACSL simulation and creates an indicator for
judging the degree of the stability of vibration.
By using the indicator of the vibration, the ACSL
Math script decides whether the vibration ampli-
tudes have reached steady state conditions or not.
When ACSL Math concludes that steady conditions
prevail, the maximum amplitudes of displacement
are retrieved from the time history. Otherwise, the
ACSL simulation is prolonged for a more accurate
simulation.
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Figure 5: Time histories of amplitudes z;. Top to
bottom: (a) without control, (b) type 0, (c) type 1,
(d) type 2 actuator. See Table 1 for model data.

The parameter set shown in Table 1 was used for
numerical simulations. In the case of M = 4.0, ny =
2.47, Figure 5 shows time histories of the displace-
ment z1 with the initial condition of z; = 29 = ;' =
29’ = 0.01. Figure 5(a) shows a time history without
any control or with unsuitable control. The increasing
vibration due to the self-excitation indicates that the
uncontrolled system with self-excitation is inherently
unstable, even though it has some damping elements.
Figure 5(b) shows a time history with a type 0 actu-
ator and vibration cancelling by the harmonic para-
metric excitation with the parameter n = 7y. 