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Abstract

In this article we discuss the limitations found in regular
programming language types when used in the context of
multi-paradigm modelling. By multi-paradigm, we mean
the combination of meta-modelling (i.e., modelling mod-
els), multi-formalism modelling, and multiple abstraction
levels. In particular, we propose the inclusion, in types, of
information about how time is represented and ultimately
simulated in each component of a system model. We also
discuss the relationship between formalisms and types, and
propose an architecture to implement these multi-paradigm
concepts. This architecture has been implemented in a tool
called AToM3 [7], which allows one to model different
parts of a system using different formalisms. Formalisms
are modelled at a meta-level and AToM3 uses the informa-
tion in these meta-models to automatically generate tools to
process (create, edit, check, and generate simulators for) the
models in the described formalism. Models can be automat-
ically converted between formalisms thanks to information
found in a Formalism Transformation Graph (FTG). The
transformations are described at a meta-level by means of
models in the graph-grammar formalism. Composite types
are described by constructing models in the Types formal-
ism which has also been modelled at a meta-level within
AToM3. Graph grammars are used to manipulate types. Ex-
amples of these manipulations include automatic genera-
tion of widgets to edit variables of the defined type, and
determining subtype/supertype relationships.
Keywords: Modelling & Simulation, Multi-Paradigm
Modelling, Automatic Code Generation, Graph Grammars,
Types.

1 Introduction

AToM3 is a visual Meta-Modelling tool which supports
modelling of complex systems. Complex systems are
characterized by components and aspects whose struc-
ture as well as behaviour cannot be described in a sin-
gle formalism. Examples of commonly used modelling
formalisms are Differential-Algebraic Equations (DAEs),
Bond Graphs, Petri Nets, DEVS, Entity-Relationship Di-

agrams, and Statecharts.
In multi-formalism modelling, each system component
and/or aspect represented is modelled using the most ap-
propriate formalism and supporting modelling/simulation
tool. To deal with this formalism heterogeneity, a single
formalism needs to be identified into which each of the
component models can be symbolically transformed [25].
Obviously, the system properties which we wish to investi-
gate must be invariant under the transformations. The for-
malism to transform to depends on the question to be an-
swered about the system. The Formalism Transformation
Graph (see Figure 1) suggests DEVS [27] as a universal
(bridging continuous-time and discrete-event worlds) com-
mon modelling formalism for simulation purposes (gener-
ating input/output trajectories). To answer symbolic ques-
tions, as when performing system verification, other target
formalisms are more appropriate.
In order to make the multi-formalism approach applica-
ble, we still have to solve the problem of interconnecting
a plethora of different tools, each designed for a particu-
lar formalism. We tackle this problem by means of meta-
modelling. Thus, using a higher layer of modelling, it is
possible to model the modelling formalisms themselves.
Using the information in these meta-layers, it is possible
to generate customized tools for models in the described
formalisms. The effort required to construct a tool for mod-
elling in a formalism tailored to particular applications thus
becomes minimal. Furthermore, explicitly modelling the
formalism yields insight into it. When the generated tools
use a common data structure to internally represent the
models, transformation between formalisms is reduced to
the transformation of these data structures. In AToM3, the
basic data structures are graphs so transformations may be
specified (modelled) in the graph grammar formalism.
In this article, in the context of multi-paradigm modelling,
we propose extending the types commonly used in pro-
gramming languages with information about how time is
represented. To our knowledge, there is no modelling and
simulation tool treating types in this way. Next, we point
out some similarities and analogies between formalisms and
types. We also show the implementation of these ideas in
AToM3. AToM3 has a meta-modelling layer in which dif-



ferent formalisms can be modelled. It is possible to model
the graphical representation of the relevant entities in these
models at the meta-level. From the meta-specification (of-
ten in the Entity Relationship formalism) of formalism F ,
AToM3 generates a tool to process models described in
F . Models are internally represented using Abstract Syntax
Graphs. In AToM3, types are also models, and are defined
by constructing a graph. The graph may contain strongly
connected components in case of recursive types.
Model manipulation is specified in graph-grammar [9]
models. Examples of such manipulations are:

� Given a model of a type, generating appropriate graph-
ical widgets to edit variables of the defined type.� Given two type models, determine if one is a sub-type
of the other.� Transform a model expressed in one formalism into a
behaviourally-equivalent model, possibly expressed in
another formalism.� Optimize a model, without formalism change. Exam-
ples of such optimizations are constant folding and
sorting of equations in the DAE formalism.� Express operational semantics (specification of simu-
lators).� Generate code from the model. For example, the
model represented in a standard simulation language
such as GPSS [6].

Graph grammars (similar to string grammars) are composed
of a list of rules, each of which has a left and a right
hand side. A graph rewriting system tries each rule in turn.
Whenever a matching is found between a left hand side and
a zone in the graph, this zone of the graph is substituted by
the right hand side of the rule. The graph rewriting system
stops when no more rules are applicable.
Although graph grammars have been used in very diverse
areas such as graphical editors, code optimization, com-
puter architecture, etc. [11], to our knowledge, they have
never been applied to formalism transformations nor to type
manipulations.

2 Multi-paradigm M&S

Computer Automated Multi-Paradigm Modelling is an
emerging field that addresses and integrates three orthog-
onal directions of research:

1. multi-formalism modelling, concerned with the cou-
pling of and transformation between models described
in different formalisms,

2. model abstraction, concerned with the relationship be-
tween models at different levels of abstraction, and

3. meta-modelling (models of models), concerned with
the description of classes of models, which allows for
formalism specification.

Multi-paradigm modelling explores the possible combina-
tions of these notions. It combines and relates formalisms,
generates maximally constrained domain- and problem-
specific formalisms, methods and tools, and verifies con-
sistency between multiple views. Because of the heteroge-
neous nature of embedded systems and the many imple-
mentation technologies, multi-paradigm modelling is a crit-
ical enabler for holistic design approaches (such as mecha-
tronics), to avoid overdesign, and to support system inte-
gration. Multi-paradigm techniques have been successfully
applied in the field of software architectures, control system
design, model integrated computing, and tool interoperabil-
ity.
Table 2 depicts the levels considered in our meta-modelling
approach.
Formalisms such as Entity-Relationship Diagrams are often
used for meta-modelling. To be able to fully specify mod-
elling formalisms, the meta-level formalism may have to
be extended with the ability to express constraints (limit-
ing the number of meaningful models). For example, when
modelling a Deterministic Finite Automaton, different tran-
sitions leaving a given state must have different labels.
This cannot be expressed within Entity-Relationship dia-
grams alone. Expressing constraints is most elegantly done
by adding a constraint language to the meta-modelling for-
malism. Whereas the meta-modelling formalism frequently
uses a graphical notation, constraints are concisely ex-
pressed in textual form. For this purpose, some systems [16]
(including ours) use the Object Constraint Language OCL
[21] used in UML. As AToM3 is implemented in the script-
ing language Python [23], arbitrary Python code can also
be used.
Our use of graph transformations allows to express model
behaviour and thus formalism semantics. These graph
transformations allow us to transform models between for-
malisms, optimize models, or describe basic simulators. For
example, we have implemented a simulator for block dia-
grams using graph grammars [4]. Another advantage of our
approach, is that we consider meta-levels; we don’t need
different tools to process different formalisms, as we can
model them at the meta-level.
Other approaches to interconnecting formalisms are Cat-
egory Theory [13], in which formalisms are cast as cate-
gories and their relationships as functors. See also [26] and
[20] for other approaches.
There are other visual tools to describe formalisms using
meta-modelling, among them DOME [8], Multigraph [24],
MetaEdit+ [19] or KOGGE [10]. Some of these allow one
to express formalism semantics by means of a textual lan-
guage (KOGGE for example uses a language similar to
Modula-2). Our approach is quite different, as we express
such semantics by means of graph grammar models. We
believe that graph-grammars are a natural, declarative, and
general way to express transformations. As graph gram-
mars are highly amenable to graphical representation, they
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Figure 1: Formalism Transformation Graph.

Level Description Example
Meta-Meta-Model Model that describes a for-

malism that will be used to de-
scribe other formalisms.

Description of Entity-
Relationship Diagrams, UML
class Diagrams

Meta-Model Model that describes a sim-
ulation formalism. Specified
under the rules of a certain
Meta-Meta-Model

Description of Determinis-
tic Finite Automata, Ordinary
differential equations (ODE)

Model Description of an object.
Specified under the rules of a
certain Meta-Model

f
���

x ����� sinx 	 f � 0 ��� 0 (in
the ODEs formalism)

Table 1: Meta-modelling levels.

are superior to a purely textual language. Also, none of the
tools consider the possibility of “translating” models be-
tween different formalisms.
Also, there are some languages and systems for graph-
grammar manipulation, such as PROGRES [22], GRACE
[15] and AGG [2]. All of them lack a meta-modelling layer.
Our approach is original in the sense that we combine the
advantages of meta-modelling (to avoid explicit program-
ming of customized tools) and graph transformation sys-
tems (to express a tool’s behaviour and formalism trans-
formation). Our main contribution is in the field of multi-
paradigm modelling [25], as we have a general means to
transform models between different formalisms.

3 Programming vs. Modelling Types

Programming languages usually do not include the notion
of time in types. However in simulation, state variables are

functions of time. For example, an Integer variable a is re-
ally a : TimeBase 
�� . In programming languages (as op-
posed to modelling languages), one is not interested in the
detailed evolution over time of variables, only in the se-
quence of changes. In a multi-formalism modelling envi-
ronment, having information about how a certain variable
may change with respect to time can be useful. In complex
systems, there may be components which are best modelled
using a discrete time formalism (the time base is isomor-
phic to � ), whereas for others, a continuous time formal-
ism (the time base is isomorphic to  ) is preferred. In the
first case, Integer variables should be expressed as the com-
posite type ��
�� whereas in the second case they should
be expresssed as �
�� . This has important implications,
mostly with respect to subtype relationships, as we will see
below.
In object-oriented programming languages, a type O � is a
subtype of type O if O � has the same components as O



and possibly more [1]. We denote such a relationship as
O ��� : O. The existence of such a relationship enables us
to perform operations on variables, such as replacement: if
O ��� : O, then it is allowed to replace any variable of type
O by a variable of type O � . For atomic types, this relation-
ship is postulated. As an example, usually one considers
Int � : Float, and allows assignments such as f := i with
typeo f � f ��� Float and typeo f � i ��� Int. The type system
must then convert the Int variable into a Float. When such
conversion is automatically performed by the system, it is
called coercion [3]. For some other cases, an explicit con-
version mechanism must be given.
Composite types are built using type constructors. Exam-
ples of such constructors are “ � ” to build tuples, “ � ” for
unions, and “ 
 ” for functions.
Using the above, suppose we want to model Integers in Dis-
crete and Continuous Time components. Using the 
 type
constructor, we end up with: � CT Int � :: ��� Float � 
!� Int �
and � DT Int � :: �"� Int �#
$� Int � . Where CT stands for Con-
tinuous Time and DT stands for Discrete Time.
The 
 operator is contravariant [1], that is, A 
 B � :
A �%
 B � iff A �&� : A and B � : B � . In our example, that
means that � CT Int �'� : � DT Int � . This relationship is
very useful, as it allows us to discover incorrect as-
signment between variables whose time-dependence dif-
fers. Using the derived sub-type relationship, the assign-
ment � DT Int � : �(� CT Int � would be allowed (coercion),
whereas � CT Int � : �)� DT Int � would not, an explicit type
casting is needed. This makes sense, as a Continuous Time
component will need information at time values which a
Discrete Time component does not even consider. Using the
programming language type � Int � for both continuous and
discrete components would not catch such a wrong assign-
ment. This is shown graphically in Figure 2, where we have
tried to connect different models (continuous and discrete
time) via � DT Int � and � CT Int � ports. Here, the semantics
of connections is given by replacing them by assignments
of the port variables. It can be seen that a causal connec-
tion from a Discrete Time System Specification component
(DTSS) to a Continuous Time component (an Ordinary Dif-
ferential Equation model, ODE) is not allowed. Therefore
an intermediate module such as an interpolator would be
needed to provide information about the variable at instants
of time which the DTSS module does not provide. In the
example in Figure 2 the interpolator would be a zero order
hold. In this way, this interpolator would provide the mech-
anism for performing an “explicit casting” between those
types.
The � Int � type could also be used to store values for time
independent variables (constants). The type must automat-
ically be promoted to � CT Int � or � DT Int � . The reason is
easily seen in the following example: consider the expres-
sion (in a continuous time formalism) a � t � : � 2 * b � t � . The
types are � CT Int � : �)� Int �+*�� CT Int � , therefore we need
to coerce � Int � into � CT Int � to be able to sum them (us-
ing the Continuous Time add operator * CT : � CT Int �&�

ODE

ODE DTSSCT_int

CT_int
Interpolator

DT_int

DT_int

DTSSODE

DTSS

time: Ν

Νport:

DT_int

time: R

CT_int

CT_int

Νport:

CT_int

DT_int

DT_int

Figure 2: Valid and invalid model connections

� CT Int �&
,� CT Int � ) . Similarly for a discrete time for-
malism.

3.1 Formalisms vs. Types

We use composite types as a means to structure data. One
interpretation of a type is the set of all possible values a
variable of that type can take. On the other hand, using a
formalism to build a model imposes certain syntactic rules,
in a way similar to a type. As such, a formalism describes
the set of all legal models in the formalism. Note also the
close relationship between (the syntactic part of) a formal-
ism and a modelling language. This indicates how input
(syntax analysis) and output of models in a standard syn-
tax such as XML could be automated on a formalism meta-
model. A formalism, as opposed to a type, also includes
semantics (in particular would be desirable execution se-
mantics).
In multi-paradigm modelling, the equivalent of coercion
and explicit type conversions in Types would be desirable.
For this purpose, we need structural comparison between
formalisms. In a multi-paradigm environment, this is possi-
ble, as the paradigms themselves have been modelled using
a meta-meta-language (Entity-Relationship in our case).
If we define formalism inheritance in the usual way, as syn-
tactic concatenation with latest-overrides semantics 1, then
it is easy to find sub-formalism relationships. For example,
consider the Non-Deterministic Finite Automaton (NFA)
formalism. For models in this formalism, we allow defi-
nition of states and transitions, and connections between
them. We could define the Deterministic Finite Automata
(DFA) as a refinement (through inheritance) of the NFA for-
malism, in which we add the constraint that transitions de-
parting from the same state must have different conditions.
Figure 3 shows this refinement. On the upper part, the NFA
meta-model is expressed as an Entity-Relationship diagram
extended with OCL constraints. The latter are represented

1Note how the semantics of inheritance within a formalism can be
modelled in AToM3 by means of a graph-grammar model
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Figure 3: Defining the DFA formalism through extension of
the NFA formalism

as rounded rectangles. Local constraints are connected to
the entity which they constrain. Global constraints appear
unconnected. In the lower part of the figure, the DFA meta-
model is defined by inheriting from the NFA meta-model.
Inherited elements are shown in lighter color. We should
not allow removing inherited elements, but we allow its re-
finement. We also permit adding new elements to the meta-
model.
Adding constraints to meta-models reduces the set of al-
lowed models: exactly the meaning of sub-type. Defining
NFAs and DFAs in this way, we have that DFA � : NFA
and we automatically allow assignments such as � NFA � : �
� DFA � , whereas we reject � DFA � : �-� NFA � . For the latter
case we need an explicit type conversion, or more properly,
a formalism transformation. We can find out whether such
a transformation exists from the Formalism Transformation
Graph. We express the actual transformation by means of a
graph-grammar model.

4 AToM3: an overview

AToM3 is a tool written in Python [23] which uses and im-
plements the concepts presented above. Its architecture is
shown in Figures 4 and 5. In both figures, models are rep-
resented as white boxes, having on their upper-right corner
an indication of the meta-...model they were specified with.
It can be seen that in the case of a graph-grammar model, to
convert a model in formalism Fsource to Fdest , it is necessary
to use the meta-models of both Fsource and Fdest together
with the meta-model of graph-grammars.
The main component of AToM3 is the kernel, which is re-
sponsible for loading, saving, creating and manipulating
models (at any meta-level, via the Graph-Rewriting Mod-
ule), as well as for generating code for customized tools.

Both Meta-models and meta-meta-models can be loaded
into AToM3 as shown in Figure 4. The first kind of mod-
els allows constructing valid models in a certain formalism,
the second are used to describe the formalisms themselves.
The Entity-Relationship formalism extended with con-
straints is available at the meta-meta-level. Constraints can
be specified as OCL or Python expressions, and the de-
signer must specify when (pre- or post- and on which event)
the condition must be evaluated. Events can be semantic
(such as editing an attribute, connecting two entities, etc.)
or graphical (such as dragging, dropping, etc.)
When modelling at the meta-meta-level, the entities which
may appear in a model must be specified together with their
attributes. We will refer to this as the semantic information.
For example, to define the Petri Net Formalism, it is nec-
essary to define both Places and Transitions. Furthermore,
for Places we need to add the attribute name and number of
tokens. For Transitions, we need to specify the name.
In general, in AToM3 we have two kinds of attributes: regu-
lar and generative. Regular attributes are used to identify
characteristics of the current entity. Generative attributes
are used to generate new attributes at a lower meta-level.
The generated attributes may be generative in their own
right. Both types of attributes may contain data or code for
pre- and post-conditions. Only meta-meta-level entities are
provided with generative attributes.
The meta-meta-information is used by the kernel to gener-
ate a meta-model, which, when loaded by the kernel, allows
the processing of models in the defined formalism.
In the meta-model, it is also possible to specify the graphi-
cal appearance of each entity in the lower meta-level. This
appearance is, in fact, a special kind of generative attribute.
For example, for Petri Nets, we can choose to represent
Places as circles with the number of tokens inside the circle
and the name beside it, and Transitions as thin rectangles
with the name beside them. That is, we can specify how
some semantic attributes are displayed graphically. Con-
straints can also be associated with the graphical entities.
Each graphical form, part of the graphical entity, can be
referenced by an automatically generated name which has
methods to change its color, or hide it.
The left side of Figure 6 shows AToM3 being used to de-
scribe the Petri Net formalism in the Entity-Relationship
formalism. Entity and relationships can be edited. This in-
cludes editing semantic attributes as well as graphical ap-
pearance (and the link between both).
The right side of Figure 6 shows AToM3 loaded with the
meta-model for processing Petri-Net models, generated au-
tomatically from the previous description and in use for
editing a Petri Net model of a producer-consumer process.
For the implementation of the Graph Rewriting Processor,
we have used an improvement of the algorithm given in [9],
in which we allow non-connected graphs in LHS’s in rules.
It is also possible to define a sequence of graph-grammars
that have to be applied to the model. This is useful, for ex-
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ample, to couple grammars to convert a model into another
formalism, and to then apply an optimization. Controlling
the execution of the rules (stopping after each rule execu-
tion or continuous execution) is also possible. As the LHS
of a rule can match different subgraphs of the host graph,
we can also control whether the rule must be applied in all
the subgraphs (if disjoint), if the user can choose one of
the matching subgraphs interactively, or the system chooses
a random one. As in grammars for formalism transforma-
tions we have a mixing of entities belonging to different for-
malisms, it must be possible to open several meta-models
at the same time (see Figure 5). Obviously, the constraints
of the individual formalism meta-models are meaningless
when entities in different formalisms are present in a single
model. Such a model may come to exist during the inter-
mediate stages of graph grammar evaluation when trans-
forming a model from one formalism into another. It is thus
necessary to disable evaluation of constraints during graph
grammar processing (i.e, all models are reduced to Abstract
Syntax Graphs).

5 Defining and manipulating Types

AToM3 has a number of basic types, such as Strings, In-
tegers, and Floats. Each type in AToM3 has an associated

Python class, which is responsible for creating a widget to
edit its value, checking the validity of its value, making the
variable persistent, etc.
It is also possible to define composite types. Following
the tool’s philosophy, composite types are models, which
have a meta-model in their own right (the “Types” formal-
ism). Thus, types are defined as graphs, as described in [3].
Type models have a Root node, which is labeled with the
type’s name. From the Root node, Operator nodes can be
connected. The Operator type can be either Product (to
build tuples), Union or Function. Operator nodes can be
connected to other Operator nodes, to the Root node or
to LeafType nodes. We allow recursive types, with back-
wards connecions. The LeafType node type can be any valid
type (basic or composite) in the current AToM3 session.
LeafType nodes cannot have any outgoing connection, thus,
these kind of nodes are the graph leaves. LeafType nodes
may have associated a constraint to restrict the type value.
This is useful for example if we try to define subranges of a
type.
A tool for processing types was generated automatically
from this meta-description and then incorporated into the
AToM3 core. Consequently, types may be loaded, saved and
manipulated as any other model. The meta-level has been
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constrained to avoid closed, infinite recursion in the type
definition. A cyclic type graph is valid if there exists at least
one Union Operator node in a cycle and at least one Union
Operator node in the cycle reaches terminal nodes. When
checking terminal nodes’ reachability from a Product Op-
erator node, one has to check all the outgoing connections
(all must end up in a terminal node).
Figure 7 shows a valid type graph (a list of Strings with
at least one element) and an invalid recursive type. The lat-
ter is invalid, as from the Union node one cannot reach a
terminal node (from both Product nodes one should reach
terminal nodes from all the outgoing connections, which is
not the case).
Once a model for the type has been built, AToM3 gener-
ates a widget to edit variables of that type. Furthermore, the
type’s model is used for type-checking. As has been men-
tioned, model manipulation is expressed by means of graph
grammars. Thus, code generation for type models has been
implemented as a graph grammar. Another graph grammar
has been defined to find subtype relationships between type

models.
The graph grammar for Python code generation for types
is composed of an initial action and three rules. The initial
action adds a 2-element tuple to each node. Its first element
is a flag which indicates whether the code for the node has
been generated yet, the second one holds the name of the
generated Python class.
LeafType nodes do not need their code to be generated, as
they pre-exist in the system or they are composite types
whose code has been generated before. For this kind of
nodes this tuple is set to � 1 ./� name 0 o f 0 class 12� For Op-
erator nodes, the slot is set to � 0 ./� given 0 name 12� , where
� given 0 name 1 is a unique name asigned to each Opera-
tor node by the initialization routine. For the root Node, the
tuple value is set to � 1 .3� type 0 name 12� .
Each one of the three rules recognizes different situations
in the type graph, the order in which they are applied does
not matter in our case. They are:

� The first rule is applied if a Product Operator is found,
and the first element of the auxiliary tuple has a value
of 0. When the rule is executed, this value is changed
to 1, and the code is actually generated.� The second and third rules are similar to the first, but
search for Union Operator and Root nodes, and the
code generation routines are different.

6 Conclusions and future work

In this paper we have discussed the advantages of including
time information in types in multi-formalism modelling.
When such information is not present (such as when using
regular programming languages types), some wrong assign-
ments may remain undiscovered during syntactic checks
of the model. Note how this also indicates that multi-



formalism modelling languages should allow explicit rep-
resentation of the time base. In Modelica [12], model anno-
tations are currently used, which is not a general solution.
We have also discussed the similarities between types and
formalisms, and have drawn some analogies, with respect
to coercion, and between explicit type conversions and for-
malism transformations.
We have also presented AToM3, a meta-modelling tool that
is able to generate customized, formalism-specific tools. As
models are stored in the form of graphs, AToM3 can manip-
ulate them using graph-grammars. Types are also treated as
models, and have their own meta-model (“Types” formal-
ism). This adds flexibility, as type manipulation can be ex-
pressed by means of graph grammar models.
The use of a model (in the form of a graph grammar) of
graph transformations has some advantages over an implicit
representation (embedding the transformation computation
in a program) [5]:
� It is an abstract, declarative, high level representation.

It can be used to reason about the transformation in a
declarative fashion. It is expected inheritance will sim-
plify management of many similar transformations.� The theoretical foundations of graph rewriting sys-
tems can assist in proving correctness and convergence
properties of the transformation tool.

On the other hand, the use of graph grammars is constrained
by efficiency. In the most general case, subgraph isomor-
phism testing is NP-complete. However, the use of small
subgraphs on the left hand side of graph grammar rules, as
well as using node labels and edge labels greatly reduce the
search space.
The advantages of our code-generating approach are also
clear: instead of building a whole application from scratch,
it is only necessary to specify –in a graphical manner– the
kinds of models we will deal with. Our approach is also
highly applicable if we want to work with a slight vari-
ation of some formalism, where we only have to specify
the meta-model for the new formalism and a tranformation
(or a sequence of transformations found as a path in the
Formalism Transformation Graph) into a “known” formal-
ism (one that already has a simulator available, for exam-
ple). We then obtain a modelling tool for the new formal-
ism, and are able to convert models in this formalism into
the other for further processing. A side effect of this code-
generating approach is that some parts of the tool have been
bootstrapped. An example of this is the dialog to specify
composite types: the meta-model for this graph has been
specified with AToM3, and subsequently Python code was
automatically generated.
We are currently able to describe the dynamic semantics of
some formalisms using graph grammars, and thus generate
simulators for these formalisms.
In the future, we plan to extend the tool in several ways:

� Describing another meta-meta-model in terms of

the current one (the Entity-Relationship meta-meta-
model) is also possible. In particular, we are currently
describing UML class diagrams. For this purpose, re-
lationships between classes such as inheritance are
modelled described. Thanks to our meta-modelling ap-
proach, we will be able to describe different subclass-
ing semantics and their relationship with subtyping
[1]. Furthermore, as the semantics of inheritance will
be described at the meta-level, code can be generated
in non-object-oriented languages.� Extending the tool to allow collaborative modelling:
for this purpose, we are working on putting the APIs
for constructing graphical interfaces in Java (Swing)
and Python (Tkinter) at the same level. These devel-
opments, together with the possibility of using Python
on top of the Java Virtual Machine (e.g., by means of
Jython [18]), will allow us to make our tool in applet
form accessible through a web browser. This possibil-
ity as well as the need to exchange and re-use (meta-
. . . ) models raises the issue of formats for model ex-
change. A viable candidate format is XML.
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ABSTRACT

We are working on a computer science environment
achieving four functionalities: one certification of electronic
transactions through a third certificate party, the secured
storage through a third archive party, a toolset for
information researching and tracking of the different
transactions.

A such storage system sets performance problems, notably
in term of answer time (reactivity). In this article we
propose a system for reactivity analysis of an architecture
based on Public Key Infrastructure.

To evaluate and improve the reactivity, it is therefore
important to elaborate an indicators performance system
adapted to reactivity.

1. INTRODUCTION

Since the French law n°2000-230 in date of march 13th ,
2000 relative to electronic signature (JO of march 14th,
2000, p. 3968), the storage support of the proof is not
necessarily a paper support, but also an electronic support.
This support answers to fidelity and perenity features
explained by the Civil Code, as well as future requirements
of proof integrity and attribution. It is why, in response to
storage documentation problem and economic profitability,
the professionals will now have access to other methods as
Electronic Document Storage (EDS) (Comité Ialta 1998,
Sénat 1999, CSO experts comptables 2000, Piette-Coudol
2000).

The substitution to traditional physical supports or the use
of electronic origin documents in a such solution involves,
principally when the projects have a vocation for a legal
storage, the respect of some recommendations as those
contained in the electronic storage guide and AFNOR norm
NF Z42-013.

We are working in the context of a computer science
environment achieving four functionalities: one certification
of electronic transaction through a third certificate party, the
secured storage through a third archive party, a tool for
information researching and tracking of the different
transactions.

According to the exchanges complexity in the context of a
such system, an analyze tool for real time performances has
to be developed. It is what we propose in the purpose of this
article.

2. The storage and certification system

We are working on a document storage and certification
system, based on the principles of secured electronic
communication. This system answers particularly to
recommendations published in the French decree no 2001-
272 in date of march 30th, 2001, in application to the Civil
Code article 1316-4 relative to electronic signature.

The legal document storage differs from classical electronic
document storage (EDS). Indeed, the difficulty come from
the fact that the system has to answer to both legal
constraints and professional needs in terms of system
response time, and absolute protection of documents
integrity and confidentiality.

The third storage party will include in its services the
elementary concepts of signed documents creation
(including cryptography, signature appending, and creation
of a unique print), and storage of them. The EDS has to
intrinsically offer a solution to secured data storage.

The combination of cryptography and physic protection of
storage documents does not offer sufficient integrity
guarantees regarding to the law. This storage system allows
to guarantee both integrity of legal documents, and required
Quality of Service (QoS), in terms of storage speed and
documents consultation.

The general structure of this system is the following one :



Figure 1: Scheme of storage system

This scheme involves three main physical entities: the
customer, or user of the system ; the third certificate part, in
charge of delivery and guarantee a certificate to the user ;
the third storage party, in charge of conservation, and
eventually delivery of storage documents.

The third archive party, according to the law, has to store in
a secured manner all storage documents. A complex
computer system is involved at this level. Different
technological points have in that case to be solved, related to
the arrangement, storage security, availability and working
order guarantee of the system.

3. PERFORMANCE

A chain of storage as we described previously sets
performance problems, notably in term of answer time.

In order to evaluate and improve reactivity of this system, it
is therefore important to elaborate a performance indicators
system fit to reactivity.

The development of a such system comes up against four
difficulties:
– find some applicable indicators for reactivity is not a
trivial task, because it is global and qualitative;
– use a formalism able to manipulate qualitative data,
bounded to an expert appraisement;
– use a graphic representation that allows the person
responsible for the system to understand easily, to visualize
globally and quickly the reactivity of the system on which
he acts (criteria of cognitive ergonomics);
– to permit comparisons in time and space.

3.1. Performance indicators

The performance indicator “measures the efficiency of all or
a part […] of a system (real or simulated), in relation with a
norm, a workplan or an objective, determined and accepted
in the setting of a enterprise strategy ” (AFGI 1992, Haurat
1998).

On a more general way, we can define the indicator of
performance like all synthetic information (that underwent a
treatment) on results of the target system transmitted to the
level of management system. A performance indicator is
designed and measured in order to inform the action model
and allows him to start adapted processes: stabilization,
improvement, etc.

3.2. Typologies

There are at least two different typologies for performance
indicators. The first concerns the nature of the performance,
the second the actions caused by these indicators.

3.2.1. Typology according to the nature of the performance
Used by nearly all enterprise actors, indicators of
performance appears under very varied shapes. Simplifying,
we can say that they can be quantitative, if they are
expressed with the help of physical units (number of pieces
produced per year, for example) or accountants (yearly
business number, for example), or qualitative (quality of the
aspect and the touch of a cloth, for example). They can be
cardinal, that to be-to-say expressed by a number (x
kilograms, for example.), or ordinal, expressed by a pre-
order relation (more that, less that, at least, as much that).
They can be connected to measurements of capacity,
efficiency result or efficiency.

3.2.2 Typology according to the action caused by the
indicator
The indicator of performance can also be an indicator of
result or follow-up indicator.

In the first case, the indicator measures an effect for a given
action. It is a measure a posteriori, a report. If this measure
is intended for an upper decision level that exercises a
routine hierarchical control (the indicator is compared to a
defined objective as a norm, and the decision is achieved
without dialogue with the one that produces the measure),
we speaks then of reporting indicator. If there is dialogue,
that is common interpretation of the indicator, we speak
then of management indicator (Lorino 1997; Berah 2000).

TC (third certificate) 

Identity +  
public key 

CARL (Control and Authentification of 
Revocation List) 

Sender TA (third archive) 

Document to store + 
signatures + 



The indicator of follow-up (or process indicator), follows
all the actions sequence associated to an objective
realization. It allows to a local decision-maker to react
(corrective action) before the final result is achieved
(Lorino1997).

The only setting up of independent performance indicators
doesn't necessarily bring to measure a global performance
of the system. For that, it is necessary to design and run a
performance indicators system.

3.3. Performance indicators system

3.3.1. Definition
Indicators of performance have be established coherency
with the global objective of the system. This objective is
often expressed in very general way, using a linguistic,
qualitative expression (the case of reactivity, for example).
For that, in every enterprise, it is necessary to find the
significant indicators contributing to the global
performance, and then determine relations between global
objective and significant indicators. This action materializes
by setting up a system of performance indicators, in which
one first defines an indicator that corresponds to the global
performance expected for the target system, then of
relations putting in consistency several meaningful
indicators.

A performance indicators system can be defined as being an
applicable indicator whole in relation to an objective, an

action and coherent between them. This system evolves
during the time, when change objectives and actions.

In a performance indicators system, the different indicatory
are joined between them to help:
– for vertical relations, active of most global to most
detailed;
– for horizontal relations, describing causalities or
interrelationships in the same way between indicators level.

3.3.2. Developent
To elaborate a system of indicators, several stages are
necessary:
– to define a global objective of reference in local
objectives;
– to associate indicators of performance to objectives,
global and local;
– to measure these local indicators with the help of the
system of information;
– to synthesize the local indicators to measure the global
performance of the system.

In the same way to the third stage, the choice of a formalism
to express indicators and the indicators system must be
made.

3.3.3. Indicators system for reactivity
The indicators system for the global measure of the system
reactivity is described by the figure 2.
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Figure 2: Reactivity: objective – indicators (Filipas 2001)

This figure presents the arborescent shape of the indicator
system and its stages of development.

4. REACTIVITY DEFINITION

The reactivity of a system represents its capacity to perceive
events, signs of the change of its external or internal
environment (acuity), “to act in useful time, while using to

best flexibility of which it arranges” (Neubert 1997), and to
assure the fluidity of its processes. Reactivity represents a
shape of system behaviour efficiency.

The acuity concerns the quantitative and qualitative
variations of the demand; flexibility, resources of the system
and fluidity, the configuration and the speed of out-flow of
information.



4.1. Properties of reactivity

We retail the way of which this performance must fear
himself of way more detailed and more concrete.

4.1.1. A qualitative performance
We propose a particular approach of reactivity like a
qualitative performance that is appreciate on relative way.

It is appreciated in relation to a temporal referential given
by the system external environment. A measure of reactivity
in absolute time, while using units of measure of the
physical time, don't mean big thing if it is about comparing
the respective reactivity of several systems. It is necessary
to always appreciate reactivity to the look of the system that
produces the referential: this system is component of the
external environment of the system (for example the
customer).

The reactivity is appreciated as relatively to the degree of
flexibility of the component of the considered system,
therefore of a structural property.

4.1.2. A performance associated to system environment
uncertainty
Reactivity is a property that becomes crucial when a system
must face the uncertain events, of which at least the content,
the date or effects cannot be anticipated. These events can
have some negative consequences, if it is about “of risks”
susceptible “to make a degraded working pass the system of
a good working state” (Neubert 1997). They can have some
positive consequences, if it is about opportunities to seize,
for example, a new body of profession wanting to archive
documents, a new idea of improvement for a system
responsible.

According to us, three performances contribute to
reactivity: the acuity, flexibility, fluidity.

4.2. The acuity

The acuity designates behaviour capacity of a piloting
system to discern the least variations, quantitative or
qualitative, of its external environment.

We can approach this performance while measuring the
number of relative measures to variations of state of the
external environment of a system so that this one detects a
tendency and acted. Concerning the infrastructure to public
key, these variations concern the fluctuations of the
demand, but as its qualitative changes (for example, interest
of consumers for a new product launched by the
competition, introducing a strong authentification).

The acuity is measured in entrance of the system (figure 3).
It designates the delay between the beginning of perception
of a need and the beginning of the card production
(equation (1)). An enterprise must answer in the briefest
delay to a customer's needs. It is as the time of reaction that
exists between the moment or the demand has felt, and the

moment where the enterprise takes conscience of the
existence of this demand.
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Figure 3: The acuity

ps TTA −= (1)
with:
– A , system acuity;
– Tp, perception time of demand changing;
– Ts, card production start time;

4.3. Flexibility

Very numerous works, emanating varied disciplines, tried to
define what is flexibility. We define the flexibility of the
following way however:

Flexibility designates the capacity of components of the
system to absorb some quantitative or qualitative changes.
Components took in account can be resources or processes.

Most authors agree to distinguish the static flexibility of the
dynamic flexibility. In the first case, resources are over-
dimensioning. The static flexibility is a matter for the
existence of a potential of resources and concern the
capacity of reaction of a piloting system facing an evolution
unforeseeable of the environment. It is a flexibility
“instantaneous, potential and present at all times” (Neubert
1997). The dynamic flexibility represents the capacity of the
system to react continuously in the time to the uncertain
variations of the environment. It supposes a qualitative
adaptation capacity: to reorganize the structure of the
system, to facilitate cooperation, etc.

Authors also agree to consider the flexibility of processes,
and no only of resources. A supple process can either be
shortened reversible. In the last case, It is possible to
reiterate to least cost on the previous stages when a problem
appears (reversibility in relation to the past, for example:
development of a software). One can generate a big number
of possible future states (reversibility in relation to the
future, for example: re-write a software).

The content of the first two indicators of reactivity (the
acuity and flexibility) having been specified, it now agrees
to specify the last of them: fluidity.



4.4. Fluidity

Of all contributively factors of reactivity, fluidity is simplest
to define and to measure. It is about measuring, within the
system, the speed of out-flow of the informational flow.

One designates by fluidity the capacity of a system to assure
the out-flow of information flow without stop or slowing.

When we try to measure the fluidity of a computer system,
it is about, for an i card given, to use a ratio of type:

i

ACAEALE
i TC

TTT
f

    ++
=  ,  i∈{1, n}

with:
– fi, fluidity associated to an i map ;
– TALE necessary time for local authority of registration to
collect the information of demand of obtaining of an i
certificate;
– TAE necessary time for the authority of registration to
collect the demand of an i map from the agency of
registration, to analyse it, to adjust it and to take a decision;
– TACj, necessary time for the authority of certification to
take a decision (acceptance or refusal) relative to the
request made by a customer;
– TCi, total cycle time (or delay between the demand of the
map and the end of his/her/its manufacture) of i. (knowing
that for a legal problem, the third certificate cannot keep the
key deprived more than one hour).

5. SUMMARY AND CONCLUSIONS

In this article we proposed a system of reactivity analysis
for an architecture to public key.

We first of all defined an performance indicator like all
synthetic information on results of the system targets
ascents at the level of the piloting system. It was necessary
to find indicators then to the three performances that
contribute to reactivity: the acuity, flexibility and fluidity;

– the acuity has been measured from the delay that flows
out before the system of piloting doesn't modify his/her/its
model of demand;
– flexibility is the capacity of the system to react
continuously in the time to the uncertain variations of the
environment. It is about reorganizing the structure of the
system, to facilitate cooperation, etc.;
– fluidity has been measured from necessary times for every
authority of certification to take one decision with regard to
the electronic map.

We also presented a methodology of development of an
indicator system for reactivity. This system must be
integrated in the system of assessment of the architecture to
public key.
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ABSTRACT 
 
In order to study the hydrologic behavior of a 
watershed we have performed different kinds of 
simulation.  
In a first step, we have developed an original approach 
based on object oriented modeling and simulation. So 
we have proposed a simulation architecture, a software 
has been realized and good results has been obtained. 
This approach is deterministic and so we need to know 
with accuracy the behavior of the watershed, that is to 
say the physical parameters of the system. 
Unfortunately, in the case of study of natural systems 
these parameters are not always available. 
So, we have chosen to use Artificial Neural Networks 
(ANNs) for their learning features that seem to be 
particularly adapted to our problem. We have studied 
different types of networks in order to find the more 
suitable for the study of natural systems and we have 
selected the following : back propagation, RCC, Radial 
Basis. We have performed experiments on real data 
and some results are presented in this paper. 
 
INTRODUCTION 
 
The paper is organized as follows: 
In Section 1, we present some general notions 
concerning watersheds and the problems arisen from 
the modeling and the simulation of the hydrologic 
behavior of a watershed. Section 2 presents the two 
facets of our approach, the Object Oriented Modeling 
and Simulation concepts and the Artificial Neural 
Networks concepts. The section 3 explains our 
experimentation and we give in the section 4 the results 
we obtained. Finally, in section 5, we present the 
current status of our work as well as its limitations and 
our future investigations. 
 
BEHAVIOR OF A WATERSHED 
 
We present, in this section, some notions concerning 
watersheds and problems which are set up by the 
modeling and the simulation of the hydrologic behavior 
of a watershed. 

 
Figure 1 gives a representation of a watershed : a 
watershed is a geographic space which receives 
precipitation and restores a part of these precipitation in 
the form of discharges at a single point (for instance a 
river). 
 

C River A
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Figure 1 : Watershed Representation 

 
The study of the hydrologic behavior of a watershed 
can be realized for the following reasons: 
• understanding the behavior of the system in order to 

forecast a river discharge according to the observed 
precipitation on the watershed, 

• obtaining estimates of average performance measures 
in order to assist the management of an hydraulic 
barrage built on the river belonging to the watershed. 

Generally, watersheds have important surfaces. This 
often explains that they have diversified landscapes 
(such as mountains, plains) with different altitudes, 
vegetation. This diversity involves, depending on the 
watershed places, different hydrologic behaviors. 
 
The Spectral Analysis (Dautray and Lions 1993) has 
allowed to model the hydrologic behavior of a 
watershed. This approach basically consists in 
representing the behavior of a natural system using 
mathematical and physical laws. The watershed is 
considered globally, without integrating its complexity. 
Besides, the simulation model realized from the 
Spectral Analysis, does not take into account some 
kinds of phenomena, such as the influence of the snow; 
this one is merged with the rain, and this is not justified 
because the snow is transformed in water according to 
the temperature (this transformation is not 
instantaneous). 
In order to study the hydrologic behavior of a 
watershed, and faced with this type of limits, we have 
chosen to develop an original approach based on an 
hybrid model integrating object oriented simulation 
and neural networks simulation. 
 



SIMULATION METHODOLOGIES 
 
In this section we present the simulation methodologies 
used to define our models of the watershed. We have in 
a first time developed an original approach based on 
object oriented modeling and simulation ; but this 
deterministic approach needs to know with accuracy 
the behavior of the system, and this behavior is not 
always available. Because of this limits, we have 
chosen to direct our researches in the ANNs domain. 
 
Object Oriented Modeling and Simulation 
 
In this paragraph, we briefly present our object oriented 
modeling and simulation approach (Delhom et al. 1995, 
Delhom et al. 1997). The originality of our approach is 
: 
• to use three types of hierarchies (abstraction 

hierarchy, description hierarchy and time 
hierarchy) in order to model the studied system; 
this kind of modeling allows to take into account 
the complexity of the real system; 

• to use the Object Oriented Programming concepts 
(Meyer 1988)] in order to implement and simulate 
the studied system, and then to easily take into 
account any modifications.  

 
In order to take into account the complexity of a 
system, it is often necessary to use different types of 
hierarchies. We have defined three important types of 
hierarchies : the description hierarchy, the abstraction 
hierarchy and the time hierarchy. The definitions of 
these hierarchies are based on different works: 
• The C. Oussalah's work (Oussalah 1988) which 

introduces the abstraction hierarchy and views 
notions. 

• The B.P. Zeigler's work which proposes the 
DEVS formalism (Zeigler 1976, Zeigler 1984) 
have been used to define the description 
hierarchy. 

• The J. Euzena's work which proposes the notion 
of granularity (Euzenat 1994) has allowed us to 
define a time hierarchy. 

 
The integration of these concepts has allowed us to 
define a simulator architecture. Besides, a simulation 
software has been realized. Particularly, it allows to 
process independently the modeling and the simulation 
parts. So, this makes easier the definition and the 
modification of the model. Owing to this explicit 
separation between the modeling and the simulation 
aspects, several models can be implemented and 
studied without any modification of the simulation 
software. 
 
Neural Networks Paradigm 
 
This section concerns a presentation of the Artificial 
Neural Networks Paradigm. Actually, in the case of the 
study of natural systems, our modeling and simulation 
approach presents some limits. So we have chosen to 

complete our approach with the use of the Neural 
Networks Paradigm. 
In the first part we present basics of Neural Networks. 
Then, we present networks which are particularly 
adapted to the simulation of natural systems.  
 
Basic Idea 
A neural network is a computational method inspired 
by studies of the brain and nervous systems in 
biological organisms (Rosenblatt 1962). 
A neural network is composed of interconnected 
processing elements (neurons) working in unison to 
solve a specific problem. In (Hecht-Nielsen 1989), R. 
Hecht-Nielsen gives the following definition of a 
neural network : a computing system made up of a 
number of simple, highly interconnected processing 
elements, which process information by their dynamic 
state response to external input.  
Neural networks are organized in layers; these layers 
are made up of a number of interconnected nodes 
which contain an activation function. Patterns are 
presented to the network via the input layer, which 
communicates to hidden layers where the processing is 
done using weighted connections. Then, the hidden 
layers transmit the answer to the output layer (see 
figure 2). 
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Figure 2 : Organization of a Neural Network 

 
Algorithms 
 
We present here the basics of the algorithm we used, 
the famous Back-Propagation algorithm (Jodouin 
1994), the Recurrent Cascade Correlation algorithm 
(Fahlman and Lebiere 1990) and Radial Basis 
Functions networks (Orr 1996). 
 
♦ Back propagation 
A pattern ( a couple of input values and output values) 
from the training data set is chosen randomly. The 
input pattern is presented to the network at the input 
layer by assigning each value of the pattern to one 
input neuron. Inputs are then propagated by the 
network until they reach output layer. I.e., for each 
neuron an activation ai is computed : 

ai = F(Σj OjWij) where 
Oj is the output of neuron j on the precedent 

layer,  
Wij is the weight of the connection from 

neuron j to neuron i. 



F is the transfer function (activation 
function) of the neuron i (usually the 
Sigmoid function f(x)  = 1/(1+e-x)). 

The output pattern that the network produces for each 
input pattern is compared to the expected value pattern. 
An error value is computed as follows : 

E = Σi (Oi - Ti)2 where 
E : is the error value that corresponds to the 

pattern presented to the network, 
Oi is the output value of neuron i on the 

output layer, 
Ti is the i'th value on the target output. 

If the error value is not near zero, weights of the 
connections have to be changed in order to reduce this 
error. Each weight is either increased by some fraction 
or decreased back-propagating the computed error. The 
mathematical formula used by this algorithm is known 
as the Delta rule : 

∆Wij = η δi Oj where 
∆Wij is the amount by which the weight Wij 

should change correspondingly to training 
pattern pair 

η is the learning rate 
δi is the error on the output of unit i on layer. 

The computation of it's value depends on 
the type of the neuron. If the neuron is an 
output unit then the error is : δi = F’(ai) 
(Ti - Oi) else (the neuron is an hidden 
neuron ), δi = F’(ai) Σk δkWik where 
neurons k are the successors of neuron i. 

 
♦ Recurrent Cascade Correlation 
Recurrent Cascade-Correlation (RCC) is a recurrent 
version of Cascade-Correlation and can be used to train 
recurrent neural nets .  
Recurrent nets have some features that distinguish 
them from normal neural networks. For example they 
can be used to represent time implicitly rather than 
explicitly. 
One of the most commonly known architectures of 
recurrent neural nets is the Elman (Elman 1990) model, 
which assumes that the network operates in discrete 
time steps. The outputs of the network's hidden units at 
a t time are fed back for use as additional network 
inputs at time t+1. To store the outputs of the hidden 
units Elman introduced context units, which represent a 
kind of short-term memory. To integrate the Elman 
model into the cascade architecture some changes are 
necessary: The hidden units' values are no longer fed 
back to all other hidden units. Instead every hidden unit 
has only one self recurrent link. This self recurrent link 
is trained along with the candidate unit's other input 
weights to maximize the correlation. When the 
candidate unit is added to the active network as hidden 
unit, the recurrent link is frozen with all other links.  
 
♦ Radial Basis Functions 
The principle of radial basis functions derives from the 
theory of functional interpolation. A function f is 
approximated with a linear combination of radial 
functions. 
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The method of radial basis functions can easily be 
represented by a three layers feed-forward neural 
network : an input layer, an hidden layer which is 
composed by kernel functions (generally gaussian) and 
a single output neuron. The input layer consists of n 
units which represent the elements of the vector x

r
. 

The links between input and hidden layers contain the 
elements of the vectors it

r
. The hidden units compute 

the Euclidian distance between the input pattern and 
the vector which is represented by the links leading to 
this unit. The activation of the hidden units is 
computed by applying the Euclidian distance to the 
function h. Figure 3 shows the architecture of the 
special form of hidden units.  
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Figure 3: The RBF network topology 
 
IMPLEMENTATION AND EXPERIMENTATION 
 
In this section, we present how we modeled the 
hydrologic behaviour of a watershed (Chiari et al. 
1998). These models are described using concepts 
presented in section II. 
 
Object Oriented Modeling and Simulation 

 
We have first defined a basic model of the watershed, 
integrating its main characteristics. Since our approach 
is evolutionary, we have been able to easily improve 
this model by taking into account the effects of the 
seasons and the altitude on the behaviour of a 
watershed. Finally, in order to take into account the 
snow, we have defined a third model of a watershed 
(Delhom et al. 1995, Delhom et al. 1997). 
 
Artificial Neural Networks 
 
The main interest of ANNs is that one can work with 
any a priori knowledge of the studied system (Labbi 
1993, Szilas 1995). However the structure used for our 
experiments is based on several past works. The 
general topology of the experimented ANNs follows : 
• The inputs of the networks are pluviometric data 

and two sets of  temperatures of the day and over 
the last 29 days (collected at two points of the 



watershed) and discharges over the last 29 days. So 
we have 119 inputs which are 30 rainfall data 
(current day to d - 29), 60 temperatures (current day 
to d - 29) and 29 discharges (d-1 to d-29) 

• There is only one output of the ANNs, the expected 
discharge of the current day. 

This structure has been chosen thanks to the work we 
have made on physical and DEVS modeling of 
watersheds. 
For our experiments, we use a learning set of 730 
patterns ( from 01/01/1984 to 12/31/1985), a validation 
set (365 patterns for the year 1983) and a test set (365 
patterns for the year 1986). 
We performed all the experiments using the Stuttgart 
Neural Network Simulator (SNNS) (Zell et al. 1995). 
 
RESULTS AND COMPARISONS 
 
We present in this section four graphics. On every 
graph, we plot the real discharge of the watershed and 
the computed one for the year 1986, the test data 
pattern. Then the correlation between the real and the 
computed discharge is studied through two statistics 
(see Figure 8), the Pearson's correlation coefficient and 
the root mean square error. 
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These different results show the efficiency of our 
approach. Indeed, the main problem involved by the 
Object Oriented Modeling and Simulation was the 
representation in the beginning of the year of the snow 
(see Figure 4). Neural Networks, particularly the back-
propagation network, allow to obtain better results, the 
curves follow the same variations and the distance 
between real discharges and estimated discharges are 
small (see Figure 7). 
Table 1 presents, for each models  the correlation 
between expected (real) results and computed ones. We 
can see on this table that the smallest root mean square 
errors are obtained with the back-propagation and 
radial basis function networks. The Pearson’s 
correlation coefficient point out the correlation 
between the two curves (estimated and real 
discharges), the nearer to 1 the coefficient is, stronger 
the correlation is. 
Nevertheless, some improvements are necessary : 
particularly, we have to optimize the pre-process of the 
input patterns. 
 

 OOMS RCC RBF BackProp 
Pearson 
correl. 

0,71 
moderate 

0,51 
moderate 

0,97 
strong 

0,98 
strong 

RMSE 5,26 5,87 2,18 1,90 

Table 1 : Pearson's Correlation and root mean square 
error 

 



CONCLUSION AND PERSPECTIVES 
 
After the conception of an Object Oriented simulator, 
we investigated applications of neural networks to non-
linear series prediction. Results we obtained are quite 
encouraging but our aim isn’t to make an Artificial 
Neural Network based simulator. In a near future we 
plan to use connectionism techniques that we have 
experimented to improve our object oriented simulator. 
For now, the outputs of the OO simulation don’t 
produce any change, neither on the model part nor the 
simulation algorithm. Indeed we intend to apply error 
correction rules to the simulator using the DEVS 
formalism. On an other hand, as we are faced to 
important amount of data, we are working on the 
integration of Geographical Information Systems (GIS) 
to our simulator so as to make our software user-
friendly. 
Accordingly, the purpose of our future work will 
concern the definition of an hybrid framework mainly 
based on Object Oriented concepts integrating ANNs 
features and GIS enhancements. 
Then, after have tested our simulator architecture on 
watersheds, we will generalize it in order to model and 
simulate other kinds of systems. 
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ABSTRACT 
 
In this paper we show the simulation results of Neural-
Network techniques for congestion control in a three 
buffers ATM switch with time priorities. Tests are carried 
to compare different NN modules. This paper assesses the 
importance of the higher priority buffers in deciding the 
congestion in the lower priority ones and shows that in a 
prioritised switch it is necessary to monitor the buffer to be 
controlled as well as buffers with higher priorities. It also 
shows that NN scheme has a better CLR, delay and 
utilisation when compared to the conventional CB scheme. 
 
 
INTRODUCTION 
 
Multimedia information services are growing rapidly, 
increasing the demand for broadband integrated services 
digital networks (B-ISDN) that will provide high-speed 
communication channels suitable for transporting 
multimedia signals efficiently. Asynchronous Transfer 
Mode (ATM) is the transfer mode of choice for B-ISDN 
(Onvural. 1994). Performance prediction and quantitative 
analysis of these networks have become extremely 
important in view of their ever expanding usage, and the 
complexity of their functioning.  
 
Machine Intelligence has been widely used in solving 
engineering problems (Habib 1995.). The strength of 
Machine Intelligence comes from the adaptive, learning and 
inference features that can alleviate the shortcomings of 
conventional algorithmic approaches. Machine intelligence 
techniques can be classified as computational and artificial 
intelligence techniques. NN and fuzzy logic are examples 
of computational intelligence, whereas expert systems are 
examples of artificial intelligence (Habib 1995). 
Computational intelligence is also referred to as “soft 
computing” in (Zadeh 1996), were it is defined as being a 
consortium of computing methodologies which collectively 
provide a foundation for the conception, design and 
deployment of intelligent systems.  
 
It is clear from the ATM forum (ATM forum 1994) that 
future ATM traffic will be classified into at least 4 
categories (may be more), Constant Bit Rate (CBR), 
Variable Bit Rate (VBR), Unspecified Bit Rate (UBR) and 
Available Bit Rate (ABR): These traffic classes were 
proposed to guarantee different Quality of Service (QoS) 

for different traffic types. The ABR and UBR service 
categories will not have any bandwidth guarantees (except 
a Minimum Allowed Bandwidth allocated for ABR, which 
can be zero). This means that ABR and UBR as well as 
non-real time VBR categories will act as low priority traffic 
(or best effort). The choice of implementing a certain 
scheme was left by the ATM forum to the manufacturer. In 
the schemes proposed in (ATM forum 1995) such as 
EPRCA, the ER value was set by the switch and represents 
the fair share allocated to the source out of the total link 
bandwidth available. However, in this scheme the reduction 
factor RDF and the increase factor AIR were constant or 
static. The aim in this paper is to show that by using an 
explicit scheme, such as NN, in an ATM switch with time 
priorities, better network performance can be achieved 
when compared with the static scheme (referred to as the 
CB scheme in this paper).  
 
Neural Networks (NN) has been recommended by many 
researchers to provide an alternative approach to the 
conventional traffic control approaches for ATM networks. 
The advantage is in their learning and adaptive capabilities 
that can be used to construct adaptive control algorithms for 
optimal allocation of resources. A limitation of the previous 
work on the NN techniques in (Liu and Douligeris. 1997) is 
that they were implemented in a single buffer with a fixed 
service rate scenario. However, most of the feedback 
mechanisms are implemented on best effort traffic, which 
has zero, or minimum allocated bandwidth (such as in 
Available Bit Rate traffic). In (Al-Hammadi and 
Schormans, 1998) we have proposed a NN scheme in a 
prioritised ATM switch with two priorities, high priority 
and low priority. In this paper we test the NN performance 
in an ATM switch with three priorities, High Priority-1(HP-
1), High Priority-2 (HP-2) and Low Priority (LP), the same 
procedures of creating the training file and training the NN 
in the two priorities case were used. This paper also 
proposes a modification to the NN scheme in (Al-Hammadi 
and Schormans, 1998) and tests the effect of monitoring the 
upper priority buffers on controlling congestion in the 
lower priority ones when using three buffers. This is a more 
realistic case since the number of classification of traffic in 
ATM is at least 4. 
 
TRAFFIC SOURCES 
 
Two MPEG video traces were used in testing our proposed 
scheme. The MPEG trace-1 data set, used for training and 
testing, can be found at the Bellcore ftp site (Garrett and 
Fernandez 1994). Trace-1 represents a variable bit rate 
video trace from the movie ‘’Star Wars’’.  The MPEG 



 

   

trace-2, which is used for testing can be found in 
(Uniwuerzburg). Trace-2 represents a variable bit rate video 
trace from a football match. 
 
CB SCEME 
 
Comparing with congestion control schemes that are based 
on detecting violation of a threshold has been used to test 
previous work on NN techniques in congestion control  
(Liu and Douligeris. 1997). In this paper we compare the 
CB scheme proposed in (Newman 1993) to our proposed 
scheme. In the CB scheme, when the buffer occupancy 
reaches a certain predefined threshold Qth (e.g. 50% or 60% 
of the total buffer size B), the sources feeding the buffer are 
reduced to 50% of their current transmission rate. If further 
reductions are required the transmitter will ignore reduction 
requests until one cell at least is transmitted. Successive 
reductions will cause a source to reduce its cell 
transmission rate to: 50%, 25%, 12% and 6% after which 
the source stops transmission. A transmission recovery 
mechanism is built into each source. If no backward control 
cells are received, the source will be restored to its previous 
level, until it restores its original peak value.  
 
 
NN SYSTEM DESCRIPTION AND NN 
TRAINING 
 
 In order to create the NN training files an MPEG video 
trace-1 was used. The training file was created using a 
trace-1 source feeding the HP-1, HP-2 and LP with 
different starting times, and a testing file using trace-2 
feeding the LP while the HP-1 and HP-2 were fed with 
trace-1. The three buffers share the same server, however 
buffer-1 has full priority over buffer-2 and buffer-2 has full 
priority over buffer-3. This means that any cells found in 
buffer-1 will be served before cells in buffer-2 and buffer-3. 
Time is divided into intervals with the same length T (T 
was taken to be 8.3 ms as in (Liu and Douligeris. 1997) and 
(Al-Hammadi and Schormans, 1998). Three NN models 
were tested. In Model 1, a three layers NN (6 -8-1) was fed 
with 5 inputs representing the number of cell arrivals A(i-
1), A(i-2), A(i-3), A(i-4), A(i-5), A(i-6) measured in the 
previous time periods T(i-1), T(i-2), T(i-3), T(i-4), T(i-5), 
T(i-6) respectively, from the source feeding the LP buffer. 
The inputs were normalised between 0-1 by dividing them 
by the peak number of arrivals to the LP buffer. In Model 2, 
three layers NN (12-8-1) is fed with the 6 inputs from the 
LP buffer (as in Model 1), as well as 6 inputs from the HP-
2 buffer. In Model 3, a three layers NN (18-8-1) is fed with 
the 6 inputs from the LP buffer (as in Model 1), as well as 6 
inputs from the HP-1 and 6 inputs from HP-2 buffer. All 
models were trained to predict O, where O is defined as the 

ratio of the number of cells discarded at the LP buffer to the 
number of cells arrived to the LP buffer in the time period 
T(i+2). The NN was trained to predict 2-cycle time periods 
ahead to include the propagation time period (∆) from the 
buffer to the source which is equal to the sampling time 
period T for simplicity. In (Liu and Douligeris. 1997) the 
NN output O was fed back to regulate each source from its 
old rate (R) to its new rate (r), as given in equation (1): 
 

ROr ×−= )1(    (1) 
Training files representing the inputs and outputs described 
above were created when no regulation of the sources was 
considered. Each file contains 2700 samples representing 
0.31% of the whole trace-1 file. The NN used in this letter 
was the three layer Feed-forward NN with Error Back-
Propagation learning algorithm. The Mean Square Error 
(MSE) against the number of passes through the training 
file for both NN models is shown in graph 1. The results in 
graph 1 show that Model-3 gives better MSE for both 
testing and training files when compared to Model-2 and 
Mod el-1. This result shows that as the number of priority 
levels increases the need to monitor the higher priority 
buffers becomes more important if the NN scheme is to be 
used in a prioritised ATM switch. 
 
The NN scheme uses one NN to detect the occurrence of 
the congestion status as well as finding the explicit amount 
of reduction required. This scheme is referred to as, the 
NN-1 scheme. In order to achieve better results, the task 
was split between two NN’s as shown in figure 1. The first 
NN-1 is trained to predict the congestion status (congestion 
or no congestion), and the second, NN-2, is trained to 
predict the explicit amount of reduction required. The later 
scheme is referred to as, the 2-NN scheme. In graph 1, the 
2-NN scheme shows slightly better learning performance 
when compared to the 1-NN scheme. 
 
Since monitoring the arrival rate might increase the 
complexity in the switch, in the next test, the buffer 
changes (i.e. amount of increase or decrease in buffer 
length in the time period T) were used instead of the arrival 
rate as an input to the NN. From graph 2, a number of 
observations were noted. For the training error curves, 
Model-3 shows a clear advantage over Model-1 however; 
Model-3 has only a small advantage over Model-2. This is 
because most of the cells arriving to the HP-1 get served 
and hence no fluctuation in the buffer length is observed. 
So monitoring the HP-1 buffer does not add any advantage 
to the NN learning. It was also noted that the generalisation 
(i.e. the testing error curve) for Model-2 was better than 
that of Model-3. Graph 2 also shows that the NN-2 scheme 
gives better generalisation performance when compared to 
NN-1 scheme

 
 
 
 
 
 
 
 



 

   

 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1, Feedback Congestion Control using Two NNs Scheme. 
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Graph 1, MSE Comparison for Different NN Models 
(monitoring cell arrival). 
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Graph  2, MSE Comparison for different NN Models. 
(Monitoring the Queue Changes) 
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RESULTS 
 
After training the NN on the data files, the weights of the 
NN were fixed. We compare both NN and CB schemes 
with the No-feedback scenario where no source regulation 
is considered. In our simulations we used test using trace-1 
feeding HP-1 and HP-2 and trace-2 feeding LP buffer. In all 
simulations, the HP buffers size was fixed to 200 cell slots 
and the bandwidth was set to 5520 cells/s giving a cell loss 
ratio of 10-4 in the HP-2 buffer and zero CLR for HP-1 
buffer. Simulations were ended when the sources feeding 
the controlled LP buffer completed transmission. The 
performance metrics used to compare both NN and CB 
controllers were the Cell Loss Ratio (CLR), server 
utilisation and the transmission delay. In this paper, we 
define CLR as the total number of cells discarded (Cd,LP) at 
the controlled LP buffer divided by the total number of 
cells generated (Cg,LP) at the sources feeding the LP buffer. 
For delay, we define the time to complete the transmission 
without feedback control to be TDk seconds, and the time to 
complete the transmission with feedback control as TDh 
second. Delay is then defined as: 
 

k

kh
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TDTD

Delay
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%100
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Utilisation in the LP buffer is defined as: 
 

MaxLPg

LPdLPg

C

CC
nUtilisatioLP

,,

,, )(
_

−
=   (3) 

where MaxLPgC ,, , is the maximum number of cells that 

could be transmitted from the LP buffer. 
 
The results in graphs 3, 4, and 5 show that the performance 
of the NN scheme has 1-10 times better CLR, lower delay 
and higher utilisation when compared to the CB scheme.  
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Graph 3, CLR Comparison, One Trace1 in HP-1, 1 Trace-1 
in HP-2, 1 Trace-2 in LP. 
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Graph 4, Delay Comparison, 1 Trace1 in HP-1, 1 Trace-1 in 
HP-2, 1 Trace-2 in LP. 
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Graph 5, Utilisation Comparison, 1 Trace1 in HP-1, 1 
Trace-1 in HP-2, 1 Trace-2 in LP 
 
CONCLUSION 
 
 In this paper we have proposed a new NN congestion 
controller for a prioritised ATM switch. The test carried out 
in this paper is for a switch with three buffer priorities. The 
NN learning curves have shown that to control congestion 
in the low priority buffer using the NN scheme it is 
necessary to monitor the low priority buffer as well as 
higher priority buffers. It was also found that monitoring 
highest priority buffers has a little effect when controlling 
the lowest priority buffer. In this paper task of NN was split 
into two NNs, the first NN-1 to predict the congestion 
status (congestion or no congestion), and the second NN-2 
to predict the explicit amount of reduction required. This 
approach has shown better NN generalisation compared to 
the one NN approach. We have also shown that the NN 
congestion controller outperforms the CB congestion 
controller in CLR and delay and utilisation. 
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ABSTRACT

Continual advances in computer-aided design (CAD),
computer-aided manufacturing (CAM) are enabling more
multidisciplinary design. However, computer-aided tooling
(CAT) which is a critical part of process design and bridge
between CAD and CAM has been least addressed and
remains a missing link. In manufacturing, tooling includes
selection, design, and fabrication of cutter tool, fixturing
system, inspection devices and molds.

The aim of this paper is to present a developed intelligent
knowledge-based system for planning and designing fixture
systems for rotational parts. The developed system helps
designers in increasing the flexibility of automatically
designing a fixturing system  by building and using a
database system that gives the user the ability to enter,
remove, change and expand all related data, by building a
knowledge-based system that helps in giving decisions
concerning work piece setup, constraints of  work piece
geometry and positions of contact points of the work piece,
by providing the ability to select the collection of different
fixturing elements to assist the user in building the fixturing
system configuration and by generating a drawing file of
these elements selected for easy fixturing system
construction. The system has been tested using a rotational
part that needs machining a hole at an inclined position.

INTRODUCTION

In a real CIM environment, it is expected that the entrenched
fixture design system should be able to deal with any
common  fixture design process  so that a complete
automation of the overall manufacturing process is possible.
Proper fixture design is essential to the operation of
advanced manufacturing system and product quality in terms
of precision, accuracy, and finish of the machined part (Bijan
2002; YU 2002). Fixture design is a complex task since
many variants must be satisfied simultaneously to achieve
the optimum result; therefore, the manufacturing research
community has focused on the developing and improving
technology such as CAD/CAM, Knowledge-Based (Expert)
System to develop automated fixture design system (Pham
and Lazaro 1990).

In the hierarchy of computer aided design and manufacture
(CAD/CAM) a fixture design system is the interface between
product design (CAD) and process planning on one hand and
computer aided manufacturing (CAM) on the other. Such
integration could increase design efficiency via important
on–line information about manufacture ability or design
analysis result. Generally, these characteristics reduce the
time required for the designing process and aid in producing
a better product design (Chang et al. 1982; Kale and Pande
2000).

Fixture design is an important activity in manufacturing
which has significance upon productivity and product
quality. It is a complicated, experience based process which
needs comprehensive qualitative knowledge about a number
of design issues (Utal and Jianmin 1998). Traditional fixture
design activity requires heavily human effort, skill, heuristic
knowledge and link between design, development and
production and therefore, requires longer lead times, also an
extra cost arises in manufacture. Thus, when applying CAD
techniques to automatically generate fixture configurations
and using CNC techniques to fabricate the fixture
component, the design time, cost and the manufacturing
lead-time involved in producing jigs and fixtures are
minimized (Miller and Hannam 1985; Kale and Pande 2000).

Developing a design procedure which can be computerized
either in full or in part, requires that a systematic  structured
design procedure exists. It is also extremely helpful if a large
amount of the design is carried out by quantitative analysis.
Such design procedures generally have the form of the object
known from previous practice. Only its detailed dimensions
are unknown and these are determined by calculation. Jig
and fixture design does not result from a quantitative
analysis but comes within a range of design procedures
which are partly creative and requires existing items to be
brought together as assemblies. Thus, it is required to
provide an appropriate fixture design environment which
fosters communication between  various experts involved in
the field.

A Computer Aided Fixture System Design (CAFSD) will put
emphasis on the cooperation with the other design systems;
the connection should be bi-direction. The computer-based
fixture design environment is therefore, expected to
accommodate different modeling paradigms within a single
integrated framework. This framework would be accessed by
designers through interactive programs so that their
intelligence and experience could also be incorporated within
the total CAD/CAM based design procedure.  The results of
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CAFSD should be sent to CAPP system directly and CAFSD
processed information should also be fedback to the other
systems as early as possible (Zhang and BI 2001).

FIXTURING SYSTEM DESIGN (FSD)

There are four general requirements of a fixturing system
(Yu 2002; Sunder 1999; Tao et al. 1999): Accurate Location
(stable resting and deterministic localization), Total Restraint
(stable clamping), Limited Deformation (support
reinforcement) and No-Machine Interference. Practical
consideration that indicate a good design are as follows
(Chang et al. 1982):

 Shape, material and state of work piece.
 Pre-machined surfaces and tolerance.
 Type of machining operations and machine tools.
 Workpiece handling, ergonomic and safety factors.
 Economic consideration in type of fixtures selected.
 Reducing idle time of the machine tool to minimum.
 Other considerations such as chip removal, coolant flow,
setup, work piece inspection, fixture storage, avoiding
vibration effect, design foolproof, adequate clearance, etc.

The design of jigs and fixture is a very specialized activity
that has to be completed quickly because time spent in the
design and subsequent manufacture of jig and fixture for a
part usually causes on equivalent delay in the initial
manufacturing of the part. It is also a critical activity because
jigs and fixtures are an extra cost arising in manufacture.
Thus, it is important that both the design time and cost
involved in producing jig and fixture are minimized (Miller
and Hannam 1985).

Phases of Fixturing SystemDesign
First Phase:    Examination of all information pertinent to
the product (Workpiece) as given by engineering and/or
manufacturing drawing or process sheets (Wilson 1962).
Second Phase: Setup planning to determine the number of
setup, the position and orientation of the workpiece in each
setup and machining surface in each setup (Huang et al.
1999).
Third Phase: Fixture planning to layout a set of locating and
clamping points on workpiece surfaces such that the work is
completely restrained (Chou et al. 1989).
Fourth Phase: Fixture configuration design to select or
generate components and place them into a final
configuration to locate and clamp the workpieces. A fixture
configuration is made up of three types of components:

a- Functional Component: The components which are
directly in contact with the workpiece to perform
locating and holding function. This component
consists of three units: Locating Unit, Clamping Units,
Locating and Clamping Units, and Guiding Tool Units.

b- Fixture Base: Are components, which hold all the
functional components and support together to
make one integrated structure.

c- Mounting Component: are components, which
connect the locator/clamps down to the fixture
base (Rong et al. 1997).

For most operations no kinematics freedom is permitted
(Sayeed and Meter 1994). The most common method of
restricting the movements of the part is the 3-2-1 or the 4-2-1

locating principle (Sunder 1999, 30]. In the 4-2-1 method of
location four points are positioned on the primary locating
face (Sunder 1999). For simple cylindrical or conical shape,
just five locaters are needed, because one rotation is stopped
purely by friction. Also, force analysis is concerned with
checking that the forces applied by the fixtures are sufficient
to maintain static equilibrium in the presence of cutting
force. Clamp selection and placement is critical, if too few
clamps are chosen or improperly placed, the workpiece will
be displaced during machining. On the other hand, too many
clamps applied to the workpiece can interfere with the
desired tool path as well as drive up the cost of fixture
(Sayeed and De meter 1994).

LITERATURE REVIEW

Fixture planning is building the relation among the design
variables, constraints, and evaluation objectives. The optimal
formula of fixture configuration design is not completed
until all of objective and constraint models are established
(Zhang and BI 2001). The feasible methodologies of fixture
planning are discussed.

Geometric (Workspace) Representation
The principle of fixturing system requires knowledge of the
workpiece, which includes specifications such as tolerance
and surface finish. The goal is to represent this information
and knowledge relevant to fixture design for analysis and
assembly of the fixture. The use of solid modeling
(geometric modeling) has been a focal point of research
because it offers a realistic view of the workpiece. Du and
Lin (1998) developed a CNC three-fingered Fixturing system
able to configure automatically, with flexibility to deal with,
planer objects of different shapes and sizes. The approach
used can be extended to 3D object. Wang and Pelinescu
(2002) described an approach to automatically design
optimal fixtures for 3D workpiece. The approach applies to
part with arbitrary complex geometry.

Wu et. al. (1998) presented an analysis on fixturing
accuracy, clamp planning, fixturing accessibility, and
clamping stability. Geometric analysis has been conducted to
determine the fixturing surfaces and points, which provide
feasible geometric constraint and assembly relationships
with modular fixtures. Youcef et. al. (1989) presented the
overall requirements and guideline for automatic setup of a
reconfiguration of modular fixtures. These include
requirements for a proper design, and guidelines for
determining the layout requirements by examining task,
workpiece system information. Don et. al. (1999) provided a
reference model for fixturing planning in which Hopfiled
ANN algorithm is adopted to identify a work part to be
fixed.

Kinematics Analysis
Kinematic Analysis provides an accurate medium for
representing cutting forces as well as locating and clamping
of workpieces. Some of the researches referring to this
methodology use mathematical kinematics analysis. Chou et.
al. (1989) applied screw theory to study the kinematics
constraints of fixtures workpiece. Sayeed and De Meter
(1994) created a software, which provides analysis
capabilities to validate kinematics and total restraint. Brost



and Goldberg (1996) presented an implementation algorithm
that accepts a polygonal description of the part silhouette,
and efficiently constructs the set of all feasible fixture
designs that kinematically constraint the part in the plane.

Finite Element Analysis (FEA)
 Due to the strong capabilities of deriving compressive force
and displacement, the  FEA approach has been used in many
deflection-related research (Zhang and BI 2001). Lee and
Huynes (1987) used finite element analysis to minimize
fixturing force and work piece deflection.

Artificial Intelligence
The fixture design process is a highly intuitive process which
is based on heuristic knowledge and the experience of tool
designer. Artificial intelligence (AI) has gained wide
acceptance as a tool for solving manufacturing problems.
The field of AI has advanced to the point where AI
techniques are beginning to produce promising result both in
academic and industry (Sluga et al.1988). Because of the
gained advantages of representing experience-based
knowledge, expert systems assume a logical role for
automating the fixture design process.

AI-BASED FIXTURE PLANNING AND
CONFIGURATION

In fixturing system, design and development algorithms
supported by computer software and AI system to increase
automatic fixturing system design have become very
important. Because, fixturing system design is of a high
degree of complexity, it requires the use of computer
software and AI techniques to support decision-making
appropriate for problem solving. Also success in getting on
the best workpiece setup and fixturing design planning lead
to success or improvement in the design of sequence
operations in process planning and prevent change or re-
design in these sequences. The techniques based on artificial
intelligent and using fixturing system design offers most
promising results or solutions as shown in following section:

 
Markus et. al. (1984) developed an expert system using
PROLOG to generate the fixture configuration using rest
buttons, towers, and clamps. Kale and Pande (2000)
presented the algorithm for automatic fixture layout planning
for machining setups; focusing upon determining the most
suitable and clamping position in accordance with the 4-2-1
configurations, by geometric reasoning of the CAD part
model. Pham and Lazaro (1990) described Auto Fix (Fully
automated Jig and Fixture design system) which is
integration of knowledge-based reasoning with a whole
range of traditional CAD techniques including solid
modeling, parametric design and finite-element analysis.
Miler and Hannam (1985) descried how a knowledge-base
can be set up and exploited interactively without a full-scale
expert system needing to be developed as well. Ngoi and
Leow (1994) presented a software to assist the tool designer
of modular fixturing assembly; the software comprises a
knowledge-based advisor, a fixturing assembly program and
a CAD system. Joneja and Chang (1999) presented the
development of a knowledge-based setup planner and an
interacting fixture planner for the Quick Turnaround Cell
(QTC) system.  Several AI techniques are used in the fixture

configuration area of research such as Rule-based reasoning
(Miller and Hannam 1985), Genetic algorithm, Case-Based
Method and Neural Network Algorithms (Zhang and BI
2001, Sunder 1999, Huang et al. 1999, Mark et al. 2000).

ALGORITHM DEVELOPMENT
The following demonstrates the use of AI in the design and
development of an algorithm that serves in increasing the
flexibility of fixturing system design for rotational work
pieces. This Atomated Fixture System Design  (AFSD)
requires developing and using a database system to present
inputs (Workpiece, Production plan, fixturing system
existing and fixturing element) to this algorithm. Also a
knowledge-based system was developed to find the best
fixturing analysis to the workpiece and find fixturing
configuration. Finally, an AutoCAD package is used for
creating drawing file of selected elements.
 System Architecture

The system architecture of AFSD is depicted in Figure 1.

The AFSD system consists of the following:
Fixturing System Database
 The used database is classified into four types:

1) Workpiece Database
This describes in detail the workpiece to be machined and is
central to a fixturing system design. It contains the overall
physical properties information (Part Name or Classification,
Type and Kind of Material and Properties of Part Material),
technological information (Number of Pieces to be Made;
Degree of Accuracy (Initial Surface Quality); Spindle
Direction Specification rectangular Cartesian coordinate
system; Required Cutting Direction), and configuration
(geometry) information of the workpiece (Overall shape,
Overall Size, Relative Size, Number and Name of Faces,
Number of Machined Feature, Status and Faces Quality, List
or Name of Machined Feature, Dimension of Machined
Feature, Number of Machined Feature in Each Face,

Figure 1: The (AFSD) System
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Location of Machined Feature and Position of Machined
Feature). As an example, for rotational workpiece each
change of diameter on this work piece is represented as a
face consisting of rotational face, upper plane and lower
plane as shown in Figure 2. Also to determine the location of
machined feature on outer faces the user uses the distance
between the upper and lower edge of the same face and use
rule specified above to find the angle to specify the position
on this face. This rule can be shown in Figure 3.

2) Production Plan Database
This information applied by the user in this database can be
classified into two main types:

- Machine Representation Information: -Contains the
following fields: Machine Name or Classification; Type
of Operation; Dimension of Machine Table; T-Slot
Representation;  Table Swivel; Max or Min Distance
Between Table and Spindle; Range of Table.

- Tool and Cutting Condition Information: Contains
Number and Rang of Speed, Number and Rang of Feed
and Type and Size of Cutter (Specified the type, size and
material of cutter or tool used) fields.

3) Existing Fixturing System Database:
contains classifications of types of fixturing system that can
be used to produce different workpieces.

4) Fixturing System Element Database:
can be classified into five basic fields that contain the overall
type of fixturing system elements.

Cutting Force Calculations Module
Determining values and directions of cutting forces for
operation required is a very important stage in building a
successful fixturing system design since it can specify
location of fixturing system element, in addition to the
amount of force required from the element to provide
equilibrium to the work piece. This equilibrium leads to get
the full constraint (resistances deflection and movement by
cutting force) to the work pieces.

Fixturing System Planning Knowledge-Based Modules
The objective of fixturing planning is to determine the
number of setups needed, the position and orientation of
workpiece in each setup and to determine the locating and
clamping surfaces and contacts on the workpiece. Generally,
determining the fixturing system planning depends on the
representation or description of the details of geometric
workpiece. A rule-based system is being used to represent
and process these details to get the efficient results to this
stage. The condition of part of a rule is checked every time a
rule is selected for firing. Rules (Procedural knowledge) are
best represented as rule base. These rules are the real corner
stone of building the knowledge base of system (Fixturing
Plan and Fixturing System Analysis).

The inference strategy used in this system is forward
chaining (data driven) that starts with known goal and tries
to use the expert programs rule to get to the goal. The rules
used in this research may be categorized  into rules for
finding the type of fixturing, number of fixturing system and
positioning of fixturing system, rules for finding the number
of setup operations, rules for specifying the faces that are
used for locating, supporting and clamping, and rules for
specifying the number, type and arrangement of contact on
these faces.

Fixturing System Plan Knowledge–Base (FPKB):- This
Knowledge Base contains specification type, number and
position of fixturing system depending on the type of
operation required, number of workpieces to be made or
batch size and number of required feature and location of
this feature on the work piece. These stages of fixture
planning are performed through three steps:

1. Determine Type of Fixturing: Where the user enters
the type of operation required which the system
processes this entered data to select the types of
fixturing system appropriate to that type of operation.

2. Identify Number of Fixturing Needed: When the user
enters the number of pieces to be made or batch size
the system informs the user to use one fixturing. 

3. Identify Positioning of Fixturing: In this phase, by
entering the number of required features then the
system select a fixed fixturing for a single feature if
not the user have to specify location of required
features so that the system would select a sliding,
rotary and indexing fixturing system.

Figure 2:  Determining Number and Name of Faces on
the Rotational Workpiece
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These types of fixturing systems are selected when features
to be machined are located on same faces of workpiece.
Otherwise if these feature are located on more that one face
of workpiece, the system will advise the user to use a fixture
for each group of features that are located on the same face.
Examples of rules used for finding Type, number and
Positioning of fixturing system shown in Figure 4.
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other features located on the other faces. Figure 5 shows
examples of rules used for determining number of setup
operation.

After specifying the required the number of setups, the
machining references, first locating face, supporting face and
clamping face are determined. In the case of rotational
workpiece, if the required feature (to be machined) exists on
the lower or upper plane of faces, the system selects from
upper or lower plane of workpiece as machining references
and select the face that has maximum height for locating,
supporting and clamping according to the rule used in
constraining the large rotational workpiece.

On the other hand, if required feature exists on the rotational
face (outer face), the system select the outer face that has
maximum diameter as machining reference and clamping
face, also uses supporting face to support the face that
contains required feature (to be machined). This rule used in
this part is shown in Figure 6-a,b and Figure 7. Some of the
rules used for determining the faces used locating,
supporting and clamping are shown in Figure 8.

N
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Figure 5:  Ru

Figure 4: Example of Rules Used For Fixturing Plan

Type of Fixturing System
 [(Rule 1:
     (IF      (Type-Of- Operation = Drilling))
     (Then (Type-Of-Fixturing-System = Drilling Jig)))
 (Rule2:
     (IF      (Type-Of-Operation = Milling))
     (Then (Type-Of-Fixturing-System = Milling Fixture)))]

Number of Fixturing System
 [(Rule 1:
     (IF      (Number-Of-Piece-To-Be-Made = Mass Production)
       OR   (Batch-Size = Mass Production))
     (Then (Number-Of-Fixturing-System = More Than One)))]

Positioning of Fixturing System
 [(Rule 1:
     (IF      (Number-Of-Required Feature = One))
     (Then (Positioning-Of-Fixturing-System = Fixed Fixturing
       System)))
 (Rule2:
     (IF      (Number-Of-Required Feature = More Than One)
       AND (Location-Of-Required-Feature = On The Same Face))
     (Then (Positioning-Of-Fixturing-System = Sliding, Rotary and
      Indexing Fixturing System)))

Find The Faces For Locating, Supporting and Clamping It
 [(Rule 1:
     (IF      (Overall-Shape = Rotational)
       AND (Location-Of-Required-Feature = On The Upper Or Lower
Plane))

a- Location of required Feature on
the Upper or Lower Plain of Faces

Machining References

Location of
Required
Feature

First
Locating

Face

Clamping
Face

Location of

Required
Clamping Face

Machining
Support

b- Location of Required Feature on
the Outer Faces

Figure 6: The Rule Used in Constraint Rotational
umber of Setup Operation
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     (Then (Face-Selected = Machining References, First Locating Face and
Clamping Face)))
  (Rule2:
     (IF      (Overall-Shape = Rotational)
       AND (Location-Of-Required-Feature = On The Outer Face))
     (Then (Face-Selected = Machining References, Support Face and
Clamping Face)))

Figure 7:  Example of Rules Used For determining the Faces

 (Rule3:
     (IF      (Location-Of-Required-Feature = On The Upper Or Lower On
  Each Face))
     (Then (Machining-Reference = On The Upper Or Lower Plane To The
  Work piece)
                (Locating-Face = Max Height Between All Faces)
                (Clamping-Face = Locating Face)))
  (Rule4:
     (IF      (Location-Of-Required-Feature = On The Outer Face))
     (Then (Machining-Reference = Max Diameter Between All Faces)
                (Locating-Face = Machining References)
                (Clamping-Face = Face That Contain Required Feature)))]

Figure 8:  Example of Rules Used For Determining The Faces



After specifying the faces for locating and clamping,
number, type and arrangement of contact on these faces
must be found. This part begins by:
i) Defining and determination of the machined feature

existing on the faces selected.
ii)  Specifying the number and type of clamping contact on

the clamping face. This contact is formatted according to
the feature existing on the clamping face.

iii) Selecting the locating and supporting point contact on
machining references. In the case of rotational work
piece use two-support point contact if no hole feature is
selected.

iv) Selecting the locating and supporting contact on the first
and support faces. In the case of rotational workpiece use
locating face contact that is formatted according to the
feature existing on first locating face and use supporting
face in the second case of rotational workpiece setup (if
required feature existing on the each outer face) and
selecting this support face depends on the length of
selected face.

Intelligent fixturing analysis is being carried out by the
system through two steps:

1.  Identify Number of Setup Required: By entering the
number of features to be machined, the system would
suggest number of setups.

2.  Determine Contacts On The Selected Face: During
this phase contacts are selected depending on the
location of the feature to be machined (RF) whether it is
located on the upper or lower plane. This system will
specify the machining reference, clamping face and
supporting face. Thus, the number and type of contact is
determined. Finally, these points are arranged on the
selected faces and their location is determined. Some of
rules used in this step are shown in Figure 9-a, b, c.

Fixturing System Synthesis Modules
     This stage contains the following steps:
1. Selection of Fixturing Element: including selecting the

type and number of fixturing element appropriate to the
type and number of contacts. This element is applicable
to rotational workpiece.

2. Design Consideration: This step is applicable to the
clamping, locating and supporting element:

a) Clamping Element:
 Direction of Clamping Force: - in rotational
workpiece, clamping direction is vertical to the
workpiece to prevent the movement resulted from cutting
force and loading and unloading workpiece are easy.
 Clamping Force: - Forces applied to the workpiece
from each clamping element selected depends on the
screw force. The clamping force must be greater than the
cutting force and moment to the machining operation.
 Clamping Operating Method: - each clamp must be
manual operating to easy use and flexibility in movement
of this element.

b) Locating and Supporting Element: This pinpoints
relation element with clamping and cutting force and
relation between them that is referred to in the arrangement
contact on the faces using for locating and clamping.

 Element dimension: The dimension of element
selected is specified according to dimension of
workpiece, faces and feature used for clamping and
locating,

 Material used to make element: Carbon steel is the
primary material of fixturing system. The ease of
fabrication, low cost, availability, and versatility of this
material have made it popular for fixturing construction.
Connector and base plate are usually made from low
carbon steel due to resistance to stress or wear, low-
production and are easily to be welded and jointed. For
supporting, clamping, locating and guiding tools are
usually made from high carbon steel or tool steel
because of its resistances the wear.

 Direction of Fixturing Element: - These include
pinpointing the position of Fixturing element (Vertical
or Inclined) depending on the direction of cutting force.

AFSD SYSTEM TESTING

AFSD system can be applied to rotational workpiece (X) to
find fixturing system design for this application.
Implementation of the developed system gives an efficient
result in fixturing system design appropriate to this
application. The system was developed using Visual Basic
version (5) on a Pentium (2) PC. Also the developed system
was linked automatically with Microsoft Access (2000) to
build the database system and AUTOCAD version (2000) to
help in generation of the required drawing.

c– Rule For Find Contact On The First Locating Face

Number And Type Of Contact On Clamping Face
 [(Rule1:
     (IF      (Number-Of-Machined-Feature = Non)
      AND (Number-Of-Machined-Feature = Existing))
     (Then (Number-Of-Contact = One)
                   (Type-Of-Contact = From Face)
                (Arrangement-Contact = On The Overall Height Of Face)))]

a - Rule For Find Contact On Clamping Face

Number And Type Of Contact On Machining References
 [(Rule1:
     (IF      (Number-Of-Machined-Feature = Non))
     (Then (Number-Of-Contact = Tow)
                   (Type-Of-Contact = From Point)
                (Arrangement-Contact = Near To The Center Of Work piece)))]

b- Rule For Find Contact On Machining References

Number And Type Of Contact On First Locating Face
 [(Rule1:
     (IF      (Number-Of-Machined-Feature = Non)
      AND (Number-Of-Machined-Feature = One)
      Or     (Number-Of-Machined-Feature = More Than One))
     (Then (Number-Of-Contact = One)
                   (Type-Of-Contact = From Face)
                (Arrangement-Contact = On The Overall Height Of Face)))
  (Rule2:
     (IF      (Type-Of-Machined-Feature = Hole))
     (Then (Number-Of-Contact1 = One)
                   (Number-Of-Contact2 = One)
                (Type-Of-Contact1 = From Hole)
                   (Type-Of-Contact2 = From Face)
                (Arrangement-Contact1 = Same Location Of Hole)
                (Arrangement-Contact2 = Overall Height Of Face)))]

Figure 9.  Examples of rules used for determining
fixturing analysis.



Description of the Application: This involves applying the
full description for a practical workpiece and production plan
such as:

Status of Material: Machining
Type of Material: Steel35φ14
Strength of Material: 54 Kgf/mm2

Hardness and Ductility of
Material:

207BHN and 32 Kgf/mm2

Overall Shape: Rotational
Overall weight: 195.374 g
Relative Size: Medium
Overall Size: φ40-0.34 mm and length 90.8+0.2 mm
Pieces to be Made: 500
Accuracy of Fix. Element: 20-50% from each dimension
Spindle direction: Vertical
Required Cutting
direction:

Inclined in Angle 22±20″ on the
workpiece Axis (X-Axis).

Workpiece Configuration: This contains description of all
faces and features machined previously, and to be machined
according to the company’s route sheets. This configuration
is shown in Figures 10 and 11. The first stage, a User of
AFSD System can enter the data referred to previously in
description of practical application and production plan
within database system. The database system considers the
input stage to the AFSD system and contains all fixturing
system and fixturing elements existing. These database
windows are shown in Figures12 to 16.

CONCLUSIONS

Through this paper it has been observed that computer aids
the designers in providing intelligent and automated tools for
working faster and more accurately.  Applying knowledge –
based (rule -based) system to fixturing system analysis has
proved to be a powerful tool and very useful to get the
efficient results for the number of workpiece setups and
finding faces or feature(s) for clamping, locating and
supporting it. Also the arrangement of contact on these faces
that provides the best equilibrium to the workpiece.
The (AFSD) system gives fixturing system designers the
ability to take quicke decisions at site when using it during
any of  the phases or stages of fixturing system. (AFSD)
system gives the ability to change or increase the element
used in fixturing system configuration depending on the
fixturing element database that contains all elements existing
in fixturing system. Finally, the (AFSD) system can respond
quickly to any change in workpiece or production plan

design. Further work is required to improve the work so that
it can be applied to other shapes of workpieces

Re
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Figure 10. The Faces
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Workpiece

Figure 11. The Required
Feature to be machined
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Figure 14.  Fixturing Element
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Abstract: The aim of this paper is the 
determination of optimal control trajectories 
of a rotary crane. The proposed method is 
based on the decomposition of the system 
into two interconnected subsystems. Firstly, 
we assume many approximations for  
computing the optimal control. This is done 
by identifying optimal gains by neural 
networks. Secondly, the optimal controller is 
applied to the full system (without 
approximations). Simulation results show 
that the approximations yield satisfactory 
performances.   
 

1- Introduction:  

Artificial neural networks have been the 
focus of a great deal of attention during last 
decades [1,2,3,4], due to their capabilities in 
solving nonlinear problems by learning. Such 
networks provide a parallel structure with 
very simple processing elements. This 
paradigm has been applied to solve different 
technological problems, such as signal 
classification and more recently nonlinear 
and adaptive control problems.  
Neural networks offer several advantages 
over conventional approaches, providing a 
general framework for modeling and control 
of nonlinear systems. Feedforward neural 
networks adopted in this investigation are the 
most popular architectures used in the neural 
control. They consist of several layers of 
processing units where neuron connections 
occur only between adjacent layers [5,6,7]. In 
this work, the proposed method consists in 
the decomposition of the considered 
nonlinear system into two subsystems. The 
second subsystem is a linear one, for which 

the optimal gain is easy to compute. The first 
subsystem is a linear one, for which the 
optimal gain is obtained by solving the 
nonlinear Riccati equation. The second 
subsystem is also linear. However, its 
dynamical behavior depends on the state 
vector of the first one. In this context, a 
neural controller is identified for determining 
local optimal gains in terms of the first 
subsystem state vector.  
This paper is divided into five sections. The 
second section presents the problem 
formulation. In section three, we present the 
decomposition of the system into 
subsystems. In section four, the proposed 
method based on neural networks is detailed. 
Finally, simulation results illustrate the 
proposed approach.  
 

2- Problem formulation: 

The fundamental motion of a rotary crane is 
the rotation and load hoisting [8,9]. For 
simplicity, we assume that the container load 
can be regarded as a material point and that 
frictional torques which may exist in torque-
transfer mechanisms can be neglected. 
The following notations, which are shown in 
figure 1, will be used: θ1, angle of rotation of 
the trolley drive motor; J1, total moment of 
inertia of trolley drive motor, a brake, a drum 
and a set of reduction gears; b1, equivalent 
radius of the drum of trolley drive motor 
which is reduced to the motor side; θ2, angle 
of rotation of the hoist motor; J2, total 
moment of inertia of hoist motor, a brake, a 
drum and a set of reduction gears;  
b2, equivalent radius of the drum of the hoist 



motor which is reduced to the motor side;  
φ, the load swing angle; m, total mass of the 
trolley and operator's cab; M, total mass of 
the contain load, the spreader, and the 
attached equipment; T1, driving torque 
generated by the trolley drive motor; T2, 
driving torque generated by the hoist motor; 
and g, the acceleration of gravity (figure 1). 
The process to be controlled can be described 
by a sixth-order nonlinear differential 
system, described by: 
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Parameters s1 and s2 are given by s1=66.66 
and s2=76.66. 
 
The state variables x1, x2, and x3 are defined 
by: x1=b2θ2, x3=b1θ1, x5=φ. 
 
The objective is to determine the optimal 
strategies of such system, in order to transfer 
the rotary crane from any initial state to the 
desired state described by: 

Xd = [0 0 0 0 0 0]T. 
 We choose the following quadratic criterion 
defined as:   
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where X=[x1 x2 x3 x4 x5 x6]
T, the state vector,  

U=[u1 u2]
T, the control vector and R and Q 

are ponderation matrices: R=diag([20 4]), 
Q=diag([1 10 1 40 20000 20000]) [13]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

3-Decomposition of the system: 

For simplicity, we assume that the load 
swing angle φ  is so small that all terms 

containing )2,0,0( ≥+≥≥ βαβαφφ βα  
can be neglected and φφφ ≈≈ sin,1cos  hold. 
Consider the rotary crane described above 
(1). This system can be divided into two 
subsystems defined by equation (2) and (3) 
[13]. The subsystem 1 is defined by:   
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Figure 1: Schematization for the rotary 
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It’s clear that the subsystem 2, which 
depends on the state vector of subsystem 1, is 
linear with respect to its state vector and its 
control vector. However subsystem 1, which 
is also linear, is independent from subsystem 
2. 
 

4-Optimal Control: 

4-1 Optimal control of subsystem 1: 

Subsystem 1 being linear can be represented 
by the following condensed form of the state 
equation: 
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The corresponding objective function to be 
optimized is described as follows: 
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where  Q1=diag([1 10]) et R1=20.  
The optimal solution is then expressed as: 
 

111 XKu −=  

11
1

11
PBRK T−= ,  

where P1 is the solution of the following 
Riccati equation 
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The resolution of this equation gives:  
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Thus, the optimal gain is defined by:  
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Finally, the optimal solution can be 
expressed as: 
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4-2 Neural control of subsystem 2: 

In this section, we propose to identify a 
neural network computing the optimal gain 
of the subsystem 2 in terms of the state of the 
subsystem 1.  
 
The subsystem 2, whose state vector is  
[x3 x4 x5 x6]

T, is linear for given values of x1 
and x2. The main idea is to construct a 
database, for which we compute optimal gain 
for different values of x1 and x2. Then, a 
neural network, which gives the optimal gain 
for each vector (x1,x2), is identified. The 
subsystem 2 is represented by the following 
condensed form : 
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α and β are functions of x1 and x2: 

hx +
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1α  and β=2x2 

The corresponding objective function to be 
minimized is defined by: 
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where: Q2=diag(1 40 20000 20000]), R2= 4. 
 



The optimal solution, which minimizes the 
quadratic criterion J2, is a function of x1 and 
x2.  
 
So, the optimal gain depends on x1 and  x2.  
Then, one can easily write: 
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where P2 is the solution of the following 
Riccati equation: 
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It is clear, that matrices K2 and P2 are 
functions of x1 and x2. 
The optimal solution can be expressed as: 
 

)
6655443321 ( xkxkxkxku +++−=  

 
For 100 given values of x1 and 100 given 
value of x2, we solve the Riccati equation. 
We obtain 10000 input-output pairs of 
training data. Then, a neural net has two 
inputs (x1, x2) and four outputs 
(k3, k4, k5, k6). The proposed net contains 
three layers: the input layer, the hidden layer 
and the output layer (see figure 2) [11, 12, 
13]. 
 
The neural network contains three hidden 
neurons. We use the hyperbolic tangent 
function for the transfer function of neurons. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 

4-3 Simulation Results: 

Results are presented in figure 4, it is clear 
that the state vector (x1 and x2) of subsystem 
1 have rapid variation compared to the 
variation of the state vector of subsystem 2 
(x3 to x6). This can be explained by the fact 
that the vertical movement of the load 
(subsystem 1) is practically independent from 
the swing (variables x5 and x6). However, the 
load horizontal movement (subsystem 2) is 
the principal factor generating the swing. 
Thus, the control vector of subsystem 2 is the 
principal factor responsible for the limitation 
of the hoisting. This is why subsystem 1 is 
more rapid than subsystem 2. 
The obtained controller is applied to the full 
system (without approximation). Simulations 
results are presented in figure 5. Observing 
the state variations presented in figure 4 and 
figure 5, we notice that the system after and 
before approximation reached the desired 
terminal state after a certain transient. The 
criterion value given by the system after 
approximation is equal to 498.59. However, 
the criterion value given by the full system is 
equal to 498.37. This leads to an error of 
0.044%. The obtained relative error on the 

state vector 
x

x∆
is equal to 0.34%. Whereas, 

the obtained relative error on the control 

u

u∆
 is equal to 0.042%. Analyzing these 

results and observing figure 4 and figure 5, it 
is evident that the approximations are very 
efficient. 

w1
ij W2

jk x1 

x2 
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1 

k3 

k4 
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Figure 2: Adopted feedforward 
networks computing optimal gains of
subsystem 2. 

X2 

Figure 3: Structure of the neural controller 
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5 Conclusion: 

 
This paper concerns the determination of the 
optimal control strategies of a rotary crane. 
The system was decomposed into two linear 
subsystems. The dynamics of each subsystem 
depends on the state vector of the other one. 
A neural network controller is identified 
based on the computation of the gains of 
each subsystem in terms of the state vector of 
the other one. Simulation results show 
satisfactory performances. The optimal 
control is successfully applied to the full 
system (without approximation) yielding 
same results. 
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Figure 4 : Simulation results for the simplified system. 
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Figure 5 : Simulation results for the full system without approximations. 
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ABSTRACT 

General System Theory (GST) and Knowledge Dis-
covery in Databases (KDD) have a lot in common. In this 
paper, this commonality is described from a high abstract 
level to a more concrete one.  

The comparison starts by considering the philosophical 
aspects of GST and KDD. Next, their life cycle is com-
pared and some emphasis shifts are explained. 

INTRODUCTION 

In this paper a model is the key to the comparison of 
GST and the KDD. It is defined as any formalisation that 
aids in understanding a system under investigation. This 
definition is very abstract, which makes it applicable to 
both domains. Hence, a model in its most general form can 
be (the list is not exhaustive): 

• a set of differential (or difference) equations, a 
block diagram, a Petri net, a Bond graph, any 
qualitative model (e.g., confluences), a time series 
model, … 

• a classification or regression tree, a dependency 
network, a hypothesis, a regression model (linear, 
non-linear, logistic, …), a discriminant function, 
… 

• a set of rules (if-then rules, association rules, …), 
a Markov chain, a look-up table or contingency 
table, a set of data (for lookup), a clustering 
model, a neural net, a genetic algorithm, … 

The first types of models are mainly known in the do-
main of GST, the second type in the domain of KDD, and 
the third types are commonly used in both domains. The 
above definition of a model is consistent with the defini-
tion of Minsky [1965] that states: “An object 'A' is a model 
of an object 'B' for an observer, if the observer can use 'A' 
to answer questions that interest him about 'B' “. 

GENERAL SYSTEM THEORY 

Although it is well known that “the whole is more than 
the sum of its parts”, General System Theory has found its 
origin in the "organismic biology" or “system theory of the 
organism” of the biologist Bertalanffy (in the late twen-

ties), which was then termed ‘Allgemeine Systemtheorie’. 
In the late forties he stated that "there exist models, princi-
ples and laws that apply to generalized systems or their 
subclasses irrespective of their particular kind, the nature 
of the component elements, and the relations or "forces' 
between them. Of course, other people contributed as well 
such as Wiener (cybernetics), Ashby, Klir, etc.  

The GST point of view is interdisciplinary and has 
brought a new perspective, a new way of doing science. It 
provides an organized body of knowledge for dealing with 
systems in general, in which there are basic concepts, a 
number of principles, some rigorous enough to be consid-
ered "laws," and, a general framework for theory construc-
tion. In this framework, isomorphic schemes play an im-
portant role. Hence, GST touches virtually all traditional 
disciplines, from mathematics, technology and biology to 
philosophy and the social sciences and includes AI, neural 
networks, dynamical systems, chaos, and complex adap-
tive systems. 

G Klir [1985] gives a concrete description of the key 
concept in GST : “A general system is a standard and in-
terpretation-free system chosen to represent a class of sys-
tems equivalent (isomorphic) with respect to some rela-
tional aspects that are pragmatically relevant”. A taxon-
omy of general systems based on (abstract) relational as-
pects, which transcends the disciplines of sciences, allows 
a systematic approach in which the following constant 
traits of a directed system (with in- and outputs) can be 
considered: 

• A set of external quantities and a given resolution 
level. In the case of a directed system the external 
quantities are classified as input and output quan-
tities, and the resolution level is given for both. 

• A given activity (experimentally determined or 
observationally given measurements), where the 
quantities are classified as input and output quan-
tities for a directed system 

• A given permanent behaviour, which is a time-
invariant relation that holds between the principal 
quantities associated with the latest values of out-
put quantities on the one hand, and the set of all 
the other principal quantities on the other. 

• A given UC (Universal Coupling) structure (de-
fined by subsystems, their behaviour, and their 
coupling). The couplings are directed from output 



quantities of one element to input quantities of 
other elements, including the environment for di-
rected systems. 

• A given ST (State-Transition) structure (defined 
by a set of states and a set of transitions between 
them). A more rigorous formulation is given in 
chapter 3. In the case of directed systems, a single 
stimulus is associated with each transition. 

Depending on the type of the system problem, each of 
the above traits can be used for a basic definition of a sys-
tem. They also allow defining ‘analysis of systems’ and 
‘synthesis of systems’. The former starts form a given 
(UC) structure to find the corresponding behaviour and/or 
the ST structure. The latter starts from a given behaviour 
or activity and looks for a compatible ST-structure and ap-
propriate (UC) structure. As a particular behaviour can be 
realised by different structures consisting of the same type 
of elements, further requirements are needed to determine 
a structure (‘inductive bias’). 

KNOWLEDGE DISCOVERY IN DATABASES 

More and more data is digitised and stored in databases 
thanks to the automation in generating and collecting of 
data (examples are tax returns, health care transactions, 
consumer behaviour, industrial transactions, etc.) and the 
maturity of database technology. The resulting data explo-
sion cannot be processed by humans alone anymore de-
spite the fact that quite some informative patterns may be 
hidden in the data. Consequently, tools and techniques 
have been designed that assist humans intelligently and 
automatically in analysing this abundant amount of raw 
data to obtain useful information via knowledge discovery 
in databases (KDD). Summarised, KDD is a data explora-
tion methodology that is defined to be the non-trivial ex-
traction of implicit, previously unknown, potentially use-
ful, ‘relatively simple’, and not predefined information 
from large databases.  

KDD is employed in finance (fraud detection, stock 
market prediction, credit assessment), CRM (Customer 
Relation Management) where on tries to see how to im-
prove the targeting efficiency, or cross or up-selling of 
products, quality control, medicine (effect of drugs, diag-
nosing, hospital cost analysis), astronomy (cataloguing), 
molecular biology (finding patterns in molecular struc-
tures), text mining, web mining, etc. 

Economical criteria are ‘les raison d’être’ of KDD in 
business enterprises. Ultimately, it should give a good re-
turn on investment. Customer retention, fraud detection, 
risk analysis, management applications and market analy-
sis applications are the driving forces behind KDD. Prac-
tical criteria express that it must have a potential for sig-
nificant impact of an application. It should be advisable 
because no standard methods exist to solve the problem. In 
addition, there must be domain expertise available. Juridi-
cal criteria, such as privacy and tractability issues, play 
along. Technical criteria imply that there should be suffi-

cient data available because many data mining algorithms 
require large amounts of data. 

KDD starts with the goal definition, which must be 
formalised and made executable so that it can be related to 
relevant data, which are hopefully present in the database. 
The data pre-processing step prepares and reshapes the 
data for subsequent processing. It involves data and attrib-
ute focusing, data cleaning, data projection, and data aug-
mentation. The data mining step induces the model. It con-
sists of a model specification, model fitting, model evalua-
tion, and model refinement. Consolidation of the newly 
found knowledge and output generation consists of inter-
preting and documenting the found patterns, and if more 
model types were used, comparing them. Any conflicts (if 
any) that may arise with previous knowledge in the knowl-
edge base must be resolved. A priori knowledge can be 
used in any step. 

These steps can be illustrated with what an archaeolo-
gist does, see [Brachman 1996]. When an archaeologist 
wants to dig up interesting artefacts (goal definition), he 
looks at the (data) landscape to decide where to dig. This is 
based in part on what he sees and in part on his experience 
and background knowledge (focusing). Once at the site, he 
brushes away the dust (data cleaning and data projection), 
pieces fragments together that seem to fit (data mining), 
and decides what to do next in order to confirm an evolv-
ing hypothesis about the creator and the meaning of the ar-
tefacts (consolidate new found knowledge). Finally, the ar-
tefact is presented in a museum (output generation).  

Remark the possible impact of different degrees of a 
priori knowledge in the process. More a priori knowledge 
helps in all steps to achieve a better (more valid) model (is 
the artefact a vase, an eating bowl, a religious symbol, 
etc.?). Remark that the model specification can be purely 
data driven too (just try to puzzle pieces together). Thus, 
data analysis and model development is highly inter-
twined. 

Popular methods used in data mining are [Siftware 
2002]: 

• Bayes rule, Discriminant analysis, Nearest 
neighbour method, Density estimates, Tree classi-
fiers: CHAID, CART 

• neural networks (connectionist approach) 
• Concept learning and rules, Tree classifiers: ID3, 

C4.5, C5.0, Case based reasoning, Genetic algo-
rithms 

PHILOSOPHICAL ASPECTS OF GST AND KDD 

Induction-deduction and applicability 

Philosophical issues concern the fact that system ob-
servations may be obtained either actively or passively. In 
KDD, the latter situation is the rule (although ML (Ma-
chine Learning) considers both cases), while in GST both 
settings deserve equal attention. Another, even more im-



portant issue, is the different emphasis and experience with 
regard to the two main approaches to model construction. 
These approaches are depicted in Table 1. 

 knowledge based 
approach 

data based 
approach 

synonyms modelling system  
identification 

 top-down model-
ling 

bottom-up 
 approach 

reasoning deduction induction 

does what? encodes the (in-
ner) structure of 
the system 

encodes the behaviour 
of the system (via ex-
perimental data) 

problem type Analysis synthesis 

Table 1 : The two main approaches to model con-
struction 

A model constructed purely deductively (top-down) 
can generally be considered as a unique solution of model-
ling. Hence, the top-down approach can and should be 
used if there is enough a priori knowledge and theory to 
characterise completely the mathematical equations. In that 
context, the concept of model structure (not to be confused 
with system structure) becomes important. 

inductive 
approach

deductive 
approach

GST KDD

modeling

system 
identification

hypothesis 
testing

data 
exploration

 

Figure 1 : Deductive and inductive approach in 
GST and KDD 

The bottom-up approach tries to infer the structural in-
formation from experimental data and to come up with a 
usable model under a given experimental frame. This ap-
proach may generate an infinite number of models satisfy-
ing the observed input-output relationships. So, there is no 
straightforward procedure for determining the structure of 
a model. A set of guiding principles and quantitative pro-
cedures for inferring structure parts from data sets is 
needed (inductive bias, Michie [1994]). More specifically, 
it is desirable to have additional assumptions or constraints 
to help selecting an ‘optimal’ model. 

Figure 1 shows the corresponding terminology used in 
GST en KDD. 

The main emphasis difference is found in Figure 2 
shows the mapping of KDD onto the GST spectrum. The 
latter stems from the paper of Karplus [1976]. 
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Figure 2 : Spectrum of modelling 

It shows that KDD can be used for light gray systems 
(even white systems for fault diagnosis), but its major field 
of application is towards black box systems. 

With regard to the black box aspect in GST, it is inter-
esting to look at the definition of a system given by Klir 
[1985] earlier in this paper. It allows for both the deductive 
or inductive approach. From this definition, it can be seen 
that a class of systems can be uniquely defined by given 
activity (series of I/O records). This corresponds with a 
system identification approach in GST (and with the start-
ing point of data exploration in KDD). The first three traits 
are commonly used in KDD, while the latter two, UC and 
ST structure (Universal Coupling and state transition struc-
tures), are more devoted to GST. 

Another way to see the emphasis difference is by con-
sidering how knowledge can be organized. Knowledge 
about systems can be represented in associated hierarchical 
epistemological levels, see Figure 3. The levels are indi-
cated at the left, the levels according to Klir [1985] in the 
middle and the levels according to Zeigler [1976] at the 
right. Source and data systems are predominantly of an 
empirical nature, while higher epistemological levels are 
predominantly of a more theoretical nature. The hierarchy 
of levels can be used for an inductive or a deductive ap-
proach. 

An inductive approach relates to climbing up the hier-
archy. In contrast, a deductive approach signifies descend-
ing the hierarchy. As each higher level contains some more 
knowledge than a lower level, one easily sees that induc-
tive reasoning tries to find more information from facts, 
while deductive reasoning generates no new knowledge. 
Going down the hierarchy is relatively simple (deductive), 
while going up is difficult (inductive). 
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Figure 3 : Simplified overview of epistemological 
level 

At level 0 (source system or observation frame), one 
defines what could be the constituents of relevant data 
relative to the object of investigation, the purpose of the 
investigation and the constraints posed on the system, i.e. 
time-base, inputs, outputs. At level 1 (data system or I/O 
behaviour), one does the actual data gathering, related to 
the source system previously chosen. The data is stored in 
an activity matrix. Zeigler considers an extra level (level 
2), which stores the I/O function. At the next level (level 
3), one can start with data processing, where the aim is to 
discover some support-invariant relationships among the 
data (here states come into play). Level 4 contains struc-
tural (components en coupling) and level 5 meta-
knowledge (time-varying structure systems). 

GST considers all epistemological levels, while KDD 
mainly situates itself on the lower 3 levels. 

Additionally, a horizontal dimension indicates which 
types of system problems are defined (methodological 
problems or types). Klir considers the methodological dis-
tinctions as a secondary classification of system problems. 

Validity 

The validity of a model plays a crucial role in all data 
experiments undertaken. Because each model is an ap-
proximation of reality, it implies the existence of a model 
error. The validity of a model is about how well a model 
represents the original system it stands for or when refer-
ring to the model error, validation deals with the evalua-
tion of this error rather than with its existence. It is the 
process of determining whether or not the model is an ac-
ceptable description of reality (model-reality relation). The 

validation process itself is valid if the conditions governing 
the model and the physical system are the same. 

Validity can be measured by the extent of agreement 
between the original system and the model. This is already 
formalised in Coombs et al. [1954] where the authors de-
scribe two different routes: one is by experiment (valida-
tion) and the other by logical argument (deductive model-
ling). Both routes try to arrive at the same conclusions 
about the real world by different means. The notion of va-
lidity is extended by Zeigler [1976], who distinguishes dif-
ferent degrees of validity: 

• A model is replicatively valid if it matches data 
already acquired from the original system.  

• A model is predictively valid if it can match the 
data of the original system before these data are 
acquired from the original system. Predictive va-
lidity is stronger than replicative validity. 

• A model is structurally valid if it is not only pre-
dictively valid, but also reflects the ways in which 
the original system operates to produce its behav-
iour. 

Replicatively and predictively validity is important in 
both GST and KDD, while structurally validity is more an 
issue in GST. 

LIFE CYCLE OF GST AND KDD 

A merged life cycle of GST and KDD is represented in 
Figure 4. In this life cycle, three major conceptual blocks 
are to be distinguished: 

• A knowledge or model base 
• The bussiness part 
• The modelling construction part 

Figure 4 also gives an integrated and broad picture 
showing the three main societies involved in the virtuous 
cycle, i.e., the management society, the database society, 
and the ML-statistic societies (ML and statistics are 
grouped here). 

The Knowledge Base 

There exist scheme’s for modeling and simulation that 
take into account the re-use of models [Zeigler 2000]. 
Similar, there is in KDD a virtuous cycle of data mining’ 
that shows its complete enterprise approach to KDD, 
[Berry 1997]. Figure 4 combines these two in an unifying 
attempt. 

Models of standard components should be saved in li-
braries (model bases) so reuse is promoted. A model can 
have any number of components defining the interface and 
the behaviour. The description of the actual behaviour of a 
model will be called the models' realization. 
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Figure 4 : General modelling and KDD 

It is essential that the model interfaces are standardized 
in some way by what is called a terminal (or port) and a 
model may have any number of them. A terminal can be 
simple or it can be structured, i.e., having a set or an array 
of subterminals. Terminals can be related to each other by 
connections. For a connection to be valid the terminals 
must have a similar structure. 

Why do we need a knowledge/model base? 

To support model reuse, the models have to be 
expressed in a language which admits structural 
decomposition with well defined interfaces between 
submodels. 

To understand a large model is very difficult unless it 
can be divided into smaller parts that can be analyzed and  
comprehended separately. Models can be parameterized in 
order to make them more flexible and adaptable for 
different purposes. 

Every model described by the user is actually a model 
type rather than a particular instance. Also terminals and 
realizations should be represented as types rather than 
instances. When a model is to be simulated, every 
submodel has to be instantiated. 

Model inheritance is a concept entirely different from 
submodel decomposition. In fact there are orthogonal 
concepts for describing models in a structured way. A 
model defined as a subclass will inherit all properties from 
the super class while it is not appropriate to say that a 
submodel will inherit properties from its super model. 

The concept of meta-data exists in both GST and KDD, 
but to our knowledge meta-data has more semantic rich-
ness in KDD. A first aspect of this richness can be illus-
trated by looking at the data types in a data warehouse, 
which are shown in Figure 5. 

Operational data

Metadata

Database schema

Summary data

Business
rules

 

Figure 5 : The use of meta data in data warehousing 
(from [Han 1999]) 

Operational data is the data itself. In data warehousing, 
this also means where it comes from, when it was stored, 
etc. Summary data gives summaries of the data, so it is a 
kind of meta-data already. The database scheme gives the 
physical layout of the data. The meta-data level itself is the 
logical model. The meta-data repository also encompasses 
business terms and definitions, ownership of data, and 
charging policies. For example, operational meta-data con-
cerns: 

• data lineage: history of migrated data and se-
quence of transformations applied 

• currency of data: active, archived, purged 
• monitoring information: warehouse usage statis-

tics, error reports, audit trails 

A second aspect of the richness of the term meta-data 
in KDD is found in the data mining approach. Here, meta-
data says something about the measurement scale; whether 
variables are derived from others (data projection); if there 
are bounds on data; if there are structural zero’s; whether 
there are distributional assumptions made (parametric ver-
sus non-parametric), etc. Meta-data is thus much related to 
the use of a-priori knowledge in data-pre-processing 
(structural zero’s, derived variables), and in model specifi-
cation and selection (which data mining method to use). 
Remark that the distinction between data and meta-data 
may be blurred.  



The Business Part 

The ‘management’ part of Figure 4 (identify problem , 
measure results of action and act on the information) is 
very general. Thus, it is valid for any modelling attempt, 
be it via GST or via KDD. It is a process that applies 
knowledge that is gained from increased understanding of 
customers, markets, products, and competitors to internal 
(continuously evolving) processes. It is not the aim of this 
paper to elaborate on this part. 

The Modelling Construction Part 

Of course, these concepts will have an impact on the 
life cycle of modeling. One distinguishes  

• the goal formulation in both GST and KDD,  
• the data pre-processing versus experimental frame 

definition,  
• the model specification versus structure identifi-

cation (use of shallow versus deep models) 
• data mining or parameter estimation 
• knowledge consolidation and model evaluation 

Goal Formulation 

All problem statements start with the identification of 
the problem. They try to set a goal in order to solve the 
problem at hand. To be able to meet a goal, it has to be 
formalised so that a rigorous approach to problem solving 
can be obtained. For that purpose, a focus on part of reality 
has to occur, i.e., one has to define a system. Defining a 
system is studied in the general systems theory by Karplus 
[1976], by Klir [1969], and by Zeigler [1976] (list is not 
exhaustive). It involves defining the boundaries of the sys-
tem, the interaction of the system with the environment, 
and last, but not least, defining the relevant variables 
(space-time resolution). These are concepts that are de-
scribed in GST, and which are as well applicable to KDD 
because general system theory is applicable for any model 
(thus also to data mining).  

With regard to goal formulation, more similarities are 
present: e.g., gaining insight (in KDD) corresponds with 
understanding (in GST). Both domains stress the principle 
that a model should not be more complicated than abso-
lutely necessary (Occam’s razor). The three distinguished 
broad levels of intervention in GST, i.e., management, 
control and design, are equally applicable to the domain of 
KDD. Obviously, data mining can be used for gaining in-
sight (model purpose), and the pattern found in KDD pro-
vides an opportunity to intervene at some level (as in mod-
elling). However, GST puts some more emphasis on a cor-
rect classification and prediction. A speedy or less costly 
classification and prediction is less the issue in GST (ex-
cept perhaps in the domain of control theory), but of more 
importance in KDD. Hence, the ‘Quick decision’ problem 
type, where accuracy may be less important than compre-
hensibility, is less stressed in classical modelling. A simi-
lar argument applies for the cost of a model. 

Data Pre-Processing Versus Experimental Frame Defini-
tion 

Defining a system has as much to do with the defini-
tion of the object system as with an experimental frame, 
see Figure 3. An experimental frame isolates specific in-
put/output behaviour both of the real system and its model, 
[Elzas 1984]. In KDD, this corresponds with the data pre-
processing step. Attribute focusing is in fact nothing more 
than defining what are supposed to be relevant variables 
for the system under investigation. This is consistent with 
the notion of an experimental frame and with what Klir 
calls an observation channel. It also fits in the viewpoint, 
taken in systematic modelling, which states that a model is 
conceived as a collection of variables and relations among 
them, [Ören 1984]. The collection of relevant variables is 
attribute focusing, while identifying the relations is part of 
the data-mining step. The KDD approach to attribute fo-
cusing is related to the philosophical viewpoint of Klir. 
This can be induced from what Elzas [1984] wrote: “Imag-
ine that we are able to prove that the model is not suffi-
ciently detailed in its system description for some goal that 
was set beforehand. Confronted with this situation Klir 
will remark that the reason for this deficiency is a lack of 
knowledge”. Data focusing or sampling data is less used in 
systems theory, because the nature of data is often differ-
ent than for KDD. In KDD, one usually starts with a col-
lection of static independent records. Taking a relevant 
subset poses no major problems. However, in general sys-
tems theory, taking a subset of time-depending data is usu-
ally not done: data records do depend on each other. This 
does not mean that GST has no way of dealing with an 
abundance of data records. A kind of data reduction can be 
done in GST via the determination of the Nyquist fre-
quency and via filtering techniques. Still, it illustrates the 
static(KDD) and dynamic(GST) modelling aspects of the 
respective domains. On the contrary, data projection can 
be applied for both domains. It can be meaningful to create 
a new variable, which summarises the behaviour of a set of 
other variables, and to use that new variable in the model-
ling phase that follows later (data projection also fits in the 
definition of an experimental frame). 

Model Specification Versus Structure Identification 

The data-mining step in KDD is much related to mod-
elling in system theory. Model specification can be com-
pared with model structure identification. It involves de-
ciding what type of model to use (in system theory: Bond 
graphs, Petri nets, block diagrams, … in data mining: clas-
sification trees, hierarchical clustering, linear regression, 
neural networks, etc.). The model specification step is 
straightforward applicable to both domains and can be 
considered at different abstraction levels. On a very ab-
stract level this involves choosing if one wants to use Bond 
graphs, Petri nets, block diagram, rules, neural nets, etc. 
(for systems theory) or trees, clustering, rules, neural nets, 
regression models, etc. (for KDD). On a more concrete 
level, one has to further specify the model. Examples are: 
linear, logistic, or non-linear regression (KDD), linear or 



non-linear models (GST), state-space or transfer functions 
in block diagrams (GST), kind of neural net (both do-
mains), kind of tree (decision, regression, …) (KDD), or-
der of a differential equation (GST), type of clustering 
(KDD), etc. In both domains, the goal has a large impact 
on the used model types: when comprehensibility is more 
important certain representations may be more preferred 
than others. For example in GST, a block diagram may be 
more comprehensible than a Bond graph (it is also relative 
to the field of expertise). A tree structure is more compre-
hensible than a neural network (KDD). Rules are more 
comprehensible than some other model types (both do-
mains), and neural networks are usually the least compre-
hensible (both domains). The issue about comprehensibil-
ity has a lot to do with the greyness of the model: black 
box models are always less comprehensible than white box 
models. 

The amalgamation of terminology from GST and KDD 
may shed new light on the terms ‘model specification’, 
‘model structure’, and ‘model complexity’. Model specifi-
cation has a lot to do with the goal setting, while the model 
structure is more determined by the experimental frame. 
Model complexity is related to validation and parameter 
estimation. 

Table 2 shows the terms in relation to each other and it 
gives an idea of the degree of abstraction that comes into 

play. 

Another aspect is that the KDD society is used to han-
dle all kind of variables (nominal, ordinal, continuous, 
etc). The GST society also knows about this taxonomy of 
variables, but they do not have such a systematic approach 
to constructing appropriate models for them. In the KDD 
society (especially statistics), one uses different models for 
nominal variables, ordinal variables and continuous vari-
ables (e.g., linear regression versus logistic regression, chi-
squared based models on contingency tables versus other). 
Furthermore, the size of the data set is used as a guideline 
too. For small data sets, exact methods are used, while for 
larger data sets, asymptotic methods can be used. 

Data Mining Or Parameter Estimation 

Model fitting involves parameter estimation (identifica-
tion) in modelling. It is also called model calibration, [El-
zas 1984]. This reduces to estimating parameters or coeffi-

cients in differential equations (GST), parameters in state-
space models (GST), regression models (KDD), etc. 

Model validation consists of comparing the behav-
ioural data of the system under investigation and the cali-
brated (fitted) model. Usually, a train-and test method is 
used. A rule of thumb is that 2/3 is used for fitting the 
model (training) and 1/3 for validation (testing). Cross-
validation is commonly used in KDD, while it is not so 
popular in GST. Even more specifically, bootstrapping is 
known too in KDD, but almost unknown in GST. Replica-
tively validity is known in GST: it consists of fitting the 
model on the training set. In KDD, this is better known as 
internal estimates (resubstitution estimates, [Breiman 
1984]). Predictively validity is done on a test set; it gives 
true estimates. What Elzas calls ‘realism’, i.e., looking at 
structural isomorphisms at different degrees of lumping of 
sub-systems (and corresponding sub-models), is not con-
sidered in KDD. There is usually only one global level, 
and the validation takes place for the total (indivisible) 
system. 

Knowledge Consolidation And Model Evaluation 

KDD uses an interesting function for evaluating a 
model. The evaluation can be based on more than just ac-
curacy performance. For example, KDD can take into ac-
count what is economically interesting (cost of model) or it 

can take the faster model with regard to prediction. This 
may prove an important point for the modelling society 
when they want to evaluate their models in an economic 
context (cost of modelling), or when speed is of the utmost 
importance. KDD provides a more general framework for 
dealing with these situations. 

Model refinement is equally applied in GST and KDD; 
when a model does not validate well, another model (struc-
ture) is chosen. When this fails too, one can go one step 
further back and redefine the experimental frame or even 
adjust the goal. The refinement of an existing model is a 
major issue in modelling. The systems theory as developed 
by Zeigler (use of a SES (System Entity Structure) and 
model base) has as purpose to construct and refine models, 
[Zeigler 1976], [Van Welden and Vansteenkiste 1992]. 

From Figure 4, it can be seen that many models may be 
used in parallel. The models can be of a different specifica-
tion (e.g., neural nets and genetic algorithms), and they can 

Model 
specification 

Rules Differential equa-
tions 

Tree classifiers Neural  
networks 

Time  
series 

Model 
structure 

Conjunctive, 
disjunctive 

Linear, non-linear, 
time-invariant, … 

Classification, re-
gression, survival … 

Kohonen, back-
propagation, … 

AR, ARMAX, 
MA, … 

Model 
complexity 

Rule size Order Number of nodes Number of neu-
rones 

Order 

Table 2 : Model specification, structure and complexity 



be situated on different epistemological levels (e.g., rules 
versus decomposed models). In the latter case, one speaks 
of shallow versus deep models (in GST). 

Models are not only evaluated with regard to an inter-
esting function, or validated with regard to a goal setting, 
but in KDD, model specifications/paradigms are also 
compared with each other. This belongs to the knowledge 
consolidation step. Here, model evaluation is on another 
epistemological level than in the data-mining step. Models 
are not only compared on a test set to validate the parame-
ter estimation, but they are compared on yet another (inde-
pendent) test (or evaluation) set to evaluate the chosen 
model specification. The GST community has not done so 
much work in this aspect as the KDD community, which 
focused and implemented this right away (see SAS-
enterprise miner, [SAS 2002]). 

In both GST and KDD, the consolidation with regard 
to storing the found knowledge is present. In GST, the 
newly found model is stored in a model base (called mod-
elling in the large, see also [Van Welden et al. 1991]), 
while in KDD this is not stated so explicitly. Output gen-
eration has a lot to do with appropriate graphical represen-
tations of the data. In that aspect GST can learn from 
KDD, because the latter is well acquainted with all kinds 
of graphs (e.g., multidimensional graphs such as Trellis 
graphs). Multi-dimensional visualisation techniques are 
considered very important in KDD (e.g., in statistics, see 
[Friendly 1991]). 

Finally, both GST and KDD acknowledge the necessity 
of feedback from steps that appear later in the cycle to 
steps that appear earlier. This is indicated in Figure 4. 
Therefore, the steps in the life cycle are more intertwined 
than one should expect at first sight. 

FURTHER EMPHASIS SHIFTS BETWEEN GST 
AND KDD 

GST focuses more on accuracy of a model, sometimes 
speed and less the cost of a model. It does not lay empha-
sis on data reduction as KDD does. Modelling of dynami-
cal systems is the primary focus of research. Decomposi-
tion of models is common place. 

KDD puts more emphasis on static systems (temporal 
databases can be used and sequential patterns detected, but 
this is not the same as modelling dynamical systems). 
KDD focuses more on model comparison in the large (via 
a third test set), on data warehousing and relies on a richer 
semantic meta-data structure. In KDD, one has more ex-
perience with very large databases and with high dimen-
sionality problems. Data reduction is commonly used. The 
interestingness function is more general than the evalua-
tion functions used in GST. 

CONCLUSION 

This paper pleas for a tighter integration of general sys-
tems theory and knowledge discovery in databases. GST 
and KDD put a different emphasis on modelling and their 
field of application is somewhat different, but the com-
plementary aspect of both domains makes it fruitful to 
have a good cross-fertilization. Hence, there is room for 
elaboration from both sides. 
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Abstract 
Traditional costing methods for services are not 
accurate enough, therefore the paper proposes 
activity based costing as the framework and 
simulation modelling as a paradigm for costing 
purposes. In this regard, cost of a process can be 
simulated prior to real world experimentation, by 
specifying attributes of the arrival jobs and their 
requirements, and keep tracking of them as they 
are passing through the process. As a case study, 
the costing problems of the Iranian Information 
and Documentation Centre (IRANDOC) are 
discussed. For process representation, system 
analysis tools were used. In order to bring cost 
elements into the model a three-phase method 
including the cost identification, specification 
and the allocation was applied. ServiceModelTM 
simulated this process and some aspects of 
financial analysis including the cost of 
information item, departmental cost to process a 
specific amount of information, cost evaluation 
of training programs, cost of updating and 
releasing new databases are presented.  
 
KEYWORDS  
Discrete event simulation, business processes, 
activity based costing, database management 
system 
 
Introduction 
Information plays a crucial role in the world of 
science, technology and business. Information 
and documentation centres have an important 
role in the efficient organisation and 
dissemination of this information, which 
normally requires many employees and other 
physical resources. However, current costing 
methods do not describe them accurately. 
Because of the inherent variability of the 
required time, the manpower needed and other 
requirements for processing their entities, along 
with highly integrated data generated by the 
traditional accounting system.  

Traditional cost accounting methods have been 
criticised by Johnson and Kaplan [1] as too late, 
too integrated and too distorted to support proper 
decision making. In deducing the pitfalls of cost 

accounting techniques, various new management 
accounting techniques has been emerged in the 
mid 80's onward. Some of the many efforts in 
this field includes balanced scorecard [2], 

throughput accounting [3], target costing and 

value chain analysis [4]. In the same direction, 

Cooper and Kaplan [5] developed Activity Based 
Costing (ABC) to overcome the pitfalls of the 
traditional cost accounting. However, they have 
not addressed the effective implementation issues 
of this method in a specific environment [6]. 

Troxel and Weber [7] argued that, without an 
appropriate computer based model, managing 
many activities with variation in the cost model 
elements is extremely time consuming and 
expensive. Therefore, Spedding and Sun [8] and 

Takakuwa [9] developed simulation models to 
support implementation of the ABC in a semi-
automated print circuit and in a flexible 
manufacturing system, respectively.  However, 
the manufacturing environment is more 
structured than a service industry; making it 
easier to apply ABC. The paper extended the 
application of simulation in activity based 
costing in the service industry, and presents a 
case study of a database management system to 
clarify the issue. The ultimate objective of this 
approach is to produce better understanding of 
the cost elements and demonstrate a more 
realistic cost analysis. Briefly in our method, 
when an entity (e.g. a document) leaves each 
stage of the simulated processes, its relevant cost 
is calculated. Subsequently the cost of every 
process is obtained and accumulated as the total 
cost of processing of the entities. This paper 
emphasises on the framework, design and 
implementation issues of the methodology. 

Cost items 
Traditional accounting systems classify the costs 
into three groups: direct costs, direct overhead, 
and indirect overhead. ABC is a procedure that 
often makes it possible to estimate product costs 
more accurately than traditional cost 
systems[10]. In service industry this separation is 
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more complex than a manufacturing 
environment. In order to understand the process 
cost, Enning and Bakker [11] proposed a three-
step method including identification of 
components, specification of the actual costs, 
and allocation of the costs. These steps in the 
context of the IRANDOC processes are 
 
    1) Cost identification, specification and 
allocation 
Before any attempt can be made to analyse the 
costs involved in PED, the cost components have 
to be identified. These are as follows:  
♦ Computer costs including hardware and 

software.  
♦ Personnel, which include operators, 

technical support, training and secretaries. 
The costs are wages, social security, pension 
etc. 

♦ Real estate costs that include maintenance, 
management of real estate, security, 
cleaning etc. These costs are often passed 
on, based on the number of meters in use by 
certain departments.  

♦ Equipment, which includes particular 
instruments such as photography machines 
in the audio-visual department, or printers in 
the computing department, which used in 
different stage of the processes. 

♦ Overheads include general management, 
administration and personnel, the cost of 
telephone and mail etc. This type of cost is 
passed on as general overheads per 
employee to specific departments. 

Although this list seems to be comprehensive for 
our purposes, it can be further aggregated or 
specified for others. For accurate analysis, 
specification of the costs is important. To 
determine how the cost elements are allocated, 
an Ishikawa diagram is used, to identify the 
possible causes (here, cost elements) of an effect 
(the cost of an information record).  
 
In our methodology, the simulation model is 
used as a basis for calculating the cost as the 
information records move through the system. 
The simulation model is elaborated in [12]. In 
this sense, the costs cascade down to the final 
department. In this approach, variable overhead 
costs are traced to individual product which has 
the advantage of associating many of the costs 
that are defined in traditional costing systems as 
fixed overheads. This helps to clarify the 
relationship between the causes of cost and 
individual products. Understanding this 
relationship allows management to differentiate 
between value added and non-value added 
activities.  
 

    2) Service time variations 
Beside the complexity of the problem, variation 
in inputs and service time was another reason to 
approach the system by simulation. There are at 
least three sources of variance in various stages 
of the physical model: inappropriate standards, 
breakdowns and random variations. Simulation 
seems to be a proper way of tackling the 
stochastic aspects of the process where statistical 
distributions are used to characterise the variation 
of the model elements. 
 
Simulation model 

ServiceModelTM [13] was used to develop a 
working simulation of the IRANDOC processes 
based on process diagrams and physical models. 
In the model, cost items (such as equipment and 
personnel) are defined as variables. Time and 
equipment requirements in different stages of the 
process were obtained by conventional work-
study and are introduced as the model 
parameters. The hourly payments for equipment 
and manpower are defined as model constants 
and are obtained from current regulations, 
updated annually by the government. Other cost 
elements, explained earlier, are also included in 
the model. The screen layout of the simulation 
model can be seen in Fig 1. Different 
departments involved in the process are shown as 
different rooms, for simplicity, although in the 
real system, they include several offices.   

Figure 1: Layout of the simulation model 

Whilst the entities move through different 
departments, their related costs can be obtained. 
The cost contribution in each stage can be 
calculated as: 
   C=TR+M  (1) 

Where T is the time that the resource is captured, 
R is the cost rate at which the resource are being 
used and M is the cost of the equipment or 
material used for the process. When the cost 
contribution of a product is calculated, the cost of 
all the activities need to be added together. 
Therefore, the cost of making ith product can be 
given as  
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Where Cij is the cost requires to perform the jth 
operation obtained from Eq. (1) and n is the total 
number of operations needed to produce the ith 
database. Since the model contains a number of 
random variables, it was run 37 times to reach an 
acceptable level of confidence for the output 
results. Because, we were interested in the 
steady-state behaviour of the model, the data 
collection was postponed until year 4 of each run 
of the simulation. 
 
Simulation outputs 
As it is stressed earlier, the main aspect of this 
methodology is to get a more realistic cost 
values, which in the current costing system used 
to be more integrated, late and intuitively. 
However, the simulation enables us to estimate 
the required cost for different departments, 
databases, periods or a combination of them (e.g. 
the cost of a particular database in summer at a 
specific department) successfully. Simulation 
supports of the ABC enable us to derive 
interesting reports that assist managers to 
understand the cost aspects of the processes. 
Some of which are as below. 
 

1) Information item cost.  
As we have already mentioned, the model can 
trace a particular entity and take the costs into 
account when it is passing the processes, which 
finally provides the total cost for processing a 
single information item. For instance, the cost of 
processing a PhD dissertation is broken into the 
cost elements using the simulation in Table 1.  
 

Resources Time 
(min:sec) 

%Cost 

Employees 
Computer 
Manager 
Machine 1 
Machine 2 
Machine 3 
Copier 
Printer 

150:07 
47:30 
10:00 
3:30 
3:10 
2:15 
1:12 
3:10 

64.54 
19.46 
8.18 
2.39 
1.93 
1.54 
1.31 
0.65 

 
Table 1. Cost elements for an information record 

 
2) Departmental costing.  

following figure. 

f a training program on the cost 

he program is supposed to start at day 100 of 

From the performance point of view it is 
important to determine the amount of money 
spent in each department. Simulation can help to 
estimate the required cost in different 
departments. For instance, the following figure 
depicts the simulated departmental cost for 
processing a governmental report. 

 
 
 

 

7.8411.6
6.34

43.33

30.87

document
acquisition
audio-visual

manager office

indexing

Computing

Figure 2. Departmental cost for an information 
record 

 
3) Training programs evaluation.  

Training programs are costly in the short-term 
but they allow the personnel to do their jobs 
better, faster and more reliably, which will 
ultimately decreases the costs. The simulation 
enables the organisation to determine the effects 
of new training programs on the cost of the 
information records. For example, an IT training 
program in the computing department is 
evaluated via the simulation. The effects of this 
program on the cost of an information entry into 
databases over the time can be seen in the 

Figure 3. Effect o
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T
the simulation and as it can be seen it quickly 
leads to an above average increase in the cost of 
an information record. Thereafter, gradually the 
performance of the employees increases, as it 
was expected, so that the time and cost require to 
perform the activities decreases, until they reach 
a new steady state which is less than the same 
value prior to the training program. This training 
program can be evaluated by a cost-benefit 
analysis through comparing regions A (area 
between the cost curve and old average from the 
start point of the training program to the point 
that the cost is less than the old average) and B 
(area between old average and cost curve from 
the point that the cost is less than the old average 
to the point that the program is effective). 
Although such a result was expected, but correct 
estimation of the new steady-state value was of 
particular importance. This value makes it 
possible to evaluate the training program which 
was not clear before the simulation. Also the 



model helped managers to recognise the effects 
of the program on the cost of those departments 
as they were affected by the rate of output in 
computing department. 

 
4) Database updating costs.  

From ypes of 

5) New database appraisal.  
A t s to produce 

onclusions 
at a simulation model can be used 

organisations for analysis of activity based costs. 

 the predicted rate of arrival and t
entities for the next period(s) of operation, 
simulation is able to estimate the cost of 
updating the databases. For instance, in recent 
years the universities, as a source of new entities 
for current databases, have dramatically 
expanded their activities. This has caused 
significant changes in the entities of the process, 
which in some cases leads to major shifts, such 
as expanding the capacity of some of the 
information processing institutes. This ultimately 
affects the cost of information in different levels. 
The simulation model generates various cost 
reports for possible scenarios of entities. This 
supports managers with a more realistic view of 
what may they face in the future.  
 

ypical contract in the centre i
databases for other organisations. In which case, 
the organisations usually send their proposal, and 
the cost of establishing the database is decided in 
the board of directors. But the accurate cost for 
this service is often unclear. By considering the 
attributes of the prospectus items, required 
processes and related costs, the simulation model 
is able to estimate the relevant cost more 
accurately. The simulation model is tested for a 
new chemistry database and it supports the 
executives to make an accurate decision about 
the cost of the proposal. 
 
C
It is argued th
in order to establish activity based costing of 
these processes. As a case study, the information 
and documentation centres with huge number of 
entities complex processes including many 
stochastic elements for establishing and updating 
the databases were studied. In our case the model 
is used to respond to some cost-oriented 
questions. It is argued that a simulation model 
could consider the effects of stochastic elements 
and handle the complexity of the system which, 
ultimately may leads to a better projection of the 
problem. ServiceModelTM simulated this process 
and the results enabled us to outline some 
aspects of financial analysis to fix the traditional 
costing problems. Some instances of the 
simulation results are discussed in the paper. Our 
experience has already shown the importance of 
simulation, to some extent, in fixing the above 
problems. This model may be used by similar 
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 ABSTRACT

 This paper aims to develop a fuzzy logic based
methodology for modelling foreign direct investment (FDI)
in the manufacturing multinational companies (MNC’s)
operating in the United Arab Emirates (UAE). The
intention is to investigate the country’s general
attractiveness to foreign investors through the identification
of the influential factors for foreign investors and the
assessment of  the investment environment in the UAE.
Fuzzy inference models have been used to describe the
relationships between different influential factors and
selected policies. Because of the nature of the expert
information that is currently available, fuzzy sets and
approximate reasoning have been used to obtain a global
`good enough' solution. Fuzzy rules have been developed
on the basis of the expert knowledge of FDI obtained
through extensive literature sources and interviews with
experts from the field. The fuzzy model is designed to be
consistent with evaluation process conducted by  foreign
investors. It integrates factors that influence foreign
investors decision  in order to obtain an estimate that will
reflect the general attractiveness of the UAE’s investment
climate. It could be used further to select optimal policies
for further improvement.

INTRODUCTION

In the globalised world economy of the twenty-first
century, the world market for foreign investments has
become more competitive. FDI occurs when a foreign
investor or entity acquires an asset in a certain country with
the intent to manage that asset. The management dimension
is what distinguishes FDI from other types of investment.

FDI can be an effective contributor not only to economic
growth, but it is also important to management skills,
transfers of technology and a higher standard of living.

Therefore, developing countries have made considerable
efforts over the past decade to improve their investment
climate by offering a wide range of investment incentives
(government promotional policies). This paper attempts to
use a fuzzy logic based model to investigate the relation
between foreign manufacturing corporations and the host
country.

United Arab Emirates

The UAE is a country with one of the world’s highest per
capita incomes due to substantial revenues arising from
crude oil production. Oil revenues have enabled the UAE to
transform its economy from a simple localised economy
into a developing one with great potential to diversify and
grow. At present, the main problem faced by the U.A.E
arises from its dependency on oil as a dominant source of
national income because it is an exhaustible natural
resource. His is a strong incentive for the UAE to find new
options for income generation. In the above context, the
UAE government is steering the economy towards
expanding the manufacturing sector and attracting foreign
investments in order to strengthen and balance its economy.
To achieve that, the UAE has to be more consistent with
modern trends and practices in the world economy. FDI
appears to be an appropriate vehicle towards achieving this
goal.

FUZZY INFERENCE SYSYTEMS

Fuzzy set theory was introduced for the first time by
[Zadeh, 73], as an appropriate tool to deal with linguistic
variables containing uncertain or vague information. The
fuzzy set theory uses an expert opinion of the membership
functions to express the actual value of any variable with
values between [0, 1]. [Mendel, 95] explains the concept of
a fuzzy logic system as a nonlinear mapping of inputs into
crisp outputs.

Fuzzy logic appears to be a scientific tool that can deal with
the dynamics of the complex relation between foreign
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investors and host countries without a detailed
mathematical description. Instead, expert knowledge is
used in the form of membership functions and fuzzy rules
to develop a fuzzy inference system (FIS). In this process,
real values are transformed into linguistic values by an
operation called fuzzification which transforms the crisp
values into fuzzy sets, and then fuzzy reasoning is applied
in the form of IF¯THEN rules. A final crisp value is
obtained by defuzzification which is the operation that
transforms back fuzzy sets into crisp outputs.
When developing investment models, the information that
is available from the experts is expressed in linguistic
variables. A linguistic variable can be defined as a variable
whose values are not numbers, but words or sentences in a
natural or artificial language. The concept of a linguistic
variable appears as a useful means for providing
approximate characterization of phenomena that are too
complex or ill-defined to be described in conventional
quantitative terms [Zadeh, 75]. By using fuzzy logic, values
of a linguistic variable can be quantified and extended to
mathematical operations. This transformation from crisp to
fuzzy allows to manipulate the information available in a
simple and efficient way instead of using sophisticated
mathematical techniques.
For the purpose of this investigation, variables were divided
into fuzzy sets. For every variable, the adequate number
and shape of the fuzzy sets had to be chosen on the basis of
the expert knowledge available to the authors. Although
any number and any shape of fuzzy sets are possible, an
attempt was made to keep the model as simple as possible.
In order to define the fuzzy sets for each fuzzy variable,
membership functions for the linguistic values are used. For
example, for the fuzzy variable “services and
infrastructure”, the variable set A={VP,P,F,G,VG} denoting
`very poor', `poor', `fair', `good', and `very good', have been
selected as an appropriate representation. The membership
functions of the linguistic values are shown in figure 1.

Figure 1: Membership functions for linguistic values

Similar membership functions have been previously
suggested in research articles pertaining to application of
fuzzy sets. The triangular membership functions have been
chosen for application considering their intuitive
representation that facilitates the knowledge acquisition and
ease in computation.  According to [Pedrycz, 94] triangular
membership functions can approximate most of the
practical situations.

A crisp numerical output of the fuzzy model can be
achieved through defuzzification which forms the final
operation that generates a single crisp value. There are
several defuzzification methods [Driankov, 96], however,
for the purpose of this research, the centre-of-gravity
method which is compatible with our Mamdani inference
scheme is chosen.

Fuzzy logic has been used before in several economic
applications. For example [Basu, 84] introduced fuzzy
revealed preference theory. Fuzzy logic has also been used
to investigate the relation between interest rates and
investments in Sweden by [Lindstrom, 97] and more
recently [Facchinetti, 01] developed a fuzzy expert system
for valuing strategic investments in Italy. One important
advantage of the fuzzy approach is that it uses linguistic
variables to perform computing with words. In this way,
some important factors that otherwise cannot be quantified
such as motives and opinions can be included into the
model.  Therefore, fuzzy logic performs successfully in
modelling human knowledge and expertise [Zimmermann,
91].

Foreign Direct Investment Modelling Methodology

As a first step, an extensive review of the main influential
factors of FDI in UAE was carried out. In addition, several
contacts were established with some experts in the Ministry
of Finance and Industry (MOFI), the Ministry of Panning
(MOP), Abu-Dhabi Chamber of Commerce and Industry
(ADCCI), the Emirates Centre for Strategic and Scientific
Research (ECSSR) and the Gulf Organisation for Industrial
Consultants (GOIC). Then, a number of experts and foreign
investors in UAE were interviewed in order to extract the
main factors that were considered fundamental in the
foreign companies’ decision to invest. Data analysis and
human expertise were both utilised in this research.

To effectively identify the influencing factors or variables,
a number of possible influential parameters have been
selected by taking a heuristic method based on expertise
and common sense knowledge. Six principal factors have
been selected in our model, namely, motives, determinants,
incentives, restrictions, services/infrastructure and the
availability and quality of resources. Note that our selection
may be restricted by the availability of the data source, we
shall design the model flexibly so that more factors can be
adapted if necessary and possible. The model aims at
assessing the FDI decisions in UAE in terms of six
principal key factors. The final output is a crisp value
between 0 and 100 that gives an indication of the foreign
investor’s propensity to invest.

The factors used in this model depend on the properties of
the foreign company and the host country. FDI motives
according to [Eiteman, stonehill and Moffett, 95] consist of
a wide and complicated set of strategic, behavioural and
economic considerations. Mathematical modelling of this
problem is difficult, since the interactions between the
foreign companies and the environment are uncertain, and



complex. Hence, an approach based on expert knowledge
was applied to develop a rule-based fuzzy model. The
model was developed in such a way that it can be expanded
later. Six main factors have been identified and considered
as principal drivers when making an investment decision.
The factors included in the model are:

• Level of company’s motives such as
internationalisation factors and marketing motives.

• Level of host country determinants such as market
size, growth potential and political stability.

• Investment incentives which are the host
government’s policies that motivate foreign
investors to favour their countries.

• Investment restrictions which are the requirements
or mandates that host government enforce on
foreign investing companies.

• Services and infrastructure of the host country.
• Investment resources such as labour and raw

materials.
These principal factors were chosen as a main set of factors
considering that each foreign company has its own set of
reasons which may or may not include the full set of
factors.

The principal drivers were connected adopting a fuzzy
modular approach as shown in figure 2.

Figure 2: Basic configuration of the proposed model

The intermediate outputs are determined from subsets of
the principal drivers. The value of the intermediate outputs
is determined by a rule block which represents the core of
the fuzzy model. The model is expected to come up with a
value that reflects a measure of the propensity to invest as a
function of six principal factors.

DEPENDENCY ANALYSIS, RESULTS AND
DISCUSSION

This step of the methodology includes validation and
verification of the model. Fuzzy logic calculations have
been done with the aid of MATLAB’s fuzzy logic toolbox
[The Mathworks, 95]. The intention was to demonstrate the
advantages of using fuzzy interface systems when
modelling investment decisions under the circumstances of
uncertainty created by the limited amount of data and
differences in experts’ opinions.

As a first step, the overall correctness of the fuzzy rules
with respect to the background expert knowledge was
investigated. This stage identifies possible errors in the rule
base and examines the reasoning paths of the inference
mechanism. Several fuzzy operators and different shapes of
the membership functions have been investigated. In the
second step, a dependency analysis was performed by
considering different situations that might be encountered
in real life and finding out the model’s output. This has
been done by changing the values of the input factors and
observing their effects on the model’s output.

Figure 3 shows an example of the fuzzy reasoning of our
model between intermediate output 2 and intermediate
output 3 as well as the final output.

Figure 3: Example of the fuzzy reasoning results

The analysis has been conducted by varying one or more of
the inputs and observing the effect on the intermediate
outputs and the final output. Only two of the simulations
have been presented and discussed in the present paper. At
first, the input variable (Motives) has been varied from a
low input value of 0.1(case 1 in table 1) to a high input
value of 0.9 (case 5 in table 1) while keeping the other input
variables fixed as shown in table 1. The value 0.5
represents a medium value while the input values 0.3 and
0.7 represent a medium-low and medium-high values
respectively. It can be noticed that the output value
increased from 37 to 67.2 which means that as the value of
the variable (Motives) increases, the value of the output
increases too. This result gives us a partial confirmation of
the model meaning that the output (Propensity to invest) is
increasing with respect to the input variable (Motives). In
this way, it becomes possible to understand how the model
works by observing the result of our simulation and the
variations in the intermediate outputs and the final output.
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Table 1: Simulation where the input (motives) is varied and
others fixed

Input 1 2 3 4 5
Motives 0.1 0.3 0.5 0.7 0.9
Determinants 0.5 0.5 0.5 0.5 0.5
Incentives 0.4 0.4 0.4 0.4 0.4
Restrictions 0.7 0.7 0.7 0.7 0.7
Services&infr. 0.9 0.9 0.9 0.9 0.9
Resources 0.3 0.3 0.3 0.3 0.3
Int. output 1 0.2 0.37 0.5 0.63 0.8
Int. output 2 0.36 0.36 0.36 0.36 0.36
Int. output 3 0.67 0.67 0.67 0.67 0.67
Output
Propensity to
invest

37 47.7 51.1 54.3 67.2

In the second simulation, the output has been observed as a
function of the input variable (Restrictions) with the other
input variables fixed. As in the previous simulation, the
variable (Restrictions) value will be varied from a low input
value of 0.1 (case 1 in table 2) to a high input value of 0.9
(case 5 in table 2). As it can be observed from table 2, the
output (Propensity to invest) decreased from 85 to 48.1
indicating that the output is decreasing with respect to the
input variable (Restrictions).

Table 2: Simulation where the input (Restrictions) is varied
and others fixed

Input 1 2 3 4 5
Motives 0.3 0.3 0.3 0.3 0.3
Determinants 0.3 0.3 0.3 0.3 0.3
Incentives 0.5 0.5 0.5 0.5 .05
Restrictions 0.1 0.3 0.5 0.7 0.9
Services&infr. 0.8 0.8 0.8 0.8 0.8
Resources 0.9 0.9 0.9 0.9 0.9
Int. output 1 0.35 0.35 0.35 0.35 0.35
Int. output 2 0.8 0.64 0.5 0.35 0.2
Int. output 3 0.92 0.92 0.92 0.92 0.92
Output
Propensity to
invest

85 64.3 60.7 57.7 48.1

It can be noticed that the intermediate output 2 has been
affected by the variation in (Restrictions) and in turn the
intermediate output2 affected the value of the final output.

CONCLUSION

• Fuzzy logic can capture the expert knowledge for
the rather complicated economic environment.

• A fuzzy modelling methodology to provide a good
measure of the propensity to invest in a certain
environment has been developed.

• The proposed model is capable of dealing with
qualitative variables such as (level of motives) and
(investment incentives).

• The propensity to invest can be determined by
using the main influential factors which are
motives, determinants, incentives, restrictions,
services/infrastructure and the availability and
quality of resources.

• The expert knowledge of FDI can be represented
using four hierarchically organized fuzzy rule
bases.

• Fuzzy logic appears to be an appropriate tool for
FDI problem because a  complete knowledge of
the complex relationship between foreign
multinational companies and their host countries is
not available

•  The developed model appears to be useful for
both host governments and foreign investors.

• The fuzzy model can be modified easily following
changes in the investment environment.
Modification of the model by the introduction of
new variables is an area for future research.
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ABSTRACT

The paper describes a method simulating an electrical
utility customer center operations in a typical town in
Bahrain. As modern technologies arise, power utilities are
seeking new methods to improve system reliability, power
quality, productivity of day-to-day operations, and
customer satisfaction. In the era of restructuring and
modernization of electric utilities, the application of
Geographical Information Systems-GIS technology in the
power industry is growing and covering several technical
and management activities. The integration of GIS with
existing power analysis tools is tremendously improving
planning and operation of the system. The simulation
software will demonstrate abilities of GIS technology in
planning electricity-generating facilities management of
complains and related problems. This technology has many
advantages over conventional method in recording,
monitoring and managing information about customer’s
electrical installations, low voltage distribution line and
transformers, high voltage transmission lines, and power
generation stations.

INTRODUCTION

   Power management is an important part of any country's
infrastructure. Huge amount of data is required to maintain
the transmission lines through the terrain (Helmer 2001).
Powerline characteristics are collection of data elements
that describes the physical characteristics of the line, its
current condition, and that which is being transported
through it. Distribution systems constitute the link between
electricity utilities and consumers. The physical
characteristics of the lines are determined during
construction represent dynamic data elements required for
engineering planning and other analysis (Powershop 2002).
The data elements which with both static and dynamic
components represent  a difficult challenge for proper
maintenance and operations in a utility sector.
   For efficient and reliable operation of a distribution
system, a reliable communication network is required to
facilitate project coordination of the maintenance and fault
activities of the distribution system. Outages can be
isolated faster than even before and maintenance crews

dispatched with critical information including location of
the fault.
   Major feature of efficiency is automation of industrial
processes applied to data gathering, integration and
processing, production of complete topographic products
and their customized presentation, analysis and
interpretation. This often includes modern data gathering
remote sensing devices (Vann 2000). Utilities need
detailed information about the location and condition of
their transmission lines and ways to efficiently maintain
and service them. To accomplish this, utilities need to
regularly inspect and collect accurate spatial data of their
facilities. Also the data must be incorporated in an
enterprise system, which would support planners and
managers in all the phases of utilities management.
   Efficient functioning of this segment of the utility is
essential to sustain the growth of power sector and the
economy. However, in some systems this is characterized
by unacceptably high losses (both technical and
commercial), inadequate quality and reliability of supply,
billing and revenue collection, frequent interruptions in
supply and resultant consumer dissatisfaction etc. In these
cases segment of power sector needs immediate attention
and action to achieve a turn around and self-sustenance of
power sector (Kumar and  Chandra, 2002). Many recent
studies conducted in the utilities have indicated that the
data documentation in most of the utilities must be
improved. The data of distribution systems is maintained
through hand-drawn maps with facilities data printed in
text form on them and available with the linesman in
charge of the feeder. These maps are rarely updated.

ROLE OF GIS IN MANAGING UTILITIES

   Geographic Information Systems-GIS is an important
tool managing in this area. GIS can be used in distribution
systems management for handling customer inquiries, fault
management, routine maintenance, network extensions and
optimization, analysis and network reconfiguration, and
improved revenue management (Harder 1999). GIS is a
system of mapping of complete electrical network
including low voltage system and customer supply points
with latitude and longitudes overload on satellite imaging
and/or survey of India maps. Layers of information are
contained in these map representations where the first layer
corresponds to the distribution network coverage. The
second layer could correspond to the land background

mailto:nedzad@batelco.com.bh


containing roads, landmarks, buildings, rivers, railway
crossings etc. The next layer could contain information on
the equipment such as  poles, conductors transformers etc.
Most of the electrical network/equipment have a
geographical location and the full benefit of any network
improvement can be had only if the work is carried out in
the geographical context. Business processes such as
network planning, repair operations and maintenance
connection and reconnection has also to be based around
the network model. Even while dong something as
relatively simple as adding a new service connection, it is
very important to know that users of the system are not
affected by this addition. GIS in conjunction with system
analysis tools helps to do just this. (Kumar and  Chandra,
2002).
   The power and flexibility of GIS come from two
characteristics: it is a computer-based system that operates
with geographically referenced data (geodata) and it
allows a user to attach information to each object in a
table and refer to this table whenever required.  The
introduction of a GIS allows showing where lines have
been put up, which lines connect which customers as well
as background information like plots, houses etc.  GIS
also allows the user to perform complex analyses, making
it a powerful tool for data query and management.
Moreover, the interaction between the geographic and
circuit information gives access to more usable
information. GIS is an important tool where the value of
visual feedback is used to supplement the detailed result
tables coming from circuit analysis tools. Geographic
based circuit maps allow user to improve circuit
performance through more accurate placement of
capacitors and this helps reduce power losses and improve
operating voltages, Figure 1.
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CUSTOMER CENTER

   GIS technology is being used to support the planning and
sustainable development of electricity-generating facilities.
In developed and developing countries, distribution and
access routes is critical to ensure effective infrastructure
management and development (Towns 1994). The supply
network can be seen as a network of wires, transformers
and other components that spread out from the generating
station and connect to households and factories across the
town via substations to regulate and alter voltage as
required.  The electricity provider has to ensure that the
entire network is operational at all times, regulate
connections, and monitor their consumption for operations
as well as billing purposes.  There are engineers in the
operations unit who monitor the current network load and
demand as well as current status of generation units
(Marmar, 1999). The electricity provider has to ensure that
the entire network is operational at all times.
   In the fault and customer service center, on daily basis,
service technicians, engineers, and telephone operators
together with a dispatcher record and process calls for help
from across the city where each call is located on the map .
For every complain call received, a customer complaint
form is filled by the telephone operator on duty with the
details given by the caller (e.g. no supply, defect, third
party damage, fire, arson etc). After that, the field crew
is contacted to investigate the complaint and any related
problem. The crew will then try to find the source of the
problem starting from a single unit (e.g. building) and than
analysis a common component for all units (e.g. a
substation) in the higher hierarchy.  The identification of
the problem automatically leads to selection of the crew, if
available that is able to solve the problem.  If the crew is
not available, the caller has to wait until the crew is
Figure 1 A section of a utility map

oreover, GIS and circuit analysis tools such permits
alyst to test various circuit configurations and view the
sults on a color-coded graphical display, and other
aphical representations such as graphs. Having a visual
splay of circuit conditions make the analysis process
icker, easier, and more accurate. Furthermore, relational
tabase access and object-oriented programming allow
plications to be highly integrated and quickly developed.

available. Upon investigation of the complaint on site, the
field crew will inform the telephone operator about the
nature of the defect/fault and the works to be done and the
complaint form is completed. On the other hand, the
planning section is responsible to design the plan for a new
layout in a town and has to decide whether the current
main network can support the extension with or without
modification.  The huge task of effective infrastructure
management and development is much easier in every
component of the network (every line, pole, meter) is
available and trackable in a digital database.
   The customer fault complaint center must be also able to
handle supply outages (forced-emergency and planned)
complaints and related problems. Forced outages are due
to sudden failures of some components of the network or
due to the third party damages which cause power
interruptions to concerned customers. Planned outages are
due to preplanned works to be done on the network of new
connections or alternations of expansions of the network
and the customer must be informed well in advance of the
shutdown date. The fault report center must deal with the
outages and customer calls on a 24 hour basis with the help
of field crew and telephone operators who work on shift
system.



SIMULATION SOFTWARE

   In order to prove capabilities of GIS technology for
electrical utilities applications, a simulation software
package is planned to model the electrical utility
operations.  The task at this stage is to identify the exact
requirements of software and hardware combination which
will satisfy the systems needs and to suggest a way of
converting available landbase maps into digital format. It is
important to note that  at the present, the digital coverage
of the utility distribution network is a part  of the total
existing utilities network all over the country, so it is
essential to capture and digitize the additional network
connectivity data. Using existing digitized maps, the
electrical network must be modeled with precise positing
of substations, feeder, transformers, switches and so on
with individual attributes on each of these entities (Sharma
and Khare 1999). The next step should be to integrate all
software and associate  data for producing  consistent
reporting.
   Utility companies must consider different ways to define
technical specifications for GIS data  and related
implementation schedule (Balakrishnan 2002). This
includes considering impact of technology on the cost of
data acquisition (especially important with large scale
maps), impact of maturity of GIS data vending industry (it
is expected that this industry will drive down the price of
GIS data and increase the quality of data quality), impact
of better and cheaper GIS software, and cost of upgrading
the landbase at the future date. In general, the GIS data is
made of two components, geometry features like street
boundary, building features etc  (geometric data) and
information associated with the geometrical data like the
locality name, street name etc.(attribute data).
   A common practice (Piplapure 2002) to create models
to describe real life problems. Models are generally
created as the scaled down versions of the existing
systems. The developed model allows visualization of the
real-life situations, possibility to study the system and to
analyze the effects of real-life changes that may take
place.  Dynamic models are generally used to simulate,
study, and analyze engineering environments  which
normally undergo frequent changes. One example of
situation where dynamic modeling is required is with
performance studies of electricity distribution networks
related to customer complaints. These networks have to
operate under constantly varying conditions. To create
dynamic models, the simulation software must have built-
in graphical capabilities to describe the existing conditions
and to quickly present the changes in these conditions.
Also, the software must have extensive libraries with a set
of symbols and intelligence to attach them on each of
network elements. The power network consists of
elements such as transformers, switches, capacitors and
they are connected together
      The simulation software package is design to maintain
geographical information and records on network
connection and maintain a customer/service unit records

containing customer's name, address, ID number,
electricity meter, utility service size, installed load,
maximum demand for a part of a typical town.  An
electronic map of a part of selected town was provided
with spatial features stored in a coordinate system, which
references a particular place on the earth. Descriptive
attributes in tabular form are associated with spatial
features. Spatial data and associated attributes in the same
coordinate system are layered together for mapping and
analysis. GIS and circuit analysis tool permits analyst to
test various circuit configurations and view the results on
a color-coded graphical display, and other graphical
representations such as graphs. Having a visual display of
circuit conditions make the analysis process quicker,
easier, and more accurate. Furthermore, relational
database access and object-oriented programming allows
applications to be highly integrated and quickly
developed.

   The simulation software should have to following
capabilities:

a) Allow users to use equipment symbols to model the
network

b) Allow users to create their own symbols and or exit the
existing

c) Provide users with pull down menus for equipment
types selection and position

d) Allow users to annotate the equipment attributes using
pull down menus which contains ratings of various
types of  standard equipment  with default values

e) Allow user to assign unique numbers (Ids) to the
equipment

f) Provide built-in facility to check correctness and
reliability of the model, checks electrical connectivity
of the equipment and check proper placement of nodes
and equipment

   The simulation software is able to accomplish the
following tasks on a given area:

1. Trace and locate customers and utility network linkage
2. Maintain and identify the records of different types of

important customers such as hospitals, airports,
water/sewage pumping stations, government buildings
and establishments, VIP premises, traffic light,
factories and companies

3. Identify and highlight the network connectivity of
important customers at any point along the network
linkage

4. Interact with customers for all sorts of outages
complains

5. Generate reference for each complain order sheet
6. Access the customer's service unit history database file

in order to check for any previous outage and reasons
behind these outages

7. Record the time of outage or incident as reported by the
customer, the time of the emergency field crew was
informed about it and the time of commencement of the
repair-work



8. Retrieve and list all the distribution points from each
customer to the low voltage transmission lines
distribution

9. Locate all electrical equipment such as transformers,
capacitors and other accessories on the low voltage
distribution tines

10. Locate all distribution points from the high voltage
transmission lines to the transformer Identify all
distribution points from the substation to the
transformers

11. Trace hierarchically linkage for any individual service
unit

12. Maintain the records of equipment and their types
located at the substations

13. Retrieve and list all distribution points, which are
supplied from the power station to the substations

   The fully developed system should be able to maintain
and retrieve customer. service unit database file including
customer name, customer location and address, utility
service size, installed load etc. Also the system will be able
to maintain and retrieve distribution information such as
pole number, wallbox number meter number,  distribution
point location etc. Additional information includes
geographical information on network connectivity such as
substation  umber and name, substation location etc. The
system should maintain located at each substation.
    The fully developed and retrieve records on equipment
and their types system based on developed simulation
software will have the following prime benefits:

1. It will replace a paper mapping system, which not only
required manual updating and renewal, but also
requires needless duplication, and extensive physical
storage space. The maps are also extremely vulnerable
to damage.

2. It will be highly flexible tool for managing assets,
providing detailed information about attributes,
geographic positions, spatial relationships and
maintenance histories.

3. The system will provide a digital model of supply
network that will help users analyze operational
systems, such as street light networks, power networks,
and signal and communications networks.

The system could also include methods to calculate
voltages and losses in the network  and cost benefit ratio
incorporating future development/improvement schemes,
capacity utilization and estimation, load analysis and the
electrical distribution network, calculation of losses in the
network under  loading conditions, calculation of voltages
at various points on the network, and optimal placement of
capacitors in the network (Sharma and Khare 1999).

CONCLUSION

The paper describers a simulation of a typical electrical
utility customer center using GIS technology. The fully

developed system based on developed simulation software
will allow migration to an open GIS environment  that
will provide a better level of service to customers, more
accountable management of assets, better management of
distribution network, faster management process and will
result in overall benefit to customers. GIS ability to better
manage the infrastructure, provide better and more timely
maintenance and to provide the link between service
requirements and customer needs. Use of GIS in utilities
will grow over the next decade with the need to integrate a
number of previously different systems.
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ABSTRACT

Based on the tasks of modern armies, the introduction of
simulation technologies is the most significant trend in the
development of military instruction and training techniques
for the preparation of commanders, staffs and troops. The
experiences from the using of Ground Forces Training
Centre of the Czech Army in Vyškov are presented here.
This training and combat simulation centre is equipped with
complex and efficient modelling and simulating (M&S)
system. It combines virtual/real environment of combat
situations, military means and crisis management systems.
It makes the training, battle procedure, operations research,
technological development etc. near to real conditions. The
Ground Forces University of the Czech Army in Vyškov
develops study programme “ Process Management” already
more than six years. The harmony and debugging of word
asked process approach (here represented by Theory of
Processes - Urbánek 2002) to army terminology is
imperative task here, not only at experimental or scientific
level. This approach is applied at army environments. It is
task for real military education and culture. The conception
- "crisis process“ is introduced in several simulation
environments, function modalities and procedures. The
combat simulation methods are tested and evaluated at their
dependences, relations and integration to the crisis
processes and their environments.

INTRODUCTION

University established system’s approach is necessary to
upgrade by means of process approach.  The reason is for it
a training of future crisis situation. Process approach
contrasts to system approach by great emphasis on the
integration to real-time, to real-space, to real-agents and to
information-environment. The process environment is key
entity, which include asked properties and behaviour for
crisis situation solution. Its solution asks above all the
manager qualification, decisiveness, flexibility, creativity,
learning ability and operative ability. The Management can
be defined as a "anthropogenic control" here. A Manager
qualification is more difficult then a specialization in crisis
situation solution. But the both are coessential. The
qualification can be obtained by means a study and the
specialization during the training. The environment (ENV)
is necessary to comprehend as the most universal entity, as
relation field - a Blazon (Urbánek 2002). Every one process

is an operation at defined ENV.  A programme controls the
process. Natural law programs the natural processes.
However, contemporary always more active anthroposophy
intervention to the man near process system results that the
processes at anthroposophy ENVs proceed according to
man-made programme. Interdisciplinary complication of
decision-making process management requires heavy
expenses quantity of the information. The ability of fast,
pragmatic, efficient, actual and effective information
processing, oriented to the control decision-making, results
in an influence of process programme. Control decision
carries out the process-management. Decision-making of
process management (and-crisis-management especially)
proceeds at operational levels almost pure. Decision-
making qualification can be innate, as a result of a life in
pertinent ENV. However, the environment of uncontrolled
calamities, wars and catastrophes of all sorts is not native to
any animal race. Management qualification is then
necessary to obtain by the education and training in
simulation ENVs. Discriminative level of information
reception and informative details, necessary for a solution
of future crisis-situation, isn't possible to predict in
advance. Principal source of future right decision-making is
the education and training in simulation environments.
Simulation ENV is possible to identify with virtual
(electronic) ENV at up to date practical implementation.
Then, we can talk about computerised-aided decision-
making. But anthrop entities are not possible to eliminate,
because it acts by man-made processes influence. Biggest
difficulty of management decision-making is a reception of
excessive details of simulation ENVs, which can grow up
to information redundancy. But automatic filtration
"unsubstantial details" is a trip to the infernos. The causality
of future crisis situation is guided by stochastic as far as by
chaotic principles (Mandelbrot 1982). Even unsubstantial
detail can shows as a cause of fatal incidences at operation
level. That is why the quality of management decision-
making asks a talent also. The obligation of education
system is to awake this talent and then lifelong amplify its
on principles of the self-education, self-organization, self-
teaching and autogenously training. Thereby, it proceeds
the cycle closing, in which must be educated and trained
good (not only crisis) management. Simulation-ENV, in
which this cycle acts, it can be discriminated according the
branches (the industry, army, etc.). But it must have
common important thing – the process approach. It
significant contributes to the improvement of army forces
preparedness to fulfil tasks not only in traditional war
operations, but also in solving various crisis situations. The
education of army managers needs the implementation of
process approach principles to the military practice (Rýznar
2001) (Vrab 1998).



COMBAT SIMULATION CENTRE REALIZATION

Based on the experience of modern armies, the introduction
of simulation technologies is the most significant trend in
the development of military instruction and training
techniques for the preparation of commanders, staffs and
troops. With reference to the adopted “NATO Modelling &
Simulation Master Plan“ for a particular field, modelling
and simulating (M&S) provide immediately available,
flexible and cost-effective ways of simulating the real
environment and in this way substantially extend activities
in the field of training, operations research, technological
development etc. Moreover, they can contribute to the
improvement of NATO forces´ preparedness to fulfil tasks
not only in traditional war operations, but also in solving
various crisis situations.
Therefore, based on the design documentation developed
and approved on December 15, 1999, the construction of
the Ground Forces Training Centre of the Czech Army
(GFTC) in Vyškov was begun in accordance with “The
Concept of Introducing Simulation Equipment into the
Czech Army“, signed by the Minister of Defence in July
1998. The Military Academy in Vyškov was charged by the
Czech Army General Staff with management of the
construction. (Rýznar 2001).
The Ground Forces Training Centre of the Czech Army is,
after the National Centre of Simulation Technologies
(NCST) at the Military Academy in Brno, the second Czech
Army training centre to be equipped with more complex
and expensive simulation equipment. The GFTC
complements the National Centre of Simulation
Technologies in Brno in its functions and tasks.
In the concept applied, the GFTC is divided into three
training areas (see the following scheme at the Figure 1.):

Constructive and Virtual Simulation Department
(CVSD) as the most important part of the GFTC is intended
for the training of commanders (at mechanized infantry
squad or tank crew, platoon and company level) and the
exercise of crews participating in the battle in the virtual
environment. It can be connected to the battalion tactical
simulator, which is a part of the NCST at the Military
Academy in Brno, designed for the exercise of commanders
and staffs.

The CVSD will enable:
• The training of squad, tank, platoon and company
leaders/commanders to command and lead units in battle;
• The exercise of tank and infantry combat vehicle crews
in battle situations;
• The training of units to fulfil tasks of combat fire and
gunnery training;
• The exercise of drivers and the coordination of their
operation within the framework of the crew.
All of this can be implemented at various command levels
depending on the training cycle (squad or crew, platoon,
company) using various training methods (exercises, joint
and command exercises, combat shooting, tactical exercises
with battle firing etc.) in unopposed as well as opposed
forces exercises, under various terrain, weather and other
conditions.
The elements of constructive and virtual simulation will be
used to carry out the training in the CVSD. These types of
simulation can be described briefly as follows:

 Virtual simulation is a type of simulation using virtual
representations of real installations and/or objects to model
the combat environment and combat operation. Based on
the type of simulation required, particularly visual, but also
others, the elements are exposed to the participants in the
exercise. These elements are similar to those in a realistic
operation in actual combat equipment (see Figure 2).

 Constructive simulation is able to supplement virtual
simulation in an appropriate way. It is a large-scale
computer-based simulation of combat operations intended
for the training of commanders and staffs at battalion and
higher levels, in general. It deals with the illustration of the
combat environment, which is common to the previously
mentioned levels. Commanders and staffs participating in
the exercise solve tactical situations (fulfil combat tasks) in
organic command centres or in mock-ups in training
centres. The activities of subordinate units are simulated
using a model containing programmed algorithms.
ModSAF simulation system is a representative of
constructive simulation, which will be used in the CVSD. It
is an open system of constructive simulation program
modules arranged in a hierarchic way (called libraries in
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Water

Training
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Multiple
Integrated
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Ground Forces
T r a i n i n g  C e n t e r
of the Czech Army

Figure 1:  Organizational structure of the GFTC.

Figure 2:  3D method used to illustrate the battlefield
during virtual simulation.



ModSAF). Most of its libraries of computer-generated
forces serve to generate simulated units and to generate
their operation semi-automatically. In other words, when a
soldier, vehicle, artillery battery or unit move, observe, fire,
communicate etc. in the simulated battlefield, based on
tactical principles adopted, the synthetic dynamic battlefield
is shared by all the simulators participating in the joint
exercise. Another method of simulating units requires input
from the operator to expose simulated forces and
equipment. It is usually employed in operations, which call
for relatively higher levels of tactical decision-making as a
rule, carried out by platoon leaders or higher commanders.
For instance, in the battalion exercise company
commanders are operators. They put data, e.g. company
tasks, their “decisions” etc., into the simulator. In this way
the operation of units, which are employed in the exercises
for commanders at various levels, is simulated. The
subordinated, supporting, and co-operative units and
equipment are simulated to the commanders in the exercise.

 The Multiple Integrated Laser Engagement System
(MILES) is based on live and realistic simulation.
Standard field training is carried out with this type of
simulation. It is usually in opposed forces training – in the
training field or in the military training area. The
participants in the field training use combined-arms
armament and equipment fitted with devices, which use
material to simulate firing, other combat activities against
the enemy and the effects of these activities. For instance,
in tactical training, laser generators in the invisible
spectrum of frequencies are mounted on weapons (Figure
3) and the results of fire are recorded by special-purpose
detecting elements (detectors) on the combat equipment
which soldiers of both sides in the range of mechanized
(tank) companies are equipped with. These detectors record
the beams and monitor the activities of soldiers.

The connection of constructive and virtual simulation
should be commonplace during training in the CVSD.
Important actions taking place in virtual simulation must be
accepted and displayed in constructive simulations and vice
versa for this requirement. Advanced simulation
technologies enable the sharing of a common synthetic
dynamic battlefield not only for models and simulators, but
also to integrate into it a field exercise. Therefore, it is
possible to expect connection with live simulation
technologies in the future.
The connection of individual simulation models
(communication between individual simulators) should be
enabled through use of a shared database and proven and
internationally standardized technologies of distributed
interactive simulation (DIS protocol) or, in the future, High
Level Architecture (HLA). These must use all elements of
both types of simulation used. Accomplishing the mutual
interactivity of connected simulators should create the
required conditions for realism of the dynamic battlefield in
relation to the real environment where the actions are in
progress concurrently. These actions are sometimes more
and sometimes less interrelated and certainly influences one
another. Another problem concerning the connection is the
necessity of cross-correlation (interdependence) of both
terrain databases used. This issue must be solved
conceptually by laying down mandatory standards and
regulations for the preparation of these databases.
Organizationally, the CVSD will be divided into:

 The workplace of the training director and his
personnel – which provides the organizational and technical
support of the training including the analysis of results in a
given exercise. After Action Review (AAR), uses the
recording device (logger) which records complex
conditions of individual material and units and information
transmitted in the simulated hierarchy of command and
control. After the exercise is finished, the director can
replay the exercise and analyze its most important parts.

 The workplace of training personnel (Figures 4, 5, 6)
– which consists of halls and classrooms with various types
of simulators where virtual simulation technologies
(simulators for the training of T-72 crews, BMP-1 and
BMP-2 crews) as well as constructive simulation
technologies (ModSAF Simulation System) are applied.

Figure 4:  Simulator for the training of T-72 crew.
Figure 3:  Laser generator mounted on rifle and detectors.



CONCLUSION

The construction of the Ground Forces Training Center is
planned in the stages. The completion is planned for 2005.
Testing of the CVSD is running from the end of 2001.
Inauguration of the MILES simulator and Multipurpose
Water Training Ground is planned for the second half of
2002 (Rýznar 2001).
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Abstract 
The problem of significant increase of market turbulence has 
been discussed by many authors who however don’t even 
try to differentiate this general concept. In this paper, the 
causes for turbulences will be presented based on an enter-
prise survey.  This survey implies that the strategies for tur-
bulence control are not sustainable strategies, explicitly at 
the level of control and single order.  Therefore, the struc-
tures and process flows in the enterprise must be continu-
ously adapted in order to forecast the market turbulence and 
thus to increase the transformability of the enterprise. This, 
however, can only be possible if processes of production 
system planning undergo a fundamental paradigm shift and 
organizational structure and deployed technologies are im-
proved.  Thereby, the once project-oriented character of Fac-
tory Planning must give way to its continuous character. In 
this paper, new approaches to the Digital Factory, in particu-
lar the Planning Desk as tool for the concept planning and 
the Laser Scanner as a tool for the analysis of the actual 
state, will be integrated in the planning chain of the Digital 
Factory and the application fields. Potentials for further de-
velopment will also be addressed.  
Keywords 
Factory Planning, Continuous Structure Planning, Digital 
Factory, Factory Planning Desk and Laser Scanner  

1 Turbulence – well known phenomenon or a 

new trend? 
1.1 Turbulence: What does it actually mean?    
American researcher Henry Mintzberg shows by means of 
an analysis of various publications that the enterprises and 
their managers have already been complaining about the 
high market dynamics and great cost pressure and pressure 

of competition for 30 years [MB94]. Thus, he remarks that 
market turbulence is apparently familiar to the enterprises 
and therefore respective methods and procedures should be 
available to cope with this problem.  

This, however, does not reflect the reality. During the past 
years, many enterprises had to face chaotic situations [WI94, 
RE99], triggered by the turbulent sales and procurement 
markets. While Mintzberg claims that the market fluctua-
tions and turbulences have always occurred, the authors  
[KU98, MI97] claim that the high rate of change of market 
turbulence acts as a trigger for the pressure of adaptation in 
enterprises. The general development trends like reduction 
of product life cycles and the increase of variant figures in-
dicate the increase in turbulence. However, a detailed analy-
sis of the causes for turbulence remains undone. Therefore, 
systematic planning mistakes and unadapted application of 
methods are often referred to as turbulences. In the situa-
tions where the actual figures never reflect the target figures 
for production, or the uncultivated product master data 
causes insufficient deadline adherence, the imperfect quality 
of results do not originate from the increase in turbulences 
but from lacking methods. Therefore, it is not possible to 
conclude the increase of turbulence from the reduction of 
planning time or from the increased number of variables. 
The results of the special research project 467 “Transform-
able Business Structures for Multi-Variant Serial Produc-
tion” show rather that in the actual turbulences it appear if 
there is, in additional to the normal change, a “surprise ef-
fect” occurring and the appropriate outcome is no longer 
possible without great effort [WK00].  

The causes of turbulence, or “turbulence sources”, can be 
divided into internal and external sources depending on 
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where the change takes place. Furthermore, the turbulences 
can be classified according to their reaction time as short-
term - on the level of single orders and resources, as me-
dium-term - on the level of the production schedules and as 
long-term on the level of product programs and network 
structures. On the basis of this definition and systemization, 
fields of turbulence can be derived and differentiated for the 
enterprises and their structures.   

The results of the survey of more than 200 enterprises (< 
200 employees), carried out within the scope of the special 
research project 467, has identified 10 crucial turbulence 
sources in the short- and medium-term field. 
1.2 Implication of this definition  
Based on this definition, the turbulence sources cause an in-
crease of turbulence only when the previous approaches do 
not provide a market-adapted reaction. The conventional 
methods, like increasing inventory stock, extending the de-
livery date or early make-to-stock production make it possi-
ble to counteract the turbulence sources. However all these 
methods neither induce a market-adapted response time nor 
set marketable and acceptable prices.  

According to many authors [WI02, WR02, WE02] market-
adapted response to the presented turbulence sources makes 
it necessary to adapt the production structures more fre-
quently in the future. Only if it proves successful to increase 
the readiness for change in the structures of enterprises it 
will be possible to control the turbulences at a higher level. 

The results of the study confirm this theory. It indicates that 
the reduction of order processing time holds the most sig-
nificant potential for the future in a common enterprise. 
Hereby it also implies that the conventional methods like in-
creasing inventory stock do not prove to yield sufficiently 
adapted response times.  

The study also shows that the reduction of planning time for 
product development and production -start-up and the opera-
tive reduction of cycle time are equally important. This also 
indicates that reduction of planning time involves increasing 
the frequency of planning and adaptation of the structures.  

Setting the structure of the production system as a variable 
enables turbulence control to a higher degree. Many enter-
prises claim that this increased flexibility, referred to as 
transformability of the enterprise, must be significantly en-
hanced in the future.   

The survey also reveals that only 31% of the enterprises in-
terviewed describe the actual state of their enterprises as 
“transformable” while 51% are aiming to become. Similarly, 
4% of the enterprises claim to be “highly transformable“, 
whereas 39% strive to be.  

On the basis of a detailed definition of turbulence, it has 
been stated that the turbulence could only be controlled if 
the structural variability or transformability of the enter-
prises would be significantly improved. In the following 
paragraphs new methods and tools of the Digital Factory 
will be described based on the concept of continuous struc-
ture adaptation.  

2 Turbulence control through transformability  
As structure adaptation is a compensation mechanism for 
the increased turbulence, enterprises must now determine 
the frequency and level of structure adaptation. Set-up on 
the level of single orders can be selected as an analogy ac-
cording to frequency. Set-up, that makes the next order pos-
sible on the level of workstations, must take place more fre-
quently, the shorter the processing time or smaller the 
processing amount of the order.   A “continuous set-up” is 
available on the level of single order if it takes place after 
every produced part i.e. the batch quantity of order equals 1. 
If this analogy will be transferred to the next higher level of 
order profile, the production system must always be set up if 
the order profile relevant for this system would be changed. 
Analogically, continuous set-up or continuous adaptation of 
production system will only take place if the adaptation of 
production system results at the inspection point of the order 
profile i.e. in the monthly planning    meeting or on similar 
occasion. Analogically to the set-up on the level of single 
orders, time for the set-up of production systems in the fac-
tory will be critical due to the frequency [BR01].  

Thus, there is a correlation between turbulence control and 
transformability.  In the case of increased turbulence and 
therefore more frequent adaptation of production structure, 
the time required for the “set-up of the factory” will be a 
critical success factor.  Furthermore, the turbulence can in-
crease so heavily that the continuous adaptation of the pro-
duction structures will be necessary.  [WIME02, WK00]. 
The continuous planning must also take place on the level of 
location if the turbulence further increases and the order pro-
file changes continuously and unpredictably.  

According to Eversheim and Warnecke [EWSC96, WA95] 
Factory Planning encompasses “planning and design of 



 

manufacturing facilities together with monitoring the real
zation up to the production start-up” and embraces the entire 
structure of resources of the production from “rescheduling 
of machines and their supporting functions up to building a 
new plant”. Should the production systems be set up faster, 
the Factory Planning plays an essential role in increasing the 
transformability of factories and production systems.  How-
ever on the contrary to the conventional set-up, the factory 
set-up must be a systematic task. Therefore improving tech-
nology as a system element is not sufficient for the accelera-
tion of this operation. Furthermore, the adaptability of all 
elements of the entire production system i.e. technology, 
employees, organizational and facility structures, must be 
increased.   

i-• The data of the entire factory planning will be stored in 
data bank systems that will be accessible by all plan-
ning participants worldwide. 

Despite this integral optimization task, the processes play an 
essential role, as they are measurable improvement steps in 
the enterprise. When viewing processes according to their 
improvement potential the Digital Factory represents central 
element for increasing the transformability.  

Therefore, the Digital Factory is not an end in itself but must 
aim at increasing the transformability of production systems 
and factories whilst it enables reduction of the planning time 
required for the factory changeover for the similar or im-
proved planning quality and cost level. All measures per-
formed in the field of the Digital Factory of the enterprise 
must be evaluated according to this aim.  

3  Digital Factory as a new method to increase 

transformability 
Despite the fact that there has been a great variety of defini-
tions of Digital Factory [BI01, FG98, WR01, ME02], all of 
them indicate its three key components: Simulation, Data In-
tegration and Visualization. The main task of simulation is 
to support technical, logistic and business planning proc-
esses by means of dynamic models. Data Integration should 
serve as a continuous solution between these two levels as 
well as between the planning phases. Visualization should 
provide access to all planning levels and planning data. The 
Digital Factory enables the following functions:  

• All processes and data flows of the factory will be 
digitally modeled, tested and simulated before the ac-
tual operation. 

• The models are geared together at different abstraction 
levels  (technical simulation, logistic simulation, simu-
lation of business processes). 

• Using Virtual Reality, factories will be visualized in 
3D models, in which a 3D Walk Through will be pos-
sible before building of the factory.  

• New production processes will be developed either on 
the basis of existing configurable modules or through 
default or self-learned rules. 

The aim of the Digital Factory is to combine the existing 
elements in an improved way or to a greater extent. It is then 
no longer essential to improve the single activities or pro-
duction steps in the factory planning. However, if the devel-
opment of new methods of the factory planning would be 
taken into consideration the Digital Factory alone would not 
be sufficient. The simulation of the material flow is nowa-
days an essential element of Factory Planning.  

The development of the Digital Factory should also be open 
to new approaches. The necessary improvement of the plan-
ning processes and their efficiency can be achieved on con-
dition that the new methods of factory planning would be 
consecutively associated with the approaches of the Digital 
Factory  

Following, selected new methods of Factory Planning and 
their integration in the Digital Factory will be described. On 
the one hand, the Factory Planning Desk will be presented 
as a system for participative planning while on the other 
hand the need for further development in the field of actual 
state analysis will be explained by means of Laser Scanning.  

3.1 Planning Desk as a system for Participative 
Planning   
According to Breit [BR99], planning time can be signifi-
cantly reduced through integration, parallelization, avoiding 
iterations and improved cooperation. These mechanisms will 
be supported in the participative planning. The main aim of 
participative planning is therefore to improve the integration 
in the concept planning due to know-how of the different 
planning partners. Furthermore, the information transfer be-
tween the interfaces will be improved, the parallelization of 
the planning processes enabled and the unnecessary duplica-
tion of effort, resulting from the repeated data input and 
transfer, will be significantly reduced. The functionalities, 
efficiency and the technical layout have been described in 
detail in various publications [BI99,WK00,SI00], therefore 



 

only substantial further developments in the participative 
planning will be presented in the following paragraphs.  

Besides these developments, the efficiency of the planning 
desk has been increased while taking advantage of noticea-
bly improved computer hardware. 

Planning Desk as tool for participative planning will first be 
integrated in the planning chain based on the basic principle 
of separation between visualization and data management. 
Within the framework of “Dynamic Factory Structures“ sub-
projects, the interface between the Planning Desk as tool for 
participative planning and a data-driven simulation tool has 
been established, which enables a parallel simulative and 
subjective evaluation.    

Thus, dynamic evaluation will already be possible in the 
concept phase. Besides the simulation of the material flow, 
the interface between Layout Planning and the associated 
technical control mechanisms of the material flow systems 
and manufacturing facilities will be established.  Therefore 
the controlling objects (actuator, sensor, bus systems) must 
be combined with the layout elements. Thus, a further logi-
cal approach will be integrated and visualized by means of a 
corporate platform.  

A further integration of the Planning Desk will be to connect 
it to worldwide available data and models of planning ob-
jects. Based on Internet technologies, a network will be es-
tablished similar to the „Napster concept”, where each par-
ticipant is able to place data models and then receives a 
corresponding number of models from the network. This en-
ables faster distribution of models and at the same time re-
duces the effort of developing new models. 
 
Based on this enhancement of the Planning Desk, a further 
reduction of the time required for establishing planning 
variants will be possible in the future. The required interface 
between visualization and evaluation will already be possi-
ble in the concept phase through the integration with simula-
tion. The connection between Layout Planning and Control 
Planning allows early coordination between different plan-
ning tasks. The Napster principle also enables to support the 
spatially divided planning.  Therewith the efficiency of the 
Planning Desk can be further increased and its integration 
into the Digital Factory as a concept tool can be achieved. If 
the 80:20 principle of the product development also applies 
for Factory Planning, significant potential in the Digital Fac-
tory can be developed through acceleration and improve-

ment of the participative planning implemented in the con-
cept phase.  
3.2 Integration of Laser scanning  
The Laserscan 3D measurement system is a starting point 
for the Digital Factory planning in existing facilities. The 
weak points, hampering the application of methods for Digi-
tal Factory planning, can therewith be reduced. The Laser-
scan forms a basis for the actual spatial layout by the help of 
which it is possible to derive the changes.  However, accord-
ing to Aggteleky [AG90] and Bischoff [BI01], the represen-
tation of the actual state is only the starting point for the 
planning of the adaptation measurements. The essential 
planning task is the determination of the target state of the 
adapted factory. Therefore, the scatter-plotted data must be 
transformed in order to not only make the distance meas-
urements available in the actual state but moreover to enable 
the changes and adaptations. Therefore, two feasible ap-
proaches have been established, one of them already being 
fully automatable, the second still requiring a great deal of 
manual modeling effort 
In the first approach, 3D CAD machines data will be re-
corded in the scatter plots. Thus, a model will be developed 
containing both the information of the scatter plots and the 
information of the new or adapted elements. This approach 
is particularly beneficial if the layout and collision in 3D 
space of the new objects will be tested at the actual state and 
the empty hall geometry has been laser-scanned. However, 
this approach does not produce a complete CAD model con-
sisting of all information of the 3D scatter plots and the new 
objects. Therefore, this approach can only be applied if there 
is an actual 2D CAD drawing and the changed objects, al-
ready tested for their collision in 3D space, can be inserted 
in this drawing. Within the scope of the special research pro-
ject 467 “Transformable Business Structures for Multi-
Variant Serial Production“ the scatter plot representation 
will be integrated in the team-based Factory Planning on the 
basis of the Factory Planning Desk. Thereby it is possible to 
use the scatter plot either as a background planning wherein 
the new object can be inserted or to cut out the elements of 
the scatter plot and integrate them in the existing planning 
methods. Thus, new machinery can be placed in the existing 
factory building or existing machinery can be located in new 
buildings. The acceleration of Digital Factory Planning by 
means of the Planning Desk and reduction of modeling ef-
fort lead to considerable reduction of the total planning time. 
It enables a further step towards Digital Factory Planning.  



 

In the second approach, that is currently being developed, 
CAD elements will first be generated from the scatter plots. 
This however still requires a great deal of manual modeling 
efforts. In order to fully automate the CAD model genera-
tion, it is possible to access the data of the generated CAD 
elements of the scanned products. [WK00]. On the contrary 
to the product-oriented CAD transfer, where the main task 
was to define the free form surfaces, the task here is to select 
and allocate the standard geometries in the elements of the 
scatter plot. The bar charts do not consist of a pre-defined 
number of polygons, but they will be generated in the CAD 
model as independent and scaleable objects with the dimen-
sions of the bar chart of the scatter plot. This approach leads 
not only to a reduction of the polygons to be presented but 
moreover it allows establishment of structured and object-
oriented CAD models, in which the scaleable general model 
of the Digital Factory is to be integrated. Various CAD Sys-
tems, like TriCAD, with a large scaleable library of CAD 
elements already make the integration possible. The second 
approach allows development of a complete CAD model 
which can serve either as an input for the team-based plan-
ning or is available for further planning systems.  Thus, the 
further step towards acceleration of the planning processes 
and complete digitalization of a factory has been made. This 
again will noticeably reduce the planning time and effort.  
The third significant development for the future will be the 
question of whether the laser scan could be beneficial for the 
actual acquisition of the moveable models in the factory and 
if this information can be used for job control. The next as-
pect is therefore whether the elements from order and mate-
rial tracking must be adapted in the future through the appli-
cation of the new technology. This however still remains a 
great novelty both for the Laser Scanner as well as for the 
application.   

4 Conclusion 
Despite many efforts, the problem of turbulence remains un-
solved. According to the survey made, enterprises are forced 
on finding new mechanisms to control turbulences. A sus-
tainable approach would be to frequently and rapidly adapt 
factory structures. The Digital Factory offers an efficient 
approach to reduce planning time in the Factory Planning 
stage.  It will only reach its full potential in the long run if it 
focuses on this aim and remains open to new methods and 
developments.  
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ABSTRACT

Simulation is one of the most prevailing
tools available for the design and
operation of complex processes and
systems. This paper demonstrate the use
of simulation model in manufacturing of
an electronic device called interrupter.
The simulation model developed in this
manufacturing environment is used as a
planning tool to help the management in
making decision. The model assist in
making decisions on the production
management of plant operations and it
optimizes the utilization of resources and
provide estimates for the plant
throughput.

1. Introduction

Simulation has been successfully applied
in many different areas such as
manufacturing, healthcare,
transportation, supply chain etc[1,2].
This study is specifically focus on the
use of simulation modeling in
manufacturing industry. The product
manufactured is an electronic device
called interrupter. The interrupter size is

about 1 cm and used in many electronic
equipments.

2. Objectives
The objectives of the study is to develop
a simulation model of a manufacturing
plant. In order to achieve the stated aim,
the following objectives were identified
and pursued:

 To create a simulation models that
are capable to mimic the plant
operations

 To use animation that is capable to
offer a clear description of the
models

 To increase factory throughput
 To propose a new operating policy to

decrease bottleneck and to increase
the performance of the plant.

3. Production Process Flow
Description

The process begin at Station 1 with the
arrival of interrupter’s housing for
marking and ending at Station 8 where
the interrupters are tested for their
functionality. The process to produce an
interrupter is described as in Figure 3.1
below.



Station 4                                                            Station 5

 Station 3
                                                                          Station 6

Station 2                                                          Station 7

                                                                        Station 8

 Station 1

                            Figure 3.1 Process of Producing Interrupter

4.     Development of Simulation
Model
Model is developed using ARENA
simulation software. In the model, the
interrupter represents the entity that
moves throughout the system. In the
ARENA software, the Input Analyzer is
used to fit the appropriate distribution to

the empirical data collected. Most of the
data were directly available, via
operation or equipment specification
documents. The simulation model
presents an animated display of the
production system. This animation can
be run concurrently during simulation.
The modeler can also include animation

Marking - Mark the housing
with data code and part number.
There are three ways :
a) Vibrating bowl and air assist
    (Fully automation)
b) Operator with air assist
    (Half automation)
c) Operator without air assist.
    (Manually)

End Plug – Operator will attach the
end plug to the interrupter at the
base cover.

Detector (LPT) – Operator will
attach the detector to the interrupter
at the base cover.

Emitter (IRL) – Operator will attach
the emitter or LED to the interrupter
at the base cover.

Housing – Operator will attach the
housing to the interrupter at the base
cover.

Testing – The interrupters are tested
for their functionality. There are two
ways which is automation (2 Auto
Handlers) and manually (operator).

Visual Inspection – The interrupters
are check for physical defects.

Quality Assurance – The interrupter
are checked again for the
functionality and physical defects.
After that it is pack and ship. If there
is any defect or malfunction the
interrupters are sent back for testing.



in a real-time display of model statistics,
such as dynamic plots, histograms, and
time clocks, during the simulation in
order to illustrate system performance.
Statistics such as cycle time, resources
utilization,  queue time, and throughput
can also be computed from the
simulation output.

5.     Summary of Simulation Results

The statistics collected from the
simulation model include plant
throughput, resources utilization and
time spend in the queue.

5.1   Plant throughput
The output generated from the
simulation output was 20,160
interrupters in one shift as compared
with 19,289 from historical data. This
shows a difference of 5%.

5.2   Resources Utilization
The resources utilization at plant is not
equally distributed. The highest
resources is at Station 1 and Station 2
with 85% each. The lowest is at Station
6 with 17.1%.

5.3   Queue Time
The highest queue time spend by the
interrupter is both at Station 1 and
Station 2 with an average of 54%.

6. Model Experimentation
A model experimentation is a test of
different scenarios in which a
meaningful changes are made to the
input variables of a validated simulation
model so that we may observe and
identify the reasons for changes in the
performance measures. Only two
different scenarios as suggested by the
management are listed here.

Scenario 1 : Reduce 75% the quantity
of the box of interrupters to be filled.
after marking process. As a result, the
throughput increases by 10% and
resources utilization are more equally
distributed
Scenario 2 : Increase the time between
arrival for both manual marking and half
auto marking by 25%, and reduces the
time between arrival of automation
marking by 30%. This scenario is chosen
in order to reduce the workload at
manual marking and half auto marking
and shift this workload to automation
marking. It is verified that with this
scenario, lesser interrupters have to
queue to be process. However not much
different with the total throughput.

7.     Conclusion and Recommendation
In this study, a simulation model has
been developed for a case study of
manufacturing sector. The model can be
used as a tool for making decisions of a
production plant. Investigations on
planning and changes can be tried on the
model without disturbing the existing
operations.
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ABSTRACT

This paper emphasizes the role of simulation-based
methods for the efficiency analysis in the exploitation of
flexible manufacturing systems in connection with the
deadlock avoidance problem. In order to incorporate both
quantitative and qualitative information, relevant simulation
tests must use timed models. The case study presented
herein illustrates the utility of a Petri net simulator with
appropriate facilities for the selection of the most adequate
policy in controlling a production flow.

1. INTRODUCTION

Flexible Manufacturing Systems (FMSs) have become
prominent in modern industry because the users can simply
modify either physical or logical structure of the system. In
FMSs resources are assigned to operations and released
from operations. Failure to suitably assign shared resources
can have serious effect on system performance, resulting, in
extreme cases, in a sequence of n operations such that the i-
th is waiting on the (i+1)-st and the n-th is waiting on the
first. In this case the FMS enters deadlock or circular wait
state and ceases to operate. Therefore, deadlock free
operation is an important structural property of FMSs and
represents a major objective of their control.

It is known that Petri nets (PNs) offer an effective
framework for modeling FMSs where the deadlock
avoidance problem can be rigorously approached. The
purpose of our paper is to underline the role of simulation
based on P-timed PN models in the efficiency analysis for
the exploitation of the FMSs equipped with mechanisms
dedicated to deadlock avoidance.

The paper is organized as follows: Section 2 comments, in
Petri net terms, the deadlock avoidance strategies for FMSs
within the context of time dependent performances. In
Section 3, the characteristics a PN simulator must possess
in order to allow a production efficiency study are pointed
out. Section 4 contains a brief overview of the Petri Net
Toolbox for MATLAB designed and implemented at the
Department of Automatic Control and Industrial

Informatics of the Technical University “Gheorghe Asachi”
of Iasi. Several examples of such studies carried out in this
toolbox are presented in Section 5. Finally, some
conclusions are delivered in Section 6.

2. DEADLOCK AVOIDANCE VERSUS
    TIME DEPENDENT PERFORMANCES

Since FMSs are driven by discrete events, they may be
easily modeled and analyzed by means of Petri nets.
Consequently, a number of techniques were proposed for
dealing with FMS deadlock within the PN formalism, such
as (Desrochers and Al-Jaar, 1993), (Ezpeleta et al., 1995),
(Lewis et al., 1995), (Lewis et al., 1998), (Viswanadham et
al., 1990), (Wysk et al., 1991), (Zhou and DiCesare, 1993).
The basic idea is of qualitative nature and consists in using
untimed PN models in order to ensure the robustness with
regard to unexpected changes that might affect the
durations of the operations performed by the resources in
the FMSs. If an untimed PN is deadlock-free, then the FMS
modeled by this PN will never be confronted with the
deadlock problem, no matter how long each operation
takes, provided that the sequencing of the operations along
the entire production flow is not altered.

On the other hand, an extremely important criterion in
exploiting an FMS consists in reducing the mean time spent
by a part within the system (i.e. the mean time requested to
obtain a final product from raw material). Therefore, such a
performance analysis needs a timed PN model able to
incorporate the quantitative information related to the
processing time specific to each operation (Desrochers and
Al-Jaar, 1993).

In many cases when deadlock appears in the untimed PN
model, the addition of deterministic timing information
results in a timed PN where deadlock does not occur
because of a fortunate compensation of the time durations.
These deterministic durations disable the firing sequences
which lead to deadlock in the coverabillity tree of the
untimed PN model. However, such a fortunate operation
can be simply affected by perturbations of the time
durations and, consequently, the occasional avoidance
of deadlock might disappear. Hence, the correct
exploitation of an FMS must combine the robustness in
deadlock avoidance with the improvement of time
dependent criteria.



3. ROLE OF SIMULATION IN ANALYZING
    PRODUCTION EFFICIENCY

In order to develop a relevant study of the quantitative
behavior of an FMS, a stochastic timed PN model is
requested so as to incorporate the significant details issued
by the practical exploitation, when the durations of the
operations often vary around a mean value. The analytical
investigation based on such a model is far from a
convenient approach and the usage of an appropriate
simulation tool represents the only feasible solution.
Furthermore, analytical tools can be helpful only for
restricted classes of timed PNs, such as the max-plus
algebra for event graphs (Bacelli et al., 1992), (Cohen et al.,
1998), Markov chains for stochastic Petri nets (where all
delays assigned to transitions are assumed to obey an
exponential distribution), e.g. (Cassandras, 1993), (David
and Alla, 1992).

A widespread technique for constructing the PN model of
an FMS uses separate places for operation performance and
resource availability, fact that requires the assignment of
P-timing. Thus, the simulator must be able to operate with
place-timed PN models so as one can allocate different
probability distributions to each place in the net. Moreover,
the simulator must provide statistical information to
characterize the whole simulation period by means of
standard performance indices such as mean values for
arrival distance, throughput distance, queue length, etc.

It is worth mentioning that the capability of a simulator to
operate only with stochastic transition-timed PNs represents
a considerable impediment because the typical place-timed
models cannot be directly used and their conversion into

T-timed PNs brings the major disadvantage of enlarging the
topology.

4. USAGE OF PETRI NET TOOLBOX FOR
    MATLAB – BRIEF OVERVIEW

The Petri Net Toolbox for MATLAB (Mahulea et al.,
2001), (Matcovschi et al., 2001) was designed and
implemented at the Department of Automatic Control and
Industrial Informatics of the Technical University
“Gheorghe Asachi” of Iasi. Its integration with MATLAB
(The MathWorks Inc., 2000a), (The MathWorks Inc.,
2000b) offers multiple advantages with regard to the
simulation aspects we are interested in, among which:
(i) It is able to operate with nets having infinite capacity

places;
(ii) Deterministic or stochastic delays can be allocated to

places or transitions in a net;
(iii) Priorities and/or probabilities may be assigned to

concurrently enabled transitions;
(iv) The coverability tree in text or graphical mode may be

easily constructed and allows studying the behavioral
properties of the PN model (Murata, 1989);

(v) An analyzer of time-dependent performances provides
statistical information about transitions and places
characterizing the whole simulation period.

5. A CASE STUDY

Simulation experiments addressed in the Petri Net Toolbox
for MATLAB allow the user to choose the most efficient
solution for deadlock avoidance based on the computation
of the mean production cycle time, as shown below.

Figure 1. Schematic Representation of the FMS Used as Case-Study

Machine 1 idle (M1)
Processing on M1 (PM1)

Buffer slot
available (B)
Waiting in

buffer (WB)

Machine 2 idle (M2)
Processing on M2 (PM2)

Automatic fix
on pallet (FP)

Release
pallet (RP)

Input parts Final products 

Automatic
load Unload with R (TR1)

Automatic
load Unload with R (TR2)

Robot idle (R)

Recycled empty pallets



Figure 2. PN model of the FMS Used as Case-Study

The FMS presented in figure 1 was selected as an
illustrative example and consists of two different machines
(a lathe (M1) and a drilling machine (M2)), a robot (R) and
a buffer (D) with two slots between the two machines
(adaptation from (Zhou and DiCesare, 1993)). Every input
part must be processed by M1 first and then by M2 in order
to get the final product. Both machines are automatically
loaded and are unloaded by the robot. A variable number of
pallets can be used to fix on the processed parts

The PN model of this system drawn in the Drawing Panel
of PN Toolbox is presented in figure 2. The places are
labeled according to the abbreviations used in figure 1. The
initial marking corresponds to the situation when all
resources are idle.

Several scenarios for analyzing the behavior of this FMS
have been considered. The following strategies for
deadlock avoidance have been envisaged in our simulation
study:
(10) the limitation of the number of pallets in the system

according to the token-capacity of the critical subnet in
figure 2 (Zhou and DiCesare, 1993), (Lewis et al.,
1998);

(20) the usage of a kanban (Sugimori et al., 1977) or
“lookahead” feedback (Lewis et al., 1995);

(30) setting to TR2 a higher priority than to TR1 (Lewis et
al., 1995).

Both deterministic and stochastic P-timed PN models have
been analyzed in order to get a deeper insight into the time-
dependent properties of the FMS. All simulation
experiments described further on have run for 250,000 s.
The performances of the system may be expressed in terms
of the statistics offered by the PN Toolbox for the places
and the transitions in the corresponding model.

We first deal with the deterministic P-timed model for
which the delays corresponding to the operations have the
following numerical values:

• automatic fix on pallet: d(FP) = 7.5 s;
• unload from a machine with the robot: d(TR1) =

= d(TR2) = 22.5 s;
• processing on M1: d(PM1) = 40 s;
• processing on M2: d(PM2) = 80 s;
• release pallet: d(RP) = 10 s.

Critical subnet involved
in the circular wait



Figure 3. Statistics Offered by the Analyzer in PN Toolbox Corresponding to the Simulation of the FMS model
with 3 Pallets and Deterministic Delays

In applying strategy (10), in order to ensure sequential
mutual exclusion, a total of 3 pallets must be utilized. The
overall temporal statistics provided by the analyzer in PN
Toolbox for the places in the net are presented in figure 3.
The mean time necessary for processing a part is 91.03 s.
The mean time M1 and M2 are busy processing a part are
51.58 s and 91 s respectively, both of them longer than the
effective operation times. The mean time a part has to wait
in the buffer is 67.97 s, the mean number of parts waiting in
the buffer being 0.75. The utilization of the robot is 0.49.

Figure 4. PN model with Kanban Control of the FMS
 with 4 Pallets

When using 4 pallets to fix on the parts, for the considered
numerical values of the delays deadlock occurs. Figure 4
presents the PN model corresponding to the usage of a
kanban (K) for limiting the number of tokens (parts) in the
critical subnet involved in the circular wait, explicitly
delineated in figure 2.

The results obtained through simulation when applying
strategies (20) and (30) were similar. The mean time for

processing a part decreased to 80.03 s. The mean time M1
and M2 are busy processing a part are 62.47 s and 80 s
respectively, the first one longer than the effective
operation time on M1. The mean time a part has to wait in
the buffer is 114.94 s, the mean number of parts waiting in
the buffer being 1.44. The utilization of the robot is 0.56.

The cases of utilizing 5 pallets with strategies (20) and (30)
were also analyzed. All the performances of this system
were the same as when using 4 pallets, except for the mean
time a part has to wait on M1 which increased up to 80 s,
meaning that M1 was, in fact, continuously busy.

In order to test the sensitivity of the performances of this
FMS to the variations in the delays assigned to the
operations in the system, a stochastic P-timed model was
next taken into consideration. Assuming that practical
experience is able to provide a set of reasonable lower and
upper bounds for all the delays the uniform distribution was
chosen. The following numerical values were selected for
the simulation experiments:

• automatic fix on pallet: d(FP) ∈ Unif(6, 9);
• unload from a machine with the robot: d(TR1),

d(TR2) ∈ Unif(20, 25);
• processing on M1: d(PM1) ∈ Unif(35, 45);
• processing on M2: d(PM2) ∈ Unif(75, 85);
• release pallet: d(RP) ∈ Unif(8, 12);

where x ∈ Unif(min, max) denotes a random variable
uniformly distributed in the interval [min, max].

In all the studied cases, the performances of the FMS did
not vary significantly from those obtained in the
corresponding deterministic case. A similar study within



the stochastic context, but testing exponentially distributed
delays with mean values equal to the deterministic delays
used above, provided the same sort of results as in the case
of uniform distributions.

5. CONCLUSIONS

The paper presents the role of simulation-based study of
efficient exploitation of FMSs in connection with the
deadlock avoidance problem. It emphasizes the need for
employing timed models in order to incorporate both
qualitative and quantitative information associated with
FMSs and perform an effective analysis. The examples
herein presented demonstrate that the selection of the
most adequate policy in controlling the considered
production flow cannot be achieved without relevant
simulation tests.

Thus, the simulation-based analysis leads to the conclusion
that the most efficient approach to exploit the considered
FMS consists in employing 4 pallets to fix the processed
parts on and ensuring deadlock avoidance through kanban
control or priorities set between the operations that use the
shared resource. A deeper insight into the efficiency of an
FMS utilization might be reached by assigning to the places
in the PN model that correspond to the operations cost
functions for the utilization of the resources, constructing
the P-timed version of Stochastic Reward Petri Nets
(Muppala et al., 1994).
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ABSTRACT 
 
Global competition is forcing manufacturers to 
continuously seek productivity improvement 
solutions. Conventional productivity metrics, such 
as throughput and utilization rate, only measure 
part of equipment performance and are not very 
informative when it comes to identifying areas of 
improvement. Although advanced techniques, such 
as Total Productive Maintenance (TPM), have 
delivered significant improvement gains, results 
have only been proven at the equipment level. 
These results are insufficient to manufacturers who 
not only need productive equipments, but more 
importantly, efficient and productive systems. In 
this paper, the newly developed Total Productive 
Manufacturing Methodology (TPM2) is introduced 
as a paradigm which integrates system level 
productivity metrics and discrete event simulation 
to implement a closed loop continuous 
improvement cycle. This approach provides a basis 
for the next generation of lean manufacturing 
practices.  Also presented, is the proposed 
implementation of these techniques through 
commercial web-based applications.  
    
I. INTRODUCTION 
 

Keeping ahead of the game is tougher than 
ever in today�s manufacturing environment. 
Competition is worldwide and markets are fast 
becoming price sensitive. These challenges are 
forcing companies to implement various 
productivity improvement efforts to meet the needs 

of ever changing market demand. One of the major 
features of TPM (Ljungberg 1998), launched by 
Seiichi Nakajima (Nakajima 1988) in the 1980�s, is 
maximizing asset utilization or overall equipment 
effectiveness (OEE) by gauging equipment 
productivity and focusing improvement tasks to 
eliminate equipment losses.  A second theory that 
follows the same line of thought is the Theory of 
Constraints (TOC) (Dettner 1997), which proposes 
that physical constraints arise due to bottleneck 
equipments.  TOC further proposes that eliminating 
losses at a bottleneck will significantly enhance 
productivity, and that non-bottleneck equipments 
do not impact productivity to the same extent as 
bottlenecks do.   

 
Conclusions from both theories, TPM and 

TOC, ignore the interdependency among 
production steps. Although the idea of insignificant 
contribution by non-bottlenecks holds when 
compared versus gains from focusing on bottleneck 
equipments, the impact of production disturbances 
is becoming more felt as a result of the transition of 
manufacturers to continuous production.  As 
illustrated in Figure 1, a third theory for effective 
discrete part manufacturing, with minimum build-
up of work-in-process, is Lean Manufacturing (LM) 
(Womack 1996) which addresses productivity 
optimization in factories with continuous flow of 
sequential, discrete manufacturing operations.  
Other well known productivity practices in Figure 1 
underpinning these three theories are Six Sigma, 
JIT, and TQM (Evans and Lindsay 1999).  Waste-
free, single part flow or continuous production, the 
ultimate goal of Lean Manufacturing, is 
increasingly gaining a positive reputation as being 
the solution to implementing Just-In-Time 
manufacturing in production systems (e.g. factories 
and supply chains).   
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Figure 1: Integrated TPM2 Decision Support 
Paradigm Linking Equipment and Factory Level 

Productivity To Facilitate System Optimization Via 
Simulation 

 
Recent publications by Scott (Scott 1999) 

recognize and analyze the need for a coherent 
systematic methodology for productivity 
measurement and analysis at the factory level.  As 
Scott (Scott 1999) pointed out, manufacturing is a 
complex web of highly inter-dependent activities: 
interactions among machines, tools, materials, 
people, testers, processes, departments, and 
company. Overall factory efficiency is about 
combining activities, the relationships between 
different machines and processes, integrating 
information, decisions, and actions across many 
independent systems and sub-systems.   

 
However, these inter-dependent activities 

cannot be isolated, as eloquently discussed in the 
tutorial first chapter in the manufacturing textbook, 
"Factory Physics: Foundation of Manufacturing 
Management" (Hopp and Spearman 2001).  Too 
often they are viewed in isolation, and there is a 
lack of coordination in deploying available factory 
resource (people, information, materials, tools) to 
manage work efficiently.  The gains made in OEE, 
while important and ongoing, are insufficient.  It is 
necessary to focus one�s attention beyond the 
performance of individual tools towards the 
performance of the whole factory.  The ultimate 
objective is a highly efficient integrated system, not 
brilliant individual tools.  A literature survey 
indicates that up to this time, there has been no 
single, well defined, proven methodology for 
analysis of overall factory performance.  The TPM2 

paradigm summarized in this paper fulfills this 
need, as described below. 
 

More recently, researchers at the University of 
Toledo, in collaboration with manufacturers of Tier 
1 and Tier 2 suppliers of the automotive industry in 
the US, have designed a new set of algorithms 
allowing manufacturers for the first time to analyze 
system level productivity (Razzak 2002) as a 
function of system complexity and productivity of 
individual units.  The new approach serves as a tool 
that drives incremental improvements to the 
manufacturing system through a closed loop cycle 
that integrates simulation results to identify 
improvement opportunities. 

 
II. SYSTEM LEVEL PRODUCTIVITY 
 

In order to take all equipments into 
consideration when analyzing a production system, 
it is required to use a system level metric (Razzak 
2001; Su et al. 2002b) analogous to OEE, and 
designated as Overall Throughput Effectiveness 
(OTE).  OEE is the ratio of actual good parts 
produced by a unit production process (UPP) to the 
theoretical number of parts the UPP is capable of 
producing during a certain time period,  
 

TimeTotalinUPPbyoducedPartsofNumberlTheoretica
TimeTotalinUPPbyoducedPartsGoodofNumberOEE

Pr
Pr=
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where, for a UPP, A is availability efficiency, P is 
performance efficiency, and Q is quality efficiency. 
Pg is throughput, Rth is the theoretical processing 
rate of the UPP, and TT is the total time of 
observation. 
 

Similarly, OTE is the ratio of good parts 
produced by a system to the number of parts the 
system theoretically could produce during a certain 
time period, 
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Parameter definitions at the system level are 
analogous to equipment level parameters, where 
subscript F implies factory or system level. 
 

OTE and other system level metrics (Dismukes 
2001, Su et al.  2002a) are determined as a function 
of material flow between UPPs.  OTE of a system 
is calculated first by calculating OTE of sub-



 

systems formed by grouping UPPs according to 
material flow in predetermined group structures 
similar to those in Figure 2.  Sub-system groups are 
combined further in the same fashion until the 
system is reduced to a single unit, which yields an 
overall value of OTE (Razzak 2001; Dismukes 
2002b).  

 
Calculating system productivity in terms of 

OTE provides robust metrics that are very useful 
especially when multiple part types are produced by 
the same system.  A dynamic production system is 
one that is producing multiple part types each with 
a different recipe of production such as seen in the 
semiconductor industry.  In these environments 
bottlenecks are continuously shifting from one 
equipment to another.  Non-bottleneck equipments 
may not have a direct impact on throughput 
especially when space is allocated for building a 
limited level of inventory.  
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Figure 2: Generic Sub-System Combinations 
 
III. TPM2 CLOSED LOOP IMPROVEMENT 

METHODOLOGY 
 

The closed loop improvement methodology 
presented in this paper (Razzak 2001) utilizes some 
of the principles and practices exhibited in the 
teachings of TPM, TOC, and LM.  However, it 
goes beyond these three practices in presenting a 
systematic process comprising four stages, each 
with multiple subtasks.  As schematically illustrated 
in Figure 3, the TPM2 closed loop methodology is a 
powerful tool for managing and optimizing 
productivity improvement activities.  
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Figure 3:  TPM2 Closed Loop Methodology 
 

The following is a summary of each step: 
 
• Phase 1: Preparatory stage 

- Flowchart system architecture. 
- Define productivity parameters. 
 

• Phase 2: Calculate Productivity Metrics 
- Collect production data. 
- Apply productivity metrics. 
- Calculate productivity at the equipment, 

sub-system, and system level 
 

• Phase 3: Cause Analysis 
- Identify bottleneck and associated losses 
- Identify upstream losses 
- Identify downstream losses 
 
 
 



 

• Phase 4: Constraint Analysis 
- Identify constraint. 
- Decide how to relieve constraint. 
- Manage improvement decision. 
-      Eliminate constraints. 
 

• System Design Changed? 
- Repeating the cycle takes one of two 

different paths depending on the 
improvement implemented.  If no changes 
are required in the system design then the 
cycle may be repeated from phase 2.  On 
the other hand, if improvement introduces 
a change to the system design, then the 
cycle needs to be repeated from phase 1. 

 
IV. SIMULATION IN TPM2 

 
During the last two decades, attempts have 

been made to model, analyze, and design different 
aspects of manufacturing systems. Modeling 
methods reported in the literature include: 

 
- Graph with Results and Actions Interrelated 

(GRAI) 
- Integrated computer-aided manufacturing 

Definition (IDEF0)  
- Structured Analysis and Design Technique 

(SADT)  
- Structured Systems Analysis and Design Method 

(SSADM)  
 

These models share common elements, which 
are built on graphical tools and a structured 
approach of a hierarchy of diagrams, text, and 
glossary. In general, all these methods have 
advantages and disadvantages in modeling a 
manufacturing system. They can identify major 
elements of the system and model it in a 
hierarchical structure, by breaking down the whole 
system into low-level units of a factory. Flows of 
material, control and information can also be 
simulated. However, as mentioned by some 
researchers, these methods are �no more than static 
graphical representation�. Although this argument 
was not sufficiently justified, it can be said that, for 
modeling a real-world manufacturing system, a 
general structure is not enough. (Huang, et. al. 
2002b) 

  
In addition, these modeling techniques focus 

on the availability of the equipment, which is only 
one aspect of the system performance. More 
comprehensive integrative productivity metrics, 

such as Overall Equipment Effectiveness (OEE) are 
needed to assess system productivity. 
 

Analysis resulting from creating multiple what-
if scenarios using discrete event simulation is 
considered the most reliable method to date in 
studying the dynamic performance of 
manufacturing systems closely reflecting real 
factory behavior (Huang 2002a).  However, 
existing commercial simulation packages are still 
using traditional metrics such as utilization rates to 
measure performance of manufacturing facilities 
and lack the ability to readily provide information 
on OEE and OTE.    

 
Ongoing research and development efforts at 

the University of Toledo and Effective Metrix Inc. 
envision the integration of the capabilities of 
discrete event simulation into a web-based 
commercial tool designed to provide real-time 
productivity improvement solutions.   
 

Case studies from real-world manufacturing 
facilities provided promising results that 
demonstrate the usefulness of applying the 
methodology. One of the case studies carried out 
recently involved analyzing productivity of a glass 
manufacturing facility.  After accumulating actual 
shop floor data, the productivity algorithms and 
metrics were used to determine the current status of 
the individual equipments and the overall system.  
The next step was the analysis of simulation results 
to identify potential areas of improvement.  These 
opportunities were determined according to the 
different sets of loss eliminations introduced as 
variant parameters used by simulation.    
 

To view a detailed description of the case study 
refer to �Manufacturing Productivity Improvement 
Using Effectiveness Metrics and Simulation 
Analysis� by Huang et al. 2002. 
 
V. CONCLUSIONS 
 

The TPM2 paradigm integrates practices and 
principles featured in different advanced 
productivity improvement techniques (e.g. TPM, 
TOC, LM, Six Sigma, JIT, TQM) with system level 
productivity metrics.  The resulting paradigm 
allows for a holistic analysis of the manufacturing 
system as determined by productivity of individual 
equipments and material flow.   
   
       Manual implementation of the closed loop 
methodology becomes more difficult as the system 



 

becomes more complex. Also, the fast paced 
production environments require expediting the 
decision making process of identifying 
improvement tasks.  Therefore, a computer-based 
application is recommended to facilitate this task, 
which would offer ongoing productivity assessment 
and improvement by utilizing simulation 
capabilities.   
 

A web-based application utilizing the 
presented methodology resulting from research at 
The University of Toledo is currently planned for 
development and implementation by Effective 
Metrix, Inc. to monitor and analyze manufacturing 
productivity for several clients in the plastics and 
composites industries. The advantage of this 
deployment will be based on the convenience of 
accessing real-time production data and system 
level analysis from anywhere in the world through 
a browser interface, allowing for remote monitoring 
and management. Another advantage is the low 
upfront capital expenditure needed since the 
application is offered as a service according to the 
Application Service Provider (ASP) model. 
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ABSTRACT 
 
The significant increase in the distribution of images in 
digital format, and the ease with which such images can be 
copied and modified has created a need for copyright 
protection methods. One possible solution is the use of 
digital image watermarking. This paper simulates and 
investigates the performance of three spread-spectrum 
digital image watermarking techniques: the Cox method, 
the Barni method, and a new block-based version of the 
Cox method. It is shown that this new version provides a 
good compromise between robustness and quality of the 
watermarked image, and at the same time it has good 
payload capacity. 
 
 
INTRODUCTION 
 
In recent years there has been a significant increase in the 
distribution of images in digital format. The ease in which 
such images can be copied and modified has created a 
pressing need for the development of copyright protection 
methods. A promising technique in this direction is digital 
image watermarking. 
 
In digital image watermarking, copyright protection 
information are embedded in the image in the form of a 
watermark. The image must not be visibly degraded by the 
presence of this watermark. The watermark must be 
resistant to unauthorised detection and decoding. In 
addition, the watermark must be tolerant to normal image 
processing techniques (e.g. compression), as well as to 
intentional attacks (attempts to remove the watermark). 
 
Digital image watermarking techniques can be classified 
according to a number of different criteria. One such 
criterion is whether the original image is needed in the 
watermark extraction process. If the original 
unwatermarked image is needed to recover the watermark 
from the watermarked image, then the technique is called 
complete, otherwise it is incomplete. 
 
There are many digital image watermarking techniques 
reported in the literature (Katezenbeisser and Petitcolas 

2000). An important category of techniques are called 
spread spectrum techniques. In such techniques, the image 
is viewed as a communication channel, the watermark is 
viewed as a signal that is transmitted through it, and attacks 
and signal distortions of any type are viewed as noise. In an 
analogy with secure spread spectrum communication, the 
watermark is spread over the image (in the spatial-domain 
or in the frequency-domain) such that the energy in any one 
element (spatial pixel or frequency coefficient) is very 
small and undetectable. During the watermark extraction 
process, these many weak signals are concentrated into a 
single output with a high signal-to-noise ratio. 
 
This paper simulates and evaluates the performance of a 
number of spread spectrum image watermarking 
techniques.  
 
SIMULATED ALGORITHMS 
 
The Cox Method 
 
This is a complete frequency-domain technique reported in 
(Cox et al. 1997). In this method, the original image D is 
transformed into the frequency-domain using the discrete-
cosine-transform (DCT). The largest N frequency 
coefficients (excluding the DC coefficient) are taken to 
form a vector V=[v1, v2, …, vN] into which the watermark is 
inserted. The watermark X = [x1, x2, …, xN] is generated 
randomly from a Gaussian distribution with mean of 0 and 
variance of 1. The watermark is then inserted into the 
coefficients vector as follows: 

)1( iii xvv α+=′     (1) 

where α is a scaling parameter that determines the amount 
by which X alters V. The altered coefficients are then 
inserted back into the DCT of the image. Inverse DCT is 
then applied to obtain the watermarked image D’. One or 
more attacks may then alter D’ producing a new image D*. 
In the extraction process, the DCT is applied to the original 
image D and the locations of the largest N coefficients are 
identified. Coefficients in these locations are then extracted 
from the DCT of the original image D and the DCT of the 
attacked image D* to give vectors V and V* respectively. 
The watermark is then extracted as follows: 

α/)1/( ** −= iii vvx     (2) 
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This extracted watermark is then correlated with the  
original watermark. 
 
The Barni Method 
 
This is an incomplete frequency-domain technique reported 
in (Barni et al. 1998). This method is very similar to the 
Cox method. The major difference here is that the 
watermark is spread over a predetermined set of 
coefficients. Thus, the DCT coefficients of the original 
image are first re-ordered using a zig-zag scan. The 
coefficients vector V is then formed by taking the (L+1)th to 
the (L+N)th coefficients from this re-ordered set. The 
embedding equation in this case is: 

iiii xvvv ||α+=′     (3) 

Since the original image is not available during the 
extraction process, it is impossible to get an estimate of the 
watermark. Instead, the correlation between the extracted 
watermarked, and possibly corrupted, coefficients V* and 
the original watermark X itself is taken as a measure of the 
watermark presence. 
 
The Block-Based Cox Method 
 
In addition to the above two techniques, we introduce a new 
technique called the block-based Cox (BCox) method. As 
the name implies, this is a block-based version of the Cox 
method. The original image in this case is divided into 
blocks. The N-length watermark is broken down into 
smaller watermarks of length approximately equal to 
M=N/B, where B is the number of blocks in the image. The 
embedding process treats each block individually. Thus, 
each block is independently DCT transformed and its 
watermark is inserted. In the extraction process, a 
watermark is extracted from each block and all the 
watermarks are combined to form an N-length extracted 
watermark. 
 
RESULTS AND DISCUSSIONS 
 
The three algorithms Cox, Barni, and BCox were tested 
using a number of standard test images. The performance 
was evaluated using different parameters and under 
different types of attacks. Due to space limitations, only a 
small subset of results is shown here. Thus, unless 
otherwise stated, the results in this paper refer to the 
256×256 Cameraman image with parameters N=1000, 
L=1000, α=0.1, and 8×8 blocks. For more extensive results, 
the reader is referred to (Sharar 2002). 
 
Figures 1 and 2 show the effect of changing the strength α 
of the embedded watermark on the normalized correlation 
measure and the peak-signal-to-noise-ratio (PSNR in dB) 
measure, respectively. A higher normalized correlation 
measure indicates a higher confidence that the watermark is 
present in the watermarked image. It also indicates a higher 
robustness against attacks. A higher PSNR indicates that 
the quality of the watermarked image is closer to that of the 
original image. 

 
As expected, increasing the watermark strength improves 
the chances of detecting the watermark and also increases 
its robustness against attacks (see Figure 1), this is however 
at the expense of more degradation in the quality of the 
watermarked image (see Figure 2). In general, the most 
robust technique is the Cox method, followed by the BCox, 
and then the Barni method, which trades robustness for 
incompleteness. On the other hand, the Barni method has 
the least effect on the quality of the watermarked image due 
to the use of the offset parameter L which preserves some 
important low frequency coefficients. 
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Figure 1: Effect of α on Correlation 
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Figure 2: Effect of α on PSNR 

Figure 3 shows the effect of changing the watermark length 
N on the normalized correlation measure. As can be seen, 
the Cox and BCox methods are not sensitive to changing 
N. With the Barni method, however, there is a significant 
drop in correlation as N increases. This indicates that the 
Barni method has less capacity. That is, it can only support 
shorter watermarks. 
 
Figures 4 shows the effect of changing the watermark 
length N on the PSNR measure. As expected, increasing the 
watermark length degrades the quality of the watermarked 



image since now more coefficients are modified. The BCox 
method seems to be particularly sensitive to this effect 
although the quality is still better than the Cox method even 
with a watermark length of N=10,000. 
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Figure 3: Effect of N on Correlation 
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Figure 4: Effect of N on PSNR 

Figure 5 shows the performance of the three algorithms 
under the JPEG attack. In this case the watermark is 
inserted in the image, the image is then subjected to JPEG 
compression (a JPEG compression quality of 1 corresponds 
to the highest compression and consequently to the worst 
visual quality), and then the watermark is extracted. As 
indicated by the very low correlation measure, Figure 5 
confirms our previous conclusion that the Barni method is 
the least robust technique against attacks. 
 
Figure 6 shows the effect of the JPEG attack on the quality 
of the watermarked image. As expected, higher 
compression (indicated by a lower quality number) leads to 
more degradation in the quality of the watermarked image. 
 
CONCLUSIONS 
 
This paper investigated the performance of three spread-
spectrum digital image watermarking techniques. It was 

found that the Cox method is the most robust technique. 
This is, however, at the expense of a lower-quality 
watermarked image. It was also found that the Barni 
method has the least capacity as it can only support short 
watermarks. In general, the BCox method provides the best 
compromise between robustness and quality of the 
watermarked image, and at the same time it has good 
payload capacity. 
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Figure 5: Effect of JPEG Attack on Correlation 
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Figure 6: Effect of JPEG Attack on PSNR 
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ABSTRACT

This paper presents an approach for image data
embedding based on discrete wavelet transform and
convolutional  coding. We address the problem of
embedding images of 1/4th the host image size into a
host image. The algorithm starts with transforming each
image into the discrete wavelet domain where their
coefficients are grouped into vectors equivalent to the
codeword length of the signature data. Maximum
likelihood decoding using Viterbi algorithm is employed
in extracting the hidden information. The results of
embedding a coded and uncoded signature are compared
and an average of 5dB SNR is needed for the uncoded
case to obtain the same bit error rate. Comparison
between our simulation results and theoretical ones are
established for the curves of bit error rate versus signal
to noise ratio. The method implemented provides
robustness against widely varying signal distortions
including compression and noise addition.

INTRODUCTION

Data hiding can be thought of as a special
communication problem, where the host image
constitutes the channel for transmission of the
watermark data and is subject to various types of attacks,
and the signature data are the information to be sent
from sender to receiver. It has been pointed out in the
literature that similarities between the data hiding
problem and digital communication can be utilized to
improve the performance of the system (Tewfik 2000).
Note that attacks such as lossy compression,
enhancements, or transformations can be treated as noise
addition. Lossy compression algorithms such as JPEG
might severely narrow the channel by totally

disregarding large regions of the frequency
spectrum of the image. However, using convolutional
coding techniques can greatly improve the robustness of
the embedded data against compression and standard
digital image processing operations.
The basic requirements for many data hiding applications
are imperceptibility, robustness against moderate
compression and processing, and the ability to hide many
bits. The traditional way to handle these contradictory
requirements is to target at a specific capacity-robustness
pair. Some approaches choose to robustly embed just one
or a few bits (Barni et al., 1999), (Cox et al., 2000),
(Langelaar et al., 2000), while others choose to embed a lot
of bits but to tolerate little or no distortion (Stego). Our
scheme is different from the above mentioned, firstly, the
embedding is implemented in the wavelet domain and not
in the spatial domain, secondly, we propose to use new
schemes adapted from the area of deep-space
communications such as convolutional coding.
In this paper we investigate the performance of the
algorithm with the use of convolutional coding in hiding
the signature data. Maximum likelihood decoding using
Viterbi algorithm is implemented in extracting the hidden
information.
In the next sections a detailed encounter of data embedding
and extraction using convolutional coding will be
provided.

GENERAL EMBEDDING SYSTEM

The model we are following for data embedding is
represented in Figure 1. The original host image is first
transformed to the wavelet domain. Suppose that we want
to embed N bits of information. The N bits of information
could represent a compressed version of the signature data
where vector quantization (VQ) has been implemented on
the data. Now let the information sequence arranged in a
vector of size n be hidden into the elements of the host.
The embedding could be direct or it could depend on a
secret key that is known only to copyright owner and to
authorized recipient. The information symbols are added to

DATA EMBEDDING IN IMAGES USING CONVOLUTIONAL CODING

Nidhal Abdulaziz, Abdullatif Glass
K. Khee Pang                                                                          Department of Planning and Training
Dept of Elect & Comp Systems Engineering,              Technical Studies Institute,
Monash University, Abu-Dhabi, UAE  E-mail: aglass@ieee.org
Clayton, VIC 3168, Australia
E-mail: nidhal.abdulaziz@eng.monash.edu.au
E-mail: khee.pang@eng.monash.edu.au



the host coefficients after scaling by a factor α  to
produce a watermarked image that conceals the secret
information. At the recipient side, the objective will be
to extract this information with the highest possible
fidelity.
In order to guarantee invisibility, the watermark
sequence bits could be multiplied by a perceptual mask
and not a constant scale factor α . The perceptual mask
can be obtained after analyzing the original image with a
psychovisual model, which takes into account the
different sensitivity of the human visual system (HVS) to
alterations in the different elements of the host. The
perceptual mask for an image is different depending on
the domain chosen for embedding and on the specific
properties of the HVS that are being taken into account.
The details on how α  is evaluated in different domains
can be found in (Girod 1989). We simply mention that
the use of the coding and the methodology of embedding
proposed here can be readily extended to other data
embedding schemes. This is an important advantage of
providing a general framework.

Implementation of Convolutional Coding

Once we have built a basic scheme for reliable
information embedding, its performance can be
improved by means of coding. The main advantage of
using convolutional codes is their error correction power
together with the availability of efficient algorithms that
perform soft decoding.
Given a rate R = k/n convolutional code, the N
information bits are divided into groups of N/k blocks
that are sequentially introduced in the convolutional
encoder. The latter evolves through its state diagram and
produces an output in groups of n bits, thus resulting a
total of M = (N n)/k symbols, that are transmitted
through the hidden channel exactly. The values for k and
n are usually small (in the order of few bits). The output
bits depends not only on current set of k input bits, but
also on past input bits.

Decoding Techniques of Convolutional Coding

Regarding watermark extraction, the schematic block
diagram of the decoder is shown in Figure 2. Soft and
hard-decision decoding implementing the maximum
likelihood (ML) decoding were used.
There are three decoding techniques available for
convolutional codes: sequential decoding, Viterbi
decoding, and majority logic decoding. Sequential
decoding involves making trial hypotheses about the
data and performs a tree search, abandoning a branch
when its hypothesis disagrees too much from what is
received. It is an effective technique for use with long
constraint length codes. Viterbi decoding is a technique
that has gained a broad application, it has the advantage
that decoding complexity is deterministic. It also works

with soft decisions, and is optimum in some sense for the
code. Its disadvantage is that it is limited to short
constraint length codes because memory goes up
exponentially with constraint length. Majority logic
decoding for convolutional codes is a direct extension of
the technique for block codes. They are very simple, but
are generally designed to work only after hard decision. In
this work, only Viterbi decoding has been implemented in
the decoding of convolutional codes.
The Viterbi algorithm is a clever way of implementing
maximum Likelihood decoding. It can be used for either
hard or soft decision decoding. We consider hard decision
decoding initially. In this case the algorithm chooses the
code sequence through the trellis which has the smallest
Hamming distance to the received sequence.
The exact same algorithm can be used for soft-decision
decoding of convolutional codes, but in this case the
minimum Euclidean distance between signals are
calculated rather than Hamming distance. Although
theoretically an infinite decoding delay is required to
obtain optimal performance, the performance degradation
is negligible provided a decoding delay of at least five
times the memory of the encoder is used.

Evaluating Error Probability Using Soft-Decision
Decoding

In this section we consider the performance achieved by
the Viterbi decoding algorithm. The Viterbi decoder
performs either hard decision or soft decision decoding. A
hard decision decoder assign either a 0 or 1 to each
received bit. Soft decision decoding involves using outputs
that are proportional to the log likelihood of the received
bit being either 0 or 1. The log likelihood of the received
bit being, for example, 0 if the received bit was 1. Soft
decision decoding generally produces better performance at
the cost of increasing complexity. The next section discuss
the probability of error for soft decision decoding.

For soft-decision decoding we begin by determining the
first event error probability. The all-zero path is assumed
to be transmitted. For soft-decision decoding, the received
codeword can be any real number. Because of channel
fading, noise, interference, and other factors. A signal
transmitted as a 0, for example, may be received as
nonzero real value. From a priori knowledge of the
channel, we can estimate the probabilities of the received
value falling in certain regions. A similar analysis holds
for the transmitting of a signal 1. In general, for AWGN
channels and unquantized received signals, it can be
shown that  the probability of choosing a path at a distance
d from the correct path is (Haykin 1994)














=

o

b

d N

Enkd
QP

)/(2
(1)



and for uncoded case the probability of error is
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and Eb/N0 is the average ratio of bit energy to noise
power spectral density.
The above expression gives the first-event error
probability for a path of distance d from the all-zero
path.

IMPLEMENTATION AND EXPERIMENTAL RESULTS

In order to demonstrate the effectiveness of channel
coding in the performance of data embedding we have
watermarked several images with different types of
signature data using the above mentioned codes. We
specifically make use of the Haar wavelet transform for
all simulations. The implementation is as specified in
Section II with a scaling parameter α = 10. The method
involves adding the watermark sequence to the low
frequency DWT coefficients of the host image. The
watermarked image is formed by taking the inverse
DWT of the modified coefficients. The signature data
comprises of images of size ¼th the host image are
embedded within the host image.
We perform two classes of tests. We first demonstrate
the performance of the proposed method in embedding
and recovering watermarks when the watermarked
image undergoes distortions. The resulting watermarked
signal is distorted (corrupted) using two of the most
common distortions (JPEG compression and noise
addition separately). The watermark is then extracted
and compared with the original watermark sequence to
measure robustness and extraction capability of the
technique.
In the next set of tests we demonstrate the improved
performance of using channel coded watermarks over
uncoded watermarks. In this test, the watermark
sequence is left uncoded before embedding it in the host
coefficients.
The following is a more detail counterpart of the
simulation work.
In this simulation the host image of Lena of size 256 x
256 was watermarked with a signature image of size 128
x 128 using the method described in this paper. The
signature image was first compressed by a factor of 4
using vector quantization. The indices obtained were

coded using convolutional code of rate 2/3. The
watermarked host image was degraded by applying JPEG
compression and noise addition. To simulate the JPEG
compression attack, the watermarked host image is
subjected to JPEG compression with different quality
factors (compression ratios). The signature data was then
extracted using Viterbi algorithm. The decoded bits are
then source decoded to obtain the watermark image.
For comparison, uncoded signature was similarly hidden in
the transform domain of the host image Lena and subjected
to the same JPEG compression. The corresponding results
on bit error rates were plotted in Figure 3. It shows a
marked improvement when the signature data was channel
coded. At a quality factor of Q = 75%, say, the bit error
rate could reduce from 8% to zero.
However, it could be argued that the comparison just
presented may not be fair. In the coded case, the number of
bits hidden are one and a half as many as that for uncoded
case. The fidelity of the watermarked host images are
therefore not identical. This is true to a certain extent.
Nevertheless, we like to remark first that coding of the
signature data only resulted in a slight difference in the
PSNR of the watermarked image for both cases. The PSNR
of watermarked Lena in the case of the uncoded watermark
was 37.35 dB, and 37.13 dB for coded  watermark. The
same scale factor α = 10 was used in both cases.
To take into consideration the fidelity factor, another set of
experiments were planned as follows. The same host image
Lena, the same signature data, and the same convolutional
code as before were used to embed the signature data into
the host DWT coefficients. Instead of JPEG compression,
the watermarked host image is now degraded by direct
noise addition in the spatial domain. The noise is Gaussian
noise with zero mean and varying power (variance). Then
the signature data was extracted from the distorted image
and decoded using soft-threshold decoding as before. The
decoded signature data is compared to the original
signature and bit error rate was calculated. The result of bit
error rate is plotted against PSNR of watermarked host
image in Figure 4. PSNR is computed in standard manner
where the noise power is equal to the variance of the added
Gaussian noise. The result is compared to the uncoded case
and the improvement in the bit error value with channel
coding is quite obvious. For the same fidelity of the host
image (e.g. PSNR = 35 dB), the bit error rate of coded
signature is much lower than uncoded message (e.g. zero
versus 8%). The comparison In this case is fairer than that
shown in Figure 3, because the extra code bits have already
been taken into account in the PSNR measure.
The bit error rate versus fidelity curves, as shown in Figure
4, are not the customely depicted in digital
communications. It is more common to show bit error rate
against signal-noise-ratio. As signal in this case is the
signature data, not the host image, the SNR must be
defined accordingly and precisely. The signal strength in



this case is calculated by the amplitude of the scale
factor α that was used in the embedding process. The
noise power is equal to the additive noise variance as
before. The simulation results are plotted in Figure 5 for
both coded and uncoded signatures. From this figure, an
average of 5 dB SNR is needed for the uncoded case to
obtain the same bit error rate. There is a great similarity
between these curves and the widely used theoretical
curves representing the bit error rate versus Eb/No

(signal-noise-ratio) in digital communication. The
theoretical curves representing bit error rate versus SNR
are plotted in the same figure for comparison. The
theoretical curves were calculated using Equations (1)
and (2). The value of d used in Equation (1) was 4 and
the code rate was 2/3. The small discrepancy between
the theoretical and the simulation ones is due to the
distortion introduced by the wavelet transformation
processes. The closeness of the theoretical and
experimental results confirms in some way the
correctness of the experimental procedure carried out
above.
Finally, it must be added that the range of BER (0% to
50%) computed in Figures 3-5 are far too large for
digital data transmission. It would be more appropriate
to show BER in the range of 10-3 to 10-9 in log scale.
Our main purpose in carrying out the experiments were
to show the difference in performance of coded and
uncoded cases. By necessity, the signature length cannot
be too long, and we have chosen 4096 bits for our
experiment. To compute BER of 10-9 would have
required a signal length of 1010 or equivalent. This is
impractical. As it is, the BER is high at the values of  Q
less than 75% in Figure 3 and PSNR below 30 dB in
Figure 4. But at this level of attack, the host image
would have been deteriorated to such an extent that it no
longer has commercial value.

SUMMARY

In this paper we have given an outline of the advantages
that channel coding using convolutional codes brings
about in data embedding applications, while the

similarities with the detection problem in digital
communication have also been pointed out. We have
chosen the bit error probability as the reference quality
measure. Analysis of the different coding schemes reveals
superior performance of convolutional codes for a
reasonable complexity. Comparison with uncoded case
shows gains of up to 5 dB for simple codes. Note that a
coding gain of 3 dB allows doubling the number of hidden
information bits for the same probability of error. We also
have given theoretical results (see Figure 5) that are
presented in a way that becomes independent of the image
to be watermarked.
It is worth noting here that the codes used here were
chosen for simplicity of implementation and to obtain a
qualitative comparison rather than extreme coding gains.
Our best scheme can be further improved by using much
longer codes.
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Figure 1:General Block Diagram of the Encoder.
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Figure 2: General Block Diagram of the Decoder.
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ABSTRACT

Rhinoplasty is a collection of surgical procedures performed
on nose for the purpose of correcting functional and shape
deformities. Rhinoplasty is a surgery which requires artistic
skills as well as careful surgical planning. In this paper we
investigate the legitimacy of using computer image warp
tools for simulating the results of rhinoplasty. The
mechanical model of nose which is used for simulating the
outcome of the rhinoplasty is discussed and simulation is
used to predict the affect of different surgical procedures on
the original patient pictures. With this we hope to find a way
to aid the surgeon for planning necessary procedures during
surgery and educating the patient for expected results of the
rhinoplasty.

INTRODUCTION

Rhinoplasty, which is performed for functional and aesthetic
correction of nose, is the most frequently performed plastic
surgery. The surgery is performed for surgical correction of
nasal air passages and correcting structural defects. It is also
frequently performed on perfectly functional noses to give a
more aesthetic look. Whatever the reason behind the surgery,
the most difficult aspect in rhinoplasty is to produce a
predictable outcome which aesthetically conforms to the
whole face.
Rhinoplasty is a collection of procedures performed on nose
for correcting functional and aesthetical deformities. A
typical rhinoplasty operation may require more than one of
these procedures to be applied during the surgery. Difficulty
arises from the fact that most of these surgical procedures
individually affect the shape of the nose (Anderson 1969).
The affect of the procedures are coupled and each one affects
the shape in more than one way. Especially nasal tip
positioning is approached as a different aspect of the
rhinoplasty procedure because of its placement problems
(Anderson 1971).
The correction of nose tip in a manner which is aesthetically
pleasing is very difficult due to the fact that many coupled
parameters determine the angle and the projection of the nose
tip. Changing one parameter alone may adversely effect the
tip position. During surgery which parameters to change and
how to change them is a task that requires careful planning
and artistic ability from surgeon. Objective of the procedure
is to create a stable, and properly profiled tip that appears
symmetric on frontal and basal views, equilateral triangular
on basal view, and that flows and blends well with the rest of
the face (Daniel 1992). There is no single applicable
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technique for refinement of the nasal tip is available because
of many anatomical variations encountered.

PURPOSE

Motivation behind this work is as follows. Rhinoplasty is
performed on structurally problematic noses as well as on
structurally sound but not aesthetic looking ones. Patients
who go through the rhinoplasty because of aesthetic reasons
are those who are not happy with their psychological body
image (Ercolani et al 1999). It is very dangerous for the
patient to get wrong expectations for the surgical outcome.
On the other hand it is very difficult to predict the exact
outcome of rhinoplastic surgery due to anatomical
differences between patients. The patient has to be given
realistic expectations for the final outlook. Surgery is not a
magical tool and surgeon is not a magician. It is desirable to
have a tool to predict the outcome of the surgery and give an
approximate idea to the patient about what to expect after the
surgery. Pictorial documentation and clear understanding of
surgical outcome is absolutely essential if surgeon and the
patient is to avoid litigation and dissatisfaction.
Although software touch up programs exist to show the
expected cosmetic changes to the patient, they are merely for
photographic touch up tools and do not reflect the result of
surgical procedures. A more accurate method of prediction
was needed.
For simulating surgical outcome we have decided to follow a
different approach. During the simulation we simulated the
surgical procedure and its resultant effect on the nose. An
image warp tool is used for simulation and a special warp
frame is designed to accurately simulate the anatomical
changes done by the rhinoplastic procedure. Using this
approach, the net outcome of the simulation matches the
effect of the surgical procedure almost one to one. By
combining the effects of different rhinoplastic procedures on
photograph of the patient, the surgeon can describe the
expected outcome of the rhinoplasty quite accurately.

ANATOMY OF THE NOSE

The nose is made up of bone and cartilage.  The bony
framework of the nose is made up of:

a. Nasal bone

b. Frontal process of the maxilla

c. Nasal process of the frontal bone

Its cartilaginous framework is:

a. Lower lateral (greater alar), right and left

USE OF COMPUTER IMAGE WARPING TOOLS FOR SIMULATING
OUTCOME OF RHINOPLASTY



b. Upper lateral (lateral nasal), right and left

c. Quadrilateral cartilage of the septum

d. Sesamoid

The nose is attached to the forehead at the bridge of the nose.
The slope of the nose starting from the bone to the tip of the
nose is called dorsum. Upper part of the nose is bone, (nasal
bone) and lower part is cartilage. Lower lateral cartilage has
two cruras, lateral and medial. Lateral crura forms the upper
side of the nopstrils. Columella is supported by medial cruras
of lower lateral cartilages and tip of the septum. The nostrils
are located between the lip and the tip of the nose. Greater
alar cartilage forms the upper side of the nostrils. Septal
cartilage covers the middle portion of the nose. Lateral nasal
cartilage covers the sides of the nose (Daniel et al 1988).

SIMULATION TOOLS

Simulation of the rhinoplasty is done on computer screen
using digitized high resolution pictures of the patient. A
standard IMB compatible PC with image warping software is
used for simulation. Warping is an image processing process
where the contours of a given object in the picture are
deformed deliberately to fit contours of a different object.
With this procedure a picture object can be “filled” with
another picture. Warping is similar to drawing a picture on a
piece of rubber. After drawing the picture one can stretch the
rubber piece in any direction and distort the image.

Figure 1: The anatomy of the external nose

MAJOR RHINOPLASTY PROCEDURES

Removal of hump

Picture of a patient with hump on the nose is shown in Fig. 3.
Surgical correction of the nasal hump is done by filing the
hump under the skin. Using endonasal or open rhinoplasty
techniques, the surgeon inserts and osteotom between skin
and the nasal bone and files the excessive portion of the
hump. In Fig. 2. the line drawn on dorsum indicates the line
above which the excess material that make up the hump
needs to be removed. Material to be removed is partly bone
and partly cartilage. This procedure does not affect the shape
of the other parts of the nose and the outcome is quite
predictable. Nevertheless it requires careful attention since
grafting is quite difficult in case nasal bone is over filed
(Denenberg 2002).

Figure 2. Patient with nasal hump. The line indicates the threshold
above which has to be surgically removed.

Simulation of hump removal by image warping
Surgical removal of nasal hump is done by filing the upper
portion of the nasal bone in such a way that a straight line is
obtained from nasion to the point where the tip breaks.
During the simulation this procedure is done on the picture
by outlining the hump and than forcing the curved line
indicating the hump to a straight line form.

 

Lateral cartilage

Greater alar cartilage

Lateral crura

Nasal bone

Columella



Figure 3:. The triangle indicated by abc points is surgically
straightened to form a straight line.
Simulation is done directly on the picture of the patient
loaded on the computer screen. The Fig. 3 indicates a patient
with nasal hump and important landmarks to be used during
the simulation. The hump of the nose is outlined starting
from nasion (point A) to the tip break point (point C). Point
B in the figure indicates the tip of the hump.

Figure 4: Warp simulated nasal hump removal.

The Figure 4 indicates how the hump outline is forced to
become a straight line. After selecting the warp mode of the
program, the tip of the hump (point b) is forced down to be in
the same line with points a and c. This will distort only part
of the picture inside the inner trapezoid. This action
corresponds to surgical hump removal procedure one to one.
Simulation through this technique produces result that
resembles the actual surgical outcome.

 Nose shortening and tip positioning
Nose shortening is a complex operation of rhinoplasty where
the position of the tip of the nose is changed. Changing the
tip position gives the notion of changing the length of the
nose. According to the tripod theory of rhinoplasty which
defines the tip position of the nose, the position of the tip is
defined by the two alar cartilages and the columella which is
the two conjoined medial crura (Daniel 1992). Changing the
length of any one of them will change the position of the tip.
The tripod theory, where each cartilage is assumed to be one
of the legs of a tripod is the most popular way of describing
the position of the nose tip (Anderson 1971).
Tip projection refers to the posterior to anterior distance that
the tip extends from the facial plane at the alar crease. Nasal
tip rotation is defined as movement of the tip along a circular
arc consisting of a radius centered at the nasobial angle that
extends to the defining point. Lower lateral cartilages may be
compared to a tripod: conjoined medial crura form one leg
and the lateral crura represent the other two legs. Shortening
or loss of integrity of any limb changes the spatial position of
the apex (the nasal tip).
During the operation the length of the cartilages are
shortened by cutting and overlapping cartilage pieces.
Depending on the requirements, only the lateral cartilage or
both the lateral cartilage and columella may be changed.
Simulation of the actual operation is done by simulating the
length of the cartilages and changing their length with the

same constraints physically imposed on them. Tripod theory
of tip rotation is simulated by forming a triangle at the exact
location of lateral cartilage and the columella. The tip of the
triangle is than moved toward the nasal bone simulating the
shortening of lateral cartilages. The Fig. 3. the points
indicated by cde indicates the position of the triangle that
simulates tripod theory.

Figure 5: Tip rotation simulation.

Figure 5 indicates tip rotation simulation which is done
according to tripod theory.

CONCLUSION

The study indicated that warp tools can be used to simulate
the affect of rhinoplastic procedures very effectively.
Simulated pictures of patients using this approach compared
to the actual pictures of patients who received rhinoplasty to
se the fidelity of the procedure. No retouching or alterations
performed on the images other than the simulated
rhinoplastic operations. The results indicated strong
resemblance to the actual surgery outputs. The intention
during simulation has been to simulate the effect of
rhinoplastic procedures rather than making the image look
like after image of the patient. We have found that using the
“procedure simulation approach” the final simulation picture
can be acquired with very little effort with good fidelity. The
warp simulation procedure is applied to almost all
rhinoplasty procedures with success. Not all rhinoplastic
procedure simulations are discussed in the paper due to the
space considerations.
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ABSTRACT

ATM networks are designed to carry different types of
traffics where it provides two cell priority levels.  In this
paper the priority levels are extended to three levels since in
MPEG video traffic more than two priorities are needed. The
ATM switch was made to be able to classify the ATM cells
into three categories, i.e. I, P or B picture types. These
decisions are made without processing the payload of the
ATM cells. Both VBR and CBR video signals were used in
testing the system.

INTRODUCTION

In a congested ATM network excessive cells are discarded
because of the limited size of the buffer. To maintain a good
quality of service, the source normally defines the cell loss
priority. e.g. in Two-Layer coding, data of enhancement layer
are given a lower priority to that of the base layer, which can
then be discarded if congestion arises[1] . A wider choice is
available in MPEG where B cells can be discarded prior to P
and I cells [2]. In both cases, when the data is being
packetized into ATM cells, the source decides which type of
cells should be tagged as a high or low priority.
Cell priority tagging is straightforward in the case of the
Two-Layer coding since ATM supports only two levels of
priorities [3]. But in MPEG, both I and P type cells are given
the high priority and B type cells are tagged as low priority.
This is because I and P pictures are used in predicting B
pictures, where B pictures are never been used for further
predictions. However, the assigned priority tag may be
altered later by the Leaky Bucket, which is used in ATM
network policing [4]. If the Leaky Bucket foresees buffer
overflow, high priority cells may be changed to a low priority
ones regardless of whether they were of I or P type. Also in
MPEG, even within the high priority I and P cells, it might be
desired to discard P type cells prior to I ones; because I
pictures are intra-frame coded which prevent error
propagation through the frames. Therefore, an intelligent
switch is needed to discriminate all I, P and B cells,
irrespective of how they have been dictated by the source.
This paper presents a method of distinguishing I, P and B
picture type cells of MPEG coded bit stream without
processing the payload of the cells. This method adds the
intelligence to the ATM switch in deciding which cells
should be discarded when congestion occurs in the network.
Both variable bit rate (VBR) and constant bit rate (CBR)

video signals where considered in testing the ATM cell
classification system.

CELL-TYPE DETECTION

MPEG video bitstream has three levels of bitrates produced
by I, P and B pictures. Usually the bitrates of I pictures are
higher than P pictures, and bitrates of P pictures are higher
than B pictures. This feature can be employed in
discriminating these picture type cells without inspecting the
cell payload. In other words, the picture type can be
estimated by knowing the number of cells generated from
each picture in a given time. The method presented in this
paper exploits this fact by introducing two thresholds values,
high and  low within a given window.
The window is opened in the switching buffer to contain w
most recent cells, where w is the window size. As
illustrated in figure 1. cell type is identified by the following
steps:

• Identify the Virtual Channel Identifier (VCI) of the
cell entering the window.

• Count the number of cells in the window of the
same VCI with the new cell.

• Compare this number with the low and high
threshold levels.

• If it is less than  low threshold, it is of B type, above
the high threshold it is of I type, otherwise it is of  P
type cell.

The accuracy of cell type prediction is then defined as the

proportion of th
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quantizer triplet indices of (q_I= 3, q_P= 3, q_B= 4),
resulting in an average bitrate of 1 Mbit/sec. Every 44 byte
data was packetized into an ATM cell and a list of inter-
arrivals was produced. The list was used as a linked list to
simulate 8 video sources, starting randomly at different
positions in the list. Two levels of traffic smoothing were
used in the simulation. The first level is  one-frame
smoothing and the second one is three-slice smoothing.
Three-slice was chosen because its 6.6 msec period is close
to one speech cell coded at 64kbits.

The window was slided cell by cell along over the
multiplexed cells in the buffer. As the window size increases,
possible number of cells from each VCI in the window also
increase, hence, increasing the reliability of estimation.
Larger window sizes also need larger low and high threshold
levels. In addition to the window size itself, proper setting of
threshold levels also increases the degree of prediction
certainty. Table 1 shows the optimum threshold levels for
various window sizes where the overall certainty of cell type
prediction is maximized.

Table 1: Optimum Threshold levels for different Window
Sizes

Window Size Thresh. Low Thresh High
20 3 4
30 4 6
40 5 8
80 9 19

160 18 38
220 25 55

Two types of window arrangements were tested. In one
method (Scheme-1), the window was considered only when
all the cells emanated from a particular source are of one
particular picture type. Note that in MPEG video with a
picture order of ...B B I B B P B B P..., during the frame
transition, the window contains cells from both B picture and
I or P picture for a VCI, which reduces the reliability of
estimation. These transitions in the window were excluded
from results in this scheme. In the second method (Scheme-
2), which is more practical, the window is allowed to slide
over the picture type boundaries.

One-Frame Smoothing

Figures 2, 3 and 4 show the percentage of correct estimation
of I, B, P and their aggregate for different window sizes
when data for each frame were smoothed over a one-frame
period. For each window size, the optimum thresholds have
been chosen, where the aggregate certainty is maximized. It
can be seen that in Scheme-1 the certainty increases as the
window size increases. The certainty of prediction using this
scheme was 99.6%, 99%, 84% and 93% for I, B, P and
aggregate detection certainty respectively. However in
Scheme-2, larger window sizes reduce the certainty, and it is
optimum for a moderate window size of 80 cells for the
sequence and bitrate used in this simulation. With this

Scheme, I, B and P were detected correctly with 95%, 95%
and 82% certainty respectively and the aggregate detection
certainty was 90%.

I and B cell type detection

85
87

89
91
93

95
97
99

20 60 10
0

14
0

18
0

22
0

Window Size (ATM Cells)

C
or

re
ct

 D
et

ec
tio

n 
(%

)
Scheme 1 (I) Scheme 2 (I)

Scheme 1 (B) Scheme 2 (B)

Figure 2: Correct estimation of I and B cells for different
window sizes (1 frame smoothing)
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sizes (1 frame smoothing)
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Figure 4: Aggregate correct estimation of I, P and B cells
for different window sizes (1 frame smoothing)

Three-Slice Smoothing

Figure 5 compares the aggregate percentage of correct
estimation with three-slice smoothing with its counterpart
using one-frame smoothing. It can be seen that at a window
size of 80 cells in Scheme-1, the certainty of aggregate
prediction was 78.5% and it dropped down to 75.8% for
Scheme-2. These are lower than the one-frame smoothing
predictions which are 93% and 90%, respectively. It can be
seen from figure 5 that the optimum window size is 80 cells,
which is the same as the one-frame smoothing. Since
certainty curve of Scheme-2 does not improve beyond
window size of 80 cells, and minimum size windows are
preferred due to their reduced processing delay, the window
size of 80 cells was selected as an optimum one.

SIMULATION WITH CBR VIDEO SOURCE

In CBR video coding mode the bit rate is made constant by
allowing the quantizer triplet indices (q_I, q_P, and q_B) to
vary according to the nature of the recorded video scene. In
this case the traffic of individual I, P and B traffic is almost
constant. Simulation results show that the performance of the
classification system on CBR video signals is much better
than the one reported for the VBR signals. Figure 6
illustrates the difference between the performance of the
classification system when VBR and CBR video sources are
used.
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Figure 5: Aggregate estimation using 1-frame and 3 slice
smoothing.
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DISCUSSION AND CONCLUSION

Discussion

In MPEG video, the bitrate variation of P and B pictures are
highly dependent on the scene activities. The results obtained
from the one-frame smoothing show that during a high scene
activity some B and P type cells may be detected as I type
and adversely, in a low activity scene, P cells may be
detected as B. Although these reduce the level of certainty,
they have little effect on the intelligence of the switch. This is
because high active B and P type cells carry significant video

information, which are better not to be discarded, and also
discarding low active P cells does not impair the picture
quality significantly.
When three-slice smoothing is used the level of fluctuation in
the I, B and P pictures is increased. This will reduce the level
of certainty, as for a three-slice period some parts of B
pictures may generate a high data rate, and conversely, some
parts of I pictures may not have texture and hence the bitrate
is reduced. As figure 5 shows the level of certainty compared
to one-frame smoothing is reduced by 15%.

Finally, the classification system performed very well when
constant bitrate (CBR) video was used, this was due to the
improved degree of certainty available in the rate controlled
traffic.

Conclusion

A method of identifying the type of ATM cells carrying
MPEG coded video without processing the content of cells
has been presented. For VBR video, it is possible to predict
the cell type with more than 90% confidence using a one-
frame bitrate smoothing. However, the efficiency of the
prediction is better than the 90% figure of the simulation,
because some important P and B cells are desirable to be
detected as high priority cells. Bitrate smoothing of three-
slice intervals showed lower performance than one frame
smoothing. Therefore, one-frame smoothing interval, or
larger, is required to maintain a high prediction certainty. For
CBR video, due to the rate control, the degree of certainty is
much better than the VBR video with one-frame smoothing.
The prediction confidence was close to 98%.
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ABSTRACT

System dynamic simulating modelling is one
of the most appropriate and successful
scientific dynamics modelling methods of the
complex, non- linear i.e. natural, technical and
organisational systems. Investigation of
behaviour dynamics of the ship’s propulsion
system as a typical example of complex,
dynamic technical systems requires application
of the most efficient modelling methods. The
aim of this essay is to present the efficiency of
application of the system-dynamic simulating
modelling in investigation of behaviour
dynamics of the BSVPAM propulsion system.
The anchor windlass and its driving
asynchronous motor shall be presented by
mental - verbal, structural and mathematical
computing models. The System Dynamics
Models are, in essence, continuous models
because the realities are presented by the set of
non-linear differential equations, i.e.”
equations of state”. They are at the same time
discrete models, because they used basic time
step for counting  i.e. discrete sampling DT,
which value is determined in total accordance
with “SAMPLING THEOREM” (Shannon and
Koteljnikov). With the choice of basic time
step DT it is possible to do computer
modelling of continuous simulation models on
digital computer, which is very suitable for
education of the marine students and
engineers, because they can study complex
dynamics behaviour of marine systems and
process.

1. INTRODUCTION

The System Dynamics Modelling is in essence
special, i.e. “holistic” approach to the
simulation of the dynamics behaviour of
natural, technical and organisation systems,
and it contains quantitative and qualitative
Simulation Modelling of various natured
realities. The concept of optimisation in
System Dynamics is based on belief that the
manual and iterative procedure, i.e.
optimisation by the method “retry and error”
can be successfully executed using heuristic
optimisation algorithm, with the help of digital
computer, and in complete coordination with
System Dynamics Simulation Methodology.
This simulation model BSVPAM is small part
of scientifically macro project called:
Intelligent Computer Simulation of the Model
of Marine Processes.

2. SYSTEM- DYNAMIC SIMULATING
SYSTEM MODELS  “ANCHOR
WINDLASS DRIVEN BY
ASYNCHRONOUS MOTOR”

2.1. System dynamic model of the anchor
        windlass

Anchoring is an operation by which the ship is
fixed to the ship’s bottom. This is performed
by the anchor arrangement consisting of:
anchor, anchor chains, stoppers, chain locker
and windlass. Some elements of the anchor
arrangement are also used for the mooring of a
ship. All ships are provided with the bow
anchor arrangement and some of them with the
stern anchor arrangement. Ships of less size
may be provided with anchor windlasses
driven by the internal combustion engines
while on tankers where such drive may cause
explosion windlasses are driven by steam.

mailto:munitic@pfst.hr


Windlasses on other ships are mostly driven by
electric motors and recently are also
hydraulically driven. Electric drive of
windlasses shall be performed by: - the
alternative three phase electric motor, in
Leonard’s connection, alternative three phase
electric motor directly coupled with
overlapping of two or three pairs of pole.
Anchor windlass consists of driving electric
motor with stopper, reduction gear and main
shaft unit laid in solid bearings. Reduction gear
where safety-sliding coupling is located
includes a few pairs of front gears with
associated shafts and bearings. High-speed
rotating shafts are laid in rolling bearings while
the main shaft is fitted in sliding bearings.
Chain locker is situated in the main shaft
having the belt brake and tightening drum.
Claw clutch is located between chain locker
and reduction gear enabling the independent
operation of the tightening drum from the
chain locker.
Reduction gear is lubricated by oil sump while
main shaft and other sliding surfaces are grease
lubricated. The basic equations of anchor
windlass are:

According to the basic equations the mental
verbal model of ship anchor windlass may be
developed or structural and anchor windlass
course diagrams, respectively.

Table 1: Marks and mode of records in
Dynamo language

Marks Description
Dynamo
language

MV Winch torque MTVA
Gs Anchor weight GS
Gl Chain weight GL
S Chain length SM
ϕ Seawater density GU
G Gravity GR
A Anchor and chain area POVRSR

S Chain length S
VS Anchor lifting speed VS

FT Loading force FU
FUZ Buoyancy force FZ

NV

D

PI

-
-

VS

SMR

FT
GSR

-

+

+
-

+

+

GLR
+

+

FU
+ MTVA

+

RO

-

FZ +

GRR

+

+

GUR

+ POVRS+

OMEGA

+

dOMEGA

+

-

KPD1(-)

KPD2(-)

KPD3(-)

Figures 1:  Structural simulation model of
the anchor windlass

SMR

GSR

OMEGA

FU
MTVA

RO

NV

D
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FT
GLR

GRR

FZ

DOMEGA

POVRS

GUR

Figures 2: Structural simulation model in
DYNAMO symbolic-flow diagram

Three feedback loops are present in the
concerned anchor arrangement system (KPD).
KPD1 (-): VS=.> (-) SMR =>(+)FT=>(+)VS;
which has self-regulating dynamic character (-)
because the sum of negative signs is odd
number.
KPD2(-):VS=>(-)SMR=>(+)GLR=>(+)FT=>
(+)VS;  which also has self-regulating dynamic
character .
KPD3(-)SMR=>(+)GLR=>(+)FT=>(+)FU=>
(+)MTVA=>(+)dOMEGA=>(+)OMEGA=
>(+)VS;which has also self-regulating
dynamic character.
Within KPD a few cause and effect relations
are acting (UPV) for which the following
dynamic relations are valid:
“ If the anchor and chain VS lifting speed is
increasing, chain length SMR is reducing what
results in the negative sign of cause-effect
relation”; by increasing chain and anchor VS
lifting speed, the number of revolutions of



shaft NV is also increased resulting in positive
sign of UPV.”
By increasing the relative anchor mass GSR,
chain and anchor VS lifting speed is reduced
resulting in negative sign of UPV”. “By
increasing of relative chain length SMR
loading force is increasing as well as the total
chain weight GL and also buoyancy force FU
resulting in positive sign UPV.”
“By increasing the loading force –FT as well
as speed of rotation of asynchronous motor,
the anchor-VS and chain lifting speed is
increased resulting in positive sign of the
observed UPV.“ By increasing gravity-G the
loading force-FT and buoyancy force-FU are
increased and accordingly observed UPV has
positive sign.” “ By increasing loading force-
FT total force is increased and consequently by
increasing total force winch torque-MTVA is
increased and thus the observed UPV has a
positive sign.”
“ By increasing buoyancy force-FU total force
is decreasing resulting in a negative sign
UPV.” “ By increasing chain and anchor-A
area as well as seawater density buoyancy
force is increased resulting in positive sign of
the observed UPV.”

2.2. System dynamic model of asynchronous
motor

The following cause and effect relation is
applicable to the first equation:

qs
ψ

k
ω

dr
ψ

s
T

r
k

ds
ψ

s
T

1
ds

u
dt
ds

dψ
+

′
+

′
−=      (7)

Variation speed of system - d   condition is
decreasing what results in negative sign of the
observed cause and effect relation.” “ By
increasing rotor linkage factor –Kr, system
condition variation is also increased resulting
in positive sign of the observed UPV.” “ By
the increase of stator - Ts transient time
constant, system condition variation is reduced
resulting in negative sign of the observed
UPV.” “ If product is increasing and if stator
voltage variation in axis d - Uds is increasing
then system condition variation speed is also
increasing resulting in a positive sign of the
observed UPV.”
On the basis of the specified model given in
the form of cause and effect relation of system
elements, the mental verbal model of equation
of asynchronous motor condition may be
determined and thus a structural model and
continuity diagram of the mentioned equation
may be elaborated.
In this short paper, it is impossible to give a
complete model (27 equations) of the
asynchronous motor, complete model has been

Figures 3: Structural diagram and continuity
diagram of the first differential equation of the

asynchronous motor condition

presented in IASTED 1998., Pittsburg, USA.

2.3. Computer simulating model BSVPAM

PARAMETERS OF SHIP’S ANCHOR WINDLASS:
C G=7000                            TOTAL NOMINAL WEIGHT
                                      OF ANCHOR WITH CHAIN (kg)
C GS=3000             NOMINAL ANCHOR WEIGHT (kg)
K GSR=GS/G             RELATIVE VALUE OF ANCHOR
                                     WEIGHT
K GL=4000/SM                 NOMINAL CHAIN  WEIGHT
                                           PER LENGTH UNIT (kg/m)
K GLR=GL/G                             RELATIVE VALUE OF
                           CHAIN WEIGHT PER LENGTH UNIT
C SM=100                                     CHAIN LENGTH  (m)
C GR=9.81                                         GRAVITY  (M/s∗s)
K GRR=GR/SM                          RELATIVE GRAVITY
C GU=1.25          SEAWATER DENSITY  (kg/m∗m∗m)
K GUR=GU/SM                       RELATIVE SEAWATER
                                                                           DENSITY
C VOLUM=1000                       CHAIN AND ANCHOR
                                                        VOLUME  ( m∗m∗m)
K POVRSR=VOLUM/SM          CHAIN AND  ANCHOR
                                                      AREA
R VS.KL=CLIP(STEP(OMEGA.K,0),0,FT.K,
GSR)                                     ANCHOR LIFTING SPEED
C D=1
A NV.K=VS.KL/(D*3.14)                      SHAFT NUMBE
                                                                  OF ROTATION
L SMR.K=SMR.J+DT*(-VS.JK)
N SMR=100
A MTVA.K=FU.K*RO                 WINDLASS TORQUE
C RO=0.1                         CHAIN LOCKER DIAMETER
A FT.K=CLIP(STEP((GLR*SMR.K+GSR)
*GR,0),0,GLR*SMR.K*GR,GSR)  LOADING FORCE
A FZ.K=CLIP(STEP(GUR*GRR*POVRSR*SMR.K,0),
0,SMR.K,15)                                   BUOYANCY FORCE
A FU.K=FT.K-FZ.K                                 TOTAL FORCE
SAVE SMR,MTVA,FU,FT,FZ,VS
PARAMETERS OF ASYNCHRONOUS MOTOR:
C Rs=0.0141                           STATOR TRANSFORMED
                                              OPERATING RESISTANCE
C Rr=0.0934                             ROTOR TRANSFORMED
                                OPERATING RESISTANCE + 5Rr
C Lcs= 0.286 STATOR TANSFORMED  INDUCTANCE
C lcr= 0.1      ROTOR TRANSFORMED  INDUCTANCE
C Lm=3.32                            TRANSFORMED MUTUAL
                                                                    INDUCTANCE
C TCS=20.3                                   STATOR TRANSIENT
                                                              TIME CONSTANT
C Tcr=3.11                      ROTOR WITH 5R TRANSIENT
                                                              TIME CONSTANT
C Ks=0,965                       STATOR LINKAGE  FACTOR



C Kr=0.95                            ROTOR LINKAGE FACTOR
C Lsigs=0.12          STATOR LEAKAGE INDUCTANCE
C Lsigr=0.175           ROTOR LEAKAGE INDUCTANCE
C SIGMA=0.083LEAKAGEFACTOR(SIGMA=1-Ks*Kr)
CH=57.6                                         INERTIA CONSTANT
I DIFFERENTIAL EQUATION OF CONDITION:
R dPSIds.KL=Uds.K-(PSIds.K/Tcs)+
OMEGAk.K*PSIqs.K+(Kr*PSIdr.K)/Tcs
    DPSIds= VARIATION SPEED OF LINKAGE FLUX
                    PSIds (Wb/s)
         Uds= STATOR VOLTAGE IN AXIS d (V)
          Tcs= STATOR TRANSIENT TIME CONSTANT
OMEGAk=OMP STATOR ROTATION
                   SYNCHRONOUS SPEED (rad/s)
       PSIqs=STATOR LINKAGE MAGNETIC FLUX IN
                    AXIS q (Wb/s)
           Kr= ROTOR LINKAGE FACTOR
      PSIdr= ROTOR LINKAGE MAGNETIC FLUX IN
                  AXIS d (Wb)
L PSIds.K=PSIds.J+DT*(dPSIds.JK)
N PSIds=0
         PSIds=STATOR LINKAGE FLUX IN AXIS d (Wb)
      DPSIds=VARIATION SPEED OF STATOR
                     LINKAGE FLUX IN AXIS d (Wb/s)
A Uds.K=STEP(1,0)+
                CLIP(1,0,FT.K,GSR+1e-20)+STEP(-1,0)
A OMEGAk.K=1
   OMEGAk=OMP STATOR ROTATION
                       SYNCHRONOUS SPEED (rad/s)
II DIFFERENTIAL EQUATION OF CONDITION:
RdPSIqs.KL=Uqs.K-(PSIqs.K/Tcs)-
                      OMEGAk.K*PSIds.K+(Kr*PSIqr.K/Tcs)
  DPSIqs=VARIATION SPEED OF STATOR
            LINKAGE MAGNETIC FLUX IN AXIS q (Wb/s)
       Uqs= STATOR VOLTAGE IN AXIS q (V)
    PSIqs=STATOR LINKAGE MAGNETIC FLUX IN
               AXIS q (Wb/s)
       Tcs= STATOR TRANSIENT TIME CONSTANT
OMEGAk=OMP STATOR ROTATION
                  SYNCHRONOUS SPEED (rad/s)
       PSIds= STATOR LINKAGE FLUX IN AXIS d (Wb)
            Kr= ROTOR LINKAGE FACTOR
       PSIqr=ROTOR LINKAGE MAGNETC
                  FLUX IN AXIS q (Wb)
L PSIqs=o
        PSIqs=STATOR LINKAGE MAGNETIC FLUX IN
                   AXIS q (Wb/s)
      DPSIqs= VARIABLE VARIATION SPEED PSIqs
                      (Wbs)
A Uqs.K=0
Usq=STATOR VOLTAGE IN AXIS q (V)
A Uas.K=SQRT(Uds.K*Uds.K+Uqs.K*Usq.K)
             Uas=VECTOR SUM OF VOLTAGE
                      COMPONENTS IN AXES q AND d
III DIFFERENTIAL EQUATION OF CONDITION:
R DpsiDR.kl=Udr.K-(PSIdr.K/Tcr)+
(OMEGAk.K-OMEGA.K)*PSIqr.K+Ks*PSIds.K/Tcr
A Udr.K=0
     DPSIdr=ROTOR VARIATION SPEED OF
            LINKAGE MAGNETIC FLUX IN AXIS d (Wb/s)
            Tcr=ROTOR SA 5R TRANSIENT TIME
                  CONSTANT
            Ks=STATOR LINKAGE FACTOR
OMAGAk=OMP STATOR SYNCHRONOUS
                      ROTATION SPEED (rad/s)
L PSIdr.K=PSIdr.J+DT*(dPSIdr.JK)
      PSIdr= ROTOR LINKAGE MAGNETIC FLUX IN
                   AXIS d (wB)
N PSIdr=0
IV DIFFERENTIAL EQUATION OF CONDITION:
R dPSIqr.KL=Uqr.K-(PSIqr.K/Tcr)-
(OMEGAk.K-OMEGA.K)*PSIdr.K+Ks*PSIas.K/Tcr
A Uqr.K=0
      DPSIqr=ROTOR VARIATION SPEED OF
           LINKAGE MAGNETIC FLUX IN AXIS q (Wb/s)

    Tcr= ROTOR SA 5R TRANSIENT TIME CONSTANT
     Ks= STATOR LINKAGE FACTOR
 OMEGAk= OMP STATOR SYNCHRONOUS
                     ROTATION SPEED (rad/s)
LPSIqr.K=PSIqr.J+DT*(dPSIqr.JK)
     PSIqr= ROTOR LINKAGE MAGNETIC FLUX IN
                  AXIS q (Wb)
NPSIqr=0
V DIFFERENTIAL EQUATION OF CONDITION:
RdOMEGA.KL=(1/(2*h))*(Ks/Lcr)*(PSIqs.K*PSIdr.K-
PSIds.K*PSIqr.K)-(1/(2*H))*MT.K
DOMEGA=VARIATION SPEED OF ANGLE SPEED
                      (rad/s(s)
                H= INERTIA CONSTANT
               Ks= STATOR LINKAGE FACTOR
              Lcr= ROTOR TRANSFORMED INDUCTANCE
L OMEGA.K=OMEGA.J+DT*(dOMEGA.JK)
           OMEGA= ANGLE SPEED (rad/s)
N OMEGA=0
VI EQUATION OF ELECTROMAGNETIC TORQUE:
A Mel.K=PSIds.K*Iqs.K-PSIqs.K*Ids.K
VII EQUATION OF LOADING TORQUE:
A MT.K=STEP(MTVA.K*KOPT,0)
    C KOPT=1
 VIII  ADDITIONAL CURRENTS EQUATIONS:
A IDS.K=(1/Lcs)*(PSIds.K-Kr*PSIdr.K)
AIqs.K=(1/Lcs)*(PSIqs.K-Kr*PSIqr.K)
Aiqs.K=(1/Lcs)*(PSIqs.K-Kr*PSIqr.K)
Alas.K=SQRT(Ids.K*Ids.K+Iqs.K*Lqs.K)
A ldr.K=(1/Lcr)*(PSIdr.K-Ks*PSIds.K)
A lqr.K=(1/Lcr)*(PSIqr.K-Ks*PSIqs.K)
A lar.K=SQRT(ldr.K*ldr.K++lqr.K*lqr.K)
IX  ADDITIONAL SLIP AND NUMBER OF
ASYNCHRONOUS MOTOR REVOLUTION
EQUATIONS:
S S:K=(OMEGAk.K-OMEGA.K)/OMEGAk.K
N S=1
SAVE dPSIds,PSIds
SAVE dPSIqs,PSIqs
SAVE dPSIdr,PSIdr
SAVE dPSIqr,PSIqr
SAVE dOMEGA,OMEGA,OMEGAk
SAVE Uds,Uqs,Uas,Ids,Iqs,Ias
SAVE ldr,lqr,lar
SAVE Mel,MT,S
SPEC DT=.01,LENGTH=180,SAVPER=1

2.4. The Results of Simulation

Graphical figure of the simulation results of
the BSVMP:

Figures 4:  Diagram of loading torque,
electric torque and slipping



Figures 5: Diagram of loading force,
buoyancy, chain length and speed

Figures 6: Stator magnetic fluxes

Figures 7:  Stator and rotor currents

3. CONCLUSION

System Dynamics is such scientific
methodology that provides the simulation of
the most complex systems. In the shown
example the methodology evidently indicates
to the high quality of the simulations of the
complex dynamical systems and it gives the
opportunity to every student or engineer
interested to by the same methodology
modulates, optimises and simulates any
scenario of the existing realities. Furthermore,

the users which use this simulation
methodology of the continuous models on a
digital computer, create a possibility to
themselves of  the newest knowledge's in the
behaviour of the dynamical systems. The
Methodology is also significant because it
doesn’t contain only a computer type of
modelling, but it clearly determinates the
metal, structural and mathematical modelling
of the same system realities. Based on our
long-term experience in the application of the
dynamical methodology of simulating and in
this short presentation we provide every expert
in need with the possibility to acquire
additional knowledge about the same system in
a quick scientifically based way of exploring
the complex systems.
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ABSTRACT

Modeling and simulation of gas turbine engine plays a key
role in preliminary stages of engine design. In this paper
modeling and simulation of gas turbine engine performance
are presented in steady state and transient modes.
Compressor characteristics that are used in this modeling
obtained from two different methods including generalized
and designed methods. Variation of specific heat ratio )(γ
and compressor isentropic efficiency )( cη has also been
considered. Finally, steady state and transient performance
of a turbojet engine have been achieved by numerical
simulation using Simulink ToolBox and the results are
checked by experimental results. It was seen that two
methods to obtain compressor characteristics would lead to
the same results for prediction of steady state performance
and acceleration time. However, the variation of gamma and
efficiency has considerable effects on the results especially
at low speeds.

INTRODUCTION

Efficiency and reliability of gas turbine engines have been
considerably improved over the past two decades. This fact
caused rapid improvement of mathematical models of off-
Design performance, numerical simulation and dynamic
behavior of gas turbines(Crosa et al. 1998). Gas turbine
engines are often required to rapidly follow changes in
power demand. The prediction of their dynamic behavior is
very important both to help the design of plant components,
control systems and also performance optimization. Since
gas turbine engines play a key role in modern airplane fly
and one of the most available dynamic analysis methods are
mathematical models, the importance of the subject reveal
more and more (Doug Garrard 1996). These models are
powerful tools in research, development, mounting, and
optimization (Visser 2000).

Nowadays control techniques using computer simulations
have demonstrated the possibility of improving the engine
performance (Lombardo 1996). The development of a
suitable control system requires a deep understanding of the

steady state and transient behavior of the gas turbine engine
(Cohen et al. 1996).

The essential role of aircraft engine control systems is to
supply fuel as prime energy in accordance with demand and
engine operation. Several dynamic simulation models are
described in literatures some of them in the frequency domain
and others in time domain (Yamane et al. 1995). However, in
pervious studies the values of gamma and compressor
efficiency have been taken constant (Ferrari et al. 1995).

This paper presents the mathematical modeling for gas turbine
engine in both steady state and transient modes. In this paper,
the variation of gamma and compressor isentropic efficiency
and their effects on engine performance have been considered.
In addition, compressor characteristics, used in this modeling,
have been extracted from two different methods; generalized
and designed methods. Finally, the steady state and transient
performance for a turbojet engine have been simulated using
simulink, and the results are compared with the test data.

MATHEMATICAL MODELING

The heart of a gas turbine engine is gas generator. A schematic
diagram of a gas generator is shown in fig(1). The compressor,
combustion chamber and turbine are the major components of
a gas generator, that is common to the turbojet, turbofan,
turboprop and turboshaft engines. The purpose of a gas
generator is to supply high pressure air at compressor outlet
and high temperature gas at combustion exit. As mentioned
before identification of controllable parameters and
mathematical modeling is the first step to design an engine
control system. Mathematical model can be obtained by using
dynamic and thermodynamic governing equations for engine
components.

Engine Steady State Mode

Steady state modeling starts from design point, as the engine
parameters are known at this point. In steady state mode, the
turbine power is equal to compressor power. Also, the turbine



flow is equal to summation of compressor flow and fuel
mass flow. The calculation of off-Design performance
specifications requires component characteristics. The
variation of pressure ratio and compressor efficiency with
respect to air mass flow are obtained from compressor
characteristics. The turbine is assumed to be choked and the
turbine corrected air mass flow is constant with respect to
variations of pressure ratio (Glone.1998).

Figure 1: Gas generator

The pressure losses at inlet ducting, combustion chamber
and exhaust ducting are essentially secondary effects, and
may be considered constant at off-design conditions. As
mentioned before the turbine power is equal to compressor
power at steady state mode therefor, to calculate a steady
state operating point, a point must be found so that the net
power is equal to zero. Then the equilibrium running line is
obtained by joining up these points.

A constant speed is selected from compressor characteristics
and then a pressure ratio is guessed. Using this speed and
pressure ratio and this fact that the compressor power is
equal to turbine power, the compressor outlet temperature
and fuel mass flow are calculated. The compressor pressure
ratio is also calculated from turbine characteristic again and
compared with the pressure ratio, that is guessed. If these
two pressure ratios are equal, the steady state point is found.

Engine Transient Mode

Transient performance deals with the operating regime
where engine parameters change with respect to the time. If
a single spool turbojet engine is operating in a steady state
point and the fuel flow is increased by the control system,
due to the increased temperature, the turbine power out put
increases. This extra power drives the compressor to a higher
rotational speed. In other words the unbalanced power
produces spool acceleration. This acceleration continues
until the steady state condition corresponding to the new fuel
flow is achieved. Conversely, for a deceleration, the
unbalanced power is negative and the spool speed reduces
accordingly. During transient operation a gas turbine can be
considered to satisfy compatibility of flow, not the work, and
the net power applied to the rotor can be used to calculate its
acceleration or deceleration. The acceleration of the
compressor rotor and the excess torque G∆  are related by
the folowing Newton’s second low of motion:

ω&JG =∆                                                                              (1)

Where J  is the polar moment of inertia of the rotor and the
ω&  is its angular acceleration. The excess torque G∆  is given
by:

ct GGG −=∆

where tG  is the turbine torque and cG  is the compressor
torque. The net power can be written as below:

60
2,.)( NGPPP ctnet
πωω =∆=−=

N
ppG ct

π2
)(60 −×=∆                                                              (2)

where tp  is the turbine power, cp is the compressor power
and N  is the rotor speed. Finally by use of these equations the
rotor acceleration is given by:
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Compressor
Energy storage low is used to calculate the compressor power

233 .. TCwP pcc ∆=                                                                  (4)

where 3w  is the compressor outlet air mass flow and 23T∆  is
the compressor temperature rise. Relationship between air
mass flow, pressure ratio and speed is given by:

( )Nfww c ,32 π==                                                              (5)

where 2w  is the compressor inlet air mass flow, cπ  is the
pressure ratio and N  is the rotational speed. Compressor
characteristics play the essential role in gas turbine engine
performance specifications. Thus the use of accurate
compressor characteristics will give accurate calculations.

In this paper the compressor characteristic curves used for
modeling are extracted from two different methods including
generalized and designed method. Using compressor pressure
ratio, the compressor temperature rise is given by:
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Where 2T  is the compressor inlet temperature, γ  is the ratio
of specific heats and cη is the compressor isentropic
efficiency. As mentioned befor, in this paper, variations of γ
and cη  are considered and then the results have been
compared with constant parameters.

Combustion Chamber
The effect of combustion chamber volume has been
considered in calculations. Combustion chamber mass storage
can be modelled as follows:
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Combustion chamber energy storage can also be written as
follows:

PRftpttpc hmwTCwTC
dt
dU ..... 4433 &+−=                        (8)

Assuming the variation of energy at inside the combustion
chamber is equal to the variation of energy at outlet of
combustion chamber, the value of energy is given by

444 ... tptcombcomb TCvUUU ρ===                                 (9)

Substituting eqation (8) into eqation (9) gives:
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where combv  is the combustion chamber volume, 4ρ  is the
density, ptC  is the specific heat and tT  is the total
temperature.

Turbine
The turbine power is obtained from energy storage by the
following equation:

45pt4tt T.C.wP ∆η=                                                         (11)

Where tη  is the turbine efficiency, 45T∆  is the turbine
temperature drop and 4w  is the turbine inlet air mass flow.
In the mathematical model it is assumed that the turbine is
choked and thus, the turbine characteristic curve can be
considered constant.

Using equation (3) and with the help of equation (4) and
equation (11) the rotor acceleration in transient mode can be
calculated using the following equations:
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Where tτ  is the turbine temperature ratio.

The flow chart of the transient performance calculations is
presented in fig. (3).

SIMULATION RESULTS ANALYSIS
COMPARED WITH EXPERIMENTAL DATA

The modeling presented above has been used to simulate the
turbojet engine performance using SIMULINK software as
shown in fig. (2) and fig. (4).

The results from simulation of engine performance are shown
in figures (5) to (10). Fig. (6) shows the steady state
performance results using both generalised and designed
compressor characteristics. As it can be seen in this figure both
methods predict the steady state performance very close to
eeach other. On the other hand, fig. (7) shows the effects of
variations of γ  and cη on engine performance. This figure
reveals that the variation of γ  and cη  have considerable
effects on steady state engine performance prediction. Fig. (5)
compares the simulation results with experimental data
showing good agreement.

The results obtained from transient simulation are shown in
figures (8) to (10). Fig. (8) depicts the transient performance
for acceleration and deceleration modes. The effects of
variation of  γ  and cη on transient performance are shown in
fig. (9). As it can be seen in this figure, variations of γ  and

cη  have considerable effects on the variation of engine
performance during transient modes. Furthermore, fig. (10)
depicts the effects of compressor characteristics modeling
methods on the transient behavior. As shown in this figure, the
acceleration time predicted by both methods is the same.
However, the prediction of surge margin during transient
mode is quite different especially at lower speed.

CONCLUSION

In this paper modeling and simulation of steady state and
transient performance of a gas turbine engine was presented.
Two methods (generalized and designed) were utilized for
compressor characteristics modeling . In addition, effects of γ
and cη  variations were considered. Simulation program was
developed using Simulink and the results were compared with
test results for a turbojet engine. These results showed that it is
appropriate to use characteristic curves from generalized
method to predict the steady state performance. The same
trend was also seen for accelerating time. However, γ  and cη
if considered constant would lead to error in steady state
performance especially at low speeds.
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Figure 2: Steady state simulation model

Figure 3 Transient calculation flow chart

Figure 4: Transient simulation model
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Figure 5: Comparison between simulation and test results
at steady state condition

Figure 6: Equilibrium running line using two compressor
characteristics methods

Figure 7: The effects of variation of cηγ ,  on steady state
performance

Figure 8: Transient performance

Figure 9: The effects of variation of cηγ ,  on transient
performance

Figure 10: Engine acceleration line using two compressor
characteristics methods
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ABSTRACT

The main goal of this paper is to forecast the contact’s
durability when the latter is subjected to the action of an
electric turning arc such as that generated in a circuit-
breaker.  We are interested in the range of currents, which
is not represented in the curve of durability presented by the
manufacturer of the apparatus. To have a comprehensive
study, we carried out experiments, which showed that the
arc in displacement is very advantageous and that the
durability forecast is something delicate.

 INTRODUCTION

In order to create the extinction’s conditions of the electric
arc in low voltage circuit-breakers and also in some high
voltage apparatuses, we often use the magnetic blowing
technique. The displacement of the arc is caused by the
interaction between the magnetic field and the arc current.

Some manufacturers of this equipment sought to develop
devices with turning arc where the arc moves between two
circular tracks under the magnetic field action.

This paper is completely devoted to the forecast of the
durability of the contacts of Merlin-Gérin Rollarc contactor
under the action of an electric turning arc. It is based on  the
results of previously published work that has already gone
into mathematical modelling of thermal phenomena leading
to the wear of contacts (Deveautour 1992; Javoronkov,
Boutkevitch, Belkine and Vedechenkov  1978)

PROBLEM OF ELECTRIC DURABILITY OF THE
CONTACTS

The electric durability that is the number of the cycles of
manoeuvres  (closing-opening) that an apparatus is able to
make without harmful wear of the contacts was left by
international standardisation to the choice of the
manufacturers.  In the case of the contactors and because of

high rate of manoeuvre, durability is a very significant size,
which depends mainly on the break current, on the
employment category and the assigned tension of
employment.

We give in what follows the durability curve of this
contactor (Figures 1), according to the break current in AC3
or AC4 category, extract of a technical catalogue (Merlin
Gérin catalogue 1996).

Figures 1: Durability of the Rollarc Contactor according to
the Break current

Within sight of this durability curve, we notice that it is
represented only for the break current superior than
250 A, while we seek to determine the corresponding
durability to a 40 A break current corresponding to the
typical load of use of Rollarc contactor in Tunisia.
A question is raised:  can we prolong the previous curve in
a zone not represented by the manufacturer and with the
assistance of the extrapolation method, to deduce the
durability corresponding to a break current of about
40 A?

In fact, the extrapolation shows that the durability
corresponding to this current is about 10.000.000 of cycles.
However, this durability appears exaggerated even in
mechanical point of view.  In order to check this
assumption, it is necessary to study the turning arc
problems.

Curve  of Durability



OPERATION PRINCIPLE OF TURNING ARC
DEVICES

The arc is put in motion between two circular tracks
(figures 2). When the principal contacts separate, the
current to stop crosses a solenoid thus creating a magnetic
field.  Since the separation of the circular contacts, and the
apparition of the arc between them, the arc subjected to
transverse induction, should then move in the direction
indicated by the Laplace law. In fact, the combination of
the magnetic field and the current creates a force exerted on
the arc, involving this one in rotation between the two
circular tracks.

The force is proportional to square current, it results a
natural adaptation of this break technique to the current to
stop. With high current the speed is high, the cooling is
intense, right before the zero of current the speed is still
sufficient to turn the arc and favourites thus the dielectric
rigidity recovery, the wear of the arc contacts is very weak
compared to the systems with the immobile arc. With low
current, the turning speed is slow, this characteristic
involves a very soft extinction of arc, without over-voltage,
which makes it possible with this technique to equalise the
performance of breaking in air universally appreciate.

                           Turning Arc Principle

Figures 2:  Schematic diagram of the electric Turning Arc

The studies of the arc in displacement were very numerous,
but they present some dispersion due to the very diverse
essays conditions. However, we can classify the previously
published work in two categories.  The first concerns the
problems of electric arc displacement and the second
concerns the contacts erosion according to the speed arc
displacement.  In the first category, it was noted that the arc

is put in motion after its ignition only if the current and the
inter electrodes distance exceeded minimal values which
depend on the experimental conditions (Schröder  1967;
Poeffel 1980; Salge 1964).

Indeed, the speed- inter electrodes distance characteristic
which was established by Schröder (Schröder 1967) is
divided in several zones according to the inter-electrodes
distance (figures 3).

Figures 3: Speed of the Arc Displacement according to the
inter- electrodes distance

I:    zone of the arc stagnation.
II:   zone of displacement at low speed.
III:  zone of speed in growth.
IV:  zone of saturation speed.

For zone III, this author presented the following expression
of the arc displacement speed v noted v:

v= k I 0,61 B 1,4 d 2,22                 (1)

k: coefficient, which depends on material used;
B:  magnetic field induction;
I:  arc current;
d: inter-electrodes distance.

In addition, these studies show that electric arc
displacement depends on all the parameters determining the
behaviour of the electric arc in question:  nature and the
shape of the electrodes, nature and pressure of plasma-
producing gas in which the arc develops, operating
conditions to which is submitted the arc and mainly the
break current and magnetic induction.  In the second
category of work (Salge 1964; Erk and  Schröder 1968), it
is noted that the erosion caused by an arc in displacement at
low speed is appreciably much more than that caused by the
arc, which moves at high speed (up to 30 times).

It is thus clear that the arc stagnation or the low
displacement speed of this arc causing high erosion
presents the problems for which it is necessary to seek
solutions.  In what follows, we will present our studies in
this field.
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EXPERIMENTAL WORK

Device description

In order to carry out experiments relating to the arc
displacement speed and to study the influence of many
parameters on this size, we designed a turning arc device
whose principle of operation is similar to that of Merlin
Gérin except that the circular contacts which are
manufactured out of copper can be dismounted and that the
arc is struck by the wire fusible technique.

This device makes it possible to fix the various parameters
of the arc and its environment (break current, arc duration,
magnetic field, inter electrodes distance) and to record the
rotation average speed arc and erosion.

The power circuit is supplied by rectified current variable
between 0 and 35 A with a tension of 550V.  The excitation
circuit, ensuring magnetic blowing, is independent of the
circuit of the principal current, it is traversed by a direct
current delivered by an auxiliary source varying from 0 to
4 A. Some sensors of measurement are  used and connected
to an acquisition data system.

                             Experimental work

Figures 4:  Device of Turning Arc

The dimensions are given in mm.

Measurements of speed

Using this device, we raised the speed characteristics
according to the operate current, the inter electrodes
distance and the break current.  Figures 5 and 6 present two
examples of measurement.

             Speed Measurements

Figures 5
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Figures 6
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Measurement of erosion

The sizes to be measured in this experiment are the arc
current, the existence time arc, the displacement arc speed
and the erosion. Since, the current and existence time of the
arc are the principal influence factors, it becomes
interesting to present erosion in a ratio form of the mass
lost by the product of the current and time.  This size,
which is noted τ allows establishing a simplified
calculation of erosion.
Indeed, the lost mass is measured using a precision
electronic balance.

The first experiment consists in applying an electric arc
current of about 30 A during  60 seconds, while varying
speed by the variation of the excitation current. We have
applied a relatively long arc duration in order to seize the
loss of mass well. The results can be presented in   figure 7.

Figures 7: Erosion Rate according to the Arc
Displacement Speed

The second experiment in this part consists in applying
electric arcs of various current intensities during
60 seconds as well, while varying the displacement arc
speed. Some results of this experiment are presented in the
following tables (table 1 and 2):

Table 1: Rate of Erosion for I=30 A

Iex (A) 0 2,5
V(m/s) 0 0,8
τ(g/c) 6 10-5 2,310-6

Table 2: Rate of Erosion for I=10 A

Iex (A) 0,5
V(m/s) 0,2

τ(g/c) 22 10-5

Based on these experiments, we notice that when V
decreases, the erosion increases until reaching the one
produced by the immobile arc and that erosion Rate is not
important if the arc turning speed is high.

RESULTS ANALYSIS

In this part, we seek to exploit the results of our
experiments and those of the previous published work  in
order to answer the question already raised:  will the
durability of the Rollarc contractor increase or not if one
exploits it under-load rating?  For the traditional contactors,
the answer is obvious:  yes.

Indeed, many experimental studies of the erosion by the
immobile arc made it possible to establish the empirical
formula of the mass erosion:

                                 M= k I α t β                               (3)

K, α and  β are parameters dependent on the conditions of
the experiment and nature of materials of contacts.
For the contactors, H.W. Turner and its collaborators
(Turner H, Turner. C and Frey 1966) received the following
formula:

M= k I 1,6 t                    (4)

The formula (3) and (4) present erosion as thermal
phenomena leading to evaporation, fusion and evacuation
of the evaporated and melted matter (and sometimes solid
matter).  It is obvious that with the reduction of the current
or time, the heat introduced by the electric arc into the
contacts decreases and the volume or the mass of the
evaporated matter decreases too.  But for the systems with
turning arc, the time intervenes through the displacement
arc speed.  However, arc in displacement can be modelled
by a motionless model arc which moves by jumps (Allagui,
Javoronkov and  Chaabane 2000) , the time of stagnation of
the arc before the following jump is determined by the
average speed of displacement.  In this case, the reduction
speed must then cause increase of the time of arc
stagnation.

In case of the Rollarc contactor, if the speed displacement
of the arc satisfies the  expression (1) and since the break
current is the source of magnetic blowing (I≡B), the speed
displacement arc can be given by:

            v= k I2 d 2,22                             (5)

According to this expression, when the break current
decreases from 315 A to 40 A (315 A:  nominal current
contactor), that is to say approximately 8 times, the average
speed displacement of the arc decreases by 64 times and
this way there is the risk that the speed displacement arc
passes to function in a low speed zone (zone II).

The experiments, which we carried out, were precisely in
this zone (0 to 0,8 m/s) and it was noted that the speed
displacement arc as an erosion factor becomes dominating
compared to the current. According to tables 2 and 3,
despite the decrease of the current by 3 times
(30 A to 10 A), the erosion increases by 10 times when
speed decreases by 4 times.

v (m/s)

τ 
(g

/c
) x

 1
0-6

I=30A

Erosion Rate



Therefore, when the Rollarc contactor is exploited in a low
speed displacement arc zone, even if the current decreases,
the erosion augments.  The extrapolation in this zone of the
curve of figures 1 is not thus valid.

CONCLUSION

Being given that contacts erosion generally determines the
lifetime of whole apparatus, we practically studied the
erosion of the copper contacts according to the current and
the time which intervenes intermediary by speed the
displacement arc.  We found that the current reduction will
not necessarily  cause the reduction of the erosion in the
turning arc devices.
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ABSTRACT  
 
Complex industr ia l  processes  l ike  Marine  
Diesel  Propuls ion Plant  (MDPP) have complex 
in terrela t ions  and in terdependencies  between 
var iables  and parameters .  This  character is t ic  
could  be  used in  es t imating unknown or  
unmeasured var iables  f rom the  informat ion 
gathered by other  measurements  and sources  
us ing information fus ion by means  of  a  sof t  
computing methods .  In  the  paper ,  a  s t ructural  
analysis  approach to  ident i fying most  re levant  
var iable  in terre la t ions ,  components  or  
subsystems of  MDPP with  inherent  redundant  
information has  been proposed.  Sensor  
information fus ion method was chosen to  be  
us ing ar t i f ic ia l  neural  networks  (ANN).  The 
paper  presents  proposed ANN with  s t ructure  
and learning a lgor i thms.  Simulat ion have been 
carr ied  out  in  Matlab-Simulink environment  
wi th  engine speed es t imat ion example .  

 
 

1.  INTRODUCTION 
 
Diagnost ic  and control  sys tems of  marine  
diesel  propuls ion plant  require  a  large  number  
of  d if ferent  sensors  with  dif ferent  measur ing 
types  and locat ions  a t  var ious  cr i t ica l  points  on 
the  propuls ion engine  and i ts  subsystems 
( temperatures ,  pressures ,  f low rates ,  levels ,  
metal  content  of  the  lubr icat ing oi l ,  water  
content  in  the  fuel  o i l  and more) .  The data  
f rom sensors  are  col lected  and t ransmit ted  to  
the  process ing uni ts .   
The main  purpose of  most  s ignal  process ing is  
to  yie ld  knowledge of  a  s i tuat ion so  that  proper  
decis ions  can be  done.  Many of  these  s ignals  
should be  combined in  some way to  enable  
decis ions  of  such condi t ions  as  emergency 
s ta tes ,  when to  change oi l ,  t ime to  repair  or  
replace par ts ,  engine eff ic iency etc .  
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In  some specif ic  s i tuat ions  human in tui t ion,  
heur is t ic  knowledge and exper ience have to  be  
fused together  with  sensor  data  for  good plant  
es t imation (overal l  engine eff ic iency,  
degradat ion of  o i l  condi t ion,  faul t  
condi t ions , . . ) .  One effect ive  approach in  such 
case is  informat ion fusion that  wi l l  be  
discussed in  the  paper .  
In  the  cases  when a  sensor  fa i ls  to  operate  or  
operates  with  faul ts ,  sensor  information fus ion 
methods are  needed to  reconstruct  the  los t  
s ignals  -  informat ion.  
Aiming to  use  sensor  information fus ion with  
exis t ing sensors  the  need for  explor ing 
poss ible  redundancies  inherent  to  the  system 
s tructure  is  evident .  One sui table  method is  
s t ructural  descr ipt ion or  analysis  of  the  system 
decomposing i t  in to  funct ional  dependent  end 
re la ted components  or  subsystems.  This  
approach for  MDPP wil l  be  presented in  the  
paper .  Sensor  information fus ion method was 
chosen to  be  us ing ar t i f ic ia l  neural  networks  
which are  very sui table  in  the  case  of  on- l ine  
gathered data .  
Simulat ion example wil l  be  g iven for  marine 
diesel  engine speed es t imation us ing redundant  
re la t ions  and data .  
 
2.   STRUCTURAL DESCRIPTION OF A  

SYSTEM -  GENERAL APPROACH 
 
One can consider  a  system S l ike  union of  i t s  
funct ional  components  , each of them   

i

n

i
C

1=
∪

establishing some relations or constraints fi between a set 
of variables and parameters (known or unknown) zj of the 
system, i.e. :  
     1 < p ≤ m   ),,....,,( 21 pi zzzf
where fi can represent dynamic, static, linear or non linear 
relation, crisp or fuzzy rules, empirical or any other 
relation-constraint.  
Structural model of the system can then be represented 
with a set of constraints:  and a set of 
variables and parameters Z  to 
which constraints are valid. Z  is a set of 
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known variables and parameters, where U  represents a set 
of control variables, Y is a set of measured outputs and C  
is a set of known constant parameters. XZ  is a set of 
unknown variables and parameters of the system. 

Fx

Z

Z
K

Now, the structural model of the system can be represented 
by directed graph with nodes and connecting arcs 

. The elements of a set of arcs in such graph 
) are defined with the following mapping scheme 

- binary relations: 

( AZFG ,,
(FxZA ⊂
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{ }
{ }
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For more details see (Izadi-Zamanabadi 1999). 
 
3.    STRUCTURAL ANALYSIS OF MARINE 

DIESEL PROPULSION PLANT – REDUNDANT 
DATA AND RELATIONS 

 
A s t ructural  analysis  model  to  ident i fy  most  
re levant  var iable  in terre la t ions ,  components  or  
subsystems of  MDPP with  inherent  redundant  
information which could  be  used in  fus ion 
process  wil l  be  explored.  
 
3.1 Structural  descript ion of  MDPP 
  
The main purpose of the structural description of MDPP 
here is to explore some inherent redundant relations which 
can be used in calculating unknown or unmeasured 
variables using sensor information fusion method. 
Figure 1 shows the structure of MDPP with its main 
structural components: C1 - diesel engine dynamics, C3 - 
engine shaft dynamics, C5 and C6 - propeller shaft 
dynamics, C8 - ship speed dynamics, C10 - hull dynamics, 
and  corresponding sensors: fuel index sensor C2,  engine 
speed sensor C4, pitch propeller sensor C7 an ship speed 
sensor C9. 
Relations and constraints between variables and 
parameters can be obtained in various ways: by 
mathematical modelling, by simulation, using 
experimental data, eliciting expert's and operator's 
knowledge, etc. For details see (Antonić and Radica 1991; 
Antonić et al. 2000; Antonić and Vukić 2002; Vukić et al. 
1998; Izadi-Zamanabadi 1999). 

 
 

Figure 1: The structural diagram of diesel propulsion plant 
 

where:   nref - engine reference speed (set value); n - engine 
speed; gϕ  - fuel link position; hPref - propeller pitch set value;  

hP - propeller pitch; v - ship speed; KM , TM - engine gain and 
time constant; MP, TP - propeller torque and thrust; 
va - advance propeller speed; Ru - total hull resistance 

The structure of MDPP in Figure 1 can be represented as 
union of its components : U . 

ii C
10

1=

A set of constraints / structural relations is: 
    (2) { 1021 ,.....,, fffF = }

}
A set of known measurable variables and parameters is:
   (3) { MmPmmgm

K KvhnZ ,,,,ϕ=
A set of unknown variables and parameters is: 
  (4) { }uPPMPg

X RTMMvhnZ ,,,,,,,ϕ=
The measuring noise is here neglected so:   
 vvhhnn mPPmggmm ==== ;;; ϕϕ . (5) 
Adequate structure graph of the MDPP with variable and 
parameter relations is shown in figure 2. 

 

 
Figure 2: Structure graph of MDPP system with variable 

and parameter relations 
 
3.2  Redundant relations and information fusion 
 
From the structural graph of MDPP system one can get 
analytical redundant relations between variables and 
parameters: direct relations and indirect or derived ones 
(with sensor information fusion and some reasoning 
method). For direct relations structural constraints are 
applied only to known - measured variables i.e. to subset 

KZ , while derived relations are those to which structural 
constraints of unknown - unmeasured variables are 
applied, i.e. to subset XZ . 
Indeed, derived redundant relations are more interesting, 
because they result with analytical redundancy what is a 
key point for information fusion. These are frequently 
based on the human expert knowledge and operator 
experience. 
It is evident from the structure graph model of MDPP, that 
there are redundant relations and information which can be 
used in case of faulty sensors. 
For instance, in the case of engine speed sensor fault 
(component C2 in structural diagram) the value of the 
engine speed could be estimated i.e. calculated using 
information fusion from other sources (C5 and C6). 
Unknown variable can be estimated by integrating several 
other measurements into a single robust estimator 
(software sensor). The fusion of data from different 
sensors will add new valuable information that would be 
otherwise unavailable. The need of data fusion arises also 

 



from the fact the information gathered is often incomplete, 
uncertain, imprecise or may be from a faulty sensor. There 
are several possible methods for data fusion and the very 
effective one is artificial neural network approach. 
 
4.    INFORMATION FUSION IN MDPP USING ANN 

APPROACH – SIMULATION EXAMPLE 
 
The ability of ANN to learn from experience i.e. from 
history of data during on-line operation is making them the 
preferred choice for process modelling with intrinsic 
variable and parameter interrelations. In the above 
structural description of MDPP the redundant relations 
between variables and parameters were illustrated . Some 
of them will be used in the information fusion example. 
 
4.1 Engine speed estimation using information fusion   

Speed sensor faulty - simulation example 
 
Engine diagnosis and control system needs speed 
information during normal operation and gets it 
continually from speed sensor. 
In the case of speed sensor failure it would be desirable to 
have a system that could estimate engine speed (most 
critical variable in closed loop speed control) from various 
sets of inputs i.e. information sources giving redundancy in 
speed information and thus leading to more robust control 
system. That is especially important if a l l  speed sensors 
(usually two) are in faulty conditions.  
The required engine speed value could be estimated on-
line from other variables which are related to it (see Figure 
2) : propeller torque MP or propeller thrust TP, ship speed 
v,  propeller pitch hp if the propeller is controllable (CPP).  
Figure 3 a and b illustrate engine speed estimation from 
other known variables - signals measured on-line (MP, TP, 
v).  

 
 a)    b) 

Figure 3: Engine speed estimation using information 
fusion 

 
4.2  Neural network structure and learning algorithms 
 
In the engine speed estimation example three independent 
input signals to the ANN and one output signal which 
should be the best estimate of engine speed in case of 
faulty sensor were used.  
The data from different sources are usually pre-processed 
(data normalization, filtering, principal component 
analysis, etc.) before applied to the ANN for fusion 
purpose. 
The ANN, in this experiment,  was organized in two 
processing stages i.e. two ANN were designed and used 
(Figure 4). 

The first stage consists of estimation ANN and is for 
feature extraction from input signals. The second stage 
consists of ANN for information fusing i.e. decision 
making and selecting the best estimate from the first ANN.  

 
Figure 4: Concept of ANN for engine speed  fusion 

 
The first stage consists of three identical feed forward NN 
(in Figure 5a shown only one for input variable Mp) each 
with one hidden layer with log-sigmoid transfer function 
and one output layer with linear transfer function. The 
second stage consists of self-organising NN with one 
competitive layer with three inputs (these are outputs from 
the first stage) and one output ADALINE stage (in figure 5 
b). There are three neurones in competitive layer and only 
one is a winner in a time. Euclidean distance measure (see 
Antonić and Vukić 2002) in decision making i.e. choosing 
the best estimate in each time step was used. 
In the estimation stage of  NN, 3 inputs are fed (propeller 
torque Mp, propeller thrust Tp and ship speed v) to 
estimate engine speed n.  
 

 
a) 

 
b) 

Figure 5: Structure of ANN for engine speed estimation 
 
The mse (the mean squared error between the target i.e 
expected values and the network outputs – estimated 
values) performance function is chosen as a criterion.
 2
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Performance goal was set to mse = 0.01 rads-1. 

 



In minimising performance function the gradient descent 
back-propagation learning algorithm for updating network 
weights and biases with adaptive learning rate was used.
   (7) )k(g)k()k(x)k(x α -=1+
where x(k) is a vector of current weights and biases, g(k) is the 
current gradient and α(k) is the learning rate. 
For comparison purpose we used two learning algorithms: 
¾ Quasi-Newton (BFGS) learning algorithm, 

)()(-)()1( 1- kgkHkxkx =+   (8) 
H(k) is the Hessian matrix (second derivatives) of 
performance function at the current values of the weights 
and biases. 
¾ Levenberg-Marquardt learning algorithm 

[ ] eJIJJkxkx TT 1-)()1( µ+−=+   (9) 
where J is the Jacobian matrix which contains first 
derivatives of the network errors with respect to the 
weights and biases, e is a vector of network errors, µ is a 
scalar. 
 
4.3  Simulation results in engine speed estimation 
 
The training set used for the proposed ANN is obtained 
from the real diesel engine propulsion plant simulator 
PPS2000 (Norcontrol) with propulsion diesel engine MAN 
B&W type 5L90MC with maximum power of 18.000 kW 
installed on the very large crude carrier, (fully loaded). 
We’ve got training set values with diesel engine working 
in four basic operating regimes – modes (table 1): Full 
ahead (with engine power of 100 %) , Half (engine power 
of 75 %), Slow (engine power of 50 %) and Dead slow 
(engine power of 25 %).  
   

Table 1: Simulated engine data for training ANN 
Engine 
regime 
 

Engine 
power 

(%) 

Engine 
speed - 

n 
(rad/s) 

Mp 
(Nm) 
x106 

Tp 
(N) 
x106 

Ship 
speed 

v 
(m/s) 

Full 
Ahead 

100 7.74 2.20 1.46 7.71 

Half 75 7.02 1.90 1.21 7.06 
Slow 50 5.14 1.05 0.66 5.11 
Dead 
slow 

25 3.10 0.41 0.26 3.10 

 
The second part of the simulation was carried out by using 
Matlab/Simulink environment. 
After training the ANN given in Figure 5 using training 
data set from table 1, we've got very good results for 
engine speed estimates in four operating points (Full 
Ahead, Half, Slow, Dead slow) . These are presented in 
table 2 and Figure 6. The differences between speed 
estimates are very small (with mse: 3.3*10-3 with Mp data, 
9.98*10-4 with Tp and 6.16*10-4 with v data set. 
 

 
 

Figure 6: Engine speed estimation with training data set 
from Mp, Tp, v 

 
Table 2: Estimated engine speed n from Mp, Tp, v 

Estimated speed from other signals 
(with training data) 

Engine speed 
(target) 
n (rad/s) Mp Tp v 

7.740 7.682 7.712 7.692 
7.020 7.114 7.065 7.073 
5.140 5.097 5.114 5.124 
3.100 3.114 3.113 3.118 

 
Comparing results obtained during training session of NN 
with two different learning algorithms: Levenberg-
Marquardt (LM) and Quasi-Newton we've noticed very 
little difference (table 3). 
Nevertheless, we prefer LM learning algorithm because 
the estimation error (mse) and training period (epochs) 
were a bit lesser. 
 
Table 3: Comparison results of two learning algorithms in 

training NN 
               Levenberg-Marquardt            Quasi-Newton          
 Mp Tp v Mp Tp v 
mse 3.30 

*10-3 
9.98
*10-4 

6.16 
*10-4 

3.30 
*10-3 

9.79 
*10-4 

9.61 
*10-4 

epoch >500 115 26 >500 118 35 
 
Performance goal (mse = 0.01) for the best engine speed 
estimate (with Tp data set) was reached in very shot time 
(4.17 s) i.e.  after only 115 epochs of training. 
Applying tes t ing data  se t  to  ANN concurrent ly 
for  three  inputs :  Mp,  Tp and v ,  less  accurate   
resul ts  were  obta ined (Figure  7)  but  
never theless  useful  for  pract ical  use ,  except  
those es t imated f rom ship  speed data  where  the  
mean squared error  was  11.55 %.  The best  
resul ts  were  obta ined f rom propel ler  thrus t  
measurement  Tp (mse = 1 .73 %).  
The largest  d iscrepancy between t ra ining and 
tes t ing resul ts  were  obta ined for  ship  speed 
s ignal ,  maybe because of  smal l  t ra ining set .  
 

 



 
 

Figure 7: Engine speed estimation with testing data set 
from Mp, Tp, v. 

 
In each time step, the designed ANN chooses the best 
estimate on its output so the final results were acceptable. 
Testing example with engine power of 100 % and 
expected real value of n = 7.74 rad/s: the best speed 
estimate, was with Tp data: ne = 7.712 rad/s (see Figure 
8a). We also tested ANN output in the case of lost one or 
even two of three input signals and have got good engine 
speed estimate. Figure 8b illustrates situation with two 
input signals missed (sensor faults). The ANN output was 
ne = 7.785 rad/s (Figure 8b). 
 

 
a)  

 
   b)     

Figure 8: Engine speed estimate (best ANN output) 
 
Applying testing data within all operating regions is 
illustrated in Figure 9. Test results for engine speed 
estimate are fairly good for Mp and Tp. 

 
 

 
 

Figure 9: Estimating engine speed with testing data Mp, 
Tp, v within the operating region 

 
Data fusion of three signals with expert modification of 
contribution coefficients on engine speed with KMp = 0.34, 
KTp=0.36, Kv=0.30  had given quite good estimate (see 
Figure 10). 
 

 
 

Figure 10: Estimating engine speed with data fusion of 
Mp,  Tp, v 

 
Finally, three testing cases with MP as input signal to the 
ANN has been studied in parallel and the output (speed 
estimate) was recorded in the diagram (see Figure 11):  
The first case was with MP as only input signal. Input 
signal in the second case was MP with the added noise 
(zero mean Gaussian with variance of 0.02). In the third 
case, the disturbance signal (sine wave of amplitude of 0.1 
and frequency of 1 rad/s)  was added to MP . We could 
conclude that proposed fusion scheme  is rather robust to 
noise and disturbance in input signals. 

 



 

 
 

Figure 11: Estimating engine speed with Mp: 1 – normal ; 
2-with Gauss noise; 3-with sine disturbance 

 
 
CONCLUSION 
 
Sensor information fusion concept is becoming more and 
more attractive especially in the area of diagnostics and 
control systems. Some important advantages of using 
information fusion in combination with soft computing 
technologies like artificial neural networks, fuzzy logic, 
genetic programming could give more robustness, 
reliability, fault tolerance and intelligence to control 
systems. 
The structural approach is presented and applied to the 
marine diesel engine propulsion plant as an effective 
method to identify the subsystems with inherent redundant 
information. Based on that analysis we proposed ANN for 
information fusion process which consists of two stages: 
The first stage is an estimation ANN for feature extraction 
from input signals and the second stage is for information 
fusing i.e. decision making and selecting the best estimate 
from the first stage ANN. We tested it with the simulation 
example. Diesel engine speed was estimated on the basis 
of three other signals: propeller torque MP, propeller thrust 
TP and ship speed v. It was shown that good speed 
estimation could be obtained using other available 
information in the case of faulty speed sensor. Only a part 
of the obtained results was presented in the paper. 
The proposed fusion scheme was also tested with noise 
and disturbance signals added to the MP input signal and 
concluded fairly good scheme robustness. 
Better results would probably be obtained if larger sets of 
training and testing data were used. The generalisation 
scheme in the sensor information fusion within MDPP will 
be of our interest in the near future. 
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ABSTRACT

This paper introduces a finite dimensional discrete model
for a fractional infinite impulse response filters (FrIIR).
The fractional  filters represent an infinite dimensional
system which obeys a non-Newtonian behavior. The FrIIR
filters are  approximated by finite but large dimensional
digital filters which can be implemented. The frequency
response and the stability of the digital FrIIFR filter are
discussed. The main ideas of this work are illustrated by
simple numerical example.

1.  INTRODUCTION

A growing interest in fractional systems is evolved lately.
The fractional systems describe system dynamics that obey
non-Newtonian motions. Such systems are described by
differential equations of non-integer order. Many
researchers investigated the system performance using the
theory of fractional calculus [1-9]. Necessary and
sufficient conditions for fractional systems stability are
discussed in [5,6]. The stability  of continuous fractional
system are also discussed in the sense of Lyapunov [2].
New attempts to thoroughly understand the behavior of
circuits, oscillators and passive filters have also been
discussed by [10]. In their approach, the bandwidth of the
passive low pass continuous filters was found to be
proportional to the order of the fractional capacitor.

This paper is organized as follows: some background
discussion is introduced next. Section 3 defines a discrete
model for the fractional filters, while a finite realization
model for the infinite dimensional system is introduced in
section 4. The basic idea of this development is illustrated
via simple examples.

2. BACKGROUND

Consider first a single-variable fractional system in the
continuous time described by:

     )()()( tbutxtxDt += λα ,   oo xtx ====)( (1)

where ℜ∈ℜ∈ ux , , α

α
α

dt
txdtxDt
)()( ≡ , b is a real

constant while ℘∈λ  is a complex number and 10 ≤< α .

The stability of the continuous fractional system given by
(1) is discussed in [5, 6] and stated for completeness in the
following theorem.
Theorem 1 [6]: Consider system (1). Let θλ ire= . The
homogeneous part of system (1) is:

1- Asymptotically stable iff  
2

απθ > .

2- Stable iff either it is asymptotically
stable, or the critically stable
eigenvalues which satisfy 2/απθ =
have geometric multiplicity one.

Theorem 1 defines the stability region outside the closed
angular sector .2/απθ ≤  Generalized stability conditions
of multi-fractional LTI systems are introduced in [6],
while sufficient stability conditions for fractional systems
using the second method of Lyapunov are discussed in [2,
4].
Notice that the autonomous part of system (1) decays in
the order of α−t as ∞→t  which is of a slower rate than
any exponential decay  [5].

In order to derive a discrete model of the Fractional filter
given by (1), one may consider the Grünwald-Letnikov
approximation of a fractional derivative of order α  [10].

       ∑
=

−
∆

−=
m

j
j jmxCh

dt
txd

0
)()( αα

α

α
                      (2)

where h is the integration step size and

               





−−−−≡≡≡≡

j
1C j

j
αα )(                                  (3)

Clearly, when 1=α  equation (2) yields the backward-
Euler approximation of the first order derivative, i.e.;

( ))1()(1)( −−= mxmx
hdt

tdx . While for 2=α , equation

(2) yields 2
)]2()1(2)([)(

h
mxmxmx

dt
tdx −+−−= .

3. DISCRETE MODEL AND FILTER TRANSFER
    FUNCTION

Substituting from (2) into (1) yields a discrete difference
equation for the fractional filter of the form:

   )()()(
0

mubmxjmxCh
m

j
j +=−∑

=

− λαα        (4)

It is very clear that as ∞∞∞∞→→→→m  equation (4) gives the best
approximation of the fractional system. Hence, the
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dimension of the single-variable fractional system is
infinite. However, since 10 << α one may realizes that as
m becomes large (i.e., 15>m ), the values of the
coefficients, α

jC , reduce to zero. This leads to
approximate the infinite dimensional single-variable
fractional system with a finite dimensional one.

In order to understand the discrete system behavior,
consider the homogenous part of system (4). The solution
of the first samples of x(m) indicates a continuously
increasing system response given by:
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Clearly, for system stability, the homogenous system
performance must converge to a finite value. However, it
is impractical to investigate the convergence of each
individual sample. Thus, there is a need to develop a
system transfer function for the IIR digital filter which
enables one to investigate the stability and the frequency
response of such systems.

Taking the z-transform of both sides for equation (4) and
assuming that the system is at rest, the transfer function of
the system is given by:
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 Figure 1 represents the block diagram of a thm -
dimensional digital signal processor of a FrIIR filter of

order α  where 
)( λα
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 Figure 1: Linear digital signal processor of a one-variable
                FrIIR filter
Theorem 1: Consider the discrete system given by (4).
The system is stable if and only if all roots of the
characteristic equation,

        0
0

=−−

=
∑ λαα hzC j
m

j
j                      (6)

lie inside the unit circle.
The stability of fractional continuous systems is discussed
in [2,5]. The stability of the discrete fractional filters as a
function of  the fractional derivative is still open for further
discussion.

4. FINITE DIMENSIONAL MODEL OF FrIIR
    FILTERS

The following example illustrates the basic concepts of the
finite dimensional modeling of Fractional infinite impulse
response filters. The order of the model is subject to an
error analysis that could be tolerated.

Example 1: Consider a single variable fractional filter
described in (4) where 1−=λ and 2/1=α .

Figure 2 shows the poles and zeros of the characteristic
equation (6) for two values of m. Clearly all the poles lie
inside the unit circle for the given value of λ which
represents a stable system.
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Figure 2: The root location of the fractional filter
                for a) m = 20 points and b) m = 50

Observe that the roots of the th50 -order model are of
bigger magnitude than that of the th20 -order model. This
implies that  larger FrIIR model require more time to settle
down than the smaller ones.  On the other hand, the
coefficient values of the characteristic equation for m = 20
and m = 50 points are shown in figure 3.
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Figure 3: The coefficient values of  a FrIIR filter
                with a) m = 20 and b) m = 50.

Clearly the sum of the coefficient values of the
characteristic equation (4) for m = 20 is
1.51266718598854, while for m = 50 it is equal to
1.51381765478557. The difference between the two sums
is 0.00115046879703. Hence, if one considers only a 10th-
order approximation, the difference in this case becomes
0.00388647192424 which indicates that as m gets larger,

the weighting coefficients due to adding more degrees of
freedom to the model is of less effect. Therefore, one may
approximate a single variable FrIIR filter with 20th-dorder
IIR filter. If one accepts larger error, a 10th-order IIR may
be sufficient.

The impulse response of a th10 -order and a th50 -order
digital filters is shown in Figure 4. It shows that the
impulse response is identical at the th10 -sample with 0%
error as expected. The largest error occurs as we move to
the right. For example, the impulse response error at the

th50 - sample is 95.48%. A better comparison is between
the impulse response of the two discrete models and the
exact continuous model.

One should also realize that the size of the finite
approximation for the FrIIR filter reduces with increasing
α , i.e; when 1=α , a one-dimensional filter using the
backward Euler approximation is sufficient in this case.
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Figure 4: Impulse response of a finite dimensional FrIIF of
               orders a) m=10 and b) m=50, respectively.

5. CONCLUSIONS

A finite model of a fractional infinite impulse response
FrIIR filter is proposed. The same methodology will be
applied to fractional filters of n variables. The stability
results of theorem 1 derived in [5] can be extended for
digital FrIIF. In fact the well known stability disk for
digital IIR is deformed for the case of the digital FrIIF. It
depends mainly on α  and left for further discussion. The
real challenge is the implementation of such FrIIF with
the knowledge of the high cost since each single variable
fractional filter is approximated with a digital filter of
order at least m > 20.
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ABSTRACT

The performance of H-ternary line code is evaluated based
on average probability of error computation for the
received code when corrupted by additive white Gaussian
noise. The calculation is performed using accurate
statistical analysis of binary to ternary transition
probabilities and encoder output symbol probabilities. The
results show that the H-ternary line code performs better
than the dicode however it slightly degrades in comparison
with pseudo-ternary (AMI) code. Comparison between
these line codes is also made based on some other
desirable features.

INTRODUCTION

The recent revolution in information technology requires
the transmission of huge amount of data across
telecommunication networks in the form of text, digitised
speech and video, multimedia, etc. This imposes not only
having telecommunication networks that support such
increase in bandwidth requirement but also an efficient
way to transmit this information. Thus, various encoding
schemes have been proposed to this information/data in
baseband and passband modulated schemes. In both cases,
the main objective is to preserve important characteristics
of the shape of the signal before being injected to the
transmission channel. These characteristics include
spectrum occupancy, timing information, power,
transparency, ability to combat noise on the channel, and
finally the cost and complexity of both encoder and
decoder. Different line encoding schemes have been
proposed and then deployed as standards in different parts

of the world. These include a generalised multilevel line
code, where binary, ternary and quaternary line codes are
considered as special cases where two, three and four
levels are used for signal representation. Initial survey of
these research works has been treated in (Bylanski 1976;
Cattermole 1983; Lathi 1998), and the most recent surveys
of these line codes are summarised in (Couch 2001;
Dutton 1995; Takasaki 1991; Xiong 2000).
H-ternary line code is proposed based on exploiting the
advantage of its predecessor such as dicode, polar RZ and
NRZ-L codes. An introductory paper, which highlights the
principle operation of the proposed line code, is covered in
(Glass and Bastaki 2001). Encoder and decoder operation
together with their simulation models has been treated in
(Glass et al. 2001 and 2002). Signal transmission over
band-limited and noisy channel leads to deformation of the
received signal. This deformation is a result of many
factors that exist on the channel such as inter-symbol
interference, different sources of noise, fading, and
channel bandwidth limitation. Calculation of signal to
noise performance is a classical routine and may be found
in the literatures.  In our analysis only additive white
Gaussian noise is considered in the performance
evaluation of the line code under consideration.
In this paper, a brief introductory part is given in the next
section which summaries the H-Ternary line code
operation that we have proposed for data transmission.
Section three provides mathematical analysis of the line
code performance in the presence of noise. Comparison
between the results that were obtained from the analysis
with other line codes is given in section four. Finally, our
discussion and conclusion are summarised in section five.

ENCODING AND DECODING PRINCIPLES

The H-ternary line code operates on a hybrid principle that
combines the binary NRZ-L, the ternary dicode and the
polar RZ codes and thus it is called hybrid-ternary. The H-
ternary code has three output levels for signal



representation; these are positive (+), zero (0), and
negative (-). Figure 1 shows the waveforms of the H-
ternary line code together, with other line codes that, is
derived from a given input binary data. The following
subsections give description of the procedures for the
encoding and decoding principles.

Encoder Operation

The states table shown in Figure 2 depicts the encoding
procedure. The H-ternary code has three output levels for
signal representation; these are positive (+), zero (0), and
negative (-). These three levels are represented by three
states. The state of the line code could be in any of these
three states. A transition takes place to the next state as a
result of a binary input 1 or 0 and the encoder output
present state. The encoding procedure is as follows:
(1) The encoder produces + level when the input is a

binary 1 and whether the encoder output present state
is at 0 or – level.

(2) The encoder produces – level when the input is a
binary 0 and whether the encoder output present state
is at 0 or + level.

(3) The encoder produces 0 level when the input is binary
1 and the encoder present state is + level or when the
input is binary 0 and the encoder present state is –
level.

(4) Initially, the encoder output present state is assumed
at 0 level when the first binary bit arrives at the
encoder input.

Input Binary Output Ternary
Present State Next State

1 0 +
1 - +
1 + 0
0 - 0
0 0 -
0 + -

Figure 2: Encoder output states table

The procedure gives the reader a sufficient information
about the operation of this new line code scheme. Further
details and comparison together with design and modelling
of the encoder can be sought from references (Glass and

Bastaki 2001; Glass et al. 2001). The variation of this new
line code is that it violates the encoding rule of NRZ-L and
dicode when a sequence of 1s or 0s arrives. In the latter
case, it operates on the same encoding rule of polar RZ but
with full period pulse occupancy.

Decoder Operation

Figure 3 shows the states table of the H-ternary decoding
procedure. It is a reverse process of the encoding operation
given in the previous subsection. The decoder has only
two output states (binary) whereas the input is three states
ternary. The decoding procedure is as follows (Glass and
Bastaki 2001; Glass et al. 2002).
(1) The decoder produces an output binary 1 when the

input ternary is at + level and whether the decoder
output present state is a binary 1 or 0.

(2) The decoder also produces an output binary 1 when
the input ternary is at 0 level and the decoder output
present state is at a binary 1.

(3) Similarly, the decoder produces an output binary 0
when the input ternary is at – level and whether the
decoder output present state is a binary 0 or 1.

(4) Finally, the decoder produces an output binary 0 when
the input ternary is at 0 level and the decoder output
present state is a binary 0.

It is clear that the decoding process at the receiver is quite
similar to that of the NRZ-L code when the + and - levels
are received. The difference arises when level 0 is
received. In which case, the decision is made depending on
the decoder output present state.

Input Ternary Output Binary
Present State Next State

+ 1 1
+ 0 1
0 1 1
0 0 0
- 0 0
- 1 0

Figure 3: Decoder output states table

H-TERNARY PERFORMANCE EVALUATION

Performance evaluation for line codes can be categorised
into many parameters. These parameters are mentioned in



the introduction and in many other literatures. In this
section, the performance of the H-ternary line code in the
presence of additive white Gaussian noise (AWGN) will
be considered while other parameters will be discussed
later in section five. This implies that the channel
frequency response is a flat response with an infinite
bandwidth. This assumption is not accurate for many
practical channels however; it is reasonably accurate
model as long as the transmitted signal bandwidth is much
narrower than that of the channel.
A block diagram shown in Figure 4 represents the system
under consideration, where the first and last blocks
represent the encoder and decoder. The received signal at
the detector is a three-level signal with AWGN added to it
on the transmission channel. The first step in calculation of
the average probability of error due to transmission
channel noise is to calculate the probability of the
transmitted signal levels (i.e. +, -, and 0) and their average
energy.

Figure 4: System block diagram

Probability and Average Energy of H-Ternary
Signal Levels

To develop a general formula for the average probability
of error or bit error rate (BER) for the detected H-ternary
signal, we need to consider the signal at the transmitter.
The a priori probability of the transmitted signal levels (+,
0, -) depends upon the probability of binary to ternary
signal encoding (conversion). Figure 5 shows the encoding
principles at the transmitter, which has been derived from
Figure 2.

Figure 5: Encoder input and output symbols and
probabilities

The encoding process and the equally likely a priori inputs
actually result in the calculation of the H-ternary signal
probabilities. The encoding process demonstrated in
Figure 5a has produced the transition probabilities of
Figure 5b.
The following encoding process demonstrates the method
of evaluating the transition probabilities and the final H-
ternary signal levels probability. This shows that when the
input is binary 0, the output possibilities of the (-) level is
twice the possibilities of the (0) level. This means that

transition probabilities are 3
2)0/( =−p  and

3
1)0/0( =p . The same principle applies for the binary

input 1, which results in output ternary level (+) twice as

many as level (0). Thus, 3
2)1/( =+p  and 3

1)1/0( =p .

Thus, the final encoding probabilities from binary to H-
ternary line code symbols shown in Figure 5b can be
found through the following calculation.
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Where pb(.) is the probability of binary input 0 or 1.
To calculate the average energy, consider the signal
constellation given in Figure 6. The three transmitted

signals are the +, 0, and – levels when s+(t)= ,E  s0(t)=0,

and s-(t)= E−  respectively, where E is the transmitted
symbol energy.
Thus, the average energy of the transmitted signal Eavg,
given the probabilities of each transmitted signal level, is
as follows.
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Where Ei is the transmitted symbol energy given above
and Pi is its probability given in equations (1-3).
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Figure 6: Signal constellation of H-ternary

Probability of Error

The fidelity of the line code in combating channel noise is
conveniently measured in terms of the bit error rate or
probability of error. To calculate the probability of error
we need to make use of the average transmitted signal
energy and the probability of each level being transmitted.
Figure 6 shows the three signal regions and their optimum
decision levels. The optimum threshold level can be
derived based on the principle that it should minimise the
average error probability.
Since the transmitted signals are equally likely and the
signal constellations are symmetric, the optimum threshold

level is given as 2
E

opt =γ .

The details of the average probability of error, Pe

calculation is given in Appendix (A). The relation between
the probability of error and correct decision, Pc is given by

.1 ce PP −=  (5)
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Where Q(.) is the error function and No is the double-sided
noise spectral density.

RESULTS

The results calculated in section III are compared with
other peer codes under consideration. These codes include
the NRZ-L, dicode and AMI codes where their
probabilities of error are given by (Couch 2001; Lathi
1998; Xiong 2000).
(1) The NRZ-L code. This code is the ideal code where

all other codes are referenced to and has the same
probability of error as that of the binary phase shift
keying (BPSK).
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where Eavg=E.
(2) The AMI code.
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where in this case, .2
1 EEavg =

(3) The dicode code has twice the probability of error of
AMI.

),(2 AMIPP ee = (9)
and Eavg is also the same as in AMI case.

Figure 7 shows the performance of the H-ternary line code
in comparison with the peer line codes. It is evident that
NRZ-L is performing the best among all codes and
considered as reference for comparison. The H-ternary line
code is performing better than dicode up to certain average
signal to noise ratio. It is however shown that it degrades
in performance in comparison to AMI code.

Figure 7: Performance comparison of  line codes

DISCUSSION AND CONCLUSION

Line codes are proposed and deployed into many
applications to reshape binary pulses. The applications of
line codes are not limited to telecommunication network
transmission but they extend to digital recording systems
and optical fibre applications.
The H-ternary line code performance in the presence of
noise is determined using statistical analysis. The
probability of error performance is calculated based on
accurate analysis of the transition probabilities, the H-
ternary symbol probabilities and the optimum signal level
for detection. The H-ternary line code has shown
improvement in performance over the dicode code for an
average signal to noise ratio of less than 7 dB. It is also
shown that AMI is performing better than H-ternary code.
The H-ternary line code however has many other desirable
characteristics when compared with these peer line codes
under consideration. These are:
(1) The H-ternary line code is a type of correlative codes.
This property enables the code to detect single error at
receiver.
(2) It has better timing information content.
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(3) Further its power spectral density concentrates around
half the bit-rate transmission with no zero frequency (dc)
component as with other line codes.
In conclusion, in this paper, H-ternary line code
performance has been evaluated in the presence of
AWGN. Its probability of error has been derived based on
statistical analysis of the transmitted signal levels and its
energy. The results obtained from the analysis are
compared with other line codes under consideration.
Applications and some other desirable features of these
line codes are also discussed.
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APPENDIX (A)
Error Probability Derivation

Using the signal constellation diagram shown in Figure 6,
the analysis of the H-ternary line code average probability
of error can be derived. The probability of correct
decision, Pc of the line code is the summation of the
correct decision probabilities of the random variable, X for
each of the three received signal levels/symbols (+, 0, and
-) within the regions R+, Ro, and R-.
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From the symmetry of the signal around the 0 level, the
first and last terms of  equation (A1) give the same result,
and given the probability of each transmitted signal levels
in section III.1 (equatios 1-3), we have,
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The probability of correct decision of the random variable
X bounded by any of the above regions and given that
particular symbol is transmitted can be rewritten in a form
of Q-function (Couch 2001; Lathi 1998; Xiong 2000).
Thus,
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In above equation the Q-function is defined as,
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Substituting equations (A3 and A4) into (A2) and
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In above equation, )(1)( xQxQ −=−  and equation (4)

(i.e. avgEE 2
3= ) are substituted.

Finally, substituting equation (A5) into equation (5)
produces the final result.
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ABSTRACT 
 
The Scalable Coherent Interface (SCI) provides high 
bandwidth, low latency communication. Hierarchical COMA 
systems generally suffer from high message latencies. 
Implementing the SCI communication protocol in hierarchical 
COMA systems reduces latencies and its cache coherence 
protocol will reduce directory sizes. In this paper,  a 
hierarchical COMA system is modified in such a manner as to 
fit SCI. A new replacement policy where replaced lines swap 
storage places with new ones fetched in to the attraction 
memory is proposed. Similar to other COMA systems, this new 
system still gives better performance when part of the attraction 
memory is left unallocated.     
 
 INTRODUCTION 
 
Large scale shared memory multiprocessors offer a powerful 
and flexible computing environment. However, such systems 
may not offer optimal performance at all times for several 
reasons. The main reason is the increase in latencies when 
requests are serviced by remote nodes. Therefore, to improve 
performance the number of requests serviced remotely should 
be minimized. How this is done depends on the system used. In 
Non-Uniform Memory Access (NUMA) systems data 
replication and page migration are used (Heinrich et al. 1999, 
Stensrom et al. 1992). However, such methods usually depend 
on the data access patterns of the program for efficient 
operation. The initial distribution of data across the system also 
has a significant effect on the performance of such systems. 

COMA systems use hardware techniques to replicate data in the 
main memories of nodes that need it most. This decreases 
remote access to data at the cost of hardware complexity and 
memory overhead. In addition to the cache coherence protocol 
used, COMA systems also need an efficient memory 
replacement algorithm. This algorithm must ensure that no data 
is accidentally lost from the system and at the same time not 
cause a significant increase in the total number of messages 
exchanged between nodes in the system. Increasing the number 
of messages usually increase network and memory contention 
and message latencies leading to performance degradation. 

NUMA multiprocessor systems based on the IEEE Scalable 
Coherent Interface (SCI) have been proposed and studied in 
many works including (AL-Rousan et al. 2001, Stensrom et al. 
1992). However, the impact of SCI on COMA systems have not 
gained enough attention. In this work we study the performance 
and implementation of COMA multiprocessors based on SCI  

(IEEE 1999).  Attention is focused on two issues. The first is 
how the SCI cache coherence protocol can be used in such 
systems. The second issue is the proposal of  a new replacement 
policy which may be used in COMA systems when they are 
built based on SCI communication and cache coherence 
protocol. 

 

  

 

 

 

 

 

Figure 1: Processing Node Organization 

Next, we discuss the general model used in this paper. Section s 
3 and 4  discuss the issues of implementing SCI in COMA 
systems and the architecture simulator. The results are 
discussed in Section 5 followed by the conclusions in Section 6. 

 

SYSTEM MODEL 

In the COMA system under consideration, it is assumed that 
each processing node ( referred to as node for simplicity ) 
consists of a processor ( CPU ), a small primary cache, a larger 
secondary cache and a relatively large main memory called the 
Attraction Memory (AM). A single node is shown in Figure 1. 
The complete system studied in this work, is constructed by 
interconnecting several of these nodes using either a single level 
or a multilevel hierarchy of rings as I will explain later in this 
section.       

It is assumed that for every four nodes there is a directory. The 
four nodes along with their directory are connected to a single 
ring  and they will be referred to as a subsystem or subtree. This 
directory knows what lines are stored in its subsystem and in 
which of the four nodes. It must be updated when a line moves 
from the AM of one node to another’s. In addition to that, the 
directory is also responsible for locating a valid copy of a 
requested line and returning the data to the requester. 

The basic interconnection topology used in this study is the ring 
and a hierarchy of rings may be used to connect the whole 
system. The number of levels in this hierarchy depends on the 
number of nodes and directories in the system. A system made 
up of four nodes and one directory is connected by one ring (see 
Figure 2). In larger systems (more than four nodes and several 
directories), rings are also used to connect the directories and 
enable communication between the subsystems. An eight node 
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system, made up of two subsystems in which the two directories 
are also connected by a ring, is shown in Figure 2.  The 
interface between each node or directory and its ring is the 
standard SCI node proposed in the IEEE protocol (IEEE 1992).  

 

 

 

 

 

 

 

 

Figure 2: An 8-Node System With 2 Directories 

 

SCI IN COMA SYSTEMS 

Both SCI communication and cache coherence protocols are 
implemented in the system under consideration. Implementation 
of the communication protocol is straightforward and no 
adjustments to the basic COMA system were needed. The 
reader may refer to the SCI standard for more details 
concerning this communication protocols (Al-rousan et al. 
2001, IEEE 1992). However, the cache coherence protocol 
requires a few assumptions for efficient implementation. The 
details of such requirements are given in the following 
subsections. 

 

SCI Cache Coherence Protocol 

SCI cache coherence protocol maintains the sharing set in the 
form of a double linked list which starts from the main memory 
(Al-rousan et al. 2001, Heinrich et al. 1999, IEEE 1992). In 
systems which support the concept of a home node, the sharing 
set of a line starts from the main memory of its home node. 

Since hierarchical COMA systems do not support this concept, 
a node had to be chosen to start the sharing set from. This 
choice had to ensure that the resulting system still supports the 
basic concepts of hierarchical COMA systems. Therefore, this 
node could not be statically assigned to the line as in a Flat 
COMA (Stenstrom et al. 1992, Grujic et al. 1996, Dahlgren et 
al. 1997). So, terminology similar to that used in F-COMA is 
used here to name one copy of each memory line a master copy 
( MC ) (Grujic et al. 1996). The sharing set for a line can start 
from the node which currently has the master copy in its AM. 
There are no restrictions on the storage of master copies and 
they can be stored in the attraction memory of any node in the 
system. However, the directories must always know where 
master copies are. So, when a master copy is moved from the 
AM of one node to another’s, all directories responsible for 
both nodes are updated to reflect the new location of this master 
copy. 

Directories in this system need only keep track of master copies 
of lines. They do not need to know where the other copies are 
located, because according to SCI data is supplied either from 
main memory or head of the sharing set. In this system, main 
memory refers to the current holder of the line’s master copy. It 
would only waste memory space if directories stored the 
locations of all copies of a line. In addition to that, keeping 
track of multiple copies could sometimes lead to multiple 

sharing sets for the same line and as a consequence requesting 
nodes might not always get a valid copy of the line.  

 

Replacement Policy in COMA 

When a node receives new data in the size of a memory block, 
space in the AM must be allocated to store this data. Usually the 
replacement algorithm is invoked to select one of the existing 
memory blocks either to be overwritten or removed. Many 
replacement algorithms are discussed in  (Cho et al. 1999, 
Torrellas and Padua 1999) which do not work straightforward 
for SCI. This led to the proposal of a new replacement 
algorithm which is used in the system to be studied. The main 
advantage of this algorithm over others, is that directories no 
longer have to search their subsystem(s) for a node to hold the 
removed block. Instead, they just update their information 
concerning the locations of master copies and forward the 
replacement message to its destination.  

The algorithm works as follows. When a node receives a new 
block the AM is searched for a non master copy of any line. As 
soon as one is found, it is overwritten by the new block and no 
replacement messages are sent in this case. 

If all copies stored in the AM are master copies, then a master 
copy with no sharing set is selected and must be sent to another 
node for storage. Instead of sending this MC to the directory, 
the removed MC swaps places with the new block. In this case 
the directory just receives an update message to reflect the 
change in the locations of master copies and is not responsible 
for finding a new storage place for the removed line. It then 
forwards this message to its target node. This message will be 
referred to as a swap message in future. In addition to source 
and target addresses, a swap message carries the removed data 
block and the address of the requested block so the target node 
can recognize for which of its blocks the swap message is. If an 
MC with a sharing set is selected for the swap operation, then 
another message to the head of the set is necessary. This 
message is to change the backward address pointer in the head’s 
cache to point to the new holder of the line’s MC. Therefore 
master copies with no sharing sets are selected for replacement. 
However, if all copies in the AM are master copies with sharing 
sets, then one of them must be selected for removal. The first 
option is to select an MC with a sharing set for which the head 
is the same node. In this case only a swap message is necessary 
and the backward address pointer is modified to hold the 
address of the new holder of the line’s MC. This modification is 
performed without issuing any extra messages on the 
interconnection network. If the head of the sharing set is a 
remote node, then in addition to the swap message another 
message is issued on the interconnection network. This message 
is sent to the head to inform it that the location of the MC of the 
line has changed. This message is referred to as change-MC-
location. This message just carries source and target addresses, 
the removed line’s address and the address of the new holder of 
the removed line’s MC. It carries no data. Upon receiving this 
message, the head just modifies the backward address pointer in 
its cache to hold the address of the node which now has the 
line’s MC in its AM.   

The replacement algorithm selects blocks for removal in the 
following order: (1) Non master copy is overwritten and no 
swapping occurs (2) Master copy with no sharing set swaps 
places with the new block (3) Master copy with a sharing set 
and the node itself is head of the set is swapped with the new 
block  (4) Master copy with a sharing set and remote node is 

directdirect



head of the sharing set swaps places with the new block and the 
head is informed of this change.   

Similar to read and write requests, a swap message might be 
forwarded to a node which no longer has the MC in its AM. 
The node responds to this in the same manner described 
concerning read and write requests. It sends a message to the 
directory to inform it that it no longer has the MC in its AM and 
the directory must locate the new holder of the line’s MC and 
forward to it the swap message. 

 

Miss Types and Latencies 

In the system under consideration, miss types are classified 
according to the way the system responds to them. As far as the 
cache memory is concerned, there are three types of misses; 
capacity, coherence and cold misses. A capacity miss is a miss 
due to the limited size of the cache and data is usually fetched 
from the AM. A coherence miss occurs when the data is in the 
cache but it is invalid and cannot be used. Coherence misses 
occur in systems which use a write-invalidate cache coherence 
protocol. Such misses cannot be serviced from the local AM. A 
cold miss results when a line is accessed for the first time. A 
cold miss may or may not be serviced from the local AM. 

Misses in the cache memory may or may not be serviced from 
the local AM. While a miss in the AM can only be serviced by 
a remote node. Similar to a cache, a coherence miss in the AM 
occurs when data is in the AM but is invalid. A write miss or a 
read miss occurs if the node does not have the MC of the 
requested line in its AM. A write hit occurs when the node has 
the MC in its AM and all it needs to do is purge the line’s 
sharing set. A read hit occurs when the node has the MC in its 
AM.  

Since write hits, read hits, capacity misses and some of the cold 
misses can be serviced by the local AM, the latency they 
experience is just the memory access latency. While write 
misses, read misses, coherence misses and sometimes cold 
misses cannot be serviced locally and experience longer 
latencies. These latencies vary depending on the locations of the 
requester and responder in the network.  

SCI defines a constant network latency of 1 cycle/ symbol ( 16 
bits ) between two nodes on opposite ends of a link. This is the 
wiring latency or delay. The time a packet takes to reach its 
target depends on the number of links between its source and 
destination. It also depends on the packet length and the number 
of nodes on the way to the destination. For each node on the 
way, the packet experiences a 2 cycle decoding delay and a 1 
cycle passing delay. The passing delay is the time taken to pass 
the packet to the bypass buffer. All delays used in this work are 
consistent with the work done in (Al-rousan et al. 2001, IEEE 
1992). 

In addition to the above mentioned network delays, the packet 
also experiences processing and queuing delays. Processing 
delays in the directories result from the time taken to search the 
directory memory for a certain line, the time taken to determine 
whether or not the packet’s target node is within the directory’s 
subsystem and the time needed to update a directory when 
master copies change locations.  

ARCHITECTURE SIMULATOR 

We develop an SCI-based simulator to evaluate the 
performance of the COMA system under consideration. The 
simulated COMA system consists of a number of processing 

nodes, with one processor per node. Each node has its own AM 
and a 2-level cache memory 

All communications are based on the SCI  communication 
protocol which is simulated in detail. Infinite lengths are 
assumed for the input queue, the output queue and the bypass 
buffer. Depending on the number of nodes, the simulator 
models one of the hierarchical networks shown in Figure 3. 

The SCI cache coherence protocol using the typical set 
implementation option is considered in our simulator. Thus, a 
fixed memory and cache line size of 64 bytes is assumed. The 
sharing set for a line is implemented at the secondary cache 
level. This means that a processor which has a copy of the line 
in its secondary cache is a member of the line’s sharing set 
irrelevant to whether or not the line is in the primary cache. A 
direct mapped primary cache and a 2-way set associative 
secondary cache with a random replacement policy are used. 

Since the AM is organized as a large cache, a fully and a 4-way 
associative AM are simulated. The size of the memory includes 
64 Kbytes AM, 16 Kbytes primary cache and a 128 Kbytes 
secondary cache. The AM size was chosen based on the fact 
that the whole system memory is large enough to hold the 
complete data set for each of the traces used. At the same time, 
a single AM unit is not large enough to hold a complete data set 
and AM misses will occur. The cache sizes were chosen relative 
to the AM size and to each other, such that primary cache 
misses are sometimes secondary cache hits and capacity misses 
still occur because neither of the caches is large enough to hold 
a complete data set. Other works (Stenstrom et al. 1992) use 
cache and memory sizes other than the ones assumed here. 
However, their assumption is also based on the data set size of 
traces they use and the fact that all types of misses should occur 
in the simulated system.     

Five traces were used to evaluate system performance. These 
traces represent the addresses generated by a matrix addition, 
matrix multiplication, Gaussian elimination, quick sort 
algorithm and a binary search algorithm programs. However, 
these traces only specify the addresses referenced by these 
programs. They do not specify a read or a write operation for 
each address. Therefore, read and write operations were chosen 
randomly with a probability of 0.7 for a read operation and 0.3 
for a write operation (Joe and Hennessy 1994). 

The latencies associated with the processing nodes and 
directories in the system include cache, memory access, 
directory access,  and update latencies which are assumed to be 
1, 9, 30, 20 ns respectively. The latencies assume no contention 
on the local processing node busses and the bus transmission 
latencies are included in the given numbers. These are the 
latencies used by researchers in other studies on COMA 
systems (Joe and Hennessy 1994). The latencies due to the 
interconnection network and SCI nodes include wiring, 
decoding, passing, and switching delays which are assumed to 
be 2, 1, 1, 2 ns . These latencies are consistent with the latencies 
in (Al-rousan et al. 2001, IEEE 1992). 

 

RESULTS AND ANALYSIS 

In this section, the results obtained for a 4-node system and  an 
8-node system will be discussed. These results were obtained 
using the five traces mentioned above. A comparison between 
the two systems will also be carried out.  This work studies 
system performance based on the cache and memory hit and 
miss rates, execution times, and memory overhead and for 4-, 8- 
and 16-node systems 



In the figures depicted in this section, cache hits represent read 
requests that hit in the primary and/or secondary caches. 
Capacity misses represent read requests that miss in the primary 
and secondary caches but hit in the local AM. Write hits 
represent write requests for lines whose master copies are in the 
local AM. These three hit and miss types represent read and 
write requests serviced by the local AM. Coherence misses 
represent read and write requests for lines found in the local 
AM but are invalid and must still be fetched from a remote 
node. AM misses represent read and write requests for lines not 
found in the primary cache, secondary cache and local AM and 
must be fetched from remote nodes. Cache hits, capacity misses 
and write hits represent requests serviced locally and their sum 
is referred to as the node hit rate. While, coherence misses and 
AM misses represent requests serviced by remote nodes and 
their sum is referred to as the node miss rate. 
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Figure 3: Hit And Miss Rates For a 4-Node System With 4-wy 
Associative AM. 

 

Node Hit and Miss Rates  

Figures 3 and 4 show the various hit and miss rates 
versus execution times for the systems for both the fully and 4-
way associative AM.  Cache hits depend mainly on the data 
access pattern of the application, the cache size and the 
mapping function used. In the system studied, a direct mapped 
primary cache and a 2-way associative secondary cache are 
used.     

It can be seen that the node hit and miss rates are approximately 
equal for the matrix addition and quick sort applications in the 
three systems. While the other three applications experience 
varying hit and miss rates from one system to another. Since 
parameters such as the memory size and associativity are kept 
constant and only the number of nodes is changed, then this 
variation of hit and miss rates for some of the applications is 
caused by the change in the data distribution and the order in 
which nodes reference this data as their number is increased or 
decreased. 

Some applications have their highest hit rate on an 8-node 
system, while others have their lowest hit rate on this system. 
This is also true for the 4-node system. The figures also show 
that the binary search application has the lowest execution time 
in a 4-node and an 8-node system. The matrix addition 
application has the lowest execution time on the 16-node 
system (not shown). The binary search application also 
experiences its highest miss rate on the 16-node system and its 
lowest miss rate on the 8-node system. This is due to the data 
distribution across the system and the order in which this data is 
referenced by nodes. In addition to the matrix addition and 
binary search applications, the matrix multiplication and 
gaussian elimination applications also experience this variation 
in execution times with respect to the other nodes for the same 
reasons. 

Results for a fully associative AM are shown in Figures 4 and 
7. The observations are not much different from those for a 4-
way associative AM, except that the quick sort application is 
the only one with approximately equal hit and miss rates in the 
three systems. The other applications experience variations in 
their hit and miss rates as the number of nodes is increased or 
decreased for the same reasons explained earlier in the section. 

Comparing the results in Figures 3 and 4 for a 4-node system, 
shows that for all applications and for a fully associative AM, 
the capacity miss rate, the write hit rate and the coherence miss 
rate are higher than those for a 4-way associative AM. While 
the AM miss rate is lower in a system with fully associative 
attraction memories than in a system with 4-way associative 
attraction memories. This agrees with the theoretical 
expectations for the hit and miss rates. This is also the case in 
an 8-node system in Figures 5. 
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Figure 4: Hit And Miss Rates For a 4-Node System With 
Fully Associative AM 
 

Application Execution Times      

The execution time of any application depends on many 
parameters. One of these parameters is message latencies in the 
system which usually depends on the network latency and 
contention. Execution times are studied by varying memory 
utilization and observing the effect of this variation on different 
application execution times. 

Theoretically, an increase in memory utilization should lead to 
an increase in the application execution time. This increase 
results from the increase in replacement messages when 
utilization increases. An increase in the number of messages in 
the system increases network contention and message latencies 
leading to higher execution times for applications. These results 
are shown in Figures 7 and 8 for a 4-node and 8-node systems 
with a fully associative AM. The execution times of a 16-node 
system with fully associative AM behave in a manner similar to 
that of an 8-node system and is not shown here. Execution 
times for the three systems with a 4-way associative AM behave 
in a manner similar to that of a 4-node ring with a fully 
associative AM as utilization is increased and these graphs are 
also not shown. 

Figure 7 shows the results for a 4-node system where the 
execution time increases as memory utilization is increased. 
There are cases where the execution time does not increase with 
utilization. This occurs at the same utilization where the 
replacement per miss ratio decreased instead of increasing 
which led to a similar decrease in execution times. Otherwise, 
the execution time increases with utilization. For the 8-node and 
16-node systems, the execution times are approximately 
constant and only increase in a significant manner at high 
utilization (96% and above). This is also due to the replacement 
per miss ratio which is zero for utilization less than 100%. If 
there are no extra messages generated, then message latencies 
will remain approximately constant leading to constant 



execution times. For a 4-way associative AM, the change in 
execution times with utilization is similar to that of a 4-node 
ring with fully associative AM.  

 

CONCLUSIONS  

In this work a COMA system has been modified in a manner 
that enables implementation of the SCI protocols. These 
protocols are well defined and all details concerning their 
operation are specified. Therefore, the COMA system was 
modified to fit SCI instead of modifying SCI to fit COMA. The 
resulting system uses a hierarchy of rings for communications, 
thereby enabling the variation of the number of levels in this 
hierarchy to observe the effect on system performance. Three 
systems, obtained by varying the number of nodes and levels in 
the hierarchy, were studied. The three systems had the same 
memory size and executed the same applications.  

Regarding node hit and miss rates, it may be concluded that 
these rates in a COMA system based on SCI are influenced by 
the initial data distribution especially when data is referenced 
by a node for the first time. As far as actual execution times are 
concerned, all applications execute faster on a 4-node system 
than they do on an 8-node or 16-node systems. This is due to 
the extra switching delay encountered in 8-node and 16-node 
systems. Hence, a multilevel hierarchy of rings can sometimes 
increase execution times, but a single ring can only connect up 
to a certain number of nodes after which it becomes more 
efficient and cost effective to use a hierarchy of rings. 
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Figure 5: Hit And Miss Rates For An 8-Node System With 4-
Way Associative AM 
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Figure 6: Hit And Miss Rates For An 8-Node System With 
Fully Associative AM. 
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Figure 7: Normalized Execution For a 4-Node System With 
Fully Associative AM 
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 Figure 8: Normalized Execution For An 8-Node Sy stem With 
Fully Associative AM 
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ABSTRACT 
 
This article presents an approach to modeling and simulating 
communication between distributed processes. The basic 
idea is to model processes in a way enabling us to simulate 
special communication features which have impact on the 
efficiency of processes taking place at different sites. 
Therefore, our initial emphasis is on the specification of 
communication interfaces between process parts distributed 
amongst different locations. We then use these specifications 
to simulate the behavior of distributed processes and to 
implement the software needed for analyzing the resulting 
simulation data.  
The communication analysis is based on discrete simulation 
of Reference Nets, a special type of Petri Nets. It has been 
applied by simulating process models showing the distributed 
processes of a component-based software development 
project. 
 
INTRODUCTION 
 
Traditionally, processes are modeled with focus on temporal 
and causal dependencies of the participating activities in 
order to understand and support the progress of (business and 
software) processes (Tully 1995), (Becker et al. 2000). We 
call this view of processes logical view, because it pays most 
attention to logical dependencies. Within the resulting 
process models, which we call collectively a process 
landscape, it is very difficult to recognize and analyze 
communication between different locations. But because of 
globalization, companies increase the distribution of their 
processes and therefore it becomes increasingly important to 
focus on the communication interfaces and consider them as 
first class entities while modeling and analyzing processes. 
The distribution of processes to different locations requires a 
different view of a process landscape, which we call the 
locational view in order to differentiate from the terms local 
view and distributed view which are also used in the context 
of distributed processes. A local view of process models 
focuses on one part of the process landscape taking place at a 
single location, analogous to local views of distributed 
systems (Fischer et al. 2000). The term distributed view is 
often used for locally distributed systems, but also for 

different views describing different aspects like 
organizational structures, products, resources or roles 
(Derniame et al. 1998). 
In computer science, the term communication is first of all 
discussed in the context of software and hardware features 
enabling communication. Krumm for example considers the 
communication of distributed computer systems with focus 
on protocols ensuring secure and smooth data exchange 
between different systems (Krumm 1984). A general and up 
to date overview to the communication subject can be found 
e.g. in (Kilat and Lamersdorf 2001). When we consider 
communication between distributed processes, we mean 
precise information exchange between two or more activities 
where information should be available as document files. 
Simulation of distributed processes supports us to consider 
those communication features arising from the dynamic of 
processes’ behavior. Therefore, the aforementioned technical 
communication aspects are not suitable for our research 
purpose. 
In this paper, we apply the Process Landscaping method 
(Gruhn and Wellen 2000a), (Gruhn and Wellen 2000b) to 
focus on the communication within a distributed process 
landscape with respect to 

• the amount of communication within a distributed 
process landscape, 

• communication costs based on process dynamic, 
• the efficiency of communication paths, and 
• the efficiency of information distribution on demand 

We do not discuss the Process Landscaping method here in 
detail, but we use its salient modeling features to develop a 
process landscape. These are: 

• identification of the core activities within a process 
landscape and their positioning at a top level view, 

• explicit modeling of interfaces between processes, 
• switching between different levels of refinement, 

and 
• extension by process model details only where 

needed 
As underlying modeling notation we use Reference Nets 
(Kummer and Wienberg 2000), a special type of Petri Nets. 
They are based on Colored Petri Nets (Jensen 1997), 
supporting the analysis of individual, distinguishable 
information objects by simulation. The reason for preferring 
discrete instead of continuous simulation (Law and Kelton 
1991) is our focus on the analysis of message exchange 
between distributed processes. Each receiving, processing 
and sending of a message is modeled as an event, affecting 



 

 

the dynamic of the simulated Petri Net (Donzelli and Iazeolla 
2001). The mechanism of message exchange is modeled with 
the synchronous channels of Reference Nets (Kummer 
1998). The message processing is also modeled with Petri 
Nets at a more refined level. Thereby, participating activities 
are identified and modeled as transitions. 
Section 2 of this paper gives an introduction to the 
communication features which are of interest. It discusses 
their impact on the efficiency of a process landscape and 
explains how they can be expressed and analyzed within a 
Petri Net-based simulation model. In section 3 we present 
first the structure of an example process landscape with 
respect to the underlying distribution (section 3.1). 
Afterwards, the main analysis results and some validation 
steps with a modified model are discussed (section 3.2). 
Section 4 summarizes our work and gives a prospect to our 
future research. 
 
COMMUNICATION FEATURES TO BE ANALYZED 
 
In the introduction, we mentioned four communication 
features to be analyzed within a distributed process 
landscape. For this analysis purpose, we have to express 
them as attributes of process landscape elements and 
messages to be sent and processed. Before doing so, we 
define communication channels and communication systems 
as special landscape elements and discuss the meaning of the 
term message in our context: 

• A communication channel is defined as abstraction 
of physical and logic systems enabling two 
communication partners to send or receive 
messages. It determines therefore the 
communication initiating and responding activity as 
well as the direction of the message interchange. 

• A communication system is defined as a set of 
communication channels having equivalent 
attributes, like capacity or others. 

• A message is defined as a document to be 
transported via a communication system for 
information exchange purposes. Furthermore, it has 
to state additional information like sender and 
receiver of the message content, the name of the 
communication system used, information about 
message volume, and an ID to identify messages on 
their ways within a process landscape. 

With the terms defined above, we are now able to explain 
how to measure different communication features of a 
process landscape. 
The varying amount of communication of different process 
parts within a process landscape is measured to evaluate the 
efficiency of the distribution of tasks. If some process parts 
are always very idle and others are waiting for them, this is 
an inefficient process dynamic. It increases communication 
costs by processes demanding results from idle ones. 
Answering the demanding processes also costs time and 
produces additional messages not necessary for the process 
execution itself. Therefore, the workload can be measured by 
the amount of demand messages and their answers. 
The communication costs based on process dynamic can 
be measured by the extent of time and money for the effort of 
an activity to communicate with others. These two variables - 

time and money - dependent on the distance between 
communicating activities (the shorter, the less expensive), the 
duration of each communication, and on the communication 
system’s capacity. Data exchange via WAN (wide area 
network) with a dial-in connection is for example more 
expensive than via LAN (local area network) at a single 
location. Distance, duration and capacity can be used as 
variables of a charge schedule for the underlying 
communication system. This approach is equal to those of 
telecommunication companies. 
A communication path within a process landscape is 
defined as the route an information object takes when it is 
sent from one process to another and is sent back after 
modification. Its efficiency is seen as minimal, if this way is 
very short: It let us suppose that the information object has 
not been modified very much before it has been sent back. 
This way of proceeding indicates a type of process 
organization which is only useful for controlling activities 
but not for activities producing something or handling with 
something. For the measurement of this communication 
feature we need information about the message itself, 
especially a type of identifier to follow the information 
object’s path, and the sending and receiving activities. This 
information can be expressed as attributes of each message. 
The fourth communication feature mentioned in the 
introduction considers the information distribution on 
demand. It is seen as efficient, if the effort of an activity for 
getting information is very low. For simulating such 
situations, we model information exchange as a process, 
started by the indication of an activity (called initiator) that it 
wants to communicate with another one. Only if the 
communication partner (called responder) answers this wish, 
can the information exchange start. The efficiency of this 
information distribution on demand can then be measured by 
the ratio of successful initiator trials to the non-successful 
ones. 
Figure 1 summarizes the discussion of attributes necessary 
for communication analyses. It indicates which attributes are 
needed for the consideration of which communication 
features, and how these attributes are associated to different 
process landscape elements. By using Colored Petri Nets as 
underlying notation for a process landscape we express all 
message attributes as part of the token’s signature. For 
communication channels and communication systems we 
define their attributes outside the Petri Net in an XML-file. 
Their values are merged with the simulation results to 
analyze communication amount and information distribution. 
Within the Petri Net structure, communication channels are 
modeled as two transitions connected by one place and two 
edges. A communication system is then modeled as a set of 
communication channels presented as a Petri Net on its own. 
 
EXAMPLE 
 
In this section we discuss an example process landscape, 
where we analyze the aforementioned communication 
features. Subsection 3.1 introduces structure and content of 
the process landscape whereas subsection 3.2 discusses its 
simulation results. 
 
 



 

 

 
Figure 1: Relation between communication features and attributes 
 
Example structure 
 
The example process landscape to be analyzed represents 
distributed processes concerning component-based software 
development. It includes implementation activities 
(application engineering and component engineering) as well 
as quality management, project management and domain 
engineering activities. The latter contains subactivities like 
process modeling and administration of component 
repositories for reuse. They are characteristic activities 
carried out in component-based software development. A 
further typical feature of component-based software 
development projects is the (distributed) coding of a set of 
software components which have to be integrated in the 
software application to be developed. 
Figure 2 shows a high level locational view of the example 
process landscape. The gray cycle in figure 2 indicates the 
headquarters of a software development company, where 
application engineering AE-Z, project management PM-Z, 
domain engineering DE-Z, and parts of the quality 
management (QM-Z) as well as parts of component 
engineering (CE-Z) take place. Additionally, the company 
has one outpost A with component engineering and quality 
management activities and three outposts B, C and D with 
only component engineering activities. The bi-directional 
arrows indicate data exchange between the different locations 
and between different core activities independent of their 
location. The distance from the headquarters to outposts B, C 
and D is longer than to outpost A.  
 

 
 
Figure 2: Locational view of the example software process 
landscape (Störzel 2001) 

In figure 2, this is denoted by discontinous 
arrows. The process landscape in figure 2 has 
been modeled with Reference Nets (Kummer and 
Wienberg 2000) as underlying notation. For 
simulation purposes the landscape has been split 
into 27 subnets. Each of which is representing 
either one core activity (at a single location) or a 
communication system with a set of similar 
attributed communication channels connecting 
two locations with each other. The whole process 
landscape consists of more than two hundred fine-
grained activities and interfaces. It has been 
developed after interviewing several software 

companies and considering domain specific literature (Allen 
and Frost 1998). 
Figure 3 shows four abstract example subnets of the process 
landscape, representing one of the component engineering 
locations (gray rectangle) together with its interfaces to  
 
 
project management, quality management and application 
engineering (gray rectangles with rounded edges). The 
interfaces are summarized in three different communication 
systems. Each circle within a communication system 
indicates a specific interface via which documents like the 
development order, guidelines or review reports are 
interchanged. 
 
 
 
 
 
 
 
 
 
 
Figure 3: Abstract view of four subnets of the example 
process landscape  
 
Figure 3 does not explain the detailed underlying Petri Net 
structure, because this would exceed the limits of this paper. 
It is just intended to give an idea of how the structure of the 
subnets is developed. For further modeling details we refer to 
(Störzel 2001). 
 
Analysis results 
 
The communication analysis – as part of the Process 
Landscaping method – is based on discrete simulation of 
Petri Nets. With the parameterized landscape we started 35 
simulation cycles, each consisting of approximately 3500 
simulation steps. The parameters themselves range from 
small software development projects taking about 100 
person-days to complex projects taking about 1000 person-
days. 
For each communication feature introduced in the previous 
section we now discuss the analysis results. It should be 
mentioned, that this section can only give a short overview of 
the most important results for the example process landscape. 
The algorithms used to come to these results and the 
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complete set of attribute values and simulation results are not 
discussed. A more detailed discussion can be found in 
(Störzel 2001). 
Starting with the amount of communication we have to take 
into account that its costs are always assigned to the sending 
communication partner. Furthermore, the costs for short 
distance communication are less expensive than for long 
distances. 
The costs measured for the example process landscape range 
from 

• about 28 € for quality management outpost QM-A, 
• about 10,000 € for each of the three component 

engineering outposts CE-B, CE-C and CE-D, and 
• about 15,000 € for headquarters quality 

management QM-Z. 
The high difference between the two quality management 
locations indicates possible improvements with regard to the 
division of responsibility: QM-Z is actually responsible for 
all review and testing activities taking place within AE-Z and 
CE-B to CE-D. However, QM-A is only responsible for 
review and testing activities concerning the local CE-A. A 
new set of simulation cycles with a modified process 
landscape, where QM-A attends to all four outposts and QM-
Z to all headquarters processes, shows an improved amount 
of communication. Additional to the responsibility 
reorganization, the charge schedule has also been changed 
for QM-A due to its increased amount of communication and 
is now – for the new set of simulation cycles – less expensive 
for communication to other locations. The costs are now 
nearly zero for QM-Z because there is only internal 
communication left. Of course, the costs for QM-A increase 
dramatically, but at about 475 € they are still low-priced 
compared with the original costs for QM-Z. 
When analyzing the communication costs based on process 
dynamic we have to take into account that processes waiting 
for others are also measured as occupied. Occupation itself is 
measured on a scale ranging from 0 to 100% where the 
percentage value shows the ratio of occupied time to 
simulation time. As expected, application engineering, AE-Z, 
is much occupied within a software development process 
(76.5%). It communicates with all other locations and core 
activities shown in figure 2. Additionally, the last activity 
within a software development process, the software release, 
is also modeled as part of application engineering. This 
implicates that the application engineering process is always 
occupied until the end of each software project. Complying 
to the first communication feature discussed, QM-Z is mostly 
occupied (85.9%), whereas QM-A is only occupied with 
about 10%. But parallel to the improved amount of 
communication, this inefficient occupation could also be 
improved to 64% for QM-A and 69% for QM-Z with the 
modified process landscape as basis for a second set of 
simulation cycles. 
Values of path length have to be evaluated in correlation with 
all possible path lengths with respect to an information object 
within a process landscape. A precedent static analysis 
resulted in a range from one to five as possible path length. 
This scale is used for the evaluation of the simulation results. 
Low values can then be interpreted as 

• either inefficient   
If only a few activities at a considered route treat the 

passing information object very little, this indicates 
an inefficient distribution of tasks 

• or the regarded process part consists of controlling 
activities or of decision making activities which 
does not change the information objects type but 
determines further process steps. 

Simulation of the example process landscape resulted e.g. in 
an average path length of 3.5 within core activity PM-Z and 
2.4 within QM-A. The value for the project management is 
relatively high, but does not indicate a flaw, because within 
this core activity there are a lot of controlling and decision 
activities like the ordering of components or estimation of 
project risks. Summarizing the simulation results for the 
efficiency of path lengths, this communication features are 
satisfying the regarded process landscape. Therefore, we do 
not discuss the further simulation cycles with the modified 
process landscape in this paper. 
The efficiency of information distribution on demand is 
closely related to communication costs based on process 
dynamic. An occupied activity cannot answer to an 
information demanding communication partner at the same 
time. The more time an activity needs for its execution, the 
more information requests have to be answered with delay. 
While searching improvement possibilities within the 
modeled process landscape, mainly high and low ratios of 
successful to non-successful communication initiations are of 
interest. Here it is again QM-Z having a high ratio (more than 
70%) when it is the initiator of a communication. If QM-Z 
plays the role of the responder, the ratio is very low (17%). 
This fits again to the high degree of occupation discussed in 
the context of communication costs based on process 
dynamic. Because QM-Z is responsible for most of the 
review and testing activities within the origin process 
landscape, all other activities have to wait for some time for 
their requested information like guidelines or review reports. 
Again, the modified process landscape shows improved 
values for the efficiency of information distribution on 
demand, especially for QM-Z as the responding 
communication partner. 
 
Evaluation of our approach 
 
Completing the example discussion, we now consider the 
benefit of our approach from a more general point of view. 
The simulation of communication features within a 
distributed process landscape helps to reach one of the most 
important of process modeling purposes specified in (Fugetta 
2000), namely process simulation in order to “evaluate 
possible problems, bottlenecks, and opportunities for 
improvement”. Applied to communication features we have 
focused on 

• the identification of communication delays and 
• the optimization of responsibility, task and 

information distribution 
resulting in the reduction of communication costs and a more 
efficient workload. In the example, we could identify 
a location where a more low-priced schedule of charges was 
suitable, 
underloaded processes and activities with overwork where 
reorganization of tasks and responsibilities have improved 
the process landscape, 



 

 

inefficient communication paths where the reorganization 
mentioned before could also improve the situation, and 
inefficient processes because of delayed responding of 
information demands. 
A modified process landscape where a reorganization of 
tasks and responsibilities was implemented and a more low-
priced schedule of charges was introduced for QM-A, served 
as basis for a new set of simulation cycles. Here we could 
check our improvement ideas, which indeed increased the 
communication efficiency and decreased the communication 
costs of the example process landscape. 
 
CONCLUSION 
 
In this paper, we presented a new view on the 
communication subject by considering it in the context of a 
distributed software process landscape with focus on 
interfaces between processes. For this purpose, we 
introduced four special types of communication features 
which are in our opinion very important not only for software 
processes but for business processes in general (where 
software processes are seen as one type of business 
processes). Simulation of these features supports the 
improvement of communication efficiency within a process 
landscape and therefore helps to decrease communication 
costs. We applied our simulation approach to an example 
process landscape to make clear its benefit especially for 
locationally distributed processes. With a first set of 
simulation cycles we recognized the relations between the 
different communication features and were able to identify 
improvement possibilities within a process landscape. A 
second set of simulation cycles validated these 
improvements. Our future research focuses on simulation 
improvement. This means 

• integration of evaluation support like the batch-
mean method (Law and Kelton 1991) to improve 
the simulation results, 

• extending the simulation parameters with respect to 
resources participating in a process landscape and 

• extending tool support for both, simulation and 
evaluation of communication features in distributed 
process landscapes. 
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ABSTRACT 
 • strong collision resistance – it is computationally 

infeasible to find any two distinct inputs m and m' such 
that h(m) = h(m'). 

In the paper we present a cryptographic hash function called 
Petra-256/2. When designing Petra-256/2 we formulated 
some goals, and one of them is especially important: 
processing an input message, the order of accessing source 
words should be data driven, i.e., the source words should be 
defined entirely before processing the input message and 
should be dependent on this message. We present the 
structure of the algorithm and results of simulation 
experiments on it. We have found the resulting structure 
probably free of collisions. 

If the hash function is one-way and weak or strong collision 
resistant then it can be used in real situations, e.g. as an 
element of digital signature or in construction of digital cash 
(Najjar and Stoklosa 2001; Wayner 1996). 
The purpose of the paper is to present the simulation results 
of the compression function for a new cryptographic hash 
function called Petra-256/2.  
In designing Petra-256/2 hash function we formulated some 
goals which must be achieved. These goals are security, 
simplicity, compactness, and speed.  

 
INTRODUCTION 
 We also formulate some detailed goals (Najjar 2002): 
The expanding use of information, by sending or saving it, 
has stimulated a rapid development of effective tools to 
guarantee that data are not read, changed or damaged by 
those who do not have authorization to do so (Preneel 1999; 
Wayner 1996). To ensure that the data have not been 
tampered with, a special tool called a hash function should 
be applied. The hash function produces a value called a hash 
result that is appended to the data. The recipient of data 
regenerates the hash result and verifies that the two values 
agree. If so, it is persuaded that the data have not been 
modified. Such a use of the hash function confirms the 
integrity of data (Menezes 1997).  

• processing an input message, the order of accessing 
source words should be data driven (in, e.g., MD4, MD5, 
SHA-1 and RIPEMD-160 it is fixed), i.e., the source 
words should be defined entirely before processing the 
input message and should be dependent on this message, 

• following operations should be used in the structure of 
compression blocks: selected homogeneous perfect 
nonlinear functions, bitwise exclusive-or, addition 
modulo 232, multiplication modulo 232+1 and rotation of 
bits. 

Thus, our model is the modified version of this used in MD4 
and MD5 hash functions (Menezes 1997). The purpose of this paper is to present the new hash function 

called Petra-256/2 (256 means the bitlength of the hash 
result and the number 2 − the version of the function) d
simulation results in the designing process (Najjar 2002). 

 
 an  •  

STRUCTURE OF PETRA-256/2 HASH FUNCTION 
  
CRYPTOGRAPHIC HASH FUNCTION A perfect nonlinear n-argument Boolean function is a 

function, for which the distance from the set of all affine 
functions is maximum, i.e., it is equal to 2n–1–2(n/2)–1 (Najjar 
and Stoklosa 1999).  

 
A hash function is defined as a computationally efficient 
algorithm (or function) h: M → Y mapping binary strings of 
arbitrary length to binary strings of some fixed length, called 
hash results.  

An n-argument Boolean function is called homogeneous of 
degree k if the algebraic normal form of the function is as 
follows: Apart from the property of compression and ease of 

computation a hash function should have additionally other 
potential properties (Menezes 1997; Preneel 1999): g(x1, x2, x3, ... , xn) = c0 ⊕ c1x1 ⊕ c2x2 ⊕ ... ⊕ cnxn ⊕ c12x1x2 ⊕ 

c13x1x3 ⊕ ... ⊕ c(n–1)nxn–1xn ⊕ c123x1x2x3 ⊕ ...⊕ c12...n x1x2...xn, 

 



 

where ⊕ is the bitwise exclusive-or operation, ci∈{0, 1}, and 
ci=0  for every conjunction in which the number of variables 
is different from k (Najjar 2002; Qu  et al. 1999). 
Let || denote the concatenation operation of words and let 0r 
be the r-fold concatenation of 0. 
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Figure 1: Processing diagram of  the hash  function 

The hash function transformation of the message 
m = m1||m2||…||mt divided into fixed length blocks m1,m2, 
…,mt can be described as follows: 

H0 = IV, 
Hi =  φ(mi, Hi–1)  for  i  = 1,2,…,t, 
h(m) = Ht, 

where IV is an initial value, Hi is a chaining variable and φ is 
a compression function. As a result we obtain a hash result 
h(m) of fixed length. The length of processed block mi is 
equal to 512 bits. 

a compression function. As a result we obtain a hash result 
h(m) of fixed length. The length of processed block mi is 
equal to 512 bits. 
The processing diagram of Petra-256/2 hash function is 
presented in Figure 1. A message m of the length Lm  is 

padded with the help of the word 1||0k for an integer k≥ 0 
and 64 bits representing the length of the message m. After 
padding we have the modified message m*=m1||m2||…||mt  
for a positive integer t≥1, where the 16 words of the length 
equal to 32 bits each, i.e., mi =  s1||s2||…||s16. These words are 
processed in pseudorandom order in 16 steps in each of 3 
rounds. 

The processing diagram of Petra-256/2 hash function is 
presented in Figure 1. A message m of the length Lm  is 

padded with the help of the word 1||0k for an integer k≥ 0 
and 64 bits representing the length of the message m. After 
padding we have the modified message m*=m1||m2||…||mt  
for a positive integer t≥1, where the 16 words of the length 
equal to 32 bits each, i.e., mi =  s1||s2||…||s16. These words are 
processed in pseudorandom order in 16 steps in each of 3 
rounds. 

ord Hi (for i = 0,1,…,t) is considered to be the 

concatenation of 32-bit words A, B, C, D, E, F, G, I, the 
chaining variable Hi = A||B||C||D||E||F||G||I. The words A, B, 
C, D, E, F, G, I  are arguments x1,x2,…,x8, of a homogeneous 
Boolean function gk which is perfect nonlinear (see Figure 
2); as a result we have a 32-bit word w = g(x1,x2,…,x8). The 
resulting hash H also depends on a 32-bit constant 
y*∈{y1, y2, …,  y16}, on the word s*∈{s1,s2,…,s16}, and on 
the value z. 

ord Hi (for i = 0,1,…,t) is considered to be the 
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chaining variable Hi = A||B||C||D||E||F||G||I. The words A, B, 
C, D, E, F, G, I  are arguments x1,x2,…,x8, of a homogeneous 
Boolean function gk which is perfect nonlinear (see Figure 
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resulting hash H also depends on a 32-bit constant 
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the value z. 
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In the structure of compression block the following 
operations are used:  
In the structure of compression block the following 
operations are used:  

• three perfect nonlinear Boolean functions of degree 2, 
one per round: 

• three perfect nonlinear Boolean functions of degree 2, 
one per round: 
g1(x1,x2,x3,x4,x5,x6,x7,x8) =  

x1x2⊕x1x3⊕ x1x4⊕ x1x6⊕ x1x7⊕ x1x8⊕ x2x3⊕ x2x4⊕ 
x2x5⊕ x2x6⊕ x2x7⊕ x3x6⊕ x4x8⊕ x5x6⊕ x5x8⊕ x6x7⊕ 
x6x8⊕ x7x8, 

g1(x1,x2,x3,x4,x5,x6,x7,x8) =  
x1x2⊕x1x3⊕ x1x4⊕ x1x6⊕ x1x7⊕ x1x8⊕ x2x3⊕ x2x4⊕ 
x2x5⊕ x2x6⊕ x2x7⊕ x3x6⊕ x4x8⊕ x5x6⊕ x5x8⊕ x6x7⊕ 
x6x8⊕ x7x8, 

g2(x1,x2,x3,x4,x5,x6,x7,x8) =  
x1x2⊕ x1x4⊕ x1x5⊕ x1x6⊕ x1x7⊕ x2x3⊕ x2x5⊕ x2x6⊕ 
x2x7⊕ x3x4⊕ x3x7⊕ x4x5⊕ x4x8⊕ x5x8, 

g2(x1,x2,x3,x4,x5,x6,x7,x8) =  
x1x2⊕ x1x4⊕ x1x5⊕ x1x6⊕ x1x7⊕ x2x3⊕ x2x5⊕ x2x6⊕ 
x2x7⊕ x3x4⊕ x3x7⊕ x4x5⊕ x4x8⊕ x5x8, 

g3(x1,x2,x3,x4,x5,x6,x7,x8) = 
x1x8⊕x2x3⊕x2x4⊕x2x8⊕x3x5⊕x4x6⊕x5x6⊕x5x7⊕x7x8. 

g3(x1,x2,x3,x4,x5,x6,x7,x8) = 
x1x8⊕x2x3⊕x2x4⊕x2x8⊕x3x5⊕x4x6⊕x5x6⊕x5x7⊕x7x8. 

• bitwise exclusive-or, addition modulo 232 and rotation 
left through 3 bits (depicted as ⊕, ⊞ and ↵ 3, 
respectively). Let Op1, Op2, Op3 ∈ {⊞,⊕}, where ⊕ is 
used twice.  

• bitwise exclusive-or, addition modulo 232 and rotation 
left through 3 bits (depicted as ⊕, ⊞ and ↵ 3, 
respectively). Let Op1, Op2, Op3 ∈ {⊞,⊕}, where ⊕ is 
used twice.  

The main goal in the assigning process is to point out the 
order of operations in the general structure of the 
compression block and to choose the permutation of the 
words A, B, C, D, E, F, G, I mapped one-to-one onto x1, x2, 
x3, x4, x5, x6, x7, x8. 

The main goal in the assigning process is to point out the 
order of operations in the general structure of the 
compression block and to choose the permutation of the 
words A, B, C D, E, F, G, I mapped one-to-one onto x1, x2, 
x3, x4, x5, x6, x7, x8. 
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ASSUMPTIONS FOR SIMULATION EXPERIMENTS ASSUMPTIONS FOR SIMULATION EXPERIMENTS 
  
To choose the order of operations and the permutation we 
performed simulation experiments which consisted in 
changing succeeding single input bit (of all 512 bits which 
form the word mi) and counting how many of 256 output bits 
were changed. The following quality criterion of the 
compression block was used: 

To choose the order of operations and the permutation we 
performed simulation experiments which consisted in 
changing succeeding single input bit (of all 512 bits which 
form the word mi) and counting how many of 256 output bits 
were changed. The following quality criterion of the 
compression block was used: 

L = min (|lmi–s| + |lmx–s|),  for s such that 122≤ s≤134, L = min lmi–s| + |lmx–s|),  for s such that 122≤ s≤134, (|
Each wEach w

where lmi is the minimum number of changed bits, lmx  is the 
maximum number of changed bits, s is the average number 
of changed bits and minimum min is taken over all 512 
changes of single input bits. All possibilities were tested: 3! 
orders of operations and 8! permutations (3!⋅8! = 241920 
possibilities).  

where l  is the minimum number of changed bits, lmx  is the 
maximum number of changed bits, s is the average number 
of changed bits and minimum min is taken over all 512 
changes of single input bits. All possibilities were tested: 3! 
orders of operations and 8! permutations (3!⋅8! = 241920 
possibilities).  

mi

All permutations of the n-element set are generated in 
antylexicographical order. We use it to find all orderings of  
operations and also all permutations of the set {1, 2, 3, 4, 5, 
6, 7, 8} modeled the words A, B, C, D, E, F, G, I mapped 
onto variables x1, x2, x3, x4, x5, x6, x7, x8. 
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Let the indices 0, 1, 2 represent three orderings of operations 
(Op1, Op2, Op3) as follows: 
Let the indices 0, 1, 2 represent three orderings of operations 
(Op1, Op2, Op3) as follows: 

0: (⊞, ⊕, ⊕)  0: (⊞, ⊕, ⊕)  
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Figure 2: General structure of compression block  

for Petra-256/2 (one step in a round) 
 



 

z := φ(NoOper, gk, TabA[0],…, TabA[7], 
x, sj

*, yj
*

Let the indices 0, 1, …, 40319 represent the following 
permutations: ), 

A:=TabA[TabPerm[NoPerm,0]–1],  
B:=TabA[TabPerm[NoPerm,1]–1], 0:  (1, 2, 3, 4, 5, 6, 7, 8) 
C:=TabA[TabPerm[NoPerm,2]–1], 1:  (2, 1, 3, 4, 5, 6, 7, 8) 
D:=TabA[TabPerm[NoPerm,3]–1], 2:  (1, 3, 2, 4, 5, 6, 7, 8) 
E:=TabA[TabPerm[NoPerm,4]–1], 3:  (3, 1, 2, 4, 5, 6, 7, 8) 
F:=TabA[TabPerm[NoPerm,5]–1], 4:  (2, 3, 1, 4, 5, 6, 7, 8) 
G:=TabA[TabPerm[NoPerm,6]–1], ……………………………………. 
I:=TabA[TabPerm[NoPerm,7]–1], 40319:  (8, 7, 6, 5, 4, 3, 2, 1) 
x:=z, In the sequel, by NoOper we denote a number from the set 

of indices {0, 1, 2} representing three orderings of 
operations (Op1, Op2, Op3) and by NoPerm – we denote a 
number from the set of indices {0, 1, …, 40319} 
representing one of the above permutations. 

TabA[0]:=A, TabA[1]:=B, TabA[2] :=C, 
TabA[3]:=D, TabA[4]:=E, TabA[5]:=F, 
TabA[6]:=G, TabA[7]:=I, 

d.   TabA[0]:= A⊕A*, TabA[1]:= B⊕B*,  
TabA[2]:= C⊕C*, TabA[3]:= D⊕D*, 
TabA[4]:= E⊕E*, TabA[5]:= F⊕F*,  
TabA[6]:= G⊕G*, TabA[7]:= I⊕I*.    

 
GENERAL ALGORITHM FOR PETRA-256/2 
  
Let Round=3 denote the number of rounds, Step=16 be the 
number of steps per round. TabPerm is the permutation 
table, and TabOper

The way of choosing the best order of operations Opi and 
permutations for Petra-256/2 is presented in the next 
algorithm. As previously we assume that the number of 
rounds is equal to three, Round=3. We also assume that w»n 
denotes the word w with the n-th bit from the left negated, 
and w1¬w2 denotes the numer of bits in w1 different from w2 
(w1 and w2 must have the same length). 

 – the table of operations. 
 

Algorithm 1 − Petra-256/2 

INPUT: y, m, h1, h2, …, h8, gk, Round, Step, NoPerm, 
NoOper. 

 OUTPUT: TabA[0]||TabA[1]||…||TabA[7]. 
Algorithm 2 − Generation of the structure of METHOD: 
compression block for Petra-256/2 1. {Initial processing} 

h1 := DAA4361DH, INPUT:  m*. 
h2 := B16EC431H, OUTPUT: TabR. 
h3 := 615BE562H, METHOD: 
h4 := 98256F2EH, 1. i:= 0, j:= 0, 
h5 := E565B322H, 2. Pad the message m* with the word 100…0 and the word 

representing its length; x:=m*, h6 := 98D8EB18H, 
h7 := 53A0EF98H, 3. Generate all possible orders of operations and 

permutations, h8 := 6EA9D519H. 
TabA[0]:=h1, TabA[1]:=h2, TabA[2] :=h3, TabA[3]:=h4, 4. Let hh* be the output of Algorithm 1 for  y, x, h1, h2,…, 

h8, gk, Round:=3, Step:=16, i, j; ii:=0, TabA[4]:=h5, TabA[5]:=h6, TabA[6]:=h7, TabA[7]:=h8, 
A*:= TabA[0], B*:= TabA[1], C*:= TabA[2],  
D*:= TabA[3], E*:= TabA[4], F*:= TabA[5],  
G*:= TabA[6], I*:= TabA[7], 

5. ii:=ii+1, x:= m*»ii, 
6. Let hh be the output of Algorithm 1 for  y, x, h1, h2,…, 

h8, gk, Round:=3, Step:=16, i, j,  
y1 := 4CC59886H,  y9 := CA0ECF98H, 7. p[i,ii]:= hh*¬ hh,  
y2 := 33166219H,  y10 := 29F1A748H, 8. if ii < 513 then go to 5, 
y3 := F31941D9H,  y11 := EEB268AAH, 9. lmi :=min(p), lmx :=max(p), s:=average(p), 
y4 := E9053E34H,  y12 := 4822D4C0H,  10. if  not 122≤ s≤134 then go to 13, 
y5 := 155DD64DH,  y13 := 4766EA27H,  11. L = min (|lmi–s| + |lmx–s|), 
y6 := 9809045AH,  y14 := 864CC598H,  12. TabR[i, j]:=L, 
y7 := 44E8ECDDH,  y15 := 767CC650H, 13. if j<40319 then {j:=j+1 go to 4}, 
y8 := B310C998H,  y16 := 8D3A414FH. 14. if i <5 then {i:=i+1, j:=0, go to 4}. 
x := TabA[0]  

2. for l = 1 to r do  
RESULTS OF EXPERIMENTS  for k = 1  to Round do 

a. for ml := s1||s2||…||s16 do ml
* := s1

*||s2
*||…||s16

*, 
where sj

* is chosen pseudorandomly from the 
set {s1,s2,…,s16}, sj

*:= [ ]jqk
s  

 
The best ordering of operations and permutations for Petra-
256/2 was done by means of Algorithm 2.  
For the next steps in the designing process we chose 
ordering with NoOper = 0 and the permutation with NoPerm 
= 5943 indicating the order of operations and permutations 
in the compression block (see the grayed row in Table 1, and 
also Figure 3).  

b. y := yj’, where yj’ is chosen pseudorandomly 
from the set {y1,y2,…,y16}, yj

*:= [ jqk
y ]  

j
*

c. {Compression and permutation} 
for j = 1 to  Step do  

 



 

 

3. If the H's least significant bit equals 1 then i:=1, if it 
equals 0 then i:=2. 

 
Table 1: The best orderings of operations and permutations 

for Petra-256/2 4. Modify  mi in the following way: 
 a. H:= H||0n–256, 
 b. mi := mi ⊕ H,  Ordering Permutation L 

0 5943 41 
1 14123 44 
0 5921 45 
0 5926 45 
1 14061 46 
2 19173 46 
1 14075 47 
2 19153 47 
2 19174 47 
0 5914 48 
0 5932 48 
1 14058 48 
1 14083 48 
0 5931 49 
1 14080 49 
1 14084 49 
2 19157 57 

5. Compute h(m1) and h(m2). 
6. Is h(m1) = h(m2)? If so, increase the collision counter, if 

not H := h(mi) and go to 3. 
 
In order to estimate the speed of Petra-256/2 its processing 
rate was measured. On average the processing rate is 15.39 
Mbits/sec. It is satisfactory in comparison with the other 
hash functions tested in the same environment (Najjar 2002). 
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3, 5, 6, 7) 
106 147 127 41 

 

Figure 3: The best structure of the compression block and its 
parameters  
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Three kinds of tests were performed only for Petra-256/2 for 
the first round with the purpose to find collisions:  AUTHORS’ BIOGRAPHIES 

 
• The first test was conducted for all words of the length 

from 0 to 20; they were stored and all pairs were 
checked. No collision was found. 
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finishing high school he won a scholarship for the Ministry 
of Education of Jordan to learn in Poland. In 1998 he 
defended his MSc. in computer networks, and in 2002 a Ph. 
D. thesis in cryptology, both at Poznan University of 
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• The second test relied on random generation of 1000 
inputs and processing each input in 220 times in such a 
way that in:=h(in) trying to find collisions. The results 
were negative.  

• In the third test of memoryless Yuval's birthday attack 
was implemented (Menezes 1997). We used Algorithm 
3. No collision was found. 
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Algorithm 3 − Memoryless Yuval's birthday attack 

INPUT: Petra-256/2. 
OUTPUT: messages m1 and m2 such that h(m1) = h(m2). 
METHOD:  
1. Generate randomly two n-bit messages m1 and m2. 
2. H := h(m1). 
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ABSTRACT

In the context of transform coding of still images, the distri-
bution of high frequency transform coefficients has been ap-
proximated by a Laplacian distribution. In this short paper,
an efficient way of simulating the rate-distortion behaviour
of a memoryless Laplacian source is presented. Simula-
tion results show that the estimated behaviour very closely
matches the empirical one.

1. INTRODUCTION

In transform coding, it has been established that the statis-
tics of individual high-frequency subbands (wavelet or wave-
let packet) and non-DC discrete cosine transform (DCT)
coefficients can best be approximated by a Laplacian dis-
tribution, for most natural images. Earlier research [5, 2] on
the DCT transform coding schemes employed the intuitive
assumption that the DC and the non-dc DCT coefficients
for images are more likely to follow Guassian and Lapla-
cian distributions respectively. Later on, these assumptions
were experimentally verified to be valid upto a reasonable
extent by the goodness-of-fit tests using

���
-norm as a dis-

tance measure [3] between both the distributions: the actual
one and the one under consideration. Some researchers have
also proposed generalized Gaussian distribution (GGD) for
both DCT and wavelet coefficients in image coding appli-
cations [4]. However, it was shown recently, in [1], that
the GGD assumption performs better than the Laplacian one
by no more than 0.08 bits/pixel using a mean square error
(MSE) distortion measure.

In this short paper, analytical expressions are developed
for rate (entropy) and distortion (MSE) resulting from the
uniform scalar quantization of data generated by a memo-
ryless Laplacian source. This is helpful in simulating the

Part of this work was completed while the author was visiting Depart-
ment of Mathematics, Yale University, USA.

rate-distortion behaviour of a memoryless Laplacian source
without actually doing the quantization.

2. THE RATE-DISTORTION RELATIONSHIP

In this section, we will derive a relationship between rate
and distortion, as defined earlier in the previous section,
for a memoryless Laplacian source (with zero mean) which
may provide the governing distribution for non-DC DCT or
high-frequency wavelet transform coefficients. Let �����	� de-
note the probability of occurence, also known as the prob-
ability density function (pdf), of the source value � given
by ���
���� � ��������� ��� (1)

where
�

is the distribution parameter related directly to the
source variance ��� by

� ��� ��� � � . In order to investigate
the distortion-rate function for this distribution, let us sup-
pose that the uniform step size � produces

�! #"%$
equally

spaced points �
� ��&	')(*(*()' � ��+,' �.- ' � +/')(*(*(*' � & � ; �102�435� ,
yielding the distortion 687 and requiring 9:7 bits/sample, at
the least, for encoding. The quantities 9 7 and 6 7 can thus
be expressed as follows,

9 7 �<;>= 0 ��?��
� 0 �A@CBED � �1?F��� 0 � (2)

and 6G7H�%= 0JI 0 ' (3)

where �1?K����0F��MLONFPQ P ���
��� I � (4)

is a new pdf for the quantized source data, and

I 0 � L N PQ P �R�����*���#;S� 0 �
� I � (5)



is the distortion due to mapping of the source data values��� ���A0 ' � 0�� to ��0 , with �A0 � �10�; � � and
� 0 � �10 " � � . The

new pdf � ? ��� 0 � for quantized coefficients given in equation
(4) can be simplified as follows,

� ? �
�10 �� ���	��
� � ��� � ������0F� (6)

The above equation can be derived by integrating (4). It
shows that � ? ����0F� is directly proportional to ���
��0K� , with the
value of constant increasing monotonically with the step
size � . The obvious fact that ���
��0K� � � ? ����0F� for small
values of � is also clearly decipherable from this equation.
Now putting the value of ���
��� from (1) in (5), we obtain

I 0��
� � LONFPQ P �
� ; �10K�

� ������� ��� I ������3 ' 3�����
and

I - � � L � �- � � � �	� � I � (
Integration of the right hand sides of above equations yields
the following expression for I 0 and I -
I 0��
� � �� " �� � ; � ��� B�� � � �� � �1?F����0K�!�"��3 ' 3����� (7)

and

I - �
�� � ;$# � �� " �� � " � �&% � �(' �� ( (8)

We also know that � ? �
� - �>� � ? �����>� ��) ��* �- �����	� I � �$ ; � � ' �� and so=0,+ 0.-/ - �1?F���10 �� $ ;#��?��0���� � �1' �� (
Replacing I 0 in (3) with the expressions in (7) and (8), we
obtain the following expression for total distortion

6G7 � �� � ; � �32 $ " � B�� � � ��54 � �(' �� (9)

The above equation confirms the fact that the distortion 6 7
approaches towards the source variance � �#� ��� � � as the
step � increases. As for the rate 9:7 , (2) can be re-written
as

9 7 � ; �1?F�����A@ B�D � ��?��0��� ;%=0,+ 0.-/ - @CBED � # �6��
�
� �� � �	��� � P � % �1?K��� 0 �

or

9 7 �<; � ? �����A@CBED � � ? �����R; � � ' �� @ B�D � �	��
� � �� " �7 869 �;:
(10)
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Figure 1: Typical plots of 687 and 9 7 versus �
where � ? ������ $ ; � �	� ��* � and : is given by

: � = 0=< �10 < � � ? ���10K� � � � � �	��
� � �� &= 0 / - 3 ��� 0 � � (11)

From (10), it is clear that as the step size � increases, both� �	� ��* � and : approach towards zero and thus 9 7 has more
of the contribution to its value from the source values �>�? ; � � ' � ��@ , which are quantized to zero, than for smaller val-
ues of � . The typical curves for 6 7 and 9 7 when plot-
ted against � (for

� � $
) are shown in Figure 1. As is

clear from their corresponding expressions, 9:73AB� and6G7CA � � as the step size � becomes very large.

3. SIMULATION RESULTS

Equations (9) and (10) provide us a fast way of approxi-
mating the ( 9:7 , 6G7 ) points of the rate-distortion curve for a
given data which is assumed to follow a Laplacian distribu-
tion. The only parameter that we need to know about this
data is its variance ��� (with

�
given by

� � � ��� � � ).
We generated data sets of various sizes coming from a

memoryless Laplacian source with
� � $

. The operational
rate-distortion curve was obtained by simply quantizing the
data uniformly with different step size � values and then
computing the corresponding values for distortion (MSE)
and rate (order-1 entropy). To obtain a fast approximation
to the operational rate-distortion curve, (9) and (10) were
used to compute the ( 9:7 , 6G7 ) points. Both the empirical
and the approximated operational curves for rate-distortion
for the number of data points D � �FE and D � $HG E

are
shown in Figures 2 and 3 respectively.
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Figure 2: Empirical and approximated operational rate-
distortion curves for a Laplacian data with
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Figure 3: Empirical and approximated operational rate-
distortion curves for a Laplacian data with
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andD � $HG

K

4. CONCLUSIONS

A fast method of approximating the rate-distortion curve of
a memoryless Laplacian source is presented. The simula-
tion results verify the validity of expressions (9) and (10).
An important problem in data compression where this may
be helpful is the following: Given fixed rate and/or distor-
tion value, find a fixed step size ���G� to quantize the trans-
form coefficients such that the given rate and/or distortion
value are achieved. However, finding an analytical solution
for this problem does not appear to be straightforward and
needs some attention.
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Abstract

The radio spectrum is a finite resource and it is
important that all users exploit it efficiently.
Consequently modulation scheme used for mobile
environment should utilise the RF channel
bandwidth and the transmitted power as
efficiently as possible.
The introduction of adaptive MQAM (M-ary
Quadrature Amplitude Modulation) has enhanced
the performance of the communication system as
shown in [4]. The impact of using diversity
techniques in such systems is investigated. The
gain, obtained from utilizing this combination of
adaptive MQAM and diversity techniques in the
system is shown.

1 Introduction

In real world wireless communication systems,
the link channels are not simple AWGN (additive
white Gaussian noise), in fact they are
characterised by different kinds of fading due to
environmental factors and interference from other
users that adversely affect signals propagate in
these channels. Therefore we cannot rely on the
formula set by Shannon that relates the capacity
of channel (hence spectral efficiency) to SNR
(signal to noise ratio) since this relation is meant
for AWGN channels. LEE [1] derived a relation
which gives the average channel capacity of flat
fading channel and it's obtained by averaging the
capacity of AWGN channel, )1(log2 γ+= WC ,
over the distribution of the received SIR (signal to
interference ratio), γ.

 To enhance the spectral efficiency, adaptive
transmission schemes are used. The main idea
about these schemes is real time balancing of the
link budget through adaptive variation of the
transmitted power level, symbol rate,
constellation size, coding rate/scheme, or any
combination of these parameters [2].

Adaptive transmission schemes provides much
higher average spectral efficiency by taking
advantage of the "time varying" nature of the
propagation channel without sacrificing BER.
Other fading compensation techniques (such as
increased link budget margin or interleaving
with channel coding) are designed for the worse
case channel conditions which result in a poor
utilisation of the full channel capacity for
majority of the time (under negligible or shallow
fading conditions) [2].

Shannon's channel capacity theorem states that,
for an arbitrary small probability of error, the
maximum possible bandwidth efficiency is
limited by the noise in the channel, and is given
by: ).1(log/ 2 γ+=WC  This theorem applied
to an AWGN time-invariant channel with
constant γ, in this case the noise of the channel
rather than interference is present; where C and
W are the capacity and bandwidth of the channel
respectively. In cellular system where
interference is a major issue, the performance of
a modulation scheme in terms of spectral
efficiency is interference limited rather than
noise limited. For fading channels, LEE [1] has
derived the capacity of the channel to consider
the variation of γ due to different propagation
impairment in a Rayleigh channel. The authors
in [3] have derived an expression for the
capacity of fading channels for different
adaptation schemes when information about the
channel conditions was provided for both
transmitter and receiver or one of them.
Goldsmith [2] used the theory that developed in
[3] to obtain a closed-form expression for the
capacity of Rayleigh fading channels under
different adaptive transmission and diversity
combining techniques.



However, if the channel fade level is known to
the transmitter, then Shannon capacity is achieved
by adapting the transmit parameters (power, data
rate, and coding schemes) relative to this fade
level.

In [4], the authors’ proposed adaptive variable
rate-variable power uncoded MQAM in which
they derived the spectral efficiency for their
proposed system. They have shown that a power
loss of K depending on BER and independent of
the fading distribution has been introduced when
using MQAM relative to the optimal transmission
scheme. In this paper, the same system is
considered with adaptive rate and fixed power
transmission combined with diversity at the
receiver to observe the improvement that a
diversity-combining scheme would introduce to
the spectral efficiency.

2 Channel model

We assume a slow varying channel at a rate much
slower than the data rate and a Rayleigh fading
channel with exponentially distributed PDF of
carrier to noise ratio, CNR

γ
γ

γ
γ−

= ep )(            (1)

Where γ  is the average received CNR.

In this work, the adaptive rate fixed-power
MQAM system is combined with a well-known
diversity combining techniques. In particular we
use the maximal ratio combining (MRC) and
selection combining (SC) of the received signal.
The former requires the M signals to be weighted
proportionately to their CNR and then summed
coherently. Perfect knowledge of the branch
amplitudes and phase is assumed. The
disadvantage of MRC is that it requires
knowledge of the branch parameters and
independent processing of each branch. The PDF
of the received CNR at the output of a perfect M-
branch MRC is derived in [5] to be:

MMmrc MeP γγγ
γγ

)1/()( 1 −=
−

−                   (2)

In the SC technique only one of the M receivers
having the highest baseband CNR is connected to

the output. Unlike the MRC it does not require
coherent reception.

The PDF of the received CNR at the output of
M-branch is again derived in [5] and it is given
by:

γγ
γ

γ

γ
γ

−
−−= eeMP MSC 1)1()(                    (3)

3 Adaptive MQAM

The spectral efficiency of a communication link
can be increased by using a multilevel
modulation scheme, such as MQAM, which
tends to send a multiple bits per symbol.

The radio channels in a wireless mobile
communication system are affected by different
types of fading (multipath, shadowing, etc),
therefore, they will have negative effect on
signals carried on these channels.

To compensate for these channel impairments
imposed by fading, adaptive modulation scheme
is used. In adaptive MQAM, information about
the channel conditions at the receiver is fed back
to the transmitter so that it will adjust its'
transmitted modulation level (constellation size)
accordingly. This channel information is usually
acquired by using a pilot signal or inserting a
training sequence into the stream of MQAM
data symbol to extract the channel induced
attenuation and phase shift [6].

The BER of a coherent MQAM over an AWGN
channel assuming a perfect clock and carrier
recovery can be well approximated by [4]

      )1(2
3

2.0),( −−≈ MeMBER
γ

γ         (4)

This expression for the BER approximation is
invertible [7] as it provides a closed form for the
spectral efficiency of MQAM as a function of
CNR and BER.

For given CNR and assuming ideal Nyquist
pulses the spectral efficiency of a continuous
rate MQAM can be approximated by inverting
Eq.4 giving;

)
2
31(log)(log 22 K

M
W
R γ+==                    (5)



Where R  is channel bit rate, and K= -ln (5BER).

In practice the CNR is not fixed but fluctuates due
to channel impairments, therefore the spectral
efficiency is calculated by integrating the RH side
of Eq. 5 over the distribution of CNR i.e. PDF of
the received CNR as shown below:

( ) γγγ dP
kW
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 Hence for the MRC diversity case, we integrate
over MRC distribution function as given in Eq. 2:
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 To yield the following
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Where oγ = γ
K2
3

, and γ is the average received

CNR and k is an integer.

The achievable spectral efficiency is compared
with that achieved by an M-array independent
AWGN channels, optimal combining (MRC), and
to that of optimal rate and constant power without
diversity i.e. a normal Rayleigh channel, which
are given by

CAWGN = W log2 (1+M.γ)     (8)

 Copt-rate = ∫
∞

0
W log (1+γ) ρ(γ) dγ,              (9)

where ρ(γ) is given in Eq.1. In the case of SC
diversity we integrate Eq.5 over Eq.3 to yield the
following approximation [2].
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Where E is Euler constant (E = 0.57721566).
However our results will be restricted to those of
MRC diversity scheme.   

4 Results & Discussions

In Figure 1, the spectral efficiency for different
diversity levels of MQAM system in the case of
MRC is shown. The spectral efficiency of
Rayleigh channel with optimal rate and constant
power, and the Shannon capacity are shown as
well.

We notice that when the value of CNR was
taken as the average combined received CNR an
increase of about 1/4 bits/sec/Hz as the diversity
goes from M=1 to M=2, and another 1/4
bit/sec/Hz as it increases to M=4.

The results are compared to those of optimal rate
and constant power Rayleigh fading channel and
to the Shannon   AWGN channel
capacity ).1(log/ 2 γ+=WC
It could be realised that when the value of CNR
was taken as the average combined received CNR,
the obtained results from MRC diversity were
identical to those obtained in Nakagami fading
channels with the level of diversity corresponding
to the value of the Nakagami fading parameter
(m). This is an indication that less fading is being
exposed to the channel (increasing m) when the
diversity increased. It could be noticed that as the
diversity increased the spectral efficiency
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Figure 1: Capacity of MQAM with MRC diversity system
for average combined received SIR value.



approaches that of the Shannon
capacity ).1(log/ 2 γ+=WC

When the value of CNR was taken as the per
branch power, then we can see that as the
diversity level increases the spectral efficiency
approaches that of the Shannon capacity of an M-
array of independent AWGN channels
CAWGN = W log2 (1+M.γ) as shown in Figure 2.
More significant improvement can be seen when
the calculations are based on the per branch value
of CNR. An increase of 1.3 bits/sec/Hz achieved
when the diversity increased from M=1 to M=2,
and 1.2 bits/sec/ Hz achieved as the diversity
increased from M=2 to M=4.

Figure 2: Capacity of MQAM system with MRC
diversity for per branch SIR value

It could be noticed that when M=4, the spectral
efficiency of the MQAM system has exceeded
that of the optimal rate constant power Rayleigh
channel and it coincides with the M=2 of an M
array AWGN channel (Eq.8).
The above explanation could be applied for the
results obtained when SC diversity technique was
used with the results showing less performance in
this case.
5 Conclusion

As the work in [4] shows that there is a constant
gap between the channel capacity and the
maximum efficiency of adaptive MQAM which is
a simple function of BER. We have combined
diversity schemes in order to see the effects on
the spectral efficiency of adaptive MQAM

communication system. The results show slight
improvement in the spectral efficiency as the
diversity level increases. These results indicate
that the complexity introduced to the system by
the diversity technique is unjustified as they
have very little significance. However, if the per
branch CNR were taken in consideration the
results have improved but still cannot justify the
complexity of using diversity technique.
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Abstract

A phase response of dye solution can be taken
into consideration to develop many nonlinear
phenomena, such as four-wave mixing,
holography, self-diffraction, amplification [1,
2, 5, 6 and 7]. Nonlinear processes strongly
depend on intensity and frequency of
radiations involved in these processes.
A nonlinear medium can be modeled by a
typical three-level configuration (S0-S1-S2)
[2], for which the transitions of molecules in
principal channel (S0-S1) are realized by the
light fields of intensity I12 at frequency ω0. At
the same time, radiations with intensity I23 at
frequency ω interact with excited molecules to
realize their transitions in excited channel (S1-
S2). For this model, the conditions of phase
response saturation are determined in
principal channel.
The saturation of phase response of dye
solution in principal channel is realized at
saturation intensity satI12 , decreasing with
increasing of radiation intensity in excited
channel 23I . The saturation intensity satI12  has
its optimum (minimum) values when the
frequency of light fields in principal channel
is tuned into the centre of principal absorption
band. In addition, the saturation intensity satI12

has its optimum when the radiations in excited
channel have enough big intensity 23I  and a
frequency tuning into the centre of absorption
excited band.

Introduction

A cubic nonlinearity of dye solution
represents a basic information to study
nonlinear processes, four-wave mixing
amplification holography [1, 2, 3 and 5]. The

lifetimes of vibration energy levels of dye
solutions are significantly lower than the
lifetimes of electronic energy levels [7]. In
this case, the electronic states can be taken as
a homogeneously broadened levels, which
gives ability to use two-, three-level models
and others with averaged Einstein coefficients
for many nonlinear medium [2]. Two-level
model can be used to study nonlinear
processes involved by radiations of intensity

12I  at frequency 0ω , but in this model the
radiations can’t have two diffirent
independent frequencies, see figure 1 (a).
In three-level model, illustrated in figure 1 (b),
the dye solution can be excited by light fields
with two different independent frequencies,
one group of light fields acts in principal (S0-
S1) channel (with intensity I12 at frequency ω0)
and other group acts in excited (S1-S2) channel
(with intensity I23 at frequency ω). Light fields
in one channel can involve nonlinear
processes, and other light fields act in second
channel to control these processes [3]. The
balance equations under a double frequencies
excitation of dye solution modeled by three-
level model can be written as follows:

))(()( 21120212120121 vpIBNIBN += ωω ;
))(()( 322332323232 vpIBNIBN += ωω ;   (1)

321 NNNN ++= ;
where
Ni - is the population of i- energy level; N - is
the number of molecules in the unit volume of
nonlinear medium; Pij - is the total probability
of spontaneous and radiationless transitions in
the i-j channel; ncv /=  - is the light velocity
in the nonlinear medium. The Einstein
coefficients B12(ω0); B21(ω0) - are determined
at the  frequency of radiations ω0 in principal



(S0-S1) channel. At the same time B23(ω);
B32(ω) - are determined at frequency of
radiations ω in excited channel. The refractive

index determined by balance equations can be
used to study many nonlinear processes such
as bleaching processes.

Theory

The saturation intensity satI12  in principal
channel is defined as the value of radiation
intensity, acting in principal channel, for
which the absorption is decreasing in half of
its initial value
( )0()2/1()( 12121212 == IKIK sat ). The extinction
coefficient in principal channel at frequency
ω0 can be found by the following expression:

)(
2

)( 012012 ωωχ K
v
c= ;                               (2)

where

))()(()( 02120121
0

012 ωω
ω

ω BNBN
v

K −=
h

 - is

the absorption coefficient in principal channel.
From equations (1) and (2) the extinction
coefficient )( 012 ωχ  will be:

KaI /)1()( 230012 += χωχ ;                        (3)
where

231223121 IbIaIJIK +++=  ;

3232 / vpBa =  ; 212112 /)( vpBBJ +=  ;
aJppvBBb += 3221

2
2312 / ;

vcBN 2/)( 0120 ωχ h= ; )( 00 ωχ  - is the linear
extinction coefficient. The extinction
coefficient, equation (3), has a monotonic
proportionality with intensity of radiations in
each channel (I12 and I23) and has its
maximum value ( 012 χχ = ) at intensities

02312 == II . The extinction coefficient has
the half of its maximum value at saturation
intensity in principal channel ( satI12 ) with
value:

23

23
12

1
bIJ
aII sat

+
+= ;                                           (4)

From equation (4) the saturation intensity
( satI12 ) has a monotonic dependence on
radiation intensity in excited channel ( 23I ). To
study the dependence of saturation intensity
satI12  on frequency tuning of radiations in

principal and excited channels, some
parameters of nonlinear medium must be
determined, especially this dependence has an
optimum values as a function of frequency
tuning.

Analysis and Discussion

Taking into consideration a nonlinear medium
with a Gaussian form of coincident mirror-
symmetric absorption and emission bands
( 0/)( =∆−=⇒= ijjiijijjiij ωωδωω ) , where

ijij ω;∆  - are the centre ; the profile halfwidth
of i-j band. For this matter the frequency
tuning of radiations in principal
( 1212012 /)( ∆−= ωωη ) and excited
( 232323 /)( ∆−= ωωη ) channels

Figure 1 Diagram of (a) two- (b) three-level models. The solid lines denote the radiation-induced
transitions of molecules, and the dashed lines denote spontaneous and radiationless transitions. Where:
S0 - is the ground state; S1 ( S2 ) - are the first ( second ) excited states; Ni - is the population of i- energy
level; I12, ω0 (I23, ω) - are the intensity, frequency of radiation in principal (excited) channel.
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are used to find Einstein coefficients Bij. From
equation (4) the saturation intensity ( satI12 ) in
principal channel, for this form of absorption
and emission bands, has optimum values
(minimum) at radiations frequency in
principal channel tuned into the centre of
principal absorption band ( 00

12 =η ). At the
same time, the optimum of satI12  is realized at
radiations frequency in excited channel tuned
into the centre of excited absorption band
( 00

23 =η ), see figure 2 (c) and (d). All
equations (1), (2), (3) and (4) will be true for

two-level model, when there is no radiations
in excited channel ( 00 323 =⇒= NI ). In this
case let us rewrite equation (4) for two-level
model:

)/1(12 JI sat = ;                                              (4*)
The saturation intensity satI12 for two-level
model, equation (4*), has its optimum values
at radiations frequency tuned into the center of
absorption band ( 00

12 =η  ) for nonlinear
medium with coincident absorption and
emission bands, see figure 2 (c) curve 1.

Figure 2 - Dependence of saturation intensity 
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 on: radiation intensity nI23 (a); (b); frequency tuning of

radiations in principal 12η  (c) and in excited 23η  (d) channels. Curves: 1, 2 and 3 at: (a)

08.0;6.1:12 and±±η ; (b) 08.0;6.1:23 and±±η . Curves: 1; 2; 3; 4 and 5 at (c) and (d) nI 23 : 0

(two-level model); 0.1; 1; 10 and 100 respectively. Where for: (b), (d) 012 =η ; (a), (c) 023 =η .
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In figures 2, the following statements are
considered: the maximum values of Einstein
coefficients are the same for all bands

max
32

max
23

max
21

max
12 BBBB === , the radiations

intensities are normalized to the value
max

1221 / Bvp  and max
3232 / Bvp  in the principal and

in the excited channels, respectively
( 21

max
12

)(
12

)(
12 / vpBII satsat
n = ; 32

max
322323 / vpBII n = ).

Figure 2 (a) and (b) show the monotonic
dependence of saturation intensity satI12  on

radiation intensity in excited channel 23I . The
saturation in principal channel is realized for
enough small intensity in principal channel
satI12  when an effictive excitation of molecules

happenes in excited channel, radiations in
excited channel must have enough big
intensity and frequency tuned into the centre
of excited absorption band ( 0;1 2323 ≈>> ηnI ),
see figure 2.
Equation (4*), for two-level model, is
illustrated in figure 2 (c) and (d) by curve 1,
where the optimum value of saturation
intensity 5.012 =sat

nI  is realizied at frequency
tuning 00

12 =η  . Figure 2 (c) and (d) show
that, the saturation intensity satI12  in principal
channel for three-level model (curves: 2, 3, 4
and 5 ) allways lower than for two-level
model at any frequency tuning or intensity of
radiations in excited channel ( 2323 ;ηnI ) and at
any frequency tuning in principal channel
( 12η ).
It’s easy to realized and control the saturation
and other nonlinear processes in principal
channel by using external radiations in excited
channel [2, 3, 6]. Figure 2 shows that a little
frequency shift of radiations from centre of
principal absorption band ( 012 ≠η ) increases
the saturation intensity ( satI12 ) significantly, but
the frequency shift in excited channel
( 023 ≠η ) makes a little change in saturation
intensity ( satI12 ) of principal channel.

Conclusion

For double frequencies excitation of nonlinear
medium, the saturation intensity in principal
channel satI12  is decreasing with increasing

radiation intensity in excited channel. The
optimization of saturation intensity is realized
with the following statements:
1. An effictive excitation of molecules in
excited channel ( 323223 / BvpI >>  ; 023 ≈η ).
2. The radiations in the principal channel must
be tuned into the centre of principal
absorption band, frequency shift from centre
of absorption band not more than (1/3) of its
halfwidth.
3. The radiations in excited channel must be
tuned into the centre of excited absorption
band, frequency shift from centre of
absorption band not more than its halfwidth.
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Increasing of efficiency and reliability of
electrical networks and systems operation
depends on the quality of electrical energy. In
three-phase networks voltage asymmetry is
one of the most factors, which affects the
electrical energy quality. This asymmetry is
usually defined by the approximate method.
In this paper the error of the approximate
method is evaluated to define the restriction of
its use and other methods of voltage
asymmetry measurement, which are based on
data acquisition, are suggested.
For a general case, assume that V A

& , V B
&  and

V C
&  compose asymmetrical vectors system.

Then they can be resolved into symmetrical
components:
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where ea j
3

2. π
=  - rotation operator. If the

system is symmetrical, then:

VaV AB
&& 2

0
= ;

VaV AC
&& =

0
.

Introducing two vectors, which are describe
the deviation of the vectors system from the
symmetry:

V
Vg
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B
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& 0= ,

then:
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Substituting (2) into (1), the voltage negative
and zero components can be written as
follows:
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Introducing vectors:

1−=∆ gag BB
&& ;

1−=∆ gag CC
&& .

Then the voltage negative component can be
written as follows:




 += ∆∆ gagaVV CBA &&&& 2

3
1

2
.

Here the following is taken into account:

01 2 =++ aa .

To find out the voltage negative component:

VV &
22 = ,
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and using:
*2 aaa = ,

where *a - the complex conjugate of the

rotation operator, we have:
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2 9
1 gagagagaVVV CBCBA &&& .

After some calculations we have:
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Using the following formulas:

gg BB
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we find:
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Substituting (5), (6) and (8) into (4) we get:

{ [ ( ) ( )
( )( ) ( ) ]}ϕϕϕϕϕϕ

ϕϕ
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Introducing the following notations:

ggggggA CBCBCB
−−−++= 1

22
;

( )[ ]++∆−= ϕ L
BBgB cos1 .

Value A, which can be written as follows:

( ) ( ) ( ) 
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222
11

2
1 ggggA CBCB

, (9)

depends only on the vectors values (V A , V B

and V C ) and does not depend on the phase of
these vectors. Value B depends on the phase
ϕ∆

B
, ϕ∆

C
. While calculating the voltage

negative component, in order to neglect the
phases, the value B must be small; that means



phase deviation ϕ∆
B

, ϕ∆
C

 from

symmetrical system must be small.
If the value B is negligible in comparison with
value A, then:

( ) ( ) ( )( )1111
3
1 22

2 −−−−+−= ggggV CBCB
.

As:
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= ;
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= ,

we have:
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2 3
1 .   (10)

Taking (9) in consideration, formula (10) can be written as follows:

( ) ( ) ( )222

2 23
1 VVVVVVV CBACAB

−+−+−= .   (10)

The error in finding the voltage negative
component can be evaluated using formulas
(10) and (11). Exact formula can be written as
follows:

BAVV A 22 3
1 −= .   (12)

If AB 〈〈2 , then resolving (12) into series we

get:
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Then relative error will be:
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For small B2 , which means small ϕ∆
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B

 and considering formulas (10), (11),

(13) and (14) we get:
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The first component in formula (15) is second
order infinitesimal, while the second
component is first order infinitesimal. Thus,
when the second component goes to zero, it is
bigger than the first. Thus, we have:

( ) ( )[ ]ϕϕ ∆−−∆−≅
CBCBCB ggggB 1132 ,

and the relative error:
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Substituting the following:
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we get:
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ϕϕ
δ .   (17)

It is obvious from (2) that in order to calculate
the zero sequence component, the
transformation from the negative sequence
component to the zero sequence component
can be obtained by switching the indexes B ↔
C. The value A here is kept constant, thus the

approximate voltage negative and zero
components are the same:

VV 20 ≅ .   (18)
Formula for error calculation follows from the
B ↔ C switching.
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ϕϕ
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If δ2  and δ0  are not small, then it is not
allowed to use the above mentioned
approximation, and formula (12) must be for
accurate calculation of the voltage negative
and zero sequence components, but in this case
we have to know the phase shift between the
vectors (in such a case it is easy to use other
methods to calculate the voltage negative and
zero sequence components).
In order to measure voltage asymmetry by
three-phase voltage system transformation into
two-phase system, then measuring voltage
symmetrical components, the following should
be done: voltage positive and negative
components should be written in the following
form:
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where
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Then the effective values of the voltage
positive and negative sequence components:
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1 ;
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9
1 222

2 , (22)

where

ϕϕ WV
, - initial phases of V and W

respectively.

The component ( )ϕϕ −
WVWV sin  can be

presented as follows:

( ) WVWVWV XXYYWV
−=−ϕϕsin ,

where

ϕ=
VX VV cos ;

ϕ=
VY VV sin ;

ϕ=
WX WW cos ;

ϕ=
WY WW sin ,

are square components of the effective voltage
values V and W. Taking into account (22) we
have:
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Square components can be found by discrete
Fourier transform:
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where the sampling instants for V and W
signals:

i
nti ω
π= 2 ;

n – the number of the sampling points; ti
ωsin

and ti
ωcos  - numbered harmonics

instantaneous values at the sampling points;

)(tV i and )(tW i - instantaneous voltage

values at the sampling points.
The block diagram of the suggested method
for voltage asymmetry measurement is shown
in the figure. Phase voltages are applied to the
analog to digital converter and to the control
block, which gives the instants of phase
voltages sampling, which are applied to the
analog to digital converter. Instantaneous
phase voltages codes at the output of the
analog to digital converter are applied to the
phase converter, where they are converted into
binary system. From the output of the phase
converter the voltages codes are applied to two
codes multiplier input terminals, while to the
third input the signal of harmonic numbering
code is applied by the control block, which
form harmonic codes set-point device. At the
output of the codes multiplier square
components codes of the phase voltages are
composed. These codes are applied to the
arithmetical device, where the symmetrical
voltage components are calculated. The output
information can be obtained by using the
registration block.

Figure 1: - Block diagram for voltage asymmetry measurement: 1- analog to digital converter, 2- control block, 3- phase
converter, 4- multiplier, 5- set-point device, 7- arithmetical device, 8- registration block.
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ABSTRACT 
As no exact model of traffic flow exists due to its high 
complexity and chaotic organisation, researchers 
mainly try to predict traffic using simulations.  
Within this field, many simulation packages exist and 
differ in their software architecture paradigm as well as 
in the models that describe traffic itself. 
We will introduce yet another system which, in 
contrast to most of the other simulation software 
packages, is available as an open-source program and 
may therefore be extended in order to fit a researcher’s 
own needs and also be used as a reference testbed for 
new traffic models. 
 
INTRODUCTION 
When trying to improve traffic, a valid model to work 
with is needed.  
Although some people may assume traffic can be 
described by departure times and routes with certain 
durations, traffic is highly conditioned by an 
individual’s private wish for mobility – making up 
around 60% of traffic – and due to this, neither 
departure times nor fixed and earlier known routes are 
available. This is a great problem for modelling traffic 
itself. Especially the private transit leads to an 
impossibility of describing traffic by the use of 
mathematical formulas. Both, a modern human being’s 
wishes to leave and arrive at certain places and at 
certain times on the one hand, and the movement of the 
vehicle on the street on the other, influence traffic and 
one another: the street network’s work load depends on 
the drivers’ departure times and determines the speed 
of movement. Vice versa the load affects the departure 
times of the drivers’ as they wish to move fast and 
arrive at a certain time.  
Beside this, traffic is conditioned by values like the 
weather, the infrastructure within the region or  other 
incidents affecting the system. 
This complexity yields in varied behaviour of the 
whole system where system means the generation of 
traffic and traffic itself, and as no valid mathematical 
models that take into account all these influences are 

available, simulation is the only way to show weak 
points of the street network or predict its traffic. 
For this purpose, many simulation software packages 
were developed. Some of them were tested within the 
SMARTEST-project (SMARTEST 1999).  
Such traffic simulation software packages differ in 
their portfolios of modelled artifacts as well as in their 
usage paradigm: Some are conceived as Windows-
using applications while other which are rather tools 
for traffic researchers, are simple command-line tools 
or programs. SMARTEST also holds a list of features 
that such packages have. 
SMARTEST was mostly dealing with microscopic 
simulations. Simulations of this type regard single 
vehicles as atomic parts, not the whole traffic flow 
itself (macroscopic) or single parts of the vehicles or 
drivers (sub-microscopic). Such vehicle models may 
be discrete in time and space using cellular automata or 
only discrete in time (Nagel and Schreckenberg 1992, 
Brockfeld et al 2001) or may even be fully continuous 
models. Figure 1 shows the difference between space-
discrete and space-continuous simulations. 
 

 
 

 
 

Figure 1: Space-discrete vs. Space-continuous 
simulation 

 
From a researcher’s point of view, when using the 
available simulation software packages, several 
problems may arise due to their availability as a ready-
to-use software black-box, especially when 
commercial products are regarded. 
At first, one can not examine the underlying model of a 
simulation. Also, due to different software 
architectures, a comparison of different models‘ 
features (like simulation speed, its ability to describe 
the reality, etc.) is difficult if not impossible. 
Furthermore, such simulation tools can not be 
spontaneously extended by introducing ones own ideas 
such as new types of sensors, measurements or models. 



To introduce a tool which accomplishes these not yet 
supported tasks, our institute – together with the Centre 
for Applied Informatics (Cologne, Germany) – is 
working on a traffic simulation software called SUMO 
(„Simulation of Urban MObility“). In fact, this 
software is a continuous, microscopic and multi-modal 
traffic simulation and is – in spite of it’s name - also 
capable of modelling traffic on networks larger than 
single cities, e.g. highway networks, without any 
changes. 
 
THE SIMULATION 

Basic Paradigms 
SUMO is conceived to simulate a traffic road network 
of the size of a city.  
As the simulation is multi-modal, which means that not 
only are car movements within the city modelled, but 
also public transport systems on the street network, 
including alternative train networks, the atomic part of 
the simulation is a single human being. This human 
being is described by a departure time and the route 
he/she takes which again is made up of subroutes that 
describe a single traffic modality.  
 

 
 

Figure 2: Multimodality 
 
Thus, a simulated person may take his/her car to the 
nearest public transportation system station and 
continue his travel by other means of transport. Apart 
from movements using motorised vehicles, a person 
may also walk. Walking is not simulated at all but is 
modelled estimating the time the person needs to reach 
the destination. Figure 2 displays a such a compound 
route. 
 

 
 

Figure 3: Different simulation classes (from left to 
right: macroscopic, microscopic, sub-microscopic) 

 
The traffic flow is simulated microscopically. This 
means, that every vehicle that moves within the 
simulated network is modelled individually and has a 
certain place and speed. In every time step which has a 
duration of 1s, these values are updated in dependence 
to the vehicle ahead and the street network the vehicle 

is moving on. The simulation of street vehicles is time-
discrete and space-continuous. As our car-driver model 
is continuous - as the majority of car-driver models are 
- we decided to use this approach. 
When simulating traffic, the street attributes, such as 
maximum velocity and right of way rules, are 
regarded. 
 
Features 
In the current version – 0.7 – SUMO contains the 
following features: 
- collision free vehicle movement 
- different vehicle types 
- multi-lane streets with lane changing 
- junction-based right-of-way rules (junctions with 

streets having equal / different priorities, e.g. 
right-before-left) 

- lane-to-lane connections 
- a XML-raw-output containing information about 

the state of the net for every time step 
- detectors with independent GnuPlot or CSV 

(comma separated value) – output 
- input from XML-files which may be spread over 

several files for a better handling 
 
Car-Driver Model 
The model used currently within SUMO is the Gipps-
model extension (invented and described in: Krauß 
1998, Janz 1998). It is capable of displaying main 
features of traffic like free and congested flow. 
In each time step the vehicle‘s speed is adapted to the 
speed of the leading vehicle in a way that yields to a 
collision-free system behaviour within the following 
simulation step(s). 
This velocity is called the safe velocity vsafe, and is 
computed using the following equation: 
 

 
vl(t):  speed of the leading vehicle in time t 
g(t):  gap to the leading vehicle in time t 
tau:  the driver’s reaction time (usually 1s) 
b:  the deceleration function 
 
To bind the acceleration to the vehicle’s physical 
abilities, the resulting “wished” or “desired” speed is 
computed as the minimum of the vehicle‘s possible 
maximum velocity, the vehicle’s speed plus the 
maximum acceleration with the safe velocity computed 
as shown above, therefore a vehicle will not “drive” or 
“accelerate” faster than is possible for it: 
 

 
 
Further, the driver is simulated by assuming he is 
making errors and so fails to perfectly adapt to the 



desired velocity. This is done by subtracting a random 
“human error” from the desired speed: 
 

 
 
As the vehicle must not drive backwards, once again – 
after the previous computations – the maximum of the 
computed speed and zero must be taken and will be the 
vehicle’s final speed for the current time step. 
This model is collision-free to allow simulations 
without any artifacts that arise from the imperfection 
of the underlying model (An impressive in-depth 
description of the model and the underlying 
assumptions and rules may be found in Krauß 1998 
and Janz 1998). 
 
Traffic Lights 
Traffic lights play an important role within the traffic 
management as they improve traffic flow. Apart from 
simple right-of-way rules, each simulated junction may 
also be a junction with traffic lights. As some junctions 
in Germany allow to ignore the red stoplight when 
turning right, an extension to the right-of-way rules 
regarding this is being implemented. 
 
Simulation Output 
By now, two different outputs are available. The first is 
a so-called „raw“ output which contains all edges 
(streets) and all lanes along with the vehicles driving 
on them for every time step, where vehicles are 
described by their name, position and speed. This 
output is complete and may be used as input to post-
processing tools for evaluation. However, a large 
simulation produces a nearly unmanageable amount of 
data, so other outputs have been invented. 
The first processed output that may be generated by the 
simulation, is a log-file made by simulated detectors 
which may be positioned on a certain position of a 
certain lane. These detectors are a simulation of induct 
loops and are able to compute the flow, the average 
velocity on the lane, and other values. The results of 
this computation are written into a file using the CSV 
or the GnuPlot-format. Every detector has it’s own file. 
 
Software Development 
Being a tool for traffic researchers, SUMO is designed 
to be fast and exact instead of trying to be a software 
that is pleasant to look at. So, although the 
implementation of a GUI will be one of our next tasks, 
the main program is meant to be started from a 
command line and produce an output which must be 
post-processed when one wants visual results. This 
prevents data arising from the GUI from slowing down 
the system, giving more memory and system time to 
the simulation itself.  
SUMO is implemented in C++. During development, 
we try to use only standardised parts of this language. 
One of them is the STL which – when not coming 
directly with the compiler – may be additionally 

downloaded as free implementations exist (STLPort 
2001). The code is well documented and formatted and 
we will follow Ellemtel-guidelines (Ellemtel 1990-
1992) that assure portability compatibility with most 
systems. 
Due to this, our software is compilable using most 
platforms and we validated this for the following 
environments: 
- Windows using MSVC++ 
- Solaris using SUN-C++-compiler and STL-Port 
- Linux using gcc 
 
Simulation Benchmarks 
The simulation is capable of simulating large cities like 
Berlin, Munich or Cologne on a normal desktop 
computer. Most of our tests were done on Intel PC’s 
running at 933MHz and having 256MB of memory. 
The simulation is capable of simulating around 
1Million vehicle movements per second depending on 
the network’s complexity. Further optimisations will 
follow. 
 
Extensibility 
Hoping for the participation of other interested 
persons, we try to supply potential developers with all 
information needed to extend and modify the program. 
Beside things like intelligent traffic lights, models for 
cars equipped with ACC systems, etc., we hope to 
supply interested researchers with a common testbed 
for their microscopic models. 
The documentation (SUMO 2002) shows how to 
extend the simulation – and other tools. 
 
ONGOING PROJECTS 
Within our institute some projects use SUMO to 
validate their assumptions about new technologies. The 
following projects have already started using SUMO or 
will use it within the  next months: 
- A project from California, investigates whether 

the detector loops spread on different highway 
lanes may be used to predict jams. 

- We try to validate our traffic flow predictions 
based on floating car data retrieved from Taxis in 
Berlin, Vienna and Würzburg . 

- An internal project is trying to predict the 
advantages of new sensor technologies, on route 
prediction and the concluding traffic light phases. 

- A project from the US tries to improve traffic 
within a highway off-ramp area. 

 
ADDITIONAL TOOLS 
SUMO consists of more than a single application. 
Some other modules exist that allow to build assigned 
data needed for simulations and research. 
The following modules are now being developed: 
 



Sumo-netconvert 
Due to it’s high complexity, the SUMO’s network 
description is not meant to be generated by a human 
user. Instead, we use this tool to convert common data 
like lists of edges and optional nodes into a complete 
SUMO-network. 
During this process, SUMO-NETCONVERT reads in 
the available data, computes the needed input for 
SUMO and writes the results into a XML-file. 
By now, four different input formats may be converted 
into SUMO-networks: 
- simple XML-data containing edge types, nodes 

and edges 
- CSV-data containing edge types, nodes and edges 
- Cell-input files (Cell is a queue-simulation 

developed by the ZAIK) 
- VISUM-networks 
As SUMO is used within the INVENT-project, some 
further import functions will be implemented within 
this year: ArcView, VISSIM and possibly GDF where 
an indirect import of GDF is already possible by 
converting it into XML using a script and then using 
the generated XML-descriptions as input to SUMO-
NETCONVERT. 
The next figure shows which data may be computed 
from a simple list of nodes and edges. The flow is 
aligned from left to right and from top to bottom. The 
first step is to determine the priorities on the junction, 
the second to compute the relationships between the 
lanes and edges that may be reached, and within the 
third step, the destination edges are split among the 
incoming lanes. The computation is flexible and 
depends on the number of incoming and outgoing 
edges and their sizes as well as the priorities they have 
within the network and on the resulting type of 
junction. 
 

 
 

Figure 4: Conversion of simple, plain network data 
into a complete description 

 
The next picture shows the need of such a net-building 
tool when a whole city is wished to be modelled. 
Neither the number of the streets nor the complexity of 
their relationships allows the processing of the network 
description by a human user. 

SUMO-NETCONVERT is also responsible for the 
building of traffic light phases where either the 
priorities of the streets that build up a certain junction 
or their traffic flows are used. As in the real world – at 
least in Germany – phases of traffic are adapted 
individually for each junction and the certain phase 
data may not be available for all junctions, we use 
heuristics to generate a realistic output. 
 

 
 

Figure 5: The city of Berlin build from high-quality 
digital map data 

 
Sumo-router 
Beside the static part – the network – the simulation 
consists of  moving vehicles. With the increase of the 
quality of simulations, the need to model a 
populations’ mobility has increased as well. In such 
cases, vehicles are not spread statistically over the 
network, instead a single person’s daily plan consisting 
of routes with certain departure times is used. While 
data needed to describe the departure times and a 
route’s origin and destination are given, the routes 
themselves must be computed. To avoid online-
computation of these during the simulation, this 
computation is done using a separate module, the 
SUMO-ROUTER. This module reads the departure 
times,  origins and destinations for a set of virtual 
humans that will be simulated, then computes the 
routes through the network itself using the well-known 
Dijkstra routing algorithm (Dijkstra 1959). 
 

 
 

Figure 6: Routing in a small network 
 
As the speed on the streets changes with the traffic 
amount and therefore the computation of routes using a 
network where the traffic is not yet known does not 



regard the real-world situation, the routing will be done 
using the Dynamic User Equilibrium approach 
developed by Christian Gawron (Gawron 1998) where 
routing and simulation are repeated several times to 
achieve a real-world behaviour of drivers. 
Furthermore, the router supports dynamic network 
load: the fact that the load on a depends on the time of 
day is also regarded. 
 
Planned 
Other tools are planned due to the growing number of 
different projects investigating varoius topics and 
methods. 
Some planned modules are: 
- traffic light optimisation 
- post-processing tools for raw-output evaluation 
 
CONCLUSIONS 
We try to build and establish a common platform for 
traffic research by providing a simulation tool that may 
be applied by non-programming users in a simple way 
supporting them with methods and tools mostly needed 
when working on traffic simulations. Due to it’s high 
portability, the tool may be used on different operating 
systems. 
Besides this, the platform is also extendable by others 
in order to allow them to improve the software and 
include ideas we have not taken into account. 
Additionally, models originally implemented may be 
replaced by own methods allowing their comparison to 
the existing models in respect to the simulation quality 
and speed. 
 
FUTURE WORK 

Ongoing Work 
Further work will be done as this simulation will be 
used by our institute for different purposes. Projects 
concerned about the verification of floating car data, 
the prediction of improvements on traffic foreseeing 
and traffic light optimisation through new sensors that 
observe traffic will increase the need to extend the 
simulation software by artifacts reflecting these 
devices and so will increase the simulation’s 
complexity. 
To trace and validate the simulation, a GUI will be 
implemented where the loaded map, together with 
vehicle movements and generalised information, will 
be displayed. To stay portable, the GUI will be 
implemented using the Qt-windowing library 
(TrollTech 2002) which is free to use and available for 
most systems including Windows, UNIX/Linux and 
Macintosh. Two different types of GUI support will be 
implemented. While the first application is the 
simulation itself extended by a windowing system, the 
second will be an interface that soley displays data 
coming from simulation module(s). 
Some running projects have shown the need to 
integrate the software into other software packages or 
to build interfaces between the software and other 

programming languages. This, too, will be 
investigated. 
Also, as the amount of traffic to be simulated is 
growing and some research experiments need several 
simulations to compute a single value (for instance in 
case of traffic light optimisation where several timing 
schemes must be tested), the system will be extended 
to allow the usage of computer clusters. 
 
Participation 
We also hope to gain help from other persons or 
institutes that are interested in traffic simulation and 
want to participate on SUMO’s development by 
extending, improving or simply using and criticizing it. 
We highly invite you to visit the SUMO-pages at 
http://sumo.sourceforge.net. 
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ABSTRACT 
 
From time to time most real life job/flow shops will 
experience more or less severe buffer problems in relation 
to the operation at its various stations in the shop. Due to 
temporary non-predictable variations in the job flow 
intensity the assigned buffer space in front of a given 
critical station will now and then turn out simply to be 
quite insufficient. Unless they exercise either a consequent 
JIT-control system or a CONWIP set-up of some sort 
where the latter strictly speaking is a system with the 
overflow concentrated at the entrance of the production 
facility, this consequently leads to temporary buffer 
overflow situations. This paper will investigate the impact 
of buffer overflow on several key performance measures 
of relevance to the overall operation of a job/flow shop 
facility.  Several simple job/flow shop structures will be 
considered in this paper including re-entrant system set-
ups (a re-entrant system is a system where some of the job-
routes revisit a given station more than once). 
 
INTRODUCTION 
 
Many roads of events can lead to a situation of frequent 
buffer overflows. Business is good and order books are 
“full” and increasing or business can be depressed, and 
costs have to be cut which may imply that some space has 
to be freed to serve other purposes. Both cases may lead to 
a situation where space consequently gets limited or put in 
a different perspective “gets very well utilized”, the 
job/flow shop will either get partly blocked occasionally or 
there will be occasional buffer overflows. A blocked 
station is as harmful to productivity as an idle station given 
that operations at the various stations are subject to 
significant time variations that cannot be foreseen. 
On the other hand permitted overflow of buffers tends to 
introduce some chaos into the operation of the job/flow 
shop in that when overflow occurs, items are often placed 
at random in places where internal transportation etc. also 

has to take place, however, typically in places where they 
simply constitute a practical nuisance and often a security 
hazard. So the basic hypothesis will, of course, be that 
either way the result of not enough buffer space available 
in a production facility can easily result in a severe loss of 
productivity as the controlled flow is disturbed by the 
randomly occurring overflow phenomenon. Tight physical 
constraints on production calls for serious production 
planning and control and for instance the subject of choice 
of scheduling policy should be thought to be important.  
However, it is my impression that many shop managers do 
not seem to pay very much attention to the actual 
scheduling policy employed as if it did not matter that 
much.  
 
THE EXPERIMENTAL SET-UP 
 
The structures considered will be simulated in order to 
obtain results on the performance measures “Average Unit 
System Time” and “Units Processed per Time Unit” as 
functions of given regular buffer sizes allocated to the 
various stations. Small regular buffer sizes will obviously 
imply frequent situations of buffer overflow, whereas large 
regular buffer sizes obviously will not, so the chaotic 
impact on operations will be most noteworthy for small 
regular buffer levels. The interesting question is clearly 
what will be a necessary and thereby relevant regular 
buffer size given an overall traffic-intensity in the job/flow 
shop where the possible chaotic disturbance element, due 
to buffer overflow, becomes almost insignificant? The 
allocated regular buffers will be operated on a set of 
priority schemes that is assumed to be possible choices by 
a shop management, whereas overflow “buffers” are 
operated on a strictly random basis. Further, if present, the 
removal of overflow “buffers” will always take priority 
over the regular ones. 
The actual set of simulation experiments that will be 
conducted in this work will be based on 
 

• a simple M/M/1/n queuing system controlling the 
regular buffer by the SPT (Shortest Processing 
Time) operating discipline. 

• a simple 2-station/5-class re-entrant system (see 
figure 1) as used by Dai in his very illustrative 



  

“virtual bottleneck” paper (Dai 1995), but with 
buffer limitations. Two operating schemes of 
discipline will be considered in relation to the 
regular buffers – (a) the Head-of-Line Static 
Buffer (HLSB) control scheme that results in a 
“virtual bottleneck” (VB) (Dai’s “virtual 
bottleneck” settings), (b) the Last Buffer First 
Served (LBFS) control scheme (Kumar and 
Kumar 1995) and (Nielsen and Simons 2000). 
The individual queue elements are sorted locally 
according to the SPT rule 

 

 
 

Figures 1: Job route in the 2 machine/ 
5 classes’ re-entrant system 

that will be considered 
 

• a simple uni-directional K-stations serial set-up 
with buffer limitations where a CONWIP control 
on the structure will be compared with an 
“independent” serial queuing system set-up. The 
regular buffers are controlled by the SPT 
operating discipline. 

 
RESULTS 
 
The first set of results relates to the basic M/M/1/n 
queuing system. 
 

Table 1: Average Unit System Time - 
for a M/M/1 queuing system with limited buffer capacity 
(BC) and permission to overflow temporarily, 500K units 

processed, the queue discipline is SPT(RAN) and the 
number of replications is 20. 

 
Traffic Intensity 

BC 
0.99 0.95 0.90 0.80 

0 
85.41 

(±6.15) 
18.98 

(±0.43) 
8.97 

(±0.13) 
3.98 

(±0.02) 

1 
86.04 

(±7.61) 
18.88 

(±0.49) 
8.94 

(±0.10) 
3.99 

(±0.02) 

10 
71.39 

(±7.91) 
9.45 

(±0.40) 
4.20 

(±0.07) 
2.32 

(±0.01) 

20 
52.78 

(±11.14) 
6.15 

(±0.18) 
3.77 

(±0.02) 
2.30 

(±0.01) 

30 
31.46 

(±4.25) 
5.94 

(±0.10) 
3.76 

(±0.02) 
2.30 

(±0.01) 

50 
20.13 

(±3.50) 
5.89 

(±0.07) 
3.76 

(±0.02) 
2.30 

(±0.01) 

Inf. 
17.50 

(±1.29) 
5.89 

(±0.07) 
3.76 

(±0.02) 
2.30 

(±0.01) 
 

As should be expected SPT clearly outperforms the RAN 
scheduling policy and as the traffic intensity increases 
beyond 0.8 the superiority of SPT becomes more evident. 
BC=0 and traffic intensity equal to 0.99 is the worst of the 
reported situations in table 1. 
 
The second set of results relates to the simple 2-station/5-
class re-entrant system (see figure 1) where the findings 
turn out a little bit confusing at first sight. Too small 
buffers (<10) in the “LBFS” case result as expected in a 
deteriorating performance, with respect to the measure 
AUST. But in the case of “VB” surprisingly the opposite 
seems to be the case. Both scheduling rules are running in 
a system consisting of two machines each of which are 
only utilized 80% on average.  
 

Table 2: Average Unit System Time (AUST) and Units 
Processed per Time Unit (UPTU) - 

for a 2-station/5-class re-entrant queuing system with 
limited buffer capacity (BC) and permission to overflow 

temporarily, 100K units processed, Markovian arrival 
process and the number of replications is 20. Traffic 

intensity is 0.8 on each of the 2 machines and machine 1 
processing times with respect to class(1,3,5) = 

(ex(0.1),ex(0.1),ex(0.6)) and machine 2 processing times 
with respect to class(2,4) = (ex(0.6),ex(0.2)). The class 

priority on machine 1 is fixed to (5,3,1) in all cases. 
 

AUST(*) UPTU 
 

Class Priority M2 Class Priority M2 

BC 
(2,4) 
“VB” 

(4,2) 
“LBFS” 

(2,4) 
“VB” 

(4,2) 
“LBFS” 

1 
21.71 

(±0.42) 
21.43 

(±0.49) 
1.00 

(±0.00) 
1.00 

(±0.00) 

10 
15.96 

(±0.34) 
7.91 

(±0.28) 
1.00 

(±0.00) 
1.00 

(±0.00) 

30 
28.30 

(±0.10) 
5.33 

(±0.02) 
1.00 

(±0.00) 
1.00 

(±0.00) 

50 
43.70 

(±0.13) 
5.33 

(±0.02) 
1.00 

(±0.00) 
1.00 

(±0.00) 

Inf. 
10030.79 
(±175.00) 

5.33 
(±0.02) 

0.86 
(±0.01) 

1.00 
(±0.00) 

*Time in queue 1 is omitted from the total system time 
computation 
 
However, things become somewhat clearer when 
remembering that the “VB” stands for “virtual bottleneck”. 
Despite the system of the two machines in structure are the 
same in the two cases, the “VB” priority scheme in fact 
implies that a virtual coupling comes into function 
between the two seemingly independent machines, and 
this produces a third traffic intensity of size in this 
particular case of 1.2 which is greater than 1! The system 
“VB” is simply long run unstable!! 
 
So again things do make sense. Limiting the buffers in a 
poorly overall scheduled system can very well be expected 
to improve the performance, as we can see at least with 
respect to the AUST measure and with the head of line 



  

priority of queue 2 over 4 on machine 2. And vice versa 
with respect to a seemingly well functioning scheduling 
principle like LBFS, which by the way can be proven in 
general to be globally long-run stable if not the most 
optimal in all situations. 
 
The measure UPTU does not show much of a variation in 
table 2. The explanation is that despite the fact that severe 
congestion takes place as the 100K units pass the re-
entrant system, the 100K units are far from delivering 
steady-state results, where UPTU should be expected to be 
limited by the virtual bottleneck and converge towards 
1/1.2 = 0.83! Because this is not the case the results for 
AUST are also not truly steady-state results, however, the 
structural tendency seems clear. 
 
A slightly different experimental set-up where the arriving 
units do not arrive individually according to a poisson-
process, but arrive simultaneously in a bunch at time zero, 
turns out to make the UPTU measure much more active. It 
should be expected to lie between a worst performance of 
1/1.2 = 0.83 and a best performance of 1/0.8 = 1.25. 
 

Table 3: Units Processed per Time Unit (UPTU) - 
for a 2-station/5-class re-entrant queuing system with 

limited buffer capacity (BC) and permission to overflow 
temporarily and the whole batch arrives at time zero. The 

number of replications is 20, traffic intensity is 0.8 on each 
of the 2 machines with machine 1 processing times with 

respect to class(1,3,5) = (ex(0.1),ex(0.1),ex(0.6)) and with 
machine 2 processing times with respect to class(2,4) = 

(ex(0.6),ex(0.2)). The class priority on machine 1 is fixed 
to (5,3,1) in all cases. 

  
Batch=5K units Batch=15K units 

 
Class Priority M2 Class Priority M2 

BC 
(2,4) 
“VB” 

(4,2) 
“LBFS” 

(2,4) 
“VB” 

(4,2) 
“LBFS” 

1 
1.09 

(±0.01) 
1.09 

(±0.01) 
1.09 

(±0.01) 
1.09 

(±0.01) 

50 
1.09 

(±0.01) 
1.09 

(±0.01) 
1.09 

(±0.01) 
1.09 

(±0.00) 

Inf. 
0.83 

(±0.01) 
1.24 

(±0.01) 
0.83 

(±0.01) 
1.25 

(±0.00) 
 
So the “VB” case produces its worst at BC = “Infinity” 
and, as should be expected, “LBFS” produces its best at 
BC = “Infinity”. The RAN scheduling principle is ruling 
whenever BC is close to 0 and produces an UPTU of 1.09. 
 
Getting back to the observation that many shop managers 
do not seem to pay much attention to the actual scheduling 
policy employed as if it did not matter that much, one 
simple explanation could easily be that they have tried 
different scheduling principles and found that sometimes 
UPTU is greater than one and sometime it is lower, but 
always in the vicinity of one! For lumped batch-arrivals 
combined with BC<50 and embedded re-entrant systems 

in the overall job/flow shop structure (which is not that 
unusual), the overflow scheduling principle will dominate. 
 
Finally, I turn to the well-known CONWIP system set-up. 
Not to study the steady state case, but, in many situations, 
the equally realistic one of lumped batch-arrivals of a 
moderate size. The system is an 11-stations flow line with 
the first station as a gate to the CONWIP part of the shop. 
The individual queue priority discipline is SPT.   
 

Table 4: Average Unit System Time (AUST) - 
for an 11-station-TOTAL/10-station-CONWIP system 

with limited buffer capacity (BC) equal for all stations and 
permission to overflow temporarily and the whole batch = 
5K arrives at time zero. The number of replications is 20 
and the traffic intensity on each of the 11 machines is 0.9 

 
Max. units in shop (CONWIP) 

BC 
1 10 50 Inf. 

1 
9.90 

(±0.02) 
16.78 

(±0.05) 
43.38 

(±0.015) 
1348.67 
(±11.30) 

10 
9.90 

(±0.02) 
15.66 

(±0.05) 
37.61 

(±0.17) 
1258.11 
(±15.09) 

50 
9.90 

(±0.02) 
15.66 

(±0.05) 
37.18 

(±0.17) 
1206.68 
(±16.78) 

Inf. 
9.90 

(±0.02) 
15.66 

(±0.05) 
37.18 

(±0.17) 
1074.08 
(±12.64) 

 
 

Table 5: Units Processed per Time Unit (UPTU) - 
for an 11-station-TOTAL/10-station-CONWIP system 

with limited buffer capacity (BC) equal for all stations and 
permission to overflow temporarily and the whole batch = 
5K arrives at time zero. The number of replications is 20 
and the traffic intensity on each of the 11 machines is 0.9 

 
Max. units in shop (CONWIP) 

BC 
1 10 50 Inf. 

1 
0.10 

(±0.00) 
0.53 

(±0.00) 
0.74 

(±0.00) 
1.04 

(±0.01) 

10 
0.10 

(±0.00) 
0.56 

(±0.00) 
0.80 

(±0.01) 
1.06 

(±0.00) 

50 
0.10 

(±0.00) 
0.56 

(±0.00) 
0.80 

(±0.00) 
1.07 

(±0.00) 

Inf. 
0.10 

(±0.00) 
0.56 

(±0.00) 
0.80 

(±0.00) 
1.08 

(±0.01) 
 
The findings can be interpreted as follows. Looking 
carefully at table 4 and 5 where SPT is dominating below 
the diagonal we see that for any given CONWIP value, an 
increasing BC, which in this case means increasing 
dominance of SPT, both the AUTS measure as well as the 
UPTU measure improve. I admit that one might need some 
theoretical background knowledge to see this clearly from 
the results especially in table 5. But then again the results 
in table 4 and 5 seem to indicate that for lumped batches of 
size 5000 units the actual buffer size at the individual 
stations given CONWIP<50 is not of much importance! 



  

CONCLUDING REMARKS 
 
Contrary to what common intuition tells us, that 
unorganised buffer overflow should be a problem, this 
analysis seems to put it somewhat differently and allow me 
to formulate the message somewhat provocatively 
 

• buffer overflow is not always a problem, on the 
contrary it can occasionally be the cure! 

 
• when buffer overflow has a negative impact on 

performance, my findings seems to indicate that it 
most likely has a practical significance for 
relative tight buffer area set-ups (BC<10). 

  
• increasing structural complexity or poor choice of 

part of the overall scheduling policy, seems to 
overrule the importance and question of an exact 
determination of the size of buffer limitation, if 
present at all 

 
The set of experiments, that have lead to the results in this 
paper and especially to the last of my three concluding 
remarks above, has also been conducted with the SPT 
queue discipline replaced by the FIFO discipline as the 
local queue discipline. As size of buffer limitation looses 
importance, so does the actual choice of local queue 
discipline as well.  
 
The possible fading importance of SPT or more generally 
any local queue discipline set-up, whenever overall 
structure gets increasingly more complex, stands in 
somewhat contrast to the general accepted understanding 
of the SPT loading rule as being one of the best if not the 
best all-round choice. The SPT rule has to a great extent 
gained its reputation of superiority by generalising from 
the simpler situations where its virtue can be proven 
exactly to the more complex ones where some simulation 
results support that view according to Anderson (Anderson 
1994) and Yao (Yao 1994). 
 
However, emphasis on the element of job re-entrance and 
its possible consequence on the choice of loading rule have 
not really been present until the early nineties, when a 
series of interesting results on pure re-entrant flow shop 
structures emerges. It now seems that alternative loading 
rules as for instance the LBFS (Last Buffer First Served) 
due to its strong and general long run stability property 
attracts quite some interest. The LBFS scheduling policy 
can also be seen as the natural choice if one subscribes to 
lean thinking (Womack and Jones 1996). 
 
Some may finally argue that pure re-entrant systems are 
not very common in practice, but from my discussions 
with colleagues that on a daily basis visit many different 
job/flow shop production facilities I have learned that 
though pure re-entrant systems may not be seen very often, 
embedded re-entrant systems are quite common. So even if 
my results in this paper are based, amongst others, on a 

simple and pure re-entrant system structure, I think they 
support a view that complexity have many dimensions 
attached and is not limited to simple scaling of a simple 
M/M/1 system as for instance in unidirectional serial 
and/or parallel set-ups without constraints of any kind 
either on buffers or on structure. 
 
BIBLIOGRAPHY 
 
Anderson, E.J.  1994. The  Management  of  Manufacturing: Mo- 

dels and Analysis. Addinson-Wesley.  
 
Dai, J. G.   1995.  “Stability of open multiclass queuing networks 

via fluid models”. In Proceedings of the IMA workshop on 
stochastic networks. Frank Kelly and Ruth Williams 
(editors), Springer-Verlag, New York, p.71-90 

 
Nielsen, E.H.  and   D. Simons.  2000.  “Lean thinking in systems 

with non-negligible process variability”. In Proceedings of 
the Logistics Research Network 5th Annual Conference, The 
Cardiff Business School, Lean Enterprise Research Centre, 
p.438-446  

 
Kumar, S.  and  P.R. Kumar.  1995.  “The last buffer first served 

priority policy is stable for stochastic re-entrant lines”, 
Research Report. 
 

Womack, J.  and  D.T. Jones.  1996.  Lean  thinking.  Simon  and 
Schuster. 

 
Yao, D. D.  1994.  “Stochastic  Modeling and Analysis of Manu- 

facturing Systems”. Springer-Verlag, p.325-360 
 
 
 
 
 
 
AUTHOR BIOGRAPHY 
 
ERLAND HEJN NIELSEN, associate professor, was 
born in Padborg, Denmark, and studied mathematics and 
economics at the University of Aarhus, Denmark, from 
where he obtained his MSc(Econ/Math) degree in 1980. 
After a period of three years as EU financed contract 
researcher at the Danish National Energy Laboratories 
RISØ) he started his present employment at the Aarhus 
School of Business, Department of Management Science 
and Logistics. 



SCHEDULING JOBS ON PARALLEL BATCH PROCESSING
MACHINES USING DISPATCHING RULES

AND MACHINE LEARNING
TECHNIQUES

Lars Mönch Peter Otto
Technische Universität Ilmenau Technische Universität Ilmenau
Institut für Wirtschaftsinformatik Institut für Automatisierungs- und Systemtechnik

PF 100565 PF 100565
98684 Ilmenau, Germany 98684 Ilmenau, Germany

E-mail: Lars.Moench@tu-ilmenau.de E-mail: Peter.Otto@tu-ilmenau.de

KEYWORDS
ATC Dispatching Rule, Scheduling, Neural Networks,
Inductive Decision Trees, Semiconductor Manufacturing

ABSTRACT

In this paper we consider the solution of batch scheduling
problems with incompatible job families on parallel ma-
chines. A simple solution to the problem of minimizing the
performance measure total weighted tardiness could be
based on the apparent tardiness cost dispatching rule and
its extension to batching problems in combination with a
deterministic forward simulation. The setting of a look
ahead parameter is crucial for the use of this dispatching
rule. Therefore, we suggest two different machine learning
techniques, i.e., neural networks and inductive decision
trees in order to overcome this problem. The performances
of the two different approaches are compared and the
results of simulation experiments are presented.

INTRODUCTION

Recently, the electronics industry has become the largest
industry in the world. The most important area in this
industry is the manufacturing of integrated circuits (IC). In
the past, sources of reducing costs were decreasing the
size of the chips, increasing the wafer sizes and improving
the yield, simultaneously with efforts to improve op-
erational processes inside the semiconductor wafer fabri-
cation facilities (wafer fab). Currently, it seems that the im-
provement of operational processes creates the best
opportunity to realize the necessary cost reductions.
Therefore, the development of efficient planning and
control strategies is highly desirable in the semiconductor
manufacturing domain. In order to create, implement and
test the required strategies, it is necessary to take the new
opportunities of information technology, especially soft
computing techniques, into account.

In this paper we present a method to support the solu-
tion of batch scheduling problems with incompatible job
families on parallel machines (a batch is a set of jobs that

are processed simultaneously on the same machine). We
assume, that jobs of different families cannot be processed
together. Problems of this type arise, for example, in the
diffusion process in semiconductor manufacturing and
have great practical relevance (see Atherton and Atherton
1995 for details of the wafer fabrication process).

A simple solution approach could be based on the use
of the ATC (apparent tardiness cost) dispatching rule and
its extension to batch processing problems in combination
with a deterministic forward simulation. Even in its simplest
form the ATC rule requires the choice of a look ahead
parameter k . The proper choice of this look ahead
parameter is crucial for the quality of the schedule derived
using the dispatching heuristic. Simple heuristics for the
parameter setting (cf. Lee and Pinedo 1997 and Park et al.
2000) fail in certain situations or result in sub optimal
solutions.

We suggest two different machine learning techniques,
namely neural networks and inductive decision trees to
derive proper values for the look ahead parameter k . We
extend the work of Park et al. (2000) to the more general
batch scheduling problem.

However the application of decision trees is new in this
situation. We compare the performance of the two different
approaches and present results of computational
experiments.

The paper is organized as follows. The next section de-
scribes the problem under consideration. Then we suggest
two different machine learning approaches for choosing the
look ahead parameter for the BATC dispatching rule. We
finish the paper by presenting results of simulation
experiments with the neural network and the decision tree
approach.

STATEMENT OF THE PROBLEM

We will use the following notations throughout the rest of
the paper.
1. There exist f  different families of products to be proc-

essed.
2. There are m  homogenous machines in parallel.



3. There are n  jobs waiting to be scheduled in front of the
machines.

4. Job i  of family j  is denoted by ij .

5. The due date of job ij  is represented by ijd .

6. The notation ijc  is used for the completion time of job

ij .

7. The weight of job ij  is denoted by ijw .

8. The size of a single batch, i.e., the capacity of one of the
homogenous machines, is B .

9. The processing time for jobs of family j  is denoted by

jp .

10. The weighted tardiness of job ij  is calculated by

( ) ( )+−=−= ijijijijijijijij dcw,dcmaxw:Tw 0 .

Scheduling problems are usually represented in the form
γβα ||  (cf. Pinedo 2002). Here, the α  field describes the

machine environment, the β  field is used as a notation for

process specifics and the γ  field indicates the used
performance measure. Using this notation the problem
under consideration can be represented in the form

∑ jjm Tw|leincompatib,batch|P .

The problem is NP-hard, hence heuristics have to be
used to obtain an efficient solution.

The ATC heuristic is a composite dispatching rule that
tends to schedule jobs with higher priority indices first,
given by the combination of two other rules: MS, Minimum
slack (time until due date) and WSPT, Weighted Shortest
Processing Time (cf. Pinedo 2002). The ATC index for job
ij  at time t is given by:

( )












 −−−
=

+

pk

tpd
exp

p

w
:)t(I jij

j

ij
ij ,          (1)

where p  denotes the average processing time of all re-

maining jobs and k  is the look ahead parameter. The
common ATC heuristic can be extended to the BATC
(Batched Apparent Tardiness Cost) heuristic (cf. Devpura
et al. 2000 and Perez et al. 2002) in the following way:

( )∑
∈

=
ljBi

ijlj tI:BATC ,           (2)

where ljBATC  is the BATC index for batch l  of family j .

By ljB we denote the batch l  of family j . The batch with

the highest BATC index (among the remaining jobs) is
formed in each step of the deterministic forward simu lation.
The parameter k  is a free parameter in (1). It ranges
between 0.5 and 5.0.

The proper choice of k  is important in order to ensure
schedules of high quality with respect to the performance
measure ∑= jjTw:G . We indicate the dependency of

G  on the parameter k  by using the notation ( ).kG

CHOICE OF THE LOOK AHEAD PARAMETER

In (Lee and Pinedo 1997) the authors derived several for-
mulas in order to determine the look ahead parameter k . A
parametric adjustment method for the ATC rule is described
by Chao and Pinedo (1992). A neural network approach is
presented for scheduling jobs with sequence dependent
setup-times by Park et al. (2000). We extend this approach
to the BATC rule.

The k value depends on the following
quantities: ,T,R µ . These quantities are defined as

follows. The factor R  represents the range of the due
dates. For its calculation we use the following expression

( )∑ −
−

= 2

1
121 dd

nd
:R ij .          (3)

The second factor T  is used to measure the tightness of
the schedule and can be expressed as

p
d:T
µ

−= 1 ,          (4)

where we set ∑= ijd
n

:d
1

. Note that pµ  is a (rough)

estimator for the makespan. The third factor µ  is called

batch-machine factor and is given by

mB
n

:=µ .          (5)

It describes the average number of batches per machine.
Note, that the factors ,T,R µ  in our study are modifi-

cations of the factors suggested by Perez et al. (2002).

Neural Network Approach
We use a multi layer perceptron neural network with a
sigmoid function for activation purposes. The hidden layer
consists of seven nodes. The values of the network
weights are learnt through repeated examination of training
cases. We use the following input nodes: ,T,R µ . The k

values are given by the output layer of the neural network.
The used neural network is given in Figure 1

We use the NeuralWorks Professional II/Plus tool from
NeuralWare for carrying out the neural network experi-
ments.

µR T

k

Hidden Layer

Output Node

Input Nodes

Figure 1: Configuration of the Used Neural Network



Inductive Decision Tree Approach
The second approach for choosing proper value for k  is
an inductive decision tree (cf. Otto 1995 and Quinlan 1993
for more detailed information on decision trees). The basic
idea of the algorithm consists in the generation of an initial
decision tree from a set of training cases. For that purpose
we divide the range of k , i.e., the interval [ ]0550 .,. , in
equidistant classes.

The decision tree is a data structure containing leaves,
indicating a class, and decision nodes specifying tests that
have to be carried out on the attributes (i.e., the input
factors) of the test case in order to branch in other sub
trees. The structure of a learned decision tree is a collection
of disjoint hyper cubes that are created by partitioning the
domains of attributes into intervals. We used the ID3
algorithm (cf. Quinlan 1993) in order to derive the tests. A
rule is basically a traversing of the decision tree. We ob-
tained 948 different rules. We used our own developed
software for constructing the trees.

The decision tree algorithm is sensitive to the number of
classes of k . Considering too many classes has the draw-
back that too much noise is incorporated into the decision
tree. Therefore, we get poorer results because of the des-
cribed data over fitting.

Complexity Aspects of the Two Approaches
The training phase of the neural network takes several mi-
nutes. However, the usage of the learned neural network
requires only seconds. A successful training phase of the
inductive decision tree is within seconds possible. The
application of the (non optimized) decision tree requires the
same computational effort as in the case of the neural
network. However, it takes some time and experience to
perform the optimization of the Fuzzy membership
functions that correspond to the attribute intervals of the
decision tree.

EXPERIMENTAL DESIGN AND RESULTS

We started from the test data described by Perez et al.
(2002) and generate test cases according to the following
factor setting:

( )502001750500 .,...,.,.,.R =
( )900400350300 .,...,.,.,.T =

( )60201510 ,...,,,=µ .

We consider all combinations of these factors. We use
three incompatible families. The processing time of the
families are uniformly distributed. Batch sizes of one, two
four and eighth are considered in our studies. The due
dates of job ij  are derived from a uniform distribution over

the interval ( ) ( )[ ]2121 /Rd,/Rd +− . The weights of the

jobs are generated from a uniform distribution over [ ]10, .
For each factor combination we compute the optimal value

for k . We take the average of the results of ten
independent simulation runs in order to get statistically
significant results for k . In Table 1 we find the results for
the neural network (NN) approach. We measure in each
case the mean square error between the k  values given by
the machine learning approach and the optimal value for k .
In Table 2 and Table 3 we present the corresponding
results for the inductive decision tree (IDT) approach. Here,
we also present how the error depends on the number of
fixed classes for the k  parameter. In the case of 20 classes
the corresponding decision tree contains 948 different
rules. In Figure 2 we present results for the IDT approach
using training data. The corresponding results for the test
data case are shown in Figure 3. In Figure 4 we show
results for test data for the developed neural network.

We compare the values of the objective function
G obtained by using the optimal value optk and the value

IDTk  obtained by the IDT approach. We determine the

(normalized) square error between ( )optkG  and ( )IDTkG .

The corresponding results are presented in Table 4. In
order to obtain the results of the first row we used 1B = ,
for the results in the second row we used 8B = . The error
is small in both causes; the error in the second row of Table
4 is slightly larger because of the batch decision.

Table 1: Mean Square Error for Neural Network Approach
Nodes of the
Hidden Layer

Error Training
Data

Error Test
Data

4 0.0680 0.0829
7 0.0535 0.0717

Table 2: Mean Square Error for Inductive Decision Tree
Approach

Number of Con-
sidered Classes

Error Training
Data

Error Test
Data

5 0.0641 0.1020
10 0.0450 0.0940
15 0.0415 0.0941
20 0.0396 0,0797
25 0.0399 0,0914

Table 3: Mean Square Error for Inductive Decision Tree
Approach (Optimized Tree)

Number of Con-
sidered Classes

Error Training
Data

Error Test
Data

5 0.0645 0.1020
10 0.0422 0.0807
15 0.0383 0.0784
20 0.0354 0.0679
25 0.0360 0.0752
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Figure 2: Mean Square Error for an Inductive Decision Tree: Training Data
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Figure 3: Mean Square Error for an Inductive Decision Tree: Test Data
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 Figure 4: Mean Square Error for a Neural Network: Test Data



Table 4: Mean Square Error between ( )optkG  and ( )IDTkG

T R µ Error

0.3271 0.5431 37.5000 0.0013
0.7777 0.6666 11.2500 0.0016

We conclude from our experiments that the optimized
version of the inductive decision tree performs better than
the neural network. Especially, it requires less effort to
derive the tree from training data as in the case of the
neural network. Therefore, we conclude that the usage of
inductive decision trees in the given situation has some
advantage over the usage of neural networks.

CONCLUSIONS AND OUTLOOK TO FUTURE RE-
SEARCH

In this paper we suggested two different machine learning
approaches, i.e., a neural network approach and a decision
tree approach, in order to choose the look ahead in the
ATC dispatching rule applied to batch scheduling pro-
blems. We described the used algorithms in detail. We
presented the results of computational experiments and
compared the performance of the two different algorithms.
A possible direction of future research is to be focus on the
incorporation of ready times into the algorithm. Here,
instead of using the pure ATC rule the X-dispatch ATC
rule (cf. Morton and Ramnath 1995) has to be considered.
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ABSTRACT

In a real-time distributed transactional system, customers
generate transactions, which should be scheduled to be
executed on different servers. To schedule these
transactions the circulating mutisequencer algorithm has
been considered to obtain a global view of the system. In
this paper, a mathematical model is developed to obtain the
average stay time of a transaction within the system. This
model introduces a bulk arrival M/G/1 station with K
classes of customers where bulks are considered according
to FIFO discipline, customers (actions) are scheduled
according to EDF within a group and the algorithm is
processed according to the HOL discipline. To validate this
mathematical model, mathematical and simulation results
are confronted. This study shows that the mathematical
model is realistic in most situations.

1. INTRODUCTION

A real-time distributed transactional system is defined as
being a system composed of customers and servers
interconnected by a communication network (customers/
servers network) (Lelann 1994). The system is distributed,
there is no global memory and the servers can communicate
only by exchanging messages over a network of servers,
which is generally a local area network. The transactions
are generated by the customers and must be executed by the
servers. The system is real-time, that is, the transactions
have a temporal constraint. Their executions must be
finished before their deadlines. A transaction is composed
of actions; an action is considered as a program, which
must be run completely by a single server.
One of the points of interest elaborated by the project team
REFLECS of INRIA France, is the development of
algorithms, which satisfy the properties of serialisability
and punctuality of the transactions. The principle which has
been retained is to apply scheduling algorithms recognised
as being optimal in the centralised case (local), like NP-
EDF  (Non-Pre-emptive- Earliest- Deadline First) (Lelann
1994, Lelann 1990, Georges et al 1995). In order to do this,
a global view of the transactions to be executed by the
different servers will have to be obtained.

To that end, algorithms are being developed: the circulating
multisequencer algorithm, the consensus algorithm and the
multi-token algorithm (Anceaume et al. 1995; Mettali
1998).
These algorithms enable one or many servers to have the
global view of the system, and so to realise the scheduling
of the transactions. They diffuse afterwards the result of
this scheduling to the different servers.
Each server maintains two waiting queues:
-An unscheduled queue, where are stocked the transactions
received from customers, and which will be called customer
queue
-And a scheduled waiting queue, where are stocked the
scheduled actions waiting to be run. This queue will be
called execution queue.
The traffic is predefined. The generation of transactions is
such that, during each period D, the customers generate N
transactions ( T1........ TN ). K types of transactions are
defined. Each transaction (i) has a deadline Ei and is

activated ni times such as ni N
i

K

=
=

∑ .
1

 The traffic is

characterised by the matrix (aij) with





=
.else0

.intransactiothebyconcernedisjserverif1
aij

Each action inherits from the deadline of its transaction.
The contents of execution queues are the result of the
algorithm NP-EDF, which has been realised after having
obtained a global view of the system, thanks to one of the
algorithms mentioned above.

Assumption 1: We suppose that there exists no possibility
of errors at the level of the system. The customers/servers
and servers/servers networks are reliable. The messages are
then always transmitted successfully. Similarly, the
processors cannot be on any account, failing.

Assumption 2: We suppose that the networks used are
diffusion networks with bounded delay and that the
propagation time is uniformly distributed within the
intervals [delaymin, delaymax] for the customers/servers
network and  [Jmin, Jmax] for the servers network.

A mathematical model has been developed to evaluate the
average stay time of a transaction within a system using the
circulating multisequencer algorithm (Azouz and Kamoun
1999a, Azouz and Kamoun 1999b, Azouz and Kamoun
2001; Azouz 2002). In this paper, we present the outlines of



this model and we focus on its validation by comparing its
results to simulation results developed in (Mettali 1998).

2. PRINCIPLE OF THE CIRCULATING
MULTISEQUENCER ALGORITHM

This algorithm supposes that a virtual ring is formed
between the servers. On this ring circulates a token
consisting of a field called announcement table, and in
which the servers empty their customer queues at each
passage of the token. This token also contains a
multisequencer (one sequencer per server).
Two types of servers are defined:
- Non-diffuser servers which, at each passing of the token
empty their customer queues in the announcement table and
make the token pass to the next server.
- Diffuser servers, which, in addition to the previous
operations, are responsible for the scheduling and the
labelling of all actions, which exist in the announcement
table, according to NP-EDF. They diffuse, afterwards, the
result of this scheduling, to the different servers before
passing the token to the next server. The servers receive
then the lists of the actions to be executed (in their
execution queues). The order is reflected by the labelling of
the actions, carried out with the help of the multisequencer,
which circulates in the token. We find a diffuser server at
all d servers. d is  called diffusion step.

3. MATHEMATICAL MODEL

Each time the token goes through a diffuser server, we have
the arrival of a scheduled bulk of actions to the different
execution queues of different servers. Let T the random
variable representing the time, which separates the passing
of the token through two consecutive diffusers. This
duration T is the sum of d random variables.

( )
T X X X

d times

Xd= + + +

−

+1 1 1
1

...
1 2444 3444

where (d-1) X1 corresponds to the processing time of the
token at the non-diffuser servers and Xd corresponds to the
time of its processing at a diffuser server.
The average arrival rate of scheduled actions groups to

different servers corresponds then to: λdif
T

= 1

The arrival at the execution queues is a bulk arrival of
actions scheduled according to EDF. The groups of actions
are served according to FIFO discipline.

Assumption 3: The random variable T is exponentially
distributed with the parameter λdif.

A server j is then modelled by a bulk arrival M/G/1 station
with K classes of customers. Bulks are considered
according to FIFO discipline. Customers (actions) are
scheduled according to EDF within a group. The token is
processed, according to the head of line (HOL) discipline
without pre-emption of the server at the arrival of the token.

This station can be used to model each execution queue.

We will denote by gijk the kth moment of the random
variable rij, which corresponds to the number of actions of
type i, present within a group arriving at sever j.

4. AVERAGE RESPONSE TIME OF THE SYSTEM

The life cycle of a transaction comprises four stages, which
will be noted down by Stagek (k=1...4).
Stage 1 corresponds to the propagation delay of the
transaction actions between the customer and the different
servers. According to assumption 2,

2
maxmin1 delaydelayStage +=            (1)

Stage 2 consists in the wait for the token acquisition by any
concerned server with the generated transaction. On the
basis of the matrix describing the transaction traffic

Stage TRJ

aij X
i

L
i

K ni
N

Ttransition2 1
2

1

1
=

=

= ∑
∑         (2)

Where TRJ is the total rotation time of the token at the level
of the virtual ring, X is the random variable corresponding
to the token service time at a server, L is the number of
servers and Ttransition is the average duration of the token
transition between two servers. N, ni and aij have been
defined while describing the traffic.
Stage 3 corresponds to the time needed to reach a diffuser
server and to diffuse the scheduling result once the
transaction has been announced. By analysing the traffic
matrix
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Where d is the diffusion step (distance between two
diffusers) and Xdiffusion is the random variable
corresponding to the duration, which separates the arrival
time of the token at a diffuser server, from the arrival time
of the scheduled actions groups to the servers.
Stage 4 corresponds to the transaction execution time,
which corresponds to the time needed to execute all its
actions. Execution queues are equivalent to L queuing
systems working in parallel.

Tsijaij
K

1i j
max

N
ni4Stage ∑

=
=         (4)



Tsij being the average response time of the server j
execution queue for the action i, given by
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Where Xij is the execution time of the transaction action i

at the server j, Xgj is the group service time, n
gjX is its nth

moment, ρjtoken is the utilisation factor of the server j by
the token processing, ρij is the utilisation factor of the

server j by the execution of actions of type i and X n is the
nth  moment of the random variable X. Wsij corresponds to
the necessary time for an action Aij of type i to be served,
once its group has been considered by the server j and is
given by
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Where P[preced Aij (type k)] is the probability tat a
transaction of type k precedes the action Aij of type i,
within the same group arriving to server j.
The average stay time of a transaction within the system is
therefor:

4Stage3Stage2Stage1StageTstay +++=       (7)

5. Results Presentation

A simulation has been realized using SAMSON (Toutain
1991) and its results are presented in (Mettali 1998). For the
validation of the mathematical models, we present a
confrontation of mathematical and simulation results
(Azouz 2002). Mathematical and simulation models are
based on common assumptions except assumption 3, which
supposes that the interarrival of groups to execution files is
exponentially distributed. Tow types of server’s networks

are considered: R1 and R2. R1 is characterized by
[Jmin=0.2ms, Jmax=0.5ms] and R2 is characterized by
[Jmin=8ms, Jmax=10ms].

Figures 1 and 2 present a confrontation of mathematical and
simulation results concerning the average stay time of a
transaction within the system versus the utilization factor of
the busiest server (ρjmax). These figures correspond
respectively to networks R1 and R2 and consider a
diffusion step d equal to 1, 2, 4 and 8 and a poisson
generation process for transactions.

Figure 1: Average stay time versus ρjmax
K=4 – R1 : [0.2ms, 0.5ms]

Mathematical model (continued lines) – Simulation (+).

Figure 2 : : Average stay time versus ρjmax
K=4 - R2 : [8ms, 10ms]

 Mathematical model (continued lines) – Simulation (+).
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This comparison shows that for network of type R1,
mathematical and simulation results are practically
astounded, except for d=8, for which we begin to observe a
difference for a load greater than 80%. However, for
network of type R2, theoretical and simulation results
converge until a utilization factor of 70%, after which we
begin to observe a divergence, for d=4 and 8. This
divergence increases, when the charge or the diffusion step
and consequently, the bulk size increases. Mathematical
results are in this case greater than simulation ones. We
note that simulation results are stable and that no saturation
is observed! In fact we note that we begin to observe a
difference between the two models, each time we begin to
observe the saturation with the mathematical  model. To try
to explain this difference, we present a mathematical result
analysis in tables 1, 2, 3 and 4, which respectively
correspond to the situations (R1 and d=2), (R1 and d=8),
(R2 and d=2) and (R2 and d=8).

These tables present the variations of ρjmax (the utilization
factor of the busiest server), W0j (the average residual
service time of a bulk), W1j (the average waiting time of a
bulk), 4Stage  (the average execution queues response
time) and Tstay (the average stay time of a transaction
within the system), versus the number of generated
transactions.

Table 1 : Mathematical results analysis - R1 – d=2

N (trans
/sec)

ρjmax W0j
(ms)

W1j
(ms) 4Stage

(ms)

Tstay
(ms)

100 0.39 0.12 0.26 3.05 556.28
200 0.67 0.63 1.99 4.72 558.54
300 0.96 1.78 39.12 42.62 597.34

Table 2 : Mathematical results analysis - R1 – d=8

N (trans
/sec)

ρjmax W0j
(ms)

W1j
(ms) 4Stage

(ms)

Tstay
(ms)

100 0.43 0.33 0.67 3.64 558.76
200 0.69 1.98 6.39 11.62 568.98
300 0.97 5.92 165.56 174.18 733.78

Table 3 : Mathematical results analysis - R2 – d=2

N (trans
/sec)

ρjmax W0j
(ms)

W1j
(ms) 4stage

 (ms)

Tstay
(ms)

100 0.31 0.89 1.31 5.81 575.98
200 0.61 3.74 9.66 17.25 588.52
300 0.91 8.78 99.25 110.61 682.57

Table 4 : Mathematical results analysis - R2 – d=8

N (trans
/sec)

ρjmax W0j
(ms)

W1j
(ms) 4Stage

 (ms)

Tstay
(ms)

100 0.31 3.44 5.03 18.15 616.47
200 0.61 14.43 37.25 63.09 663.67
300 0.91 33.94 384.86 424.5 1027.32

This analysis shows that the difference between the tow
models is essentially due to W1j (the average waiting time
of a bulk), which depends essentially of W0j (the average
residual service time of a bulk). However W0j and W1j are
the direct results of M/G/1 station study and particularly of
assumption 3 which supposes that bulks interarrival is
exponentially distributed. This implies that the difference
observed between mathematical and simulation results,
when bulk size increases and mathematical model begins to
saturate, is due to this simplifying assumption.

We can then conclude that the mathematical model
developed here is very near from the reality, while the bulk
size isn’t sufficiently important to begin to observe
saturation with the mathematical model. This corresponds
to these situations:
• Servers networks with low transmission delays,
• Servers networks with important transmission delays,

- with a small value for diffusion step and a
load not exceeding 80%,

- with a high value for diffusion step and a load
not exceeding 70%.

Mathematical model is then valid for all these situations
and the assumption 3 which supposes that bulks interarrival
is exponentially distributed becomes penalizing only when
the mathematical model begins to display a saturation.
Mathematical model can be judged satisfying, since
1. Actual technologies make local area networks offering

low transmission delays.
2. Mathematical model and simulation have shown that

the use of low diffusion step gives better and
convergent results.

3. Out of these situations leading to valid model,
mathematical model gives greater results than those
obtained by simulation. In fact, this isn’t very
constringing, since this model will be used to obtain
the maximum stay time of a transaction within the
system, to determine the feasibility conditions (Azouz
and Kamoun 1999b, Azouz and Kamoun 2002).

6. Conclusion

In this paper, We have presented a mathematical model
developed for a transactional distributed system using the
circulating multisequencer algorithm. This model gives the
average stay time of a transaction within the system. A bulk
arrival M/G/1 station with K classes of customers where
bulks are considered according to FIFO discipline, actions
are scheduled according to EDF within a group and the
processing of the token is executed according to the head of



line (HOL) discipline, has been introduced to model servers
execution queues.
To validate the mathematical model, mathematical and
simulation results are confronted. This study shows that the
mathematical model developed here is satisfying in  most
situations.
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Ö �����Y���+�D�'���%�Y���E«��%�E�%�E��Ç�b g É ���'�������2�8¥@���%�%���2���D�E�%�E���%�Û��D��£��D���'�8�+�D��� � �%�����-���8�D�%�������������%�����+�D�%�����������E��¨ :g ¶4·>½8·;: ¸-¹¨�Ç�b g � �-¹	·;:t© b g ¹	·CÉ �D��� �������E�2��¦¨ :g ¶4·>½8· : ¸'¹Tª � :²$� ²�« ¶ ç ¸Ô·;:+Æ 8 ¶4·+¸E{ Ç ·CÉ�½å �����%�E� � ����� ½ ¶4â�¸
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�C�E�2¨#�+�����%�P���8�D�%�����������2�%�����+�D�%�������@¦ ���D������¤ §%�8ª+�%�E§���¦¨ ¶4·>½8· : ¸-¹�� � �� � ²�� �E¤�� » Ik� » µ>¶4·;:R¸ I µ>¶4·+¸4Ã � Ã � ¢ ·;:CÆ 8 ¶4·+¸E½Ä I ��� ³��k� ²�� ¨ ¶4·>½���¸ � ¢ ·;:+¹	·>½å �����%�E� � ����� ½ ¶4ß�¸
� �%�E��� � ¶4·+¸-¹ �}6³��k� ²����@��²�� �E¤��~��Ik� » µ>¶�u�¸ I µ>¶4·+¸4Ã � ��À
¶ ãP�����8¢@�D�E� Î�å�å�Î�¸ ���%� � �>���+�D�>���%�-���8�D�%����������� �%�����+�D�%�������@¦����6¥������¤¤¨z�����������E§%�%�E���%�����D�%§)�D�+�E������§%�����D�%§��+�D�J���8�D�������+�D��¦§%�����������%�%�������	� ½ � �%�E���
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I Ø�¸ � ¡4: ¶ � ¸ ¶4Ü�¸
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à �����%��� Ä §%�E�%���E�������%���D�E���+�D�Y����¡8�E�E�������J¢4�%�%�E�������>� © ������E���6�D�P���+�D�����%� ¢4�%�%�E������������«��%����� Þ �D���D�����%�%§����%�����%�������D��������%������� � �%���8�2���D£��E�'���-�+�D��§J���������6�D�������%�P���%�������D����������¥�������>�
� ���+�E�@¢4������ãP�������������%� Î ��¦����E�%�����6�D�����%��ãP�������������%� ÄÄ6å�å ���E�%�����6�D�������%���6�D�8� � ����� Î�å�å �����E�8�D�������%�����+�D���D��������¥�E���6�D���E§���¦ Ä6å �����E�8�D�������%� ¢4�����6�D�8� Ä6å ���E�%�����6�D�������%�6��¨��%�
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à �����%��� Ä ±C¨��%�Y�P��¡8�E�E������� à �%�%�E������� µ>¶ � ¸-¹ ¶ �oI Ø�¸ � ¡ : ¶ � ¸
���E�%�������D¢��6�D�8�������J�%�R�D�����������%� ���D�����E� �%�����%�����%�J¢4�����J�%�R�� ¹ Ä6å�å%½8å�å�å ¡ Î�â�å ç2���E�������E���E���2�%���E�������>� � �%�E���Jç2���P���%������E�8�D���������%�J�+�E�6� � ���%�������%�����%§%� �C�E���E�%�E���E���%� 1 ¹#å%À å%Ä�D�%§#� �E����ª+§%�E�%�E� ���E���E���D¢ ×�å/5�À ¨��%���%�E�������+�����%����§�¢4����6�D�8��¢4�6�D�����%�����������%������� · �����%���E§��D�8 ¶4·+¸'¹ Ç ·'© · I å%À�Ä2.�·�.�· ¡ å%À�ÄDÉ�� Å
¨��%�P�E��§%�P��� � ���������E�2�%�����%� à �������8�D� ×�å �D�%§J�E¤��E�E�%���E§����� Ý �E�������%� ©�©�© � Ü�å�å Û�áP����¨-�D�%��� Ä ���%� � �����%�J�E���������D���E§�E�����������D���+�E� � �E�E�����%� �E���������D���E§����%�������D�+���D���%� �D�%§����%��D�E���+�D�C���%�������D�����D���%���'æY�����%�2��� �D¢>¨-�D�%��� Ä �������E�-���%�����%����D���R�D�%�E�2�D¢P���%�2�E�����������D� �D���E�����%� Ä6å�å ���E�%�����6�D�������%�6� © ���� �E���6�D�����+�D� ���%���E�����������D�����D���R�D�%�E�J����§%�E�E���6�D���E§)�D� ���%����%�J�+�E���D¢Y���E�%�����6�D�������%����� ���%�E���6�D���E§>�J¨-�D�%��� Î ���%� � � ���%��E���������D���E§)���%�������D�-�������%���������D�%§)�����J�E���������D���E§ ¢4�%�%�E����������D���%���-æY�����%�2� Ø ���%� � �����%� �E���������D���E§2���%�������D�+���D���%���¨��%�E�����D���2���%��¦ Ä �2¢4�6�D�����%���J�������%�������%� ���%���������E§�§%�%�����%����%� Ä6å�å ���E�%�����6�D�������%� < ���%�E�����D��� Ø+À Î � ½�Ø+À ÎDØ+½�Ø+À Î�â%½EÀ6ÀEÀ@½�Ø+À � ß%À¨-�D�%���������%�E���%§%�E�����%�2�E���������D���E§�¢4�%�%�E�����������D���%�E��¢4�������%����%���������E§)�������%�������%�J�D�%§����%�E���J���D���R�D�%�E���-���%���R�D�����E�����%�2����%§%���6�D��� �%� � ���D��¦J�8�D�2�%���E�6�%�6�D�8�����%���������E§��������%���������+�D��+�E�E�2�8�D�2�%���E§ §%�%�����%� ���%� Ä6å�å ���E�%�����6�D�������%�6�>¨��%�E�����D�������%����%��¦����8�D���E� ���+�D� �D�����6�D�������E§����%�P¢4���P���%�����E�E���%§ ���8�D�����D¢���%� Õ ���%������� �P�%�����E�E§%�%��� ¶ ���E� Ö �E������� Î�å�å%Ä6¸ ��¨��%���%�����E�E����D¢ ¶RÖ �E������� Î�å�å%Ä6¸ �����%���E§����J���E���E�E�P���%� ���8�D��� ���+�D���+�D�����%��2���%���J�%��¢4�%�%�E�������J���D���%���>¨��%��¢4�6�D�����%���P�������%������� �·2¹)Ø+À � å�+�D�P�+�E�E�����E���E�E���E§��%�����%�2���%�����%�����E�E§%�%���2�D�P���%��ª+�+�D�>�E����� ¥���D�����D¢P���%�J���%�������D�>�������%������� � �%���8� ��� ���%�2�8�D�2�J�D� ���%��D�E���+�D�+���%�������D���������%�������J�D�%§J���%���E���������D���E§J���%�������D�����D���%���� å%À Ü�â�× � �������������D���%���D���R�D�%�E� Ä�À å�� Ä6å 1 � �

¨-�D�%��� Ä ±>¨��%���'�������P~ �D���D�%§ © ��� � �D���R�D�%�E�
Õ �E�>� �'������� ¨��%� ~ �D�
� ~ �D� � �D���R�D�%�E�Ä6å å � å�å�ßDØ�ß � â�ß å � å�å�Î�â�Î�â�Ü�âÎ�å å � å�å�â�â�Î�ÜDØ%� å � å�å%Ä6â/��Î�â�å� å å � å�å�â�âDØ�å�Î%Ä å � å�å%Ä6ÎDØ%��å �Ø�å å � å�å�â�ß�å�×�å�× å � å�å%Ä �%ÄEØ�Ø%�â�å å � å�å�â�â�å�Ü�å � å � å�å%Ä6âDØ � å%Äß�å å � å�å�â � Ä6×/�/� å � å�å%ÄEØ � ��×%Ä��å å � å�å�â�åDØ�Ø%�DØ å � å�å%Ä � â�×/��âÜ�å å � å�å�â�å�×�å%Ä6Ü å � å�å%Ä6Î�Ü�Î/�/�×�å å � å�åDØ�×�Ü�×�Î � å � å�å%Ä6Î�Î � Ø�åÄ6å�å å � å�åDØ�×/��Ü�ÜDØ å � å�å%Ä�Ä6Ü � Î�ß

¨-�D�%��� Î ±>¨��%���'���������D���E§��P�%�������D�+�������%���������D�%§��P�%�������D�� �D���%� Õ �E�>� �'���������D���E§������@� �'���������D���E§
� �����@� � �D���%� �P�%�6� � �D���%�Ä6å Ø � �$� å � Ü�ß%Ä6å/��ÜDØ�Ü å � Ü�âDØ�ß%ÄEØ�× �Î�å Ø � �$� å � Ü�ß�å�â�Î�ß�ß�Ü å � Ü�âDØ�×�×�Ü�Î%Ä� å Ø � �$� å � Ü�ß�å/��ß � × � å � Ü�â�â�Î�Î � ��ÎØ�å Ø � Î/� å � Ü�ß�å�ß�×�×�åDØ å � Ü�â�â�å�Ü�×�×�ââ�å Ø � Î/� å � Ü�ß�å�â�Ü�Ü�ß/� å � Ü�â�â�å�Ü�å�ßDØß�å Ø � Î/� å � Ü�ß�å�ß�å � Î�ß å � Ü�â�â�Î�Ü � Ø�Ü��å Ø � Î/� å � Ü�ß�å�â�ß � � � å � Ü�â�â�â%Ä6×�å�åÜ�å Ø � Î/� å � Ü�ß�å�ß � Ü � � å � Ü�â�â�âDØ�Ü%Ä6××�å Ø � Î/� å � Ü�ß�å�ß � ß�å�Ü å � Ü�â�â�ßDØ�ß�Ü�âÄ6å�å Ø � Î/� å � Ü�ß�å�ß � ×/��å å � Ü�â�â�ß�ß�å�Ü�ß
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ABSTRACT

Special process approach is implemented for evaluation,
management and change of environmental integrated
universal processes. Here mathematical Set Theory is
preferred as very friendly and well-arranged graphic
apparatus for computerised aid of processes simulation.
New Theory of Processes - ToP (Urbánek 2001) is
scientific base of complexly first time introduced Czech
language book”: “Theory of Processes - Management of
environments”. Here, at interdisciplinary state-of-art, are
offered pure original, world-new methods and approaches,
which outline environmental/ technology/ production/
anthroposophy problem solutions. Main special entities of
the ToP are following keywords (alphabetically):
Attribute, Blazon, Cell, Cycle, Environment, Fragment
Function, Management, Modality, Operation, Process,
Productivity, Relation, System, Technology. Here the
process functions create a chain of five modalities –
principal, fundamental, subsidiary, possible and
supplementary. The cycle is defined reliably, if terminal –
environmental connected  (i.e. principal & supplementary)
functions come through defined environments. The ToP

methodology is easy and comprehensive engineering &
management tool of very complicated environmental
relation. A process is not absolute entity. It is function
structure of any activity. Natural and/or anthropogenic
process characters are relativity, dynamics and integration
to environments. The procedure is given way of transaction
activity. The procedure, especially formalized (written) one
is the mean for a reaching of process aims only. The
technology is process chain model, which expresses the
characters, tools, agents and function incidences during
process object transformation. At operation discriminative
level the technology is integrated to process cell within
environmental input/output. The environment isn't only
pure surroundings (inversion) of process system, but it is
incidental to the process system, which includes also.

INTRODUCTION TO THE UNIVERSAL THEORY
OF PROCESS RELATIVITY

The ISO 8402 defines the process: "The set of mutually
interconnected sources and activities, which change an
inputs to an outputs." But this definition needs revision
towards environmental integration. It is necessary to build
integrated, complex and interdisciplinary branch, based on
chain functional structure and integrity way of the

processes and their environments. By this paper author’s
opinion (Urbánek and Skála 2001) is, such above branch,
just represented by means a “Theory of  Processes” (ToP),

Table 1. The ToP in the synopsis
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 which is constructed on a basis of up-to-date level process
 system (production) knowledge. The ToP  offers common
"language" - apparatus, arguments, criteria, evaluative

tools, technology and approaches for anthroposophy,
ecology and economy management of industrial process
systems.  This "language" was born from technology
father's and set mathematics mother and it sight of world’s
light recently. It is clear, comprehensible, well arranged,
narrowly logical, applicable and easy transferable to
computer aid. However, it is “freshly birth child” and it
certainly will be predisposed to all child's diseases. Now, it
is a turn at technologic community, to catch it and to begin
its training (exercising, using, applying, elaboration,
deepening, correction, reparation and upgrade). The ToP is
suitable for any process (Rýznar and Urbánek 2002) -
biological, chemical, physical, technological, production,
creation, design, evaluation, management, decision making,
engineering, etc. The implementation of time-space-
information dynamic parameterised entity structure makes
possible to apply process approach in different branches at
universal axioms and with applying of ToP rules, which
are inaugurated in Table 1. Specific process approach
creates a quite new ways for the virtual reception of the
actions, which proceed in natural and/or anthrop
environments. Here process environmental relativity is
introduced by means of fundamental mathematical
definitions of new entities and functions chains of five
modalities. It is susceptible to express very complex, multi-
levels relations, influences and integration of arbitrary
process chains within their environments. Incoming new
era of process approach gives a necessity to express process
evaluation, management, design and reengineering
(Hammer and Champy 1993) by the help of multimedia
possibilities of the computers. It is necessary to say, that the
"golden age" of a philosophy about state (about system)
was finished in nineteenth century. The Physics and the
Technology (leading to the epoch of nuclear bomb, laser
and computer) are about the processes rather than about a
state, about the metamorphoses rather than about an
existence. It seems, that three things will characterise a
science of twentieth century: " relativity, quantum
mechanics and theory of a chaos” (Mandelbrot 1982). How
they are different. But all three are about the processes
(Hammer and Champy 1993). Similarly is possible go to
another philosophies, where revolutionary changes are
happened in past century, for example to the biology,
sociology, economics, etc. The shift is happened from the
system to the process in their investigation. Cognition
sources of anthropogenic processes and their environments
are – the technology (TSF), anthroposophy (ASF),
industrial production (ISF), which can be monitored by a
logistics (flows of material substances); and an informatics
(transmutation & flows of the data to the anthrop-pragmatic
information in the frame ASF). These expressive sources
are derived at computer created topology model at the
Figure 1.  Here the necessity of anthrop sustainable
development regulation (see τ, κ indexed entities) is
expressed in relation to a Nature (NAT) and its biosphere
(BSF) and ecologic sphere (ESF). This model is expression
of “relative field (blazon)”, which is vector composed from
two-dimensional directions (Production and/or Cognition).
For future anthrop sustainable development is desirable
“horizontal extension” (on behalf of the cognition) together
with “vertical compression” of regulated  (τ, κ) spheres
(Urbánek 1999).
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A waste becomes from all products always and/or the
product could arise from all waste, if we try one's utmost.
The waste cannot be taken separately, but it is a native
product (P&W) of processes technologies (Urbánek 1999).
Without-waste technology doesn’t exist; only bad
discriminative level of process evaluation can characterize
the technology like without waste. Discriminative level
relates with process environs definition. If anthroposophy
approach is applied to process system and its environs
(include e.g. market, customer and other subjects), a
complex image - an environment (ENV) is obtained. Than
the TOP can be defined as a science discipline covers
functional dependences, relations and integration of the
processes and of their environments.  A recycling is defined
reliably if environmental integrated (terminal  - principal &
supplementary) functions come through defined ENVs. The
fragments are such the cycles, which don’t create closed
loop, or which don’t pass through defined ENV. The
environment (ENV) isn't only pure surroundings (inversion)
of process system, but it includes process system
integration to various ENVs, see Figure 2 (Urbánek 2002).

CONCLUSIONS AND EXAMPLES

1st   example

The best is to introduce ToP terminology at the example
(Urbánek 2002). The lovemaking of two persons of
opposite sex is ten thousands years repeated process. And
nearly every one understands it. He is Adam. She is Eve.
And the both are fundamental (Fun) entities of lovemaking
process. It is routine to divide a system to the subsystems or
elements, and elements to the objects and subjects, in the
Theory of System. But the processes are indivisible
basically, its structure create function chains of the
entities. It is possible to show however, that all dividing is
highly dependent on discriminative level. Therefore, the
Adam is a subject (from his subjective point of view) and
the Eve is a object.  But it is contrariwise exactly from the
point of view of the Eve. Their joint object is a love at first
(later it may be children, substance, money etc. - the time
relativity of object/subject dividing follows from this fact).
Then it will be better to term the love as the most often
attribute of the lovemaking. The attribute expresses a
process state. Further entity of a drama  (the process)
named lovemaking is an environment. Here the
environment is formulated at Judaic - Christian
anthroposophy theme. But other themes (Islamic,
Buddhism etc.) are possible to imagine here. An act of
Adam and Eve lovemaking follows from their relationship.
Adam with Eve correlate (they have a liaison) at the
lovemaking, but long term-married couple can have pure
bond already only (marriage certificate, children, common
house, common apartment, a thrift etc). Their relation
affects at the fields of different callings, compulsions,
predispositions, appeals, jealousies, violence, manias,
nostalgias and different modalities of the love. They all are
different strong and oriented in dependencies on time, space
and information - so on relation fields. Relation fields are
in ToP named (modelled and symbolized) - the Blazons.
Technologic-physical act (technology) of the lovemaking
(coitus) is an operation, because it courses in real-time (on-
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line) in real space and with real factors (the Agents) - and
their instruments, in some case with aids, prophylactics etc.
One from the agents is process control programme also,
which operates by means of chemical-biological-
physiological attributes (the hormone) and with
psychological modality (the hunger). This programme is a
realization of potential (virtual) plan, which is recorded at
genetic data media (in chromosomes). Minimally one from
process agents starts this programme by means of cross-
section function – to decide. The modality is expressed in
relation to all entities of lovemaking process. For example:
environmental modality - (environment can be puritan,
unfriendly, friendly, promiscuous etc.); the modality of
process technology - (the lovemaking can be passionate,
bashful, violent etc.); the modality of most often attribute of
lovemaking - (the love can be early, unrequited, smashing,
exalting etc.). An icon symbolizes of process function in
the ToP. The functions accomplished during lovemaking
are structured to five modalities in function chain. Principal
function of lovemaking can be only one (not fungible) and
its finding isn't so simple way. Basically, it must be spare
from excessive influence of discriminative level and in
addition it would to give something to the environment.
Principal function of the lovemaking offers - to reproduce
(so how it's in the case of all natural creature). But the
people are considerably diverse in this. It causes the
anthroposophy modality of Adam and Eve relation, which
are simultaneously living in human civilization. It causes
the culture, technology and intellect. It is possible to say,
that expressive majority of human couples make the love
for principal function of this process - to associate (to make
a couple)……..(This example can continue at the
Conference.)

2nd  example

Author’s research activities (following the ToP creation)
contribute to competitiveness and sustainability of the
development of SME industry. Here industry's role is not
only in the collaboration but also in its bringing and
integration of Project proceedings. Typically cross-sectored
Project arise along the industrial value chain, so that
technology uptake and innovation are more effectively
ensured across European industry. The core of Project was
recycling of all waste, which produces the technology of
Abrasive Waterjet (AWJ) Cutting System. Strategic
contributions of the Project significantly include: (a)
modernization of industry and adaptation to change; (b)
substantially improve overall quality and environmental
impacts; (c) minimize resource consumption. The former
solutions were logistic cost ineffective and may cause
environmental risk. The Project realization will offer a
modular under–one-roof Device (AQUArec() – see Figure
3) as a recycling system, which will be able to carry-out
recycling not only abrasive but even a water and other
waste component, include others pollutant and human
health harmful substances (noise, dust, bacteria etc.). In this
way the AWJ together with Device will be promoted as a
clean (without waste) technology.
AWJ process environmental integration, behaviour and
influence is tested and evaluated by means of process
logistic flows, relations, interactions, inputs, duration,
outputs, integration and a consequences at Figure 3

(Urbánek and Koutný 2000). It serves to computer aided
environmental evaluation of AWJ processes. The core is
abrasive recycling, which is made with the help of patented
AQUAscrsystem. Graph at Fig.3 is used for AWJ waste
recycling analysis, evaluation and management. A synthesis
of environmental models of AWJ recycling processes is an
instrument for optimised processing way of the abrasive
here. Complications of environmental relations and their
consequence are expressed by material flow productivity in
real time, space and information relation vector fields – the
Blazons (Urbánek 2002). The information is shown at
graphic simulation model - blazon, very well arranged and
computer-able at mathematical set theory.
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ABSTRACT 
 
The aim of this paper is to describe a numerical  simulation 
method of power electronic circuits where the semi-conductors 
are simulated by perfect switches.  The method consists in 
simplifying the initial schema of the circuit and setting up of 
the mathematical formulation and development of the 
automatic simulation.  A method is exposed based on a 
topological analysis of the circuit allowing the extraction of the 
relations and the calculation of the current in a conducting 
semi-conductor. 
 
NOTATIONS AND ABBREVIATIONS USED. 
 
K  Number of passive branch,  X  Sequence number of the 
blocked semi-conductor,  Z  Variable equalizes to 1 for the 
side of the node of output and to 2 for the side of the node of 
input of the blocked semi-conductor. 
SCE(K) Vector containing the maximum number of branches 
connected to the node of input of the  conducting semi-
conductor number K. 
SCS(K) Vector containing the maximum number of branches 
connected to the node of output of the conducting semi-
conductor number K. 
ISCE(I) Vector of dimension representing the total number of 
branches connected to the node of input of the conducting 
semi-conductor number I. 
ISCS(I)  same definition as ISCE(I) but for the side output. 
BNC(I) Contains the new command of the conducting semi-
conductors to know the current in all the conducting semi-
conductors. (n) Number of node    and  :n:  Number of  branch.  
In all that follows, one needs to direct the branches.  To direct 
a branch we invite (e) the node of input of the branch and (s) 
the node of output of the branch.  We always indicate the 
orientation by an arrow going from the node of input towards 
the node of output. 
  

The choice of the electric model of a semi-conductor is very 
important. There are several ways to represent a 
semiconductor which are all electrically equivalent 
(Antognetti and Massobrio 1988).  Similarly, all 
semiconductors may be represented by equivalent electric 
circuits more or less complex, which can be used in the 
electronic circuit simulation as for example in SPICE 
(Nagel and Pederson 1973).  In the field of power 
electronics it is important to know the global function of the 
elements as switches, either "on" or "off", and the used 
model is that of binary impedance.  Some of the most 
frequently used models are:binary variable resistance; 
depending whether the semi-conductor is “off” (high 
resistance) or “on” (low resistance). This method is mostly 
used in the simulators (Schonek 1977), controlled voltage 
source or current source (Lakatos 1979), inductance in 
series with a parallel RC circuit (Rajagopalan 1978).  In all 
these cases the topology is fixed and the circuit and the size 
of the calculating matrix are fixed.  Another method to 
represent the semi-conductor is to replace it by an open 
circuit when it is "off" and by a short-circuit when it is 
"on", thus, the topology is variable.  Each condition has its 
set of equations, which reduces the size of the calculating 
matrix considerably (Boulos  2001).  While in the variable 
topology method the semi-conductors are simulated by 
perfect switches, the graph and the equation system are 
variable (Boulos 2001). The difficulty is due to the fact that 
in such a method the  semi-conductors are simulated by 
perfect switches, that is two nodes connected by a 
conducting semi-conductor are merged and two nodes 
connected by a turned-off semi-conductor have their branch 
removed, sometimes leaving some nodes pending.  The 
branches ending by pending nodes are also removed.  This 
makes the knowledge of the current in a conducting semi-

.  
(e) IBB(K) (s)

F

.

(K)

:K:

 
Orientation of a branch 
 

INTRODUCTION 
 
During the Seventies and Eighties several publications 
presented methods for the simulation of power-electronics 
circuits but none used a method of total simulation with 
variable topology. In 1985, the study “Synthesis of the 
methods of simulation of the static inverters” (Bordry 
1985), stated that a method of simulation with variable 
topology did not exist and was very delicate to realize.  This 
problem was addressed in my thesis in 1988 “Study and 
realization of a simulation program of static inverters” 
(Boulos 1988), where a simulation method based on 
variable topology was proposed and successfully used. 
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conductor and the knowledge of the voltage across a turned 
off semi-conductor difficult to obtain.  This point is resolved 
by the algorithm named TOPOVAR "TOPOlogy 
VARiable".  I have exposed the algorithm at MESM 2001 
(Boulos 2001), it is possible to modify the complete 
topology of the circuit at each sequence of operation.  In this 
paper I expose my contribution for the method based on a 
topological analysis of the circuit allowing the extraction of 
the relations calculating the current in a conducting semi-
conductor. 
 
 
THE VARIABLE TOPOLOGY METHOD 
 
In the method of variable topology , the semi-conductors are 
simulated by perfect switches.  Shown in fig.1 . When the 
semi-conductor is “on”, we join the two nodes linked 
together by a semi-conductor, when the semi-conductor is 
“off”, we take off the link between the two nodes. At each 
step, the topology of the electric circuit is simplified 
compared to the original graph. The number of  differential 
equations is lower than the one obtained by  the fixed 
topology  simulation. 
 

 

 
Fig. 1 

   
 
THE FIXED TOPOLOGY METHOD  
 
In this type of simulation, the graph is fixed and the 
equation system is unique, yet, some values of the 
coefficients may  change according to the operating point of 
the semi-conductors. They are considered high resistance 
when they are “off”  (R) and low resistance when they are 
“on” ( r )   fig(2). 
 

 
f i g . 2  

 
STATE PROBLEMS FOR THE REMOVAL OF THE 
CONDUCTOR SEMI-CONDUCTORS. 
 
Each conducting semi-conductor is shorted-circuit.  The 
branches which connect the nodes of input and  output are 
then attached to same the node (fig. 3). 

 
Fig.3: Removal of a conducting semi-conductor. 

 
The principal problems are: 
1 determination of the new form of minimal topology, the 
modifications in front to be carried out on new the nodes 
blocked semi-conductors. 
2 determination of the value of the current which crosses a 
conducting semi-conductor in short circuit. To facilitate the 
explanation of the followed step, we prefer to study each 
problem separately. 
 
New  form of topology and modification of the numbers 
of nodes. 
 
The algorithm of the method is as follows (fig.4): 
-1 We traverse the circuit connects by branch. For each 
conducting semi-conductor met, we decrease by a unit the 
total number of branches and nodes. 
-2 We seek among the blocked semi-conductors those 
which have a node of input or output linked to  the nodes of 
this conducting semi-conductor. For each blocked semi-
conductor concerned, we modify the new value of the node 
of input or output which takes the value of the one of  both 
nodes of the conducting semi-conductor. 
-3 We seek the number and the number of all the branches 
connected to the node of input and we store these values in 
a matrices MATENT(X,X1) and SCE(K) to know the 
current which cross a conducting semi-conductor.  We do 
similarly for the nodes of output as we store in matrices 
MATSOR(X,X1)  and SCS(K). 
The parameters are: 
K = number of the conducting semi-conductor. 
X sequence number of the conducting semiconductor. 
 



 

 

X1=varying variable integer of 0 until the maximum number 
of branches connected has this node. 
-4 We link both nodes of input and output, then we modify 
the numbers nodes of all the branches connected to these 
nodes.  We preserve the node of output if this semi-
conductor is not connected to the node a reference.  In the 
opposite case, it is the node of input of this  conducting 
semi-conductor  which is concerned . 

 
Fig.4   Flow chart of required of information concerning the 
semiconductors conducting and them branches connected to 

the nodes. 
 
Automatic determination of the value of the currents which 
cross each removed conducting  semi-conductor. 

 
The current in a semi-conductor is the algebraic sum of the 
currents of the branches which connect the node of input or 
the node of output. For that, we use the numbers of the 
branches stored in matrices MAENT(X,Y) and SCE(X) for 

the side input and matrices  MASORT(X,Y) and SCS(X) 
side output.  This determination is more delicate if the 
branches which connect the node of input and/or output are 
common to another conducting semi-conductor  for one 
does not know, a priori, the current which cross it (fig.5).  
 It is this problem which we solve now. 

Fig. 5:    Semi-conductors of the branches :10:  and :11:  
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blocked and branches :8:  and :9:  conducting. 

W
branch for which the current can be calculated before the 
others.  This choice is carried out by traversing all the 
conducting semi-conductors, by sorting matrices 
MAENT(X,X1) and MASORT(X,X1).  For each 
conducting semi-conductor, we seek if one from its two 
nodes is connected only to passive branches or active 
branches already put in vector BNC(X). 
- If so, this conducting semi-conductor
stores it in BNC(X). Moreover we fill the vector choice 
such as: 
ISCE(X) = 
ISCS(X) = 1 ---> if this side is that of the output. 
- If not, we pass to another conducting semi-condu
One repeats the preceding process until all the conducti
semi-conductors are treated. The command is then such as 
the calculation of the current in each conducting semi-
conductor becomes possible. 
To carry out the algebraic sum
matrix containing the sign of the current of the branches 
connected to the node of input or output of the conducting 
semi-conductor.  This matrix is SIGC(X,X1): 
X is a specific coefficient of the sequence nu
conducting semi-conductors. 
X1 a specific coefficient of 
branch connected to the nodes of input or output of the 
semi-conductor. 
 
E

 
Fig.6:  Reconstitution of a current in a semi-conductor. 

 



 

 

 That is to say the circuit (fig. 6) including two passive 
branches :bl:  and :b2:  for which one knows the value of the 
current.  Then, with: 
X = 1 (sequence number of the semi-conductor). X1= 1 
sequence number of the branch :bl:. and Xl =2 sequence 
number of the branch :b2:. 
SIGC(l,1) = -1 and SIGC(1,2) = +1.  It is to be noticed that 
the knowledge of the information stored in matrices 
MAENT(X,X1), MASORT(X,X1), SIGC(X,X1), ISCE(X), 
SCE(X), SCS(X) and BNC(X) enable us automatically to 
know the value of the currents which at every moment cross 
all the conducting semi-conductors of calculation.  For that, 
we apply one of two following equations: 
 
Is ISC(X)=ISC(X)+SIGC(X,X1)*IBB(MASORT(X,X1))  (1) 
 
for the side of output of the conducting semi-conductor 
(fig.7). 

 
Fig.7:  Reconstitution of the output current. 

 
Is ISC(X)=ISC(X)+SIGC(X,X1)*IBB(MAENT(X,X1))     (2) 
 
for the side of input of the conducting semi-conductor 
(fig.8). 

 

 
 

Fig.8:  Reconstitution of the current of input. 
 
In these equations: 
ISC(X) contains the value of the current which cross the 
conducting semi-conductor number X. 
SIGC(X,X1) contains the sign of the current which cross 
the branches connected to the conducting semi-conductor 
for the side of input or output. 
X is a coefficient which varies value 1 until the maximum 
number of conducting semi-conductors. 
Xl is a coefficient which varies from 1 until the number of 
branches connected to the nodes of input or output. 
MASORT(X,X1) is a matrix which contains the number 
of the branch connected to the node of output of the semi-
conductor number X. MAENT(X,X1) is a matrix which 
contains the number of the branch connected to the node 
entered of the semi-conductor number X. 
IBB(Y) is a matrix which contains the value of the current 
of the  branch number Y calculated with each step of 
calculation. 

 
RENUMEROTATION OF MINIMAL TOPOLOGY. 
 
After having removed all the blocked semi-conductors and 
all the branches connected to a nodes of degree 1 like all 
the conducting semi-conductors, we connected the nodes of 
input and output and modified the numbers of the nodes of 
all the branches connected to this conducting semi-
conductor. It is now a question of renumbering the 
branches and the nodes which form minimal topology.  We 
represent the graph by means of the two matrices line 
ENN(X) and SII(X).  Terms ENN(X), and SII(X) are the 
numbers of the nodes of input and of output of the x-iéme 
branch.  The total capacity of memory necessary for this 
representation is very low (2NN  integers to store where N 
is the number of branches).  Knowing that vectors BB(I), 
ENN(I) and SII(I) contain the numbers of the branches and 
the new classification of the nodes of input and output, MM 
and NN the number of nodes and branches which 
represents minimal topology. 
 
FORMING AND SOLVING THE EQUATIONS 
 
In order for the program to be automatic, it must establish 
the equations by itself. This is achieving in two steps:  
The first step consists of the topological study of the 
circuit, and the second step consists of establishing the 
equations. An electronic circuit is representing by a group 
of branches connected together and the equations are 
establishing using mathematical techniques. This enables 
the analysis of a great number of different circuits, for 

which the formation and solving of the equations would 
otherwise require long and tiring calculations. It is not 
possible to list all mathematical techniques and numerical 
calculations in this article.  For the application, we chose 
the setting in equation by the nodal method for it asks less 
memory. 
 
Nodal analysis method. 
 
Several simulators use this method, which is based on the 
solution of the matrix associated to the equations 
representing the electronic circuit. The matrix  is solved by 
the method of the pivot. SPICE (Antognetti and  
Massobrio 1988). The nodal analysis method is used by 
several simulators because it is simple and powerful. 
In this method, the equation system is in  the form of: 
(I) = (G)*(V) 
(I)  Vector of electrical current. 
(V) Vector of the voltages  of the nodes compared to the 
reference nodes. 
(G)  Matrix of the admittance. 
 
RESULTS 
 
In order to illustrate the mentioned methods, the results 
obtained by simulating a chopper fig.9 are shown. 



 

 

 
fig.9 

The states  of the semiconductors are represented by 0 for 
the semiconductors which are “off” and 1 for the 
semiconductors which are “on”. 

For:               D2  TH1  TH2  THP 
T=0.000E+0    1      0     0       0  => VD=8 , W (4,5)    
T=1.000E-5     1     0      0       1  => VD=9, W (4,5)  
T=1.376E-5    0      0      0       1  => VD=1,  W (6,7)     
T=3.000E-5    0      0      1       1  => VD=3 , W (4,5) 
T=5.927E-5    0      0      0       1  => VD=1 , W (6,7)    
T=1.200E-4    0      1      0       1  => VD=5 , W (7,8)  
T=1.513E-4    0      1      0       0 => VD=4  , W (6,7) 
T=1.733E-4    1      1      0       0 => VD=12 ,W (4,5) 
 
We regard a thyristor and an antiparallel diode as only one 
switch THP. 

Fig. 10 represents the results of the simulation using the 
variable topology. 

 
We present the form of the currents and the tensions for the 
capacitive branch C3 and the diode D1 and the antiparallel  
thyristor TH. 
 
Table I shows the time ratios obtained when using the 
example of the chopper fig.9  The gain is between 2 and  3. 
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T a b l e  I  

Where: 
W (n-1,n): calculating matrix corresponding to the minimal 
topology. 
W(n-1,n): calculating matrix corresponding to the fixed 
topology. 
δn%:  Percentage of the number of elements used for the 
variable topology. 
δt:  Is the simulation time used for W (n-1,n) during a 
simulation period  2.10 s. 4−

µ :     Percentage of the simulation time. 
TT:    Simulation period. 

 
C O N C L U S I O N .  

 
The work presented in this article has as an aim to show 
the difficulties and the solutions suggested for the 
determination of the current crossing the conducting and 
remove dsemi-conductors. The characteristic of this 
method is there presentation of the semi-conductors in the 
form of perfect switches. The advantages which this type 
of modeling brings are a notable simplification of the 
system of equation to be solved, a precision of calculation 
of the current in a conducting semi-conductor and a 
greater speed of simulation compared to the methods with 
fixed topology.  The secondary times constants by the 
modeling of semi-conductor  (r one / R of) by fixed 
topology are avoided.  
Work was carried out in two stages:  determination of 
minimal topology according to the state of the semi-
conductors then the reconstitution of the currents which  
cross the conducting semi-conductors.  The second stage 
is the setting in automatic equation and the resolution of 
these equations. And as a result the application to an 
assembly chopper is presented. 
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ABSTRACT 
 
The paper addresses a recently proposed image 
compression algorithm that uses the Warped Dicrete 
Cosine Transform and presents the results of the 
experimental verification we have performed. The results 
of the experiments have demonstrated that the actual 
performance of the algorithm is quite lower when 
quantization effects are taken into account, and that the 
proposed algorithm has a very limited field for successful 
application. 
 
INTRODUCTION 
 
Thanks to its excellent features of energy compaction and 
coefficient decorrelation, the discrete cosine transform 
(DCT) has been the basis of many standard and non-
standard image and video compression techniques 
(Bhashkaran et al. 1997), (ISO/IEC 1993), (CCITT 1992). 
By having an image-independent kernel, the DCT offers 
the advantage of fast computation, but also the 
disadvantage of not being able to perform optimal energy 
compaction for certain images having dominant high--
frequency components. An effort to overcome this was 
recently proposed by the introduction of a modification of 
the DCT, named the warped discrete cosine transform 
(WDCT), along with a corresponding WDCT-based image 
compression algorithm (Cho and Mitra 2000). 
 
THE WARPED DISCRETE COSINE TRANSFORM  
 
WDCT is in fact a cascade of an all-pass filter and DCT, 
the role of the all-pass filter being to warp the frequency 
distribution of the input signal in such a manner as to 
make it more suitable for the DCT. More precisely, if the 
8-point DCT is implemented as in Figure 1, then the 8-
point WDCT is implemented as in Figure 2. 
 
The all-pass filter A(z) is the well-known Laguerre filter 
(Masnadi-Shirazi 1991): 
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where the value of parameter α can be chosen to adjust the 
direction and the extent of frequency warping. Positive 

values of α warp a low-frequency input so as to make it 
more suitable for the DCT, negative values of α  have the 
opposite effect, and α = 0 reduces  WDCT to DCT. This 

can be seen in Figures 3, 4 and 5, where, for illustration 
purposes, the coefficients of a 4-point WDCT for α = 0, 
i.e. of DCT, and for α = 0.5 and α = -0.5 are given, 
respectively. 

 
 
 
 
 

DCT 
Filter 
Bank 

…, x2, x1, x0 C0↓8 

z-1

C1 ↓8 

z-1

C2 ↓8 

z-1

C3 ↓8 

z-1

C4 ↓8 

z-1

C5 ↓8
z-1

C6 ↓8
z-1

C7 ↓8

Figure 1  Implementation of DCT 
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THE WDCT-BASED IMAGE COMPRESSION 
ALGORITHM 
 
The WDCT-based image compression algorithm follows 
in general the steps of the well-established JPEG 
processing: 
 
• the image to be compressed is divided into blocks of 

8x8 pixels each, 
• each 8x8 block of the image is subjected to 

transformation, 
• the transform coefficients are quantized to reduce the 

amount of data to be stored or transmitted (by 
dividing each coefficient by the corresponding 
element of a quantization matrix),  

• the sequence of quantized coefficients is encoded by 
an entropy coder (Huffman) to obtain a compressed 
representation of the image.  

 
The distinctive feature of WDCT-based compression 
scheme is that, instead of using a fixed DCT on each 
block, as is done in JPEG, each image block undergoes 16 
WDCT and 16 IWDCT for 16 different values of α. 
between -0.1 and 0.1. The value of α yielding the best fit 
is being sent to the decoder along with the WDCT 
coefficients for that particular value of α. Thus, there is an 
overhead of 4 bits/block, which  prevents the algorithm to 
be effective for low bit rates, and the execution time is 
roughly sixteen times the execution time of the DCT-based 
JPEG algorithm. 
 
The quantization of the WDCT coefficients in the WDCT-
compression scheme proposed in (Cho and Mitra 2000) is 
performed by using a uniform quantization matrix 
(hereinafter: the constant QM), while the JPEG 
compression algorithm that has been chosen as a reference 
employs the well-known quantization matrix that had been 
so defined as to provide the least visibility of the image 
artifacts introduced by the quantization (hereinafter: the 
visually optimized QM). The authors in  (Cho and Mitra 
2000) justify their using of two different quantization 
matrices when comparing the performance of the two 
different compression algorithms by claiming that the 
effects of the visually optimized QM in JPEG are 
equivalent to the effects of the frequency weighting 
performed by WDCT in the proposed WDCT-based 
algorithm.  
 
On the basis of experiments performed by compressing 
images by the WDCT-based compression algorithm 
(which has been implemented with the constant QM) and 
by the DCT-based JPEG compression algorithm (which 
has been implemented with the visually optimized QM), 
the authors in (Cho and Mitra 2000) draw the conclusion 
that, thanks to the frequency warping feature of the 
WDCT, their proposed WDCT-based image compression 
algorithm, although slower, performs better than the 
conventional DCT-based JPEG image compression 
algorithm for high bit-rate applications and natural images 
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Figure 3  Frequency responses of the WDCT filter 
bank for α = 0 

Figure 4  Frequency responses of the WDCT filter bank 
for α = 0.5 

Figure 5  Frequency responses of the WDCT filter bank 
for α = -0.5 



containing significant high-frequency components, the 
improvement being 1.1 to 3.1 dB better PSNR at 1.5 bpp. 
 
THE EFFECTS OF THE QUANTIZATION MATRIX 
 
The higher the values of the elements of a quantization 
matrix, the higher the compression ratio (i.e. the lower the 
bit rate), and the lower the visual quality of the 
reconstructed image (i.e. the lower the PSNR or the SNR). 
Lacking a practical measure for the visual image quality, it 
is common to use PSNR or SNR instead.  
 
One has to bear in mind that the compression scheme of 
JPEG has been developed so as to show sufficient 
performance even at rather high compression ratios (up to 
32:1), i.e. low bit rates (down to 0.25 bpp). In order to 
have sufficient visual image quality at such low bit rates 
one needs a quantization matrix that tends to "sacrifice" 
the high-frequency and to “preserve” the low-frequency 
transform coefficients of the image i.e. that suppresses the 
coarse image artifacts at the expense of emphasizing the 
fine image artifacts. This is exactly what is being achieved 
when the visually optimized QM is used. And because 
JPEG is normally used for lower bit rates, the use of the 
visually optimized QM has become an unwritten and 
unquestioned standard in everyday image compression 
practice.   
 

On the other hand, if one is to use JPEG compression at 
higher bit rates (of the order of 1.5 bpp), one could use the 
constant instead of the visually optimized QM. In doing 
so one could expect the visual image quality in both cases 
to be more or less the same, since the visual image quality 
is in general affected mainly by the coarse image artifacts. 
At the same time, one could expect the image obtained 
with the constant QR to have better SNR, since the fine 
image artifacts, although being below the threshold of the 
human visual system, should have higher values than in 
the other image.    
 
Although at first sight the approach to compare two 
different compression schemes employing two different 
matrices, as is done in (Cho and Mitra 2000), seems to 
have a well-grounded justification, the reasoning of the 
previous two paragraphs has led us to check this approach 
and the corresponding conclusions  empirically. 

EXPERIMENTAL RESULTS AND DISCUSSION 
 
We have implemented both the WDCT compression 
scheme and the JPEG compression scheme in MATLAB 
and have tested them on the set of typical images, given in 
Figure 6, at different bit rates. 
 
Since the two-dimensional transformation is performed as 
two consecutive one-dimensional transformations, the 
WDCT-based image compression allows two slightly 
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Figure 6  The set of typical images used in the experiments 
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different implementations: by using the same value of α for both dimensions (hereinafter: WDCT1) and by using 
different values of α for the horizontal and vertical 
directions (hereinafter: WDCT2). In contrast to the 
experiments performed in (Cho and Mitra 2000), both 
WDCT1 and WDCT2 were performed by using the 
constant (hereinafter: WDCT-CQM) and the visually 
optimized QM (hereinafter: WDCT-VOQM). The JPEG 
compression scheme was also performed by using both 
matrices (hereinafter: DCT-CQM and DCT-VOQM, 
respectively). 
 
The results are given in Figures 7 and 8. Because they all 
have the same general characteristics, we shall discuss 
them while refering to the results for the 'baboon' image 
shown in Figure 8.  
 
It can be readily seen that all the curves are grouped into 
two groups according to the type of quantization matrix 
and not according to the type of transformation. This 
means that the improvement in SNR (which is the same as 
the improvement in PSNR) of over 2 dB for bit rates 
higher than 1 bpp is almost entirely due to the use of the 
constant instead of the visually optimized QM, while the 
contribution of using either WDCT1 or WDCT2 instead of 
DCT is quite modest.        
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Our results demonstrate that a gain of a few tenths of dB 
when using WDCT instead of DCT is a much more 
realistic figure. Only for special cases of images 
containing very high frequency components one can 
expect higher gains over DCT-based compression, but 
even then they can come nowhere near 3 dB, as claimed in 
(Cho and Mitra 2000). The maximum gain that we have 
been able to obtain by specially selecting the suitable 
'testpat3' image was 1.5 dB, and it was obtained at a high 
bit rate of over 2 bpp. 

 
CONCLUSIONS 

 
After having performed the experiments, we have come to 
a quite different conclusion than the authors of (Cho and 
Mitra 2000). Namely, that the 1.1-3.1 dB gain in PSNR at 
1.5 bpp of the WDCT-based compression algorithm over 
JPEG compression is a far too optimistic figure and that it 
had resulted because the effects of quantization were 
neglected. When quantization of the coefficients with a 
constant quantization matrix is performed in JPEG as it is 
in WDCT-based image compression, the SNR values in 
both cases become very similar. The same, of course, 
happens if quantization of the coefficients is implemented 
in the WDCT-based image compression algorithm as it is 
implemented in JPEG. 
 
The results of the experiments have demonstrated that the 
actual performance of the algorithm is quite lower when 
quantization effects are taken into account, and that the 
proposed algorithm has a very limited field for successful 
application. 
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ABSTRACT 
 
Wastewater treatment systems are unreliable in terms of 
their performance. Many parameters could affect their 
efficiency in which, amongst them, the influent flow 
variations could considerably change the performance of 
the system. In this paper the model of influent flow 
disturbance has been added to the control system 
structure in order to alleviate the performance problem. 
The control system is PIP/TDC, which is published in 
numerous papers and also described briefly here. All 
experiments have been applied to an activated sludge 
simulation benchmark and the results show improvements 
in the control objectives.    
 
INTRODUCTION 
The nonlinearity of wastewater treatment systems 
together with variable environmental conditions makes 
their performance highly variable. This leads to under 
standard run-times of the systems, which in turn, causes 
environmental damages as well as legislation charges.  In 
order to alleviate the problem and also cope with new-
hardened regulations, many researches have been 
conducted to enhance the reliability of wastewater 
treatment systems and improve their performance. Some 
have focused on upgrading the systems and alternative 
systems layout as well as searching for new technology 
(Pochana, et al., 1999, Stams, et. al., 1997). However, 
some researches concentrate on improving the control 
strategies and control systems (Ayesa, et al., 1998, 
Barnett, 1992). Here in this paper we have focused on the 
control system improvement by adding influent flow 
disturbance model into the control structure.  
 
A data-based modelling approach that was developed in 
1987 within the more general context of True Digital 
Control (TDC) system design (see, Young et al., 1987, 
1988) is being used here to produce a linear transfer 
function model. This approach exploits the latest methods 
of time series analysis technique. In this technique, a 
reduced-order transfer function model is directly 
identified from the data obtained either from a real system 
or from a complex simulation model of the system. The 
methodology is applied to a simulated wastewater 
treatment benchmark problem. Since biological 
wastewater treatment systems are nonlinear processes 
with enormously complex reactions, and also due to the 
problems in identifying an accurate mechanistic model 
and unavailability of all the state variables of biological 
treatment systems, the data-based modelling technique 
could be favourable in the viewpoint of model 

identification and parameter estimation. Indeed, this 
technique seems a practical, simple, cheap and less time-
consuming method to identify a proper model.  
 
Statistical modelling has also been used by other 
researchers such as McMichael and Vigani (1972), 
Berthouex et al. (1978), Berthouex and Box (1996), Van 
Dongen and Geuens (1998), but these models were mainly 
developed for the purpose of forecasting and fault 
diagnosis, rather than utilisation directly in the control 
loop.  

 
The  WORKING GROUP No.2 within the framework of 
the European COST Action 682 ''Integrated Wastewater 
Management'' has developed a benchmark simulation for 
evaluating different control strategies for activated sludge 
plants (e.g. Alex et al., 1999). The benchmark is a 
platform-independent simulation environment defining 
wastewater treatment plant layout, simulation model, 
influent data, test procedures and evaluating criteria for 
comparing control performance (Pones et al., Alex et al.). . 
 
Here, the benchmark problem is used to introduce the load 
disturbance model, mainly the influent flow rate into the 
control loop. The dissolved oxygen (DO) control of the 
benchmark is being investigated here. The controller that 
is used for the dissolved oxygen in the last zone of the 
system is a Proportional-Integral-Plus (PIP) controller 
(Young et al., 1987; Young et al., 1991) within the context 
of TDC methodology. The PIP DO controller settings and 
also the results of that controller on the benchmark have 
already been published in Ghavipanjeh, et al., 2000b.  
 
There are two main forms of PIP controller; standard and 
forward path structures. The research implemented by 
Taylor et al. (1996) implies that the forward path structure 
is useful when the output measurements are noisy so that 
the noises are not amplified within the controller function 
thus, providing a smoother control input. However, when 
the system is suffering from high amplitude and frequency 
of load disturbances, which is the case in wastewater 
treatment systems, the forward path PIP is unable to 
provide a good closed loop performance. Since the data 
obtained from wastewater treatment systems are often 
noisy, the forward path structure seems to be appropriate if 
somehow tackle with the input load disturbances. In this 
paper, an improvement in the forward path structure of PIP 
is being suggested by adding the disturbance model into 
the control loop in order to anticipate the output variations 
more accurately.   
 
 



THE BENCHMARK PROBLEM 
 
The benchmark system is based on the layout of a typical 
activated sludge plant for nitrogen removal. It is 
composed of a five-compartment bioreactor for pre-
denitrification (the first two anoxic zones) and 
nitrification (the last three aerobic zones), together with a 
settler at the end of the process. The benchmark was 
downloaded from the following web site, from which 
further information may be obtained: www.ensic.u-
nancy.fr/COSTWWTP/benchmark.html 
 
Figure 1 shows the general layout of the benchmark 
system. . The first two zones have no aeration and 
provide denitrification processes while the last three 
zones are aerated and provide nitrification reactions. The 
benchmark simulation is based on the two well-known 
models; the Activated Sludge Model no. 1 (ASM no.1 or 
IAWQ model) (Heinze et al. 1987) for modelling the 
biological part of the process; and, the Tackas model 
(Tackase et al. 1991) for modelling the settler dynamics. 
The ASM model consists of 13 state variables and 19 
parameters. In this model, the wastewater and biomass 
are structured into a number of different variables to 
represent the effect of different groups of bacteria on the 
different component of the wastewater. 
 
The benchmark model is simulated using the 
MATLAB/SIMULINK™ software system. A verification 
routine was applied in order to check the consistency of 
the simulation with the benchmark model. This involved 
the line by line check of the SIMULINK diagram with the 
model and also comparing the static and dynamic 
response of the simulation subject to constant and 
dynamic inputs with the results released by the 
WORKING GROUP. The dynamic input files provided by 
the WORKING GROUP contain the diurnal variation of 
some of the input components such as influent flow rate 
for a period of 14 days and under different weather 
conditions. These files were supplied in order to verify 
the simulation and also to evaluate the proposed operation 
or control strategy.   
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 Figure 1. Layout of the activated sludge benchmark system 
 
 
CONTROL OBJECTIVES 
 
There are two common objectives for the benchmark 
system; control of dissolved oxygen in the last zone and 
control of nitrate in the second zone by means of the 
aeration rate to the last zone and the returned flow rate 
from zone 5, respectively. The application of PIP/TDC 
methodology on the benchmark has already been released 
in Ghavipanjeh and McCabe, 2000, Ghavipanjeh, et al., 

2000a, Ghavipanjeh, et al., 2000b. In Ghavipanjeh, 2001, 
it is shown that the forward path PIP control of DO and 
nitrate produces a much less noisy control input than the 
standard form. However, the output variation is higher and 
less stable (see also, Taylor, et al., 1996). In this paper it is 
shown that the dissolved oxygen control loop with the 
forward path PIP controller on can be improved by 
introducing the disturbance model into the control loop. 
Hence, the control objective here is to maintain the DO 
level at 2 mg/l, which is a previously defined value of DO 
controller in the benchmark.   
 
DISTURBANCE MODEL 
 
The influents of wastewater treatment systems are usually 
highly variable in terms of their rate, concentration and 
composition. It has shown that the influent flow rate is 
mainly the most important variable that largely affects the 
systems performance than the concentration and 
composition of influents (see, Ghavipanjeh, 2001). Here, 
the relationship between the influent flow rate and 
dissolved oxygen is modelled using a data-based 
modelling technique. We will show that this relationship 
can be well approximated by a simple linear transfer 
function (TF) model.   
 
For a linear, single-input, single-output (SISO) discrete-
time system, 
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where  and  are appropriately defined 

polynomials in the backward shift operator 

)( 1−zA )( 1−zB
1−z ; i.e., 

. Here,  and u  are the 
dissolved oxygen concentration (mg/l) and influent flow 
rate (m

)( ikyiz −− () ky= )(ky )(k

3/d) respectively.  
 
In the present benchmark example, the data are obtained 
from simulation experiments conducted on the high order 
nonlinear model of the system. For the present analysis, an 
equilibrium point is first obtained by running the 
simulation model for a long period of time (over a day) 
with constant inputs and no disturbances. Secondly, the 
simulation model is perturbed about this operating point 
by a step applied to the control input signal. Finally, the 
resulting input-output data are used as the basis for 
statistical model identification and estimation. 
 
Here, the input-output data are collected in one-minute 
sampling rate. The statistical Simplified Refined 
Instrumental Variable (SRIV) identification and estimation 
algorithm (Young 1991) is used here and result is a second 
order model as bellows; 
 

)(
9914.09914.11

.5*1933.0.5*1935.0)( 21

21
ku

zz
zezeky

−−

−−

+−

−+−−
=

 (2) 
 
The Coefficient of determination, RT

2, together with the 
Young Identification Criterion (YIC) (Young 1991) 
determines the best-identified model. A value of RT

2 close 
to unity and a large negative YIC are normally desired that 

http://www.ensic.u-nancy.fr/COSTWWTP/benchmark.html
http://www.ensic.u-nancy.fr/COSTWWTP/benchmark.html


guarantee goodness of fit and not over-parameterising of 
the model.  The values of RT

2 and YIC for the obtained 
second order model are 0.998 and –16.53 respectively. 
As clear also from figure 5, a very good model fit is 
obtained. 
 

 
Figure 2. Simulation output (thick trace) compared with 
the response of the TF model (thin trace); DO (mg/l) is 
plotted against time days. 
 
 
PIP CONTROL SYSTEM 
 
The TDC control design methodology is based on the 
definition of a suitable non-minimum state space (NMSS) 
form for the discrete-time model. Here the state variables 
are defined as the present and past sampled values of the 
input and output variables, together with the ‘integral of 
error’. The control methodology is called Proportional-
Integral-Plus (PIP) control design, because the structure is 
the same as a PI controller for a first-order model, but 
involves additional feedback terms for higher-order 
models. Figure 3 shows the structure of the PIP 
controller.  
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Figure 3. The PIP/NMSS controller structure in standard 
feedback form. 
 

Here 
)(
)(

1

1

−

−

zA
zB is the process transfer function model of the 

system in terms of backward shift operator ( 1−z ),  is 

the integral action of the controller and and 

 are defined as follows: 

IK

)1−(1F z

)1−(zG

)1(
1

1
1

1

1(
1

1
100

1
1

1

1)(

)()(
−−

−
−−

−−
−

−−−

+++=

+++=+=
m

m

n
n

zgzgzG

zfzfffzFzF

L

L )
 (3) 

 
The forward path structure is shown in figure 4 in which 
the output is being fed back from the model of the system 
instead of the real system. This avoids the output noise 
being amplified within the controller function. But, when 

there are load disturbances the model of the system in the 
forward path control loop, do not take into account the 
effects of the load disturbances which affect the real 
output. In other words, these effects are only being fed to 
the integrator, not the other compensators of the forward 
path control loop. In order to contribute the disturbance 
model to the control structure the diagram of figure 4 is 
modified as shown in figure 5 by adding the load 
disturbance model into the control loop. 
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Figure 4. Forward path structure of the PIP controller. 
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Figure 5. Forward path PIP control structure with 
disturbance model. 
 
 
In order to develop a PIP control algorithm, a linearised 
representation of the plant is required. , In the NMSS/PIP 
approach to control system design, a data-based approach 
to combined linearisation and model reduction is 
employed. As mentioned already, this methodology for 
control of DO in the last zone of the benchmark by mean 
of aeration rate to this zone, has been implemented in 
Ghavipanjeh et al.  2000b, where detailed information can 
be obtained. Here the DO PIP control settings mentioned 
in that paper is used  to investigate the modified forward 
path PIP control of DO.  
 
The PIP control design algorithm utilises the State 
Variable Feedback (SVF) design strategies within the 
NMSS setting such as closed loop pole assignment or 
optimisation in terms of a Linear-Quadratic (LQ) cost 
function. 
 
The PIP-LQ control polynomials for DO as obtained in 
Ghavipanjeh et al.  2000b are as follows:  
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These PIP control settings are used to investigate the 
performance of the forward path PIP controller while, 
having the disturbance model in the control loop and 
system is suffering from influent flow rate disturbances.  
 
RESULTS AND DISCUTION 
 
The performance of the above PIP controller (4) in the 
modified forward path PIP control loop (figure 5) is 
investigated using the dry weather data file as in the 
benchmark procedure. The result is then compared with 
the PIP control loop with no disturbance model as shown 
in figure 6. 

 
Figure 6. PIP control of DO with disturbance model 
(blue trace) and no disturbance model (red trace). DO 
(mg/l) is plotted against time in days. 
 
As clear, the control output variation of the modified PIP 
forward path control loop (figure 5) has decreased 
notably showing a better performance of the controller. 
 
CONCLUSIONS 
 
This paper has presented an improvement in the 
application of the univariate PIP methodology to control 
Dissolved Oxygen (DO) concentration in a well-known 
benchmark system. A modification is being made in the 
forward path PIP control algorithm that successfully 
maintains DO concentration at the required level, despite 
the presence of significant disturbances to the influent. 
This has involved the introduction of the disturbance 
model into the forward path PIP control loop. The 
disturbance model is a data-based model, identified and 
estimated using the well proven SRIV statistical 
identification and estimation algorithm. 
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