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PREFACE

This year in its 13th edition, the ECEC is held at the Athens Imperial Hotel, Athens Greece, together with the
3" edition of the FUBUTEC conference. As convergence grows between concurrent engineering, future
business technology and the needs of a cleaner environment, we are happy to see that this year's event
covers all three areas, as you can ascertain from the different sessions:

Simulation in OR and Knowledge Management
Simulation in Business and Risk Analysis
Business Gaming

Discrete Event Simulation

Sustainable Development

Supporting Technologies

Formal Methods and Techniques

Engineering Process Management
Collaborative CE-Environments for Virtual Teams
10 CE-Enhanced Lean Manufacturing

11. Practical Applications and Experiences

CoNOORWN =

We are also happy this year, that we can welcome Fanuel Dewever of IBM Business Consulting Services as
our keynote for 2006. His talk will cover the Open and Collaborative Innovation in a European Network of
Living Labs. We are sure this talk will fire your professional imagination.

We also would like to take this opportunity to thank the organizers of the conference, and especially Philippe
Geril from EUROSIS-ETI in Ghent for his efforts and work, and to all Session Chairs, Members of the
Technical Program Committee and Reviewers for their efforts to make this Conference a success.

We hope that this event will lead to further CE activities, which will also bring people from industry, research
and educatlon closely together. As chairmen of the 13th European Concurrent Engineering Conference and
the 3™ Future Business Technology Conference, we thank you all for supporting this event and in wishing
you a pleasant and rewarding stay in Athens.

Dr. Uwe Baake

Prof. Enver Yucesan
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ABSTRACT

This paper presents an overview of business process
modelling applications and analyses the relationship
between business process modelling (BPM) and knowledge
management (KM) projects, focusing on the suitability of
the simulation-based approach in BPM projects. Based on
results from a survey of Croatian leading financial
companies, hypotheses were tested regarding business
process modelling as a mechanism for knowledge
capturing, externalisation, formalisation and re-use.
Empirical findings suggest that organizational knowledge
embedded in the business process repository could be used
as the foundation for knowledge management system
development. This approach is recognized, though still not
implemented in Croatian business practice.

INTRODUCTION

Knowledge management (KM) enables the creation,
communication, and application of knowledge of all kinds
to achieve business goals (Tiwana, 2000). It is increasingly
recognized as an integral part of an organization’s strategy
to improve business performance (Carillo er al., 2003;
Zack, 1999). Organizational knowledge integrates a
company’s experiences, company-specific knowledge,
culture, communications and decision-making procedures,
as well as the detail of business processes (Stewart, 1997).
Business process modelling (BPM) is a methodology that
enables enterprises to specify their business processes as a
series of activities and transactions that together achieve a
given business objective. As an approach, business process
modelling focuses on understanding the underlying
business processes and developing business process
repositories where business rules are one of the most
important elements for the detailed and formalised
description of all facts (knowledge) to be implemented
during information system (IS) development (Kovacic,
2004). Many different methods and techniques can be used
to model and manage business processes. Since business
change involves changes in people, processes and
technology, and these changes happen over time, simulation
appears to be a suitable process modelling method.

Therefore, the focus of this paper is on process orientation
and simulation modelling for the purpose of knowledge
management. It compares the theoretical overview of BPM
application in different areas and the results of empirical
research, investigating how organizational knowledge
embedded in the business process repository is utilised
within leading Croatian financial institutions. The paper is
structured in the following manner: a business process-
based orientation for knowledge management is introduced
and the overview of BPM applications is discussed,
stressing the role of discrete event simulation in BPM
projects. The results of BPM projects conducted in two
Croatian leading banks and the insurance company are
presented in the context of knowledge management.
Finally, conclusions and future research orientations are
provided.

BUSINESS PROCESS-BASED ORIENTATION FOR
KNOWLEDGE MANAGEMENT

Organisational knowledge, as an important element of
overall business knowledge, could be systemized,
documented and retrieved in a business process repository
developed using business process modelling tools within
business process change projects. BPM could be considered
an important contribution and approach to the process of
KM. The role of BPM in KM is threefold: (1) business
processes, if modelled and captured in the business process
repository, are part of the codified intellectual capital of the
organisation; (2) knowledge processes in an organisation
should be a part of the business process repository; (3) the
business process repository could be used for knowledge
creation, sharing and distribution (Apshavalka and
Grundspenkis, 2003; Woitsch and Karagiannis, 2002;
Persson and Stirna, 2002).

A process is a knowledge asset that can create, store and
disseminate best practices, procedures and standards. The
business process repository contains existing process
knowledge documented in the form of business rules:
policies and procedures, job descriptions, business forms
and application code, relational data-base management
system rules (tables, constraints, and triggers). It could
enable employees to reuse and adopt knowledge and best
practices from previous business process restructuring
efforts. Business rules support business policies that are



formulated in response to an organization’s mission, vision,
objectives and goals. They are usually embedded in
technology or documents, providing guidance to business
processes (Burlton, 2003). By developing a business
process and business rules repository, it becomes possible
to classify existing knowledge and make it transparent, to
identify knowledge carriers and knowledge users and to
define them in specific roles. This structuring of knowledge
or knowledge processes creates the conditions for
configuring, administering and, where necessary,
modifying a knowledge management system efficiently and
effectively.

However, the approaches that focus on knowledge
management within the business process level are limited
(Papavassiliou and Mentazas, 2003; Papavassiliou ef al.,
2002). Moreover, although business process modelling
tools and/or workflow management systems (WFMS)
adequately support the modelling and enactment of
business processes, they still do not provide the required
support for knowledge-related activities. As such, it
becomes clear that an approach that explicitly integrates
knowledge management activities into the business process
environment is missing. The continued development of
business process modelling tools, which will support the
transformation of the integral model of business processes
into the knowledge repository, will permit for stronger ties
between these two otherwise separate areas.

OVERVIEW OF BUSINESS PROCESS MODELLING
APPLICATIONS

Business process models can be used to serve a wide
number of applications, for example to drive a strategic
organizational analysis, to improve the existing processes,
to derive requirements and specifications for information
systems design, or to support the (semi)automated
execution of processes or so called workflows (Paul et al.,
1999). The focus of this section is to discuss the application
of BPM in different areas, depending on different project
objectives and goals.

BPM in Business Process Change

Business Process Change (BPC) could be recognized as a
form of continuous organizational change in which
companies change and improve their business models,
strategies and goals. To realize business process change,
most companies use different methods and tools which
integrate components for static and dynamic modelling and
measuring the performance of the processes. Regardless of
the methodology used, business process models play an
important role in the different phases of BPC (Desel and
Ervin, 2000). According to trends recognized from current
business practice and the literature (Bal, 1998; Hommes
and Reijswoud, 2000; Harmon, 2003; Aguilar-Saven,
2004), the typical features of an integrated BPM tool could
be summarized as: data and organization modelling
function, static process modelling, dynamic process
modelling, data and process models interfaces, repository

and publisher. Among these, the data and static process
modelling features were most widely used in practice,
whereas the dynamic process modelling feature was less
frequently used. The aim of using an integrated BPM tool is
to develop a framework that: (1) is easy for modellers and
users to design and understand; (2) interrelates several
business process modelling methods and techniques; (3)
encourages standardization; (4) provides a single business
process repository and the use of a common process
vocabulary; (5) provides model analysis, validation and
testing; (6) is able to analyse, simulate, tune and optimize
the processes of a company, and (7) is formal enough to
serve for software development purposes.

Application of BPM in Business Process Management
and IS Development Projects

Business Process Management enables the design, analysis,
simulation, optimization, automation and diagnosis of
business processes by separating process logic from the
applications that run them; managing relationships among
process participants; integrating internal and external
process resources and monitoring process performance
(Burlton, 2003; Greasley and Barlow, 1998). This term is
occasionally used to refer to various automation efforts
such as Workflow Management (WFM) systems, XML
business process languages and ERP solutions. However,
this approach is too narrow and does not comprise the
entire Business Process Management concept. The focus of
traditional workflow management systems is on the
automation of business processes. The main purpose is to
avoid the programming, enabling the transformation of
business process diagrams into tailor-made applications. As
a result, there is little support for the analysis, design and
diagnosis phase (van der Aalst et al., 2003). The IS/WF
modelling environment should have a formal foundation,
providing a structured way of identifying and capturing all
information, relationships and business rules that make up a
business process (Kovacic et al., 2003).

Many WFM systems do not support the simulation,
verification and validation processes, or the collection and
interpretation of real-time data. Therefore, Business Process
Management extends the traditional WFM approach.
However, a very serious problem for WFM and Business
Process Management systems is the inability to translate
business models into information (workflow) models
precisely and without ambiguity as business process models
still lack a formal foundation (Kovacic, 2004; van der Aalst
et al., 2003). Although software interfaces between process
modelling and IS modelling are developed, these interfaces
might provide some syntactical translation but cannot
bridge the semantic gap between business processes and IS
models. Here the manual revision of IS models is often
more efficient and useful than the use of interfaces, but this
problem is expected to be resolved by the developers of
Business Process Management tools using the appropriate
rule-transformation approach and introducing the rule
repository.



INTEGRATING DISCRETE EVENT SIMULATION
IN BPM PROJECTS

Simulation of business processes creates added value in
understanding, analyzing and designing processes by
introducing dynamic aspects. Computer based simulation
models of business processes can help overcome the
inherent complexities of studying and analyzing
organizations and therefore contribute to a higher level of
understanding and designing organizational structures
(Giaglis et al. 1999). Kettinger et al. (1997) mention
simulation as one of the modelling methods in their survey
on business process modelling methods. However, it is only
recently that dynamic modelling, in particular Discrete
Event Simulation (DES), has been considered an essential
component of process modelling and the term business-
process simulation has been coined (Scholz-Reiter et al.,
1999). This section focuses on typical business motivations
for the use of discrete event simulation (DES) in an attempt
to analyze and define the suitability of DES to the range of
BPM projects.

There are certain modelling requirements specific to
simulation-assisted business process change modelling
(Giaglis and Paul, 1996): (1) processes need to be formally
modelled and documented; (2) modelling should take the
stochastic nature of business processes into account,
especially the way in which they are triggered by external
factors; (3) there is a need to quantitatively evaluate the
value of proposed alternatives; (4) the evaluation is highly
dependent on the objectives of the particular study and (5)
modelling tools should be easy to use to allow users of the
processes to be involved in the modelling process. Greasley
and Barlow (1998) also identified several areas in BPM
projects where simulation modelling can be useful:
identification of processes for change, identification of
change possibilities, definition of process vision,
understanding current processes and design and prototyping
of new processes. Davies (1994), for instance, describes
how some of these issues were addressed in a study of the
use of simulation in a back-office process management
system in the financial services sector. Giaglis and Paul
(1996) suggest how simulation modelling could be used to
assist in each stage of the five-step framework for the
implementation of BPR proposed by Davenport (1993).
Giaglis er al. (1998) reported a real-life case study where
discrete-event models of business processes were
developed to assist two companies in realizing the expected
impact of EDI on key business performance indicators. A
case study of modelling and automating business processes
of a medium-sized bank introducing Internet technologies
(intranet, workflow management system, Lotus Domino)
was described in the paper by Nikolaidou et al. (2001).
Business process modelling was conducted using the
discrete-event simulation (Petri-Nets).

The modelling of business or “human-based” systems does,
however, present a number of additional issues which may
limit usage in this area. These include the difficulty of
modelling situations where a large amount of discretion is

available in how tasks are undertaken and the difficulty of
using simulation for prediction when the method of
carrying out tasks evolves over time. Popovic and Jaklic
(2004) identified other issues concerning simulation
modelling, including problem definition issues, issues
regarding data collection, socio-political issues, hierarchical
and modular modelling issues, granularity issues and
integration issues and multi-perspective issues. Many
process improvement methodologies also consider only
single processes and allow improvements to that specific
process without considering the effect of changes on other
processes within the business. It may be that improvements
to the studied process may have a detrimental impact on the
business as a whole. To be absolutely sure that process
improvements benefit the business, the entire business
should be modelled and evaluated. However, it is very
difficult (if not impossible), expensive and time consuming
to simulate a model compounded of many interacting
complex processes. Barber ef al. (2003) therefore suggest
developing a limited simulation model for chosen segments
of business processes.

One of the major goals of Business Process Management is
to realize continuous process improvement and business
activity monitoring (BAM). Thus, BPM vendors are
offering greater capabilities in this area. Almost all vendors
offer at least some sort of administrative console with
metrics and reporting capabilities. Other vendors specialize
in process monitoring and offer enhanced analysis
functionality. Through reports and analysis, companies can
take steps towards process optimization. In terms of BAM,
simulation can be useful at the process design and
monitoring stages, though not in real time. Integrating
simulation models with Business Process Management
tools still represents a major problem. There are some
solutions available for transformation and linking
(interfaces) though problems still exist.

EMPIRICAL RESEARCH ON THE PROCESS-
BASED APPROACH FOR KNOWLEDGE
MANAGEMENT: CASE STUDY OF CROATIAN
FINANCIAL INSTITUTIONS

In light of the above discussion and theoretical findings, the
following hypotheses are proposed:

H1: Business process modelling is implemented in different
areas, depending on different project objectives and goals.
H2: Simulation modelling is recognized as a mean by
which business processes may be analysed and evaluated,
prior to implementing business process change.

H3: The business process model builds up a company-wide
(organizational) knowledge base and could be the starting
point for knowledge management system development.

For the purpose of this study, a new project entitled “IT
Aspects of Knowledge Management and Business Process
Management Implementation in Banking” was launched in
April 2004. The key objective of this project was to offer
information on the status of KM and BPM practices in
Croatian financial institutions. The project was realized by



IT researches of the Department of Business Computing
(Faculty of Economics, University of Zagreb, Croatia).

Research methodology and findings

The study was conducted on a sample of 41 banks
operating in Croatia in December 2003. The survey was
based on a questionnaire resulting in 23 responses,
representing a strong response rate of 56%. One of the
questions posed in the survey was “Is the project of
business process modelling/reengineering (BPM/BPR)
ongoing or already completed in your bank?” A positive
response was given by 10 banks (25% of the total number
of surveyed banks). This percentage indicates that there is
awareness of the need for business processes restructuring,
as well as the existence of a relatively high percentage of
banks which are still not paying sufficient attention to the
improvement of business processes. However, the results
showed that most BPM/BPR efforts have not focused much
on knowledge (if at all) which is critical, considering that
knowledge should be treated as the principal competitive
factor. In order to obtain better insight into the actual
standing, objectives, methods, tools and success of the
business process modelling projects in Croatian financial
institutions, the two leading Croatian banks (Privredna

Banka Zagreb and Zagrebacka Banka) and the leading

Croatian insurance company (Croatia Osiguranje d.d.) were

selected as a representative sample. In the period June-

September 2004, in-depth interviews were conducted with

management staff dealing with this area. The questions

posed to participants were grouped into three logical
entities:

e general questions about the company (structure, size,
financial strength of the company);

e questions on BPM projects in the company (start of
project implementation, who initiated the project,
project objectives, who implements the project, which
methods and tools are used, project results, employee
reactions to the project, does the project help in
improving knowledge management, how results of
BPM project are used or could be used in KM
projects); and

e a short description of the project considered to be
representative and/or successful and the quantitative
and qualitative project results (which is outside of the
scope of this paper).

Interview results were analysed and verified by the
interview participants.

Research results: analysis and discussion

Comparison of the results showed the existence of common
features of BPM projects in the selected banks and the
insurance company:

e The primary objective for the companies was the
development of an integral business process repository
(the business process model covered about 80% of all
processes in the companies). The business process
repository is continually maintained, changed and

supplemented. Business performance measurement
methods are increasingly used: process models are
enhanced with attributes necessary for analysis,
measuring process performance, simulation modelling
and creating proposals for improving processes.
Companies use the developed repository as a
foundation for the development of a new IS, as well as
for changes to the existing IS, to the extent possible
due to existing limitations (problems in the
transformation of the process model into a data model).
The business process repository is not available on the
company intranet; however, this possibility is defined
as a future objective.

e Companies do not approach changes as a one-time
project, but instead treat them as a continuous process,
one in which company employees participate as users
who possess knowledge of the company operations, as
well as in-house experts — employees specialized for
organizational and business improvement tasks. The
company position on the need for continuous
implementation of BPM projects is evident in the
decision to form special organizational units
(directives, offices, divisions), with the task of
improving operations.

e The possibilities offered by the business process
repository as a basis for knowledge management
system development are still insufficiently used. A
knowledge perspective should be added and KM tasks
should be assigned to roles during BP modelling.
However, management has accepted the idea of the
need to launch KM projects, in which one of the basic
strategies will be the use of organizational knowledge
built and structured into the process repository.

e The leading financial institutions in Croatia use the
same tool (ARIS) for business process modelling. This
fact is not surprising, considering that the consulting
company Gartner ranked this tool as the best in its
category. This tool is also the most represented on the
Croatian market.

The use of tools for business process modelling and many

years of implementing reengineering projects suggest

advantages and positive impacts, as well as highlighting
certain problems and shortcomings. The most significant
advantages for the companies included in the study were:

e The development of the process repository was
presented to managers and employees for the first time
as a comprehensive, clear and detailed overview of all
the key processes and their participants, thereby
allowing for better understanding of the existing way
of doing business, as well as insight into shortcomings,
as well as the possibility for improvement.

e The process repository permits for the documentation
and standardization of the process (procedure, routine,
business rules) and with it the implementation of ISO
standards. In this way, the quality of operations is
improved, resulting in a positive impact on employee
satisfaction and efficiency, as well as that of users and
business partners.



e Detailed analysis and measurement of process
performance, as well as simulation modelling, allows
for the creation of alternative scenarios and proposals
for improvement. With the implementation of the
selected solutions and measurement of results of the
conducted changes, significant positive impacts are
visible. Qualitative impact are shown (greater
efficiency, savings in time and human resources,
shorter life cycle for products/services) while those of a
qualitative nature are described (better quality
products/services, greater satisfaction and trust on the
part of the user).

e Information technology experts are extremely satisfied
with the results of the business process modelling
projects, providing them with an excellent basis for
information system development and enabling faster
and easier communication with the users, thus making
the entire process considerably more efficient. They
also expressed the need for development of more
detailed process models including descriptions of
business rules, procedures and steps, since such low-
level models could be used to develop program-codes.

The following problems were noted in the implementation

of the project and the use of BPM tools:

e BPM projects are relatively long-lived (1-3 years). The
most time-demanding were those conducted first, and
their objective was to develop a model of all the key
processes in the company. After spending much time,
human resources and financial resources, these projects
resulted in a large number of models, the true value of
which was noted and used only in later projects of a
narrower scope, directed at analyses, performance
measurements and improvements to individual
processes, or their segments (sub-processes). This is a
problem noticed in practice as the risk of over-
analyzing existing business processes which led to the
long period of modelling, producing huge
documentation on “as-is” business processes and
getting stuck in the business process analysis phase of
the project. Therefore, the volume of business process
models must be defined and strictly limited to the
scope of the project.

e Simulation modelling is considered a very useful
feature of BPM tools, but can only be used by experts.
Most business managers and analysts could not use
simulation due to a lack of knowledge and the tools’
complexity. This problem could be avoided by
improving awareness of simulation within the business
community, by teaching simulation in business and
management seminars and training courses in a
systematic manner.

e Rule repository is the core of a development
environment providing appropriate tools for process,
workflow, data and organisation modelling, process
refinement, as well as KM system development.
Though the selected processes, or their segments, were
analysed and measured in detail, the possibility of
describing the process at the level of business rules was
not fully taken advantage of, although this would create

an appropriate foundation for the development of a
WFM system and KM system. This opportunity was
not implemented for two main reasons: (1) this
approach requires additional time and resources, and
(2) the existing software interfaces do not provide an
automatic, reliable and secure transformation of
generated business rules in the appropriate IS model
and KM model.

e The results of these projects proved that the greatest
drawback of ARIS, like other BPM tools, is the
inability to connect and transform business process
models into information system models. Although
formally, the integration of business process models
and information system models could be resolved
through the use of software interfaces, experience from
practice shows that there are still great limitations and
serious problems. At the moment, the solutions
provided by the software developers cannot be
implemented in a rational and reliable way.

e The implemented projects were met with resistance
from the employees, most frequently due to fear of
change and a lack of understanding of the true project
objectives. Despite this, the projects were successfully
completed, thanks primarily to continued strong
support from top management.

Following analysis and discussion on the study results,
hypothesis H1 could be accepted since the results of the
research proved that BPM is applied in different areas,
confirming that the best results are still achieved in business
process change projects. It is also used as a basis for IS
development, despite the current disadvantages. Hypothesis
H2 could be accepted since the research confirmed the
assumption that simulation modelling is recognized and
used as a very useful feature of BPM projects. The
implementation of BPM for KM systems development is
very limited, but usually declared as a project to be realized
in the very near future, confirming the assumption stated in
H3.

CONCLUSIONS

According to the resources from the literature and the
results of the empirical research, it can be assumed that an
approach that explicitly integrates knowledge management
activities into the business process environment should be
developed. This approach will be based on integration of
business process rules with the organizational knowledge
documented and stored in the business process repository.
The continued development of BPM and KM software tools
should enable the transformation of integral business
processes model into the knowledge repository.

Based on the conducted empirical research, it can be
concluded that Croatian financial institutions have taken a
positive approach towards initiating BPM projects. The
implementation of modern methods and tools for business
process modelling and simulation creates a high quality
foundation for improving operations. Since the
management of these companies has accepted the need for a



knowledge management strategy, this research could serve
them to implement an integrated “business process and
knowledge management centric” framework.
Organizational knowledge, structured in the form of
business rules, is already stored in business process
repositories. The development and implementation of the
knowledge management system should enable employees
to search, retrieve, distribute and transfer organizational
knowledge throughout the company. Simulation modelling
as an integral part of BPM tools can be used to investigate
knowledge management processes, to simulate missing data
needed for knowledge management and to evaluate
alternative models of knowledge management strategies.
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ABSTRACT

Knowledge criticality analysis is an important economic
stake for enterprise. As a matter of fact, managers and
decision-makers must be able to identify as quickly as
possible what knowledge are critical or could be critical in a
close future in order to plan the enterprise’s strategy in
particular in human resources management.

This article presents a methodology provided with tools for
knowledge criticality analysis. This methodology relies first
on enterprise ontology building and then on knowledge
cartography. The enterprise ontology represents knowledge
about competencies, jobs and projects when knowledge
cartography allows to visualize the critical information
mapped on the ontology.

To qualify a knowledge as critical, it is necessary to define
criticality criteria. We shall present some examples mainly
based on the central notion of competency.

The result is a set of maps of critical knowledge which
provides useful simulation tools. These tools have been
integrated in the Os-Skill software environment, an
industrial application dedicated to knowledge and human
resources management.

INTRODUCTION

In an economical environment which is more and more
competitive, the wealth of enterprise relies more on its
know-how and knowledge than on its production means. To
be able to have a global view and understanding of
knowledge as well as to be able to identify critical or
noticeable knowledge are crucial and strategic issues.

Knowledge criticality analysis needs first to represent and
structure knowledge, then to analyse it according to
criticality criteria which have to be defined.

At last but not least, it is necessary to provide decision-
makers with indicators like graphical tools (e.g. interactive
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maps) in order to have a global view and to visualize the
critical knowledge.

KNOWLEDGE

Knowledge Management

The rapid changes resulting from the globalization of
markets, the economy deregulation and the impact of new
information and communication technologies (Grundstein
and al. 2002) have obliged enterprises to change their way of
managing their knowledge (Zacklad and Grundstein 2001).

Knowledge management raises several issues: project
management, return on experience management or
competitive innovation. It is the reason why some large
companies have invested in knowledge management systems
like MKSM (Method for Knowledge System Management)
(Ermine and al. 1996), KADS (Knowledge and Analysis
Design Support) and CommonKADS (Breuker and al. 1994)
(Schreiber and al. 1999) or CYGMA (Dieng and al. 2001).
In spite of powerful functionalities, such systems are quite
difficult to deploy and not very easy to use. Furthermore
they do not provide functionalities for knowledge criticality
analysis or knowledge cartography.

Knowledge Criticality

There are different kinds of knowledge as there are various
sources of knowledge in enterprise. As a matter of fact,
collaborators make use of and create different kinds of
knowledge and know-how for their activities. In a same way,
projects and jobs are defined in terms of required knowledge
and competencies. This knowledge can be classified
according to three main categories: explicit knowledge — the
specific know-how which characterizes the company’s
capability to design, to produce, to sell and to support its
products and services — and the individual and collective
skills which characterize the enterprise capacity to act and to
evolve (Grundstein and Rosenthal-Sabroux 2003).

Each part of this knowledge has not the same degree of
significance or criticality for the enterprise in the sense that
the lost of some part could be harmful for the company
(Aubertin and al. 2003). It the reason why identifying critical
knowledge is a central issue for enterprise.



According to (Ermine 2003), knowledge criticality analysis
relies on knowledge cartography which can be drawn up
according to three points of view: processes, domains and
organisation.

Concepts

Whatever the point of view, the main concepts on which
knowledge cartography is based are project, competency, job
and collaborator.

The competency, which can be simply defined as a
knowledge in action in a given context (Roche and al. 2005),
is the central concept of our approach. As a matter of fact,
everything is defined in terms of competencies: a job or a
project mobilizes competencies which are held by
collaborators and trainings are set up in order to acquire or
improve competencies.

Collaborators Jobs
/ Competencies
Trainings Projects

Figure 1. The competency-oriented approach of enterprise

In a such competency-oriented model of enterprise, and in
the framework of this article, the knowledge criticality will
be mainly defined in terms of critical competencies, and then
in terms of critical projects and jobs.

ENTREPRISE ONTOLOGY

The knowledge criticality analysis requires to start by
representing the knowledge of the enterprise, and more
precisely by representing the main concepts of competency,
jobs, project (or processes). It means by representing the
enterprise ontology.

Ontology, defined as a common vocabulary of terms and
meaning shared by a community of practice, is a central
issue in knowledge management. It finds applicability in
many application domains including knowledge based
systems, natural-language processing, database design,
datawarehousing,  computer  supported collaborative
working, intelligent information retrieval, web semantic and
from a more general point of view, in information systems
and enterprise integration. The reason for why ontology is so
popular is mainly due to what they promise: “a shared and
common understanding of a domain that can be
communicated between people and computers” (Duineveld
and al. 2000).

Although one of the main objectives of ontology is to
normalize the meaning of terms, there is neither really a
consensus about its definition itself: “although ontology is
currently a fashionable term, no agreement exists on the
exact meaning of the term” (Gruber 1995), nor about
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building methodology:  “Onfologies are  becoming
increasingly popular in practice, but a principled
methodology for building them is still lacking.” (Guarino and
al. 2000).

Following the “famous” definition of Gruber « An ontology
is an explicit specification of a conceptualization. » (Gruber
1992), we shall consider that: “An ontology is a shared
conceptualisation of a domain, i.e. the description of the
concepts, relationships and properties of the domain.
Defined for a given objective, an ontology expresses a point
of view shared by a community of practice. An ontology is
represented in a language (explicit ontology) whose theory
(semantics) guarantees the ontology properties of consensus,
coherence, sharing and reuse”.

In the framework of our application — human resources and
knowledge management application — the knowledge
criticality analysis relies on the representation of enterprise
competencies, jobs and projects. So, we have defined a
different ontology for each of them.

Today there are several software environments for ontology
building (Duineveld and al. 2000), (Roche 2003). We have
chosen two of them: Protégé 3.1 because it is one of the
most famous environments and OCW (Ontology Craft
Workbench) for its methodology.

Protégé 3.1 is a free open source ontology editor (Protégé
2005). The Protégé-OWL editor enables users to build
ontologies in the W3C's Web Ontology Language (OWL)
and supports the creation, visualization, and manipulation of
ontologies in different representation formats. An OWL
ontology includes descriptions of classes, relationships,
properties and instances. As OWL is a logical-oriented
language providing inference mechanisms, it is possible to
derive new knowledge from an OWL ontology.

The figure below illustrates a part of the
ontology.

financial job

<{x protégé

e
T
Fesanal_Advisor *

Figure 2 An ontology defined with Protégé

Although the Protégé definition of an ontology fits very well
to our objectives (“An ontology describes the concepts and
relationships that are important in a particular domain,
providing a vocabulary for that domain as well as a



computerized specification of the meaning of terms used in
the vocabulary.” (Protégé 2005)), there is no methodology
for building ontology and there is no means for managing
the terminology aspect of the domain.

As a matter of fact, it is very important to help the experts of
the domain in finding the suitable technical terms and then to
define them. It is also important to have ontology-oriented
tools for knowledge management (classification, information
retrieval, etc.).

It is the reason why we have chosen the Ousia®
methodology of the Ontologos corp. company (Ontologos
corp 2005). The Ousia approach guides the experts in the
terminology and ontology definition from texts to concepts.

The Ousia® methodology relies on four linked tools. The
first one, LCW (for Linguistics Craft Workbench), allows to
extract terms from texts (it means the specialized terms used
by people to express enterprise knowledge). LCW is based
on automatic analysis linguistic tools.

The second one, SNCW (for Semantic Network Craft
Workbench), is a frame-oriented environment for building
semantic network. It is the first step for defining in a semi-
formal formalism the concepts and their relationships.
SNCW takes the extracted terms from LCW as so many
concept names.

LiG;

Sutte Logicielie

“r

Figure 3 A semantic network defined with SNCW

Although the result looks like very similar to the previously
defined Protégé ontology, a SNCW representation is only a
semantic network without logical formalization — a logical
approach is necessary if we want a sound and coherent
representation -. But in the both cases there is no really
definition of what is a concept and of what are the
differences between concepts. We need a more
epistemology-oriented environment for ontology acquisition.

The next tool, OCW (for Ontology Craft Workbench), is a
software environment dedicated to building formal
ontologies: creation, manipulation, visualization, etc. OCW
relies on a methodology for building ontologies based on the
definition of concept by specific differentiation: the most
important is not the “is a” relationship, but what is the
difference between concepts (the “is a” relationship is a
consequence of the definition by differentiation) (Roche 01).
If the result is a very formal definition of concepts, the most
important feature of OCW is its methodology for ontology
building based on linguistic and epistemological principles.
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Figure 4 An ontology defined with OCW

The last environment is TCW, for Terminology Craft
Workbench, which enables experts to link the enterprise
lexicons to the formal ontology. TCW handles semantic
relationships like synonymous and multilinguism as well as
lexicons in different languages.

We have defined the enterprise vocabulary in TCW
including the lexicons of the different practice communities
the words of which are linked by linguistic relationships to
the normalized vocabulary and whose semantics relies on the
OCW ontologies of competencies, jobs and projects.

Let us notice that the Ousia software provides several
additional tools for ontology-oriented semantic annotation
and information retrieval based on OCW ontology and TCW
terminology. Theses tools will be used for knowledge
cartography.

KNOWLEDGE CARTOGRAPHY

Our approach of knowledge criticality analysis relies on
knowledge cartography. As a matter of fact, knowledge
cartography is a means for getting a global view and
understanding of a knowledge base and quickly identifying
critical knowledge.

The last section of this article will present the criticality
criteria we have selected for our industrial applications in the
field of human resources and knowledge management.

The enterprise knowledge analysis according to the three
axles of competencies, jobs and projects, allows to build
three different maps. The building of a map on a given axle
corresponds to the projection (mapping) of all information
and knowledge to the associated ontology.

So, the problems to be solved are on the first hand to
annotate information with the relevant concepts and on the
second one to map information on the ontology and to
visualize the result.

Semantic annotation

In our application, knowledge cartography is first a
classification of the enterprise knowledge on the concepts of



the three ontologies (viewed as virtual directories). Our
approach is an ontology-oriented semantic annotation which
associates to every document the relevant concepts, i.e. the
concepts the document refers to (Handschuh and al. 2003),
(Kiryakov and al. 2005).

The following figure presents the ontology indexing process.

O Ontology

=1
« s Knowledge
- mw Cartography

L

Text,
documentation,
information,
project, cv...

Semantic analysis

Figure 5 The ontology indexing process

Every document, whatever it is (CV, project, individual
professional description, return on experience, job
description, etc.) is analysed using linguistic tools based on
the TCW terminology. Based on the occurrences of the
words of usage which both appears in the document and in
the terminology, a semantic marker is associated to the
document (a semantic marker contains the concepts
referenced by the document and their frequency). Such a
semantic marker allows to map the document to the different
ontologies in order to obtain the enterprise knowledge’s
cartography. Let us notice that a same document can be
classified on several concepts and several ontologies.

Let us notice that the ontologies are extra linguistic. It means
that they are independent of the language used for writing
documents. The separation, inside the terminology, between
words of practice used for writing texts and the concepts of
the ontology on the other hand, allows to index on the same
ontology documents whatever their writing language. Then
it is possible to query in a given language and to find
documents written in another language.

Cartography

Cartography plays a central role in knowledge management
(Card and al. 1999). In our case, it allows to visualize the
knowledge distribution on the ontologies of competencies,
jobs and projects. The maps we have built rely on the
ontology structure and on the hierarchical relationship
between concepts.

Using graphical forms (the representation of nodes in terms
of graphic variables, e.g. form, size, colours, etc.) allows to
visualize important information such as the number of
projects using a same competency (size), if a competency is
critical because it is held only by few people (color), and so
on.
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At last, maps must be interactive. They must allow users to
navigate inside the maps and the annotated knowledge base.
Users must be able to find their way inside their information
space without getting lost as well as to identify at all the time
where they are and where they need to go.

Yellow pages

As we are going to see it in the next section, the competency,
job and project maps allow the knowledge criticality
analysis. For a more general point of view, they provide an
interactive access and management of the enterprise
knowledge.

The figure below illustrates one of the possible applications,
in this case, the job map used as a job directory (yellow
pages). The job ontology is represented as a tree projected
onto a sphere (the “eye tree” paradigm (Tricot and al. 2005))
with the collaborator cards associated to the relevant nodes.

Carte des métiers Os Skill - Ontologos Corp.

Home DUPONT

Prénom: Thomas

%

Poste{s} nceupéis) 1 Social junior

Adresse email: dupent thomas@wanatoo fr

Figure 6 Os-Skill: the jobs’ map

Semantic and interactive maps are very useful decision
making tools. As a matter of fact, it is one thing to classify
information, but quite another thing to find them or navigate
in an ontology-annotated knowledge base (Tricot and Roche
2005).

CRITICALITY ANALYSIS

Our approach of knowledge criticality analysis relies on
knowledge cartography regarded as a means to evaluate and
locate critical knowledge. With semantic maps and the
definition of criticality criteria, users can easily detect
critical knowledge (highlighted through the different
graphical forms in the maps).

Criticality criteria
There are different ways to analyze the enterprise

knowledge, according to different points of view:
organization, human resources, projects, competencies, etc.



As we previously saw it, the enterprise knowledge is
represented through three different ontologies: the
ontologies of competencies, of jobs and of projects.

Our approach is competency-oriented. It means that
everything is defined around competency: collaborators are
defined through their competencies and are evaluated
according to them, jobs mobilize competencies as well as the
realization of projects, and the enterprise know-how is assets
of competencies. Competency is then a central issue in
enterprise modeling, it also makes it possible to conciliate
the different enterprise, collaborator and market points of
view.

Therefore it is important to know when a competency is
critical, becoming critical or could be critical. From this
information, we can deduce what jobs and projects are also
critical.

The criticality of a competency can be defined in different
ways.

It can be explicitly defined according to a scale defined by
the enterprise. For example:

- when the enterprise detects new needs in
competency within a context of innovation;

- according to its rate of use;

- or how difficult to acquire the competency is;

- elc.

It can be also automatically evaluated according to different
criteria:

- if a competency is used in many projects but held
by few collaborators, it could be critical;

- if the competency is held by “sensitive”
collaborators (e.g. collaborators who are close to
retire from business or at the end of a fixed duration
contract).

At last, it is important to notice that a competency is not a
static resource. It lives and evolves within the organisation’s
life, for example in the field of law competencies or
enterprise security competencies. Norms and technologies
evolve regularly and organizations must respect them.
Collaborators have competencies which have a life time.
This life time depends on how fast they evolve. Therefore, a
competency at the end of its life time is critical.

Map of critical competencies

The map of critical competencies (figure 7) visualizes the
criticality of competencies. The use of different graphical
forms (size, colour) allows to focus on the most important
points.
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Figure 7 the critical technical competency map (XML&SVG)

In this way, the user can know which competencies could be
problematic for the enterprise. By analysing this map, he
will be able to know, for example, if some critical
competencies are close to disappear or not enough held by
collaborators (the size of circles is directly linked to the
number of collaborators who hold the competencies or to the
number of projects which mobilize these competences). Let
us notice that knowing if competencies are going to
disappear or to be less essential is important to set up in-
house or continuing trainings).

Map of critical jobs

Since jobs are defined in terms of competencies, it is
possible to create, in a same manner, a map of critical jobs if
we consider that a job is critical if it mobilizes critical
competencies.

But a job can be also qualified as critical if it is held by
“sensitive” collaborators (e.g. close to retire from business
or under a temporary contract).

The map of critical jobs gives another vision of enterprise
knowledge criticality. Then it is possible to plan
recruitments without using the competency cartography.

Map of critical of projects

Like jobs and competencies, projects can be mapped too.
That can bring up some information about them. The user
can determine if a project is critical, if some competencies it
mobilizes are held by a small number of collaborators or not,
and so on. The projects criticality will depend on their
importance in the organization and on the resources needed
for their accomplishment. It can help the user to control
recruitment.

APPLICATION: Os-Skill

This ontology-oriented knowledge criticality analysis has
been implemented in an industrial application called Os-
Skill. Os-Skill is an intranet solution for knowledge and
human resources management which provides different
functionalities (figure 8). For example, each collaborator has



an access to the portal, can see his competencies and is able
to make a career plan. The maps of critical knowledge will
be exploited by decision-makers to have an overview and a
global understanding of the enterprise knowledge and know-
how, whereas human resources managers will exploit them
to plan recruitments and trainings.
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Figure 8 Os-Skill: collaborator's profile page
Simulation

Knowledge criticality analysis is not a static view of the
enterprise. As a matter of fact, it is crucial to offer to
decision-makers and human resources managers a long term
vision of the company according to the three axles of
analysis of competencies, jobs and projects. This is the
simulation aspect of the knowledge cartography. Such a
functionality is a useful means to help managers to identify
the knowledge which could be critical not at the present time
but in few years. Knowledge cartography simulation exploits
criteria like competency life time, collaborator ages, etc. and
the number of years for the forecasts. In this way, managers
can anticipate, if nothing changes in the company, which
knowledge should be a problem. Therefore, they will be able
to plan what they should do in the next years to prevent
those problems (figure 9).
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Figure 9 a simulation map (XML&Java)
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CONCLUSION

Knowledge criticality analysis is a central issue for
company. As a matter of fact, in an economic context which
is more and more difficult and competitive, knowledge
management is the new economic stake for enterprise.
Enterprise must be able to have a global view and
understanding of their knowledge and know-how as well as
to be able to identify as quickly as possible what knowledge
are, or could be in a close future, critical.

Our approach of knowledge criticality analysis relies on the
knowledge cartography of the enterprise. The enterprise
knowledge is modelling according to three ontologies: the
ontology of competencies, of jobs and of projects. Then it is
possible to index all information on these ontologies and to
visualize the classification as so many semantic maps.

In order to qualify a knowledge as critical we have
introduced different criticality criteria mainly based on the
notion of competency. For example a competency is said
critical if it is held by few collaborators or if it is mobilized
by a lot of projects, etc. Managers and decision-makers can
then visualize three different maps of critical knowledge for
competencies, jobs and projects.

At last but not least, the maps of critical knowledge can be
used for simulation in order to identify the knowledge which
could be critical in a close future.
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ABSTRACT

The time phased behaviour of participants with
interdependent pricing strategies in a marketplace is
simulated using a GA. Each member of the population
embodies a pricing strategy and their fitness equates to their
profitability. Population members are monitored for
collusive behaviour which 1is illegal in many real
marketplaces. For simple market share models simplistic
strategies are evolved quickly which prevent the exploration
of the space of all strategies by the GA. More complex
market share models also produce simplistic strategies but
with unpredictable transitions between these strategies in
which the GA explores more of the solution space.
Strategies that appear to be collusive are evolved and their
origin and nature are examined.

INTRODUCTION

An oligopolistic marketplace is one in which relatively few
sellers compete to maximize their profits by selling different
brands of the same product. In addition the marketplace is
such that the actions of any given seller will influence the
actions of the remaining sellers. This interdependence makes
it a non-trivial exercise to discover selling strategies that
produce market-leading profits over time.

One promising approach to uncovering such strategies is to
evolve a simulation of the marketplace. If a representation of
a time-phased selling strategy can be codified then several of
these strategies can be allowed to compete for the profits
available from the marketplace. If we begin with random
strategies the most profitable strategies can be selected after
a marketplace simulation. These strategies can be subject to
genetic operations and allowed to compete in a second
marketplace simulation. Repeating this cycle of simulation,
selection of the fittest (most profitable) and genetic operation
should encourage the evolution of profitable strategies.

Although retail marketplaces often involve complexities
such as buyer segmentation and the effects of advertising,
some important markets are far simpler. For instance, in the
Australian petroleum retail marketplace profits depend
almost exclusively on a seller’s current price point and this
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price point’s related market share. In addition the
marketplace is oligopolistic. To protect buyers, Government
regulations forbid price collusion amongst petroleum sellers.
Despite or because of these regulations more than 30
inquiries into the pricing strategies of the petroleum sellers
have been held over the last twenty five years. Any insights
that an evolving simulation of such a marketplace can
provide, especially with respect to pricing collusion, would
be valuable.

SIMULATION AND GENETIC ALGORITHM
DETAILS

A marketplace simulation (henceforth known as a game)
proceeds as a series of time steps. At each time step sellers
(henceforth known as players) take as input their price rank
at the last two time steps. Their output is a price movement
which may or may not create a new price rank for them at
the current step. A player’s price rank at the current time
step will subsequently influence their price movements for
the next two time steps since it will be part of that player’s
price rank history. Players begin a game with a common
initial price. For four players there are 20 possible price
rankings and therefore 20° possible two step price rank
histories. More generally, if there are n players then the
number of price rank histories is:

2
{Z e, % k} .

k=1

The example presented in Table 1 clarifies the concept of a
price rank history where each price rank includes the relative
position of a player’s price and the ranking structure of all
players’ prices.

Table 1. An Example of a Price Rank History

Time | Prices (player 1, | Price Rank, player 2
Step | 2,3 and 4)

t-2 ] (59,61,61,62) | 2(1223)

t-1 ] (60,61,62,63) | 3(1234)

In each time step of a game only three price movement
responses are allowed namely: increment or decrement the
current price by one unit or make no change.



Conversion of a player’s remembered two step price rank
history to a price movement response is performed by
looking up the appropriate position on a chromosome
consisting of a 3-nary byte string. This string is the
representation of a player’s strategy. The string is 400 bytes
long and each byte can be considered as a gene that can be in
one of three possible alleles: -1, 0 or +1, to indicate a price
movement response. The position of a byte in the byte string
indicates which of the 400 possible price rank histories it
contains the response to. In practice several additional start
up bytes are required to take care of responses in the first
two time steps of each game when players have no
remembered two step price rank history. Each gene
represents an independent response component of a strategy
so it can be mutated in isolation and crossover operations do
not require a repair mechanism.

This representation of a strategy by a byte string suitable for
processing by a GA, is an adaptation of one used by Axelrod
(Axelrod 1987) to investigate the Iterated Prisoners’
Dilemma (IPD) game and an extension of this representation
by Yao and Darwen (Yao and Darwen 1994 ) to investigate
the N-person IPD.

This representation has been used previously to explore
aspects of an oligopolistic marketplace other than collusive
behaviour (Cheung et al. 1997a; Bedingfield et al. 1997a;
Cheung et al. 1997b, Bedingfield et al. 1997b). A related
representation has been described by Cheung and Hinde
(Cheung and Hinde 2000).

The genetic algorithm, used in this study, typically employs
a population of 20 player strategies with moderate one-point
crossover and mutation rates of 0.2 and 0.01 respectively.
Fitness scaling is used to both dampen extreme fitness
values and emphasize smaller differences. Selection is
performed using the roulette wheel approach. The algorithm
is based on one presented by Goldberg (Goldberg 1989).

During each generation the marketplace is simulated *°C,
times as a game is played for each combination of 4 player
strategies taken from the available population of 20.
Typically a game proceeds for 22 time steps. A strategy’s
fitness (profit) is accumulated over every step of every game
it participates in during a generation.

MARKET SHARE MODEL

Profit calculations are based on price and market share
which, of course, are interrelated in most retail markets. One
of the more popular price/market share models amongst
marketing analysts is the Multinomial Logit (MNL) model
(Cooper et al. 1988; Bell et al. 1975). According to this
model the market share of a player with price p; is:

—ap;
e . .
where o > 0 is an adjustable constant.
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To help visualize the effect of this model 3D profit plots for
o = 0.02 and o = 0.2 are shown in Figures 1 and 2
respectively. To make the plots visually practical one
player’s price is varied against the sum of the remaining
three. In these plots the player 2, 3, 4 price axis is scaled as
if players 2, 3 and 4 all have the same common price. Low
values of alpha lead to simple market share and profit
surfaces where high prices are punished only weakly with
reduced market share and resultant profits. High values of
alpha produce more complex surfaces that punish high
prices more severely.

player 2, 3, 4 price

player 1 price

Figure 1: Profit Plot for MNL Market Share Model with oo = 0.02

player 2, 3, 4 price

player 1 price

Figure 2: Profit Plot for MNL Market Share Model with oo = 0.2

MNL MARKET SHARE MODEL WITH LOW ALPHA
VALUES

If alpha is low (o < 0.05) the MNL market share model
produces a profit surface that presents an unequivocal
contour to an evolving strategy. No matter what the price of
the other players the most profitable strategy for any given
player is to increase its price. This leads to some unusual
gene usage during strategy evolution.

The strategies in a population compete in many 4-player
games over a generation to accumulate profit which is



interpreted as their fitness which determines their probability
of selection into the next generation. Because of the
unequivocal pressure to increase prices brought to bear by
low alpha MNL market share models the +1 allele should be
increasingly selected for all genes as generation follows
generation. Actually detailed and summary reporting of the
genetic processes at work reveal only a few genes are
actually biased in this way across the strategy population.
When a gene is biased it means it is considered to be a “good
idea” across the population. Specifically, this price
movement response to this price rank history will contribute
better than the other alleles of this gene to a strategy’s
overall profitability.

Genes will not be meaningfully biased unless they are used.
If they are not used they cannot contribute to a strategy’s
profitability and therefore cannot influence the selection of a
strategy and therefore indirectly the selection of themselves.

Since at the start of each game all players have the same
price point, a frequently used gene is the 1(1111) gene i.e.
first amongst four equal firsts. Once this gene has become
biased in the strategy population all games follow a
predictable pattern: all players increment their price at every
step and remain locked with even prices. Only the 1(1111)
gene is used. Additional genes used to decide on price
movements in the first two steps of any game when players
do not have a two-step price rank history to refer to
complicate things a little but since these genes are also
subject to evolutionary pressure they are quickly biased into
their +1 allele.

Once the above situation has become established there is
very little exploration of the space containing all possible
strategies. All such exploration occurs in the transition from
the initially random strategies to strategies with their start up
and 1(1111) gene biased to their +1 allele. This transition
usually takes less than 20 generations. In addition if
mutation hits either of the start up genes or the 1(1111) gene
there is a brief use of genes other than the 1(1111) gene.
These genes have had little use and are therefore unbiased. A
brief chaotic drop in fitness results but the constant
evolutionary pressure to increase profits soon re-establishes
the equilibrium situation.

A fitness profile over one hundred generation is shown for a
marketplace based on the MNL market share model with o =
0.02 in Figure 3. It is an average over ten evolutions where
each evolution is based on a different random seed for its
stochastic processes including the generation of the original,
random population. The fitness profile for an individual
evolution is not shown since these do not show anything
other than trivial deviations from the average. Fitness is
shown as a percentage of standard profitability which is the
profit made by a player if all players maintain their original
price for the duration of all the games for a generation.

The initial transition and subsequent perturbations where
some non-trivial part of the space containing all possible
strategies is being explored has already been explored
(Cheung et al. 1997a; Bedingfield et al. 1997a; Cheung et al.
1997b, Bedingfield et al. 1997b). However, at least two

23

notes of caution should be sounded. The resulting strategies
are not profitable in the face of any other strategy (i.e. they
are not good predator strategies) but only profitable in the
face of identical strategies. In essence, a fragile common
strategy is evolved. This strategy could be seen as collusive
as it relies on all players following an identical strategy of
increasing a common price. Actually the individual players
are only following their own best interests in this case and
are not guilty of collusion. It should be noted that the actual
chromosomes of each of these “identical” players may be
quite different but if the chromosome genes that actually get
used are identical this amounts to identical strategies. The
non-identical genes are relatively unbiased as a result of the
short initial transition and therefore produce chaotic results
when called into play during subsequent perturbations.
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Figure 3: Best and Average Fitness over 100 generations
(averaged over 10 evolutionary instances) using the MNL
Market Share Model with o = 0.02

The second note of caution concerns the fact that members
of the genetic algorithm population are pitted against each
other to determine fitness. This has the effect of constantly
changing the evolutionary background. In the first
generation strategies emerge that best deal with other
random strategies. In the second generation these same
strategies are now pitted against the best strategies from the
first generation. They were selected because they dealt well
with random strategies but they are now expected to do well
against a different set of “semi-smart” strategies. Again it
must be remembered that what is being evolved is a
profitable common strategy not a profitable predatory
strategy.

This feature of the evolving simulation is not unrealistic
since presumably in a real oligopolistic marketplace, players
take note of successful pricing strategies used by their
competitors and incorporate them into their own strategies in
a never-ending, escalating competition.

MNL MARKET SHARE
ALPHA VALUES

MODEL WITH HIGH

If alpha is high (o > 0.05) the MNL market share model
produces a profit surface that presents a more equivocal
contour to an evolving strategy than the low alpha case.
Unlike the low alpha case the most profitable strategy is not



to always increment price but depends on the current price
of this strategy and the current prices of the other three
strategies in a game.

A fitness profile over five hundred generation is shown for a
marketplace based on the MNL market share model with o =
0.2 in Figure 4. It is an average over ten evolutions where
each evolution is based on a different random seed for its
stochastic processes including the generation of the original,
random population.
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Figure 4: Best and Average Fitness over 500 generations
(averaged over 10 evolutionary instances) using the MNL
Market Share Model with o = 0.2

This is indeed a disappointing plot for an evolutionary
process that hopes to evolve more profitable strategies over
the generations. In fact it seems counterintuitive that after
selecting for the most profitable strategies in a generation
these strategies often become less profitable in the next
generation. However it must be remembered, as discussed
already, that the evolutionary background changes from one
generation to the next. A good strategy in generation n may
not be as appropriate in generation n + 1 since the opposing
strategies have changed.

Examination of the evolutionary instances that contribute to
the average plot reveals little reproducibility but some large
scale similarities. These include sustained attraction to at
least three fitness levels. In terms of standard profitability
(defined above) the sustained fitness levels are at 114%,
92% and 54%. One or more of these fitness levels appears in
all ten evolution instances that make up the average profile
shown in Figure 4. A fitness profile for one of the
evolutionary instances is shown in Figure 5 and discussed in
detail below.
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The levels themselves are simply explained. They
correspond to extremely homogenous strategy populations
where the few genes that are used are heavily biased into
their +1 allele (114% level), 0 allele (92% level) or -1 allele
(54% level). The transitions between levels are more
interesting.

Both the transitions and the levels result from the market
share model and evolutionary pressure. The MLN market
share model with high alpha values punishes higher prices
with very small market shares and consequently very small
profits. The evolutionary pressure is not simply for greater
profits but for a shared strategy that delivers greater profits
to all strategies in a game. A profitable predatory strategy
quickly becomes a victim of its own success when it faces
itself in subsequent generations. Put simply, wolves soon
starve when there are no sheep!

In the fitness profile for the evolutionary instance shown in
Figure 5 the 114% level emerges within 10 generations. The
initial price for all players in all games is arbitrarily set at 60
units. Since a price array of (59, 60, 60, 60) is more
profitable for player 1 than (61, 60, 60, 60) it is somewhat
surprising that the +1 allele is selected for. The reason for its
selection is that the price array of (61, 61, 61, 61) is more
profitable for all players than (59, 59, 59, 59). Having said
this, the 114% level only emerges more or less immediately
in 30% of evolutionary instances. The vagaries of the initial,
random population often leads to an initial transition to one
of the other two levels.

The 114% level collapses spectacularly to the 54% level at
generation 31. The collapse can be traced to a mutation of
the 1(1111) gene from +1 to -1. This is the first time this
particular mutation occurs. The individual with the critical
gene mutated invokes the use of many unused and therefore
unbiased genes in its competitors during marketplace games.
Prices become unlocked and the delicate balance that
maintained the 114% level is broken. Strategies that cause
lower prices tend to be more profitable and there follows a
flooding of the population with such strategies. The result is
the emergence of a homogeneous population where the



1(1111) gene is in the -1 allele and with few exceptions is
the only gene used.

Unlike the 114% level the 54% level is relatively stable.
Every game will begin with all players decrementing their
price in step. Any player electing (via a mutation of the
1(1111) gene) not to follow the others down is immediately
punished with reduced profits and less chance of selection
into the next generation.

The transition from the 54% level to the 92% level is
therefore puzzling. Its genesis is a mutation of one of the
start up genes of a member of the population. This event
leads, within a few generations, to the creation of an
interesting and complex strategy which is the fittest strategy
for generation 254. Variations of this strategy subsequently
power this unexpected transition to a homogenous
population in which the 1(1111) gene is biased to its O allele
and more or less used exclusively.

Several plots that show the complexity of the fittest strategy
of generation 254 are shown in Figs 6, 7 and 8. The plots of
average price and average profit per game step over all
games in a generation are, on the face of it, contradictory.
Despite maintaining a higher price than the population
average at each game step the strategy manages to also
maintain a higher profit than the population average beyond
the fourth game step. This would appear to contradict the
market share model. The plot of frequency of final price
rank hints that the price and profit plots are hiding some
interesting detail in their averaging. In particular the strategy
results in several final price ranks not just always first or
always last for instance. The profits are apparently picked up
in several different ways probably depending on the
particular opponent strategies in a game.
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COLLUSION

All three sustained fitness levels can be construed as
collusion since all involve the maintenance of a fixed
identical price by identical strategies. However, the 54%
level differs from the 114% and 92% levels. Strategies that
emerge to break the 54% strategy are usually unfit and
quickly removed from an evolving population. Strategies
that emerge to break the other levels are usually fit and
quickly invoke a transition to a lower level. Although it
requires a mutation to cause a transition in the evolving
simulation in the real world this corresponds to a willful
change of strategy. Therefore to attain and maintain one of
the higher profit levels strategies must be willfully
converged and maintained by members of an oligopoly.

ONGOING AND FUTURE WORK

Monitoring techniques that help understand how complex
strategies, such as the one mentioned above, achieve their
success are being developed. There is a delicate balance
between being overwhelmed by fine detail and burying that
same detail in averages.



Bonuses and penalties for collusion are being introduced
into the evolving simulation. To mimic the real world
bonuses are given after n time steps of identical pricing and
penalties after m steps where m > n. Different bonus and
penalty ratios are being tried along with different delays in
the time steps between bonus and penalty.

The correspondence between Nash equilibria from Game
Theory and the sustained fitness levels discovered in the
current work is being investigated.

In parallel with the above work predatory strategies are
being evolved by pitting members of a genetic population
against a static but large number of arbitrary and semi-smart
strategies rather than against each other.
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ABSTRACT

The ever increasing complexity and variety of
investment decisions has, sometimes, proved the
commonly used investment appraisal approaches as
insufficient. The point estimates for an uncertain future
seem at least unconvincing. At the same time, the
investors are in need of sound arguments, which will
be able to shape the investment specifications and
appraise their uncertain nature.

This paper proposes an innovative approach that
attempts to fulfil the aforementioned needs. The two-
step approach reaches an optimum through a Genetic

Algorithm optimization and then models the
environment’s uncertainties with a Monte Carlo
simulation. The approach, thus, offers the best

investment characteristics, as well as its implied risk.
The proposed method is further demonstrated through
an extensive Case Study.

INTRODUCTION

The constantly increasing complexity of business
ecosystems has rapidly expanded the variety, as well as
the importance and risk, of potential investments.
Investment decisions are now more crucial than ever
for any kind of production companies, since the right
investment in a global economy framework may aid the
prosperity of the company, while the wrong investment
may lead even to bankruptcy.

The investment's problem is as old as the economy
itself. In order to succeed in optimum utilisation of the
limited available investment resources, each decision
should take into consideration a huge set of factors,
which are either defined by the investor, or can be
affected only by external factors. The decision to
proceed or not to an investment is based upon the
outcome of the dominant economic criteria, such as the
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Net Present Value (NPV), the Internal Rate of Return
(IRR) and the Payback period (Van Groenendaal and
Kleijnen 2002, Biezma and San Cristobal 2005).

The typical investment analysis forces the decision
maker to assign values to every single variable of the
investment model and to perform at best a sensitivity
analysis afterwards. This approach will lead to a non-
optimal outcome, not capable of giving the highest
possible amount of information to the decision maker.
An alternative approach is to take into account risk
management principles while estimating the outcome
of an investment (Pike and Neale 1993).

Risk management has always being regarded in the
economic field as a potential fluctuation of the
economic variables (Alexander C. 1999). The
economic and technical risks (Hammer 1972) are the
first structured approaches met in the scientific
literature. However, there are many more scientific
sectors where scientists try to investigate and exploit
the benefits of risk management. Research is focused,
but not limited, to the fields of human errors,
occupational safety (Reason 1990), supply chain
management (Ponis 2005) and quite recently to project
risk management (Kirytopoulos et al 2001, Leopoulos
et al 2003).

The paper is focusing on risks that might affect an
investment, thus putting in jeopardy the capital
invested by a company or an individual. In nearly any
type of investment, risks are most of the times regarded
to be external. External risks are those that the
probability of their occurrence cannot be modified by
the investor (Leopoulos and Kirytopoulos 2004). In
other words, the investor knows that risks might
happen but cannot do anything to change the
probability of their occurrence. Pike (1986) has
modelled the investment decision through the use of
statistics. He adjusted a normal distribution on each
variable of the Net Present Value (NPV) function
affected by risks and by using statistics calculations he
reached an NPV outcome described not just as a single
value but a normal distribution, thus providing valuable
information to the investor.



The first part of the paper is concerned with defining
the problem and analyzing and presenting the
conceptual model. The model aims at providing an
alternative and innovative approach for investment
appraisal, by applying optimization methods (Genetic
Algorithms)  while  simultaneously  considering
investment risk.

In order to highlight the characteristics of the
conceptual model, a Case Study is presented at the
second part of the paper. The Case Study concerns an
investment in a tri-generation power plant (electricity,
heat and cooling), fuelled by renewable energy sources,
namely several types of biomass. This particular type
of example was chosen on the one hand due to the
increased interest on renewable energy sources
following the recent energy crisis and extreme oil
prices and on the other hand because this specific case
possesses all the characteristics that make it an ideal
candidate for applying the conceptual model presented.

METHOD DESCRIPTION
Problem formulation

The fundamental scope of the problem is to assess and
select an investment project by optimizing the investor’s
choices while in parallel considering the risk correlated
with these choices. Among various economic criteria,
NPV is selected, without loss of generality, as the one
most commonly used.

The NPV of an investment is dependent on the values of a
set of variables, which are either defined by the investor’s
decisions, or are fully determined by external to the
decision system factors. A potential investor’s aim should
be therefore twofold: On the one hand, the best possible,
in terms of NPV, investment should be selected by
optimizing the investor’s decisions. On the other hand,
specific knowledge is needed on the volatility of the
external factors and on how this volatility affects
investor’s decisions, in regard to his risk policy.

It is therefore apparent that the investor’s defined
parameters and the external variables should be
considered separately. The paper presents an integrative
approach, which attempts first to compute the NPV in a
way that heuristically optimizes the decision-making
process by shaping the best feasible investment and
second reliably quantify its implied risk.

Conceptual model presentation
As stated above, NPV is a function composed of investor
defined parameters, as well as external variables. In
mathematical terms the NPV function is described in
equation 1.

NPV = f(P,V)= f(P,...,P,V,..,V) )

where:
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P=[P],i=1,..,n, parameters that their value is defined

by the investor and

V:[K],j=1,...,m, variables that their value is an
outcome of external factors.

The common approach to modeling external variables
is to assume a single value for each one of them
(Savvides 1994). However, the deterministic
consideration of a probabilistic reality is by definition
erroneous. In this paper, a different view is proposed.
Let

V.~ X (mean ,std ) 2)

that is, the variable V. follows a statistical distribution

X, with known characteristics mean ,std . By this

way, the implied volatility of each external factor is not
omitted, but modeled through a statistical distribution.
The distributions’ characteristics are expert-defined.

The first step of the approach is to assume that each
external variable is equal to its most probable value,
which, eventually, leads to the most probable scenario:

Vj : Vj = Vj,probable

& V= Vprobable

Having determined the V value, the only thing that
remains is to decide for the P value. The occurring
optimization problem is solved via use of Genetic
Algorithms

GA
NPV=£(P, mebable)=max—)P =P, ()

Genetic Algorithms (GA) comprise an optimization and
search technique based on the principles of genetics and
natural selection. A GA allows a population composed
of many individuals to evolve under specified selection
rules to a state that maximizes the selected criteria. GAs
implement the biological concepts of genetic re-
combination, genetic mutation and natural selection
(Haupt and Haupt 2004).

As the name implies, GAs are analogous to the biological
concept of a gene, the basic building block for individual
traits of organisms, and are combined in chromosomes to
form the total, inherited characteristics of an individual.
Pursuing the biological analogy further, genes and
chromosomes change from one generation to the next so
successor generations are never exactly the same as their
predecessors. Recalling the “survival of the fittest”
theory, alterations in genes and in the composition of
chromosomes lead to the creation of individuals with new
characteristics. Some of these characteristics are favorable
in a given environment and others may be less favorable
or even deadly. Consequently, populations find
individuals with favorable genes and chromosomal
combinations increasing in number and those with less
favorable genes and chromosomal combinations
decreasing in number. Over time, populations of



organisms begin to find an optimal niche in the
environment in which the gene pool is well balanced and
effective or else the population begins declining (Grupe
and Jooste 2004).

Some of the advantages of GA include that it optimizes
even non-continuous and non-differentiable functions,
with continuous or discrete variables, it does not require
derivative information, it simultaneously searches from a
wide sampling of the cost surface and it deals with a large
number of variables. Even more, GA may succeed in
finding the global optimum, due to the fact that the
method evaluates simultaneously a large population
instead of a single point for most non-heuristic
optimization methods. These advantages are intriguing
and produce stunning results when traditional
optimization approaches fall miserably (Haupt and Haupt
2004).

The solution accomplished by the use of GA, Pg,
provides the optimum values for parameters defined by
the investor, which define the optimum investment
decision, provided that the external factors have values
equal to their most probable value.

However, NPV=/(Pg,, V, ibabie

) is just a point-estimate
of the final NPV that will occur under realization of the

optimum investment scenario. But the Vionanie is just a
case among many that can happen, since V, values are

external parameters. The method presented here, proposes
a more advanced view by implementing a probabilistic
NPV calculation, which is accomplished by the use of
Monte Carlo Simulation.

Monte Carlo Simulation (MCS) constitutes a stochastic
statistical methodology of quantitative solution and risk
assessment for non-deterministic problems, using a
pseudo-population of randomly produced alternative
scenarios from prescribed statistical distributions. The
MCS suggests the modelling of the range of possible
values for each input variable and the following
reproduction of an efficient number of scenarios, so that
the depiction of the respectively large number of results in
a density function diagram could attribute in a reliable
manner the needed distribution of the output variable,
showing in parallel the possibility of occurrence for each
value and marking out extreme or probable results (Vose
2000).

A MCS is performed for k£ =1,...,¢q iterations, where ¢ is

typically larger than 1000, by picking randomly values
from the statistical distributions X e such that

“
and consecutively computing Vk : V =V, a value of

NPV, = (P, V,) (5)

Vi, k: ij ~ Xjk (meanj,std/)

The NPV is finally calculated not as a single figure but as
a probability density function, which is based on optimum

investor’s decisions and represents the quantified volatility
of external parameters.

The alternative representation of the k values of NPV
derived from the MCS in a cumulative probability diagram
also provides valuable information. The confidence level
at the point of zero NPV could serve as a useful meter of
risk. Moreover, the value of NPV at a selected confidence
level provides a strong decision tool, which can serve as a
decision criterion for the final acceptance of the project.

CASE STUDY
Case description

The Case Study concerns an investment analysis for a tri-
generation power plant, given the demand of a specific
customer for heat and cooling. Heat and cooling demand
profiles are available for a specific residential sector of
500 customers. The geographical positioning of the plant
and the customers is assumed to be fixed. The revenues of
the power plant under consideration will stem from
selling electricity to the grid as well as heat and cooling to
the customers via a district heating network that will be
constructed. The price of heat is assumed to be a fixed
percentage of the cost of heat obtained by using oil (as
this is the common practice) whereas the price of cooling
is a fixed percentage of the cost of cooling obtained by
electrical compression chillers.

The power plant will consist of a base-load co-generation
module (gasifier and reciprocating engine) and a biomass
boiler for peak-load heat production. There are four
biomass types available in the region, therefore all of
them are considered as potential fuel sources for the plant.
The multi-biomass approach has been used, due to the
significant cost reductions that can be obtained at the
logistics and warehousing stages of the biomass supply
chain, compared to the single-biomass approach
(Rentizelas et al. 2005). The basic characteristics of the
biomass sources are presented in Table 1.

Table 1: Biomass Characteristics

Biomass type Typel | Type2 | Type3 | Type4
Price (€/kg) 0.05 0.01 0.03 0.01
Heating Value| 10000 | 10500 | 12000 | 10200
(KJ/kg wet)

Density (kg/m3) 400 350 450 350
Biomass availability| Sept- Feb |Feb-Mar | May
(months) Oct

Yield (tons/hectare) 2 4 5 3.5
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The parameters included in the GA optimization are:

e Capacity rates for the base-load co-generation
plant as well as the peak-load heat boiler

e Amounts of each biomass source to be procured

every year




e Initial biomass inventory at the beginning of
every year of operation.

The objective function (equation leading to the NPV
value) of the optimization problem is the NPV of the
investment, during its operational lifetime. Investment
considered includes the power plant, the supply chain of
the biomass, the construction of the District Heating and
Cooling network and connection to the customers, as well
as the electricity transmission line and connection to the
grid. The financial data used for the NPV calculation are
presented in Table 2.

Table 2: Financial data

Interest rate (most probable valuc) 6%
Inflation rate (most probable value) 3%
Investment lifetime (fixed value) 15 years
Public Subsidy (most probable value) 40%

The specific case is highly suitable for optimization with
GA, as the objective function is non-linear and non-
continuous, due to economies of scale of the biomass co-
generation plant and analytical modelling of the biomass
logistics network. Furthermore, several parameters may
take a very wide range of values, therefore MCS is used
to depict the effect that they may have on the NPV value.
For example, oil price has undergone significant
fluctuations lately, and has a significant dual effect on the
NPV value: on the one hand it affects revenues from heat
sales and on the other hand it affects reversely logistics
cost for transporting and handling biomass. The
characteristics of distributions X; for all parameters V;
have been derived by experts and are presented in Table
3. The third column of the table refers to Vyebanie, Which
gives the values that have been used in the GA
optimisation model.

It can be seen from Table 3 that various distribution types
have been chosen to simulate the volatility concerning the
values of various variables. For example, most of the
variables that relate to construction work have been
simulated with triangular distributions, as this is common
practice in construction project management (Kirytopoulos
et al 2001). Other variables that have a certain value today,
but are expected to follow a particular trend in the future
(e.g. increasing electricity prices) are simulated also by
properly modified triangular distributions. Financial
figures that may fluctuate in a totally unpredictable
manner have been modelled by uniform distributions, with
logical upper and lower bounds. The adoption of Monte
Carlo simulation gets over the significant limitations of
Pike’s (1986) model that demands the use of the Central
Limit Theorem. Thus, the limitation of using the same
type of distribution to describe the totality of the
parameters included in the NPV value can be omitted in
the proposed approach, where the use of MCS is
introduced.

Table 3: Characteristics of Parameters’ Distributions
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Parameter Distri- Probable |Stan- | Mini- | Maxi-

bution value dard |mum |mum
devi- | value |value
ation

Income from electricity .

(€/kwh) Triangular | 0,06611 0,05 0,1

Income from electric

power reimbursement Normal 1,7 0,2 1

(euro/kw/month)

Power reimbursement Normal 09 005 | 07 1

factor (-) ’ i i

Income from cool .

(curo/Kwh) Triangular 0,036 0,03 | 0,05

Public subsidy on Uniform | 40% 30% | 50%

investment (%)

3;(::11 CHP cfficiency Triangular 0,85 0,75 | 0,88

Thermal CHP efficiency Trianeular 0.59 0.5 0.65

rate g s B S

Thermal boiler Triangular | 0,8 07 | 085

cfficiency rate

Chiller efficiency Normal 0,7 0,1 | 0,65 0,9

Inflation (%) Uniform 0,03 0,02 | 0,05

Compound interest rate .

%) Uniform 0,06 0,05 [ 0,08

Investment cost for

CHP plant — reference Normal 2000 100 | 1500 [ 3000

case (€/kWel)

Investment cost for

Boiler — reference case Uniform 200 10 160 230

(E/kWth)

Diesel cost (€/1t) Uniform 0,6 0,45 1

Biomass price — type I .

(€/ton wet) Uniform 50 40 80

Biomass price — type II .

(€/ton wet) Uniform 10 5 40

Biomass type — type 111 .

(€/ton wet) Uniform 30 15 60

Biomass price — type IV .

(€/ton wet) Uniform 10 5 30

Warchouse &

equipment investment .

cost (% of base Triangular 1 0,85 | 1,25

scenario)

Warchouse &

equipment operational .

cost (% of base Triangular 1 0,9 1,15

scenario)

Electricity transmission

network investment cost | Triangular 1 0,9 1,2

(% of base scenario)

District heating network

investment cost (% of Triangular 1 0,85 1,3

base scenario)

Cooling equipment

investment cost (% of Triangular 1 0,9 1,1

base scenario)

Results

The optimum solution for the set of parameters P
obtained by GA optimization (Ps,) is presented in Table
4. The optimum investment decision arises as clearly
defined in terms of plant capacity, initial inventory and
annual amount of biomass per type. The proposed
approach provides a single optimum value for all the
parameters that are determined by investor’s choices.




Table 4: Optimized Variables (V)

Variables Value
Thermal power capacity of
CHP plant (kW) 4.388,36
Thermal power capacity of
peak-load boiler (kW) 2.584,71
Total annual amount of 815.13
biomass — type I (tons/year) ’
Total annual amount of
biomass — type II (tons/year) 7.544.68
Total annual amount of
biomass — type I1I (tons/year) 749,58
Total annual amount of
biomass — type IV (tons/year) 7.004,80
Initial biomass inventory (m’) | 22.877,87

Following the adoption of these optimum prices, a MCS
is performed to reveal the implied wvolatility that
characterises the rest of the variables (refer to Table 3).
The characteristics of the NPV distribution that occurred
through the 10.000 iterations of the simulation are
presented in Table 5 that follows.

Table 5: NPV Distribution Characteristics

Minimum (€*10°) | -3,50 |Mode (€*10°) | 12.09
Maximum (€*10°) | 37,47 |Left X (€¥10°) | 5,08
Mean (€*10% 1328 |Left P 5%
Median (€*10°) 12,95 |Right X (€¥10°) | 22,54
Std Dev 5,31 |[RightP 95%
Variance 41,5 |Diff X (€*¥10% | 1746
Skewness 0,327 |Diff P 90%
Kurtosis 2,931

An adequate amount of information is now available to
the decision maker, in order to appraise in his own
customised way the risk that is implied in the optimum
investment. For example, the ‘Left P’ statistic indicates
that there is a 95% possibility that the NPV of the
proposed investment would exceed 5,08 million €. The
probability density function diagram of the simulated
scenarios is presented in Figure 1.

The figure reveals in a visual way the possibility of
occurrence of each NPV, as long as it marks out the most
probable or extreme results. It also comprises an
advanced but convenient view for the comparative
assessment of two or more projects.
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Density NPV Distribution
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Figure 1: Density NPV Distribution for Optimum
Investment

An alternative depiction of the NPV distribution is
provided in Figure 2.
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Figure 2: Cumulative NPV Probability Distribution for
Optimum Investment

The cumulative graph stands also as a very utile tool. It
reveals straightway that the likelihood of a deficit is
practically zero. Likewise, it provides the minimum value
of the NPV for a given confidence level. For example, as
it is pointed on the diagram, it states that there is only
40% possibility that the project’s NPV will be under
11,61 million €.

CONCLUSIONS

The paper proposes an innovative integrative approach to
investment appraisal. The factors that affect the
investment (NPV) under consideration are grouped into
two sets. The first one contains the parameters that are
determined by the investor’s choices, such as the power
plant capacity. This set substantially designates the
investment’s specifications. The other set is comprised of
variables that their values are shaped by external to the
investor decisions, such as the oil price. This type of
variables is responsible for the risk that is embodied in the
investment.



The approach proposed in this paper suggests that the
parameters should be calculated by the use of a GA, while
the volatility of the wvariables will be modelled,
afterwards, though the use of a MCS. The probabilistic
modelling of the volatility of external variables is
achieved through the use of expert-defined statistical
distributions. The most probable values of these variables
are adopted, in order to perform an optimization of the
selected economic criterion (here NPV). The
optimization, performed using the advanced GA
technique, results in the best selection of investor’s
defined  parameters. The  optimum  investment
specifications (indicated by the GA) are further used to
perform a MCS for the external variable. The simulation
results are finally used to form a cumulative probability
diagram of the criterion’s value distribution.

Hence, the decision maker is able to define the optimum
investment and assess its risk in a reliable, convenient and
customisable way.

The approach was demonstrated through a case study of
an investment regarding a tri-generation power plant. The
various external variables were stochastically modelled,
and their most probable values were used to perform a
GA optimization for the NPV, through which the
optimum power plant’s configuration and operational
characteristics emerged. The MCS that followed revealed
the distribution of the NPV, and thus enabled the decision
maker to assess his expected returns in a reliable
quantitative way. The investment was finally fully
determined, in terms of its design specifications, as well
as the probability distribution of its expected NPV.
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