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This year in its 13th edition, the ECEC is held at the Athens Imperial Hotel, Athens Greece, together with the 3rd edition of the FUBUTEC conference. As convergence grows between concurrent engineering, future business technology and the needs of a cleaner environment, we are happy to see that this year’s event covers all three areas, as you can ascertain from the different sessions:

1. Simulation in OR and Knowledge Management
2. Simulation in Business and Risk Analysis
3. Business Gaming
4. Discrete Event Simulation
5. Sustainable Development
6. Supporting Technologies
7. Formal Methods and Techniques
8. Engineering Process Management
9. Collaborative CE-Environments for Virtual Teams
10. CE-Enhanced Lean Manufacturing
11. Practical Applications and Experiences

We are also happy this year, that we can welcome Fanuel Dewever of IBM Business Consulting Services as our keynote for 2006. His talk will cover the Open and Collaborative Innovation in a European Network of Living Labs. We are sure this talk will fire your professional imagination.

We also would like to take this opportunity to thank the organizers of the conference, and especially Philippe Geril from EUROSIS-ETI in Ghent for his efforts and work, and to all Session Chairs, Members of the Technical Program Committee and Reviewers for their efforts to make this Conference a success.

We hope that this event will lead to further CE activities, which will also bring people from industry, research and education closely together. As chairmen of the 13th European Concurrent Engineering Conference and the 3rd Future Business Technology Conference, we thank you all for supporting this event and in wishing you a pleasant and rewarding stay in Athens.

Dr. Uwe Baake

Prof. Enver Yucesan
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SIMULATION IN OR AND KNOWLEDGE MANAGEMENT
A BUSINESS PROCESS MODELLING APPROACH FOR KNOWLEDGE MANAGEMENT

Vesna Bosilj-Vuksic
University of Zagreb, Faculty of Economics
Department of Business Computing
Trg J.F. Kennedy 6, 10000 Zagreb, Croatia
E-mail: vbosilj@efzg.hr
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ABSTRACT
This paper presents an overview of business process modelling applications and analyses the relationship between business process modelling (BPM) and knowledge management (KM) projects, focusing on the suitability of the simulation-based approach in BPM projects. Based on results from a survey of Croatian leading financial companies, hypotheses were tested regarding business process modelling as a mechanism for knowledge capturing, externalisation, formalisation and re-use. Empirical findings suggest that organizational knowledge embedded in the business process repository could be used as the foundation for knowledge management system development. This approach is recognized, though still not implemented in Croatian business practice.

INTRODUCTION
Knowledge management (KM) enables the creation, communication, and application of knowledge of all kinds to achieve business goals (Tiwana, 2000). It is increasingly recognized as an integral part of an organization’s strategy to improve business performance (Carillo et al., 2003; Zack, 1999). Organizational knowledge integrates a company’s experiences, company-specific knowledge, culture, communications and decision-making procedures, as well as the detail of business processes (Stewart, 1997). Business process modelling (BPM) is a methodology that enables enterprises to specify their business processes as a series of activities and transactions that together achieve a given business objective. As an approach, business process modelling focuses on understanding the underlying business processes and developing business process repositories where business rules are one of the most important elements for the detailed and formalised description of all facts (knowledge) to be implemented during information system (IS) development (Kovacic, 2004). Many different methods and techniques can be used to model and manage business processes. Since business change involves changes in people, processes and technology, and these changes happen over time, simulation appears to be a suitable process modelling method.

Therefore, the focus of this paper is on process orientation and simulation modelling for the purpose of knowledge management. It compares the theoretical overview of BPM application in different areas and the results of empirical research, investigating how organizational knowledge embedded in the business process repository is utilized within leading Croatian financial institutions. The paper is structured in the following manner: a business process-based orientation for knowledge management is introduced and the overview of BPM applications is discussed, stressing the role of discrete event simulation in BPM projects. The results of BPM projects conducted in two Croatian leading banks and the insurance company are presented in the context of knowledge management. Finally, conclusions and future research orientations are provided.

BUSINESS PROCESS-BASED ORIENTATION FOR KNOWLEDGE MANAGEMENT

Organisational knowledge, as an important element of overall business knowledge, could be systemized, documented and retrieved in a business process repository developed using business process modelling tools within business process change projects. BPM could be considered an important contribution and approach to the process of KM. The role of BPM in KM is threefold: (1) business processes, if modelled and captured in the business process repository, are part of the codified intellectual capital of the organisation; (2) knowledge processes in an organisation should be a part of the business process repository; (3) the business process repository could be used for knowledge creation, sharing and distribution (Apshavalka and Grundspenks, 2003; Woitsch and Karagiannis, 2002; Persson and Stirna, 2002).

A process is a knowledge asset that can create, store and disseminate best practices, procedures and standards. The business process repository contains existing process knowledge documented in the form of business rules: policies and procedures, job descriptions, business forms and application code, relational data-base management system rules (tables, constraints, and triggers). It could enable employees to reuse and adopt knowledge and best practices from previous business process restructuring efforts. Business rules support business policies that are
formulated in response to an organization’s mission, vision, objectives and goals. They are usually embedded in technology or documents, providing guidance to business processes (Burlton, 2003). By developing a business process and business rules repository, it becomes possible to classify existing knowledge and make it transparent, to identify knowledge carriers and knowledge users and to define them in specific roles. This structuring of knowledge or knowledge processes creates the conditions for configuring, administering, and, where necessary, modifying a knowledge management system efficiently and effectively.

However, the approaches that focus on knowledge management within the business process level are limited (Papavassiliou and Mentzas, 2003; Papavassiliou et al., 2002). Moreover, although business process modelling tools and/or workflow management systems (WFMS) adequately support the modelling and enactment of business processes, they still do not provide the required support for knowledge-related activities. As such, it becomes clear that an approach that explicitly integrates knowledge management activities into the business process environment is missing. The continued development of business process modelling tools, which will support the transformation of the integral model of business processes into the knowledge repository, will permit for stronger ties between these two otherwise separate areas.

OVERVIEW OF BUSINESS PROCESS MODELLING APPLICATIONS

Business process models can be used to serve a wide number of applications, for example to drive a strategic organizational analysis, to improve the existing processes, to derive requirements and specifications for information systems design, or to support the (semi)automated execution of processes or so called workflows (Paul et al., 1999). The focus of this section is to discuss the application of BPM in different areas, depending on different project objectives and goals.

BPM in Business Process Change

Business Process Change (BPC) could be recognized as a form of continuous organizational change in which companies change and improve their business models, strategies and goals. To realize business process change, most companies use different methods and tools which integrate components for static and dynamic modelling and measuring the performance of the processes. Regardless of the methodology used, business process models play an important role in the different phases of BPC (Desel and Ervin, 2000). According to trends recognized from current business practice and the literature (Bal, 1998; Hommes and Reijswoud, 2000; Harmon, 2003; Aguilar-Saven, 2004), the typical features of an integrated BPM tool could be summarized as: data and organization modelling function, static process modelling, dynamic process modelling, data and process models interfaces, repository and publisher. Among these, the data and static process modelling features were most widely used in practice, whereas the dynamic process modelling feature was less frequently used. The aim of using an integrated BPM tool is to develop a framework that: (1) is easy for modellers and users to design and understand; (2) interrelates several business process modelling methods and techniques; (3) encourages standardization; (4) provides a single business process repository and the use of a common process vocabulary; (5) provides model analysis, validation and testing; (6) is able to analyse, simulate, tune and optimize the processes of a company, and (7) is formal enough to serve for software development purposes.

Application of BPM in Business Process Management and IS Development Projects

Business Process Management enables the design, analysis, simulation, optimization, automation and diagnosis of business processes by separating process logic from the applications that run them; managing relationships among process participants; integrating internal and external process resources and monitoring process performance (Burlton, 2003; Greasley and Barlow, 1998). This term is occasionally used to refer to various automation efforts such as Workflow Management (WFM) systems, XML business process languages and ERP solutions. However, this approach is too narrow and does not comprise the entire Business Process Management concept. The focus of traditional workflow management systems is on the automation of business processes. The main purpose is to avoid the programming, enabling the transformation of business process diagrams into tailor-made applications. As a result, there is little support for the analysis, design and diagnosis phase (van der Aalst et al., 2003). The IS/WF modelling environment should have a formal foundation, providing a structured way of identifying and capturing all information, relationships and business rules that make up a business process (Kovacic et al., 2003).

Many WFM systems do not support the simulation, verification and validation processes, or the collection and interpretation of real-time data. Therefore, Business Process Management extends the traditional WFM approach. However, a very serious problem for WFM and Business Process Management systems is the inability to translate business models into information (workflow) models precisely and without ambiguity as business process models still lack a formal foundation (Kovacic, 2004; van der Aalst et al., 2003). Although software interfaces between process modelling and IS modelling are developed, these interfaces might provide some syntactical translation but cannot bridge the semantic gap between business processes and IS models. Here the manual revision of IS models is often more efficient and useful than the use of interfaces, but this problem is expected to be resolved by the developers of Business Process Management tools using the appropriate rule- transformation approach and introducing the rule repository.
INTEGRATING DISCRETE EVENT SIMULATION IN BPM PROJECTS

Simulation of business processes creates added value in understanding, analyzing and designing processes by introducing dynamic aspects. Computer based simulation models of business processes can help overcome the inherent complexities of studying and analyzing organizations and therefore contribute to a higher level of understanding and designing organizational structures (Giaglis et al. 1999). Kettinger et al. (1997) mention simulation as one of the modelling methods in their survey on business process modelling methods. However, it is only recently that dynamic modelling, in particular Discrete Event Simulation (DES), has been considered as an essential component of process modelling and the term business-process simulation has been coined (Scholz-Reiter et al., 1999). This section focuses on typical business motivations for the use of discrete event simulation (DES) in an attempt to analyze and define the suitability of DES to the range of BPM projects.

There are certain modelling requirements specific to simulation-assisted business process change modelling (Giaglis and Paul, 1996): (1) processes need to be formally modelled and documented; (2) modelling should take the stochastic nature of business processes into account, especially the way in which they are triggered by external factors; (3) there is a need to quantitatively evaluate the value of proposed alternatives; (4) the evaluation is highly dependent on the objectives of the particular study and (5) modelling tools should be easy to use to allow users of the processes to be involved in the modelling process. Greasley and Barlow (1998) also identified several areas in BPM projects where simulation modelling can be useful: identification of processes for change, identification of change possibilities, definition of process vision, understanding current processes and design and prototyping of new processes. Davies (1994), for instance, describes how some of these issues were addressed in a study of the use of simulation in a back-office process management system in the financial services sector. Giaglis and Paul (1996) suggest how simulation modelling could be used to assist in each stage of the five-step framework for the implementation of BPR proposed by Davenport (1993). Giaglis et al. (1998) reported a real-life case study where discrete-event models of business processes were developed to assist two companies in realizing the expected impact of EDI on key business performance indicators. A case study of modelling and automating business processes of a medium-sized bank introducing Internet technologies (intranet, workflow management system, Lotus Domino) was described in the paper by Nikolaidou et al. (2001). Business process modelling was conducted using the discrete-event simulation (Petri-Nets).

The modelling of business or “human-based” systems does, however, present a number of additional issues which may limit usage in this area. These include the difficulty of modelling situations where a large amount of discretion is available in how tasks are undertaken and the difficulty of using simulation for prediction when the method of carrying out tasks evolves over time. Popovic and Jaklic (2004) identified other issues concerning simulation modelling, including problem definition issues, issues regarding data collection, socio-political issues, hierarchical and modular modelling issues, granularity issues and integration issues and multi-perspective issues. Many process improvement methodologies also consider only single processes and allow improvements to that specific process without considering the effect of changes on other processes within the business. It may be that improvements to the studied process may have a detrimental impact on the business as a whole. To be absolutely sure that process improvements benefit the business, the entire business should be modelled and evaluated. However, it is very difficult (if not impossible), expensive and time consuming to simulate a model composed of many interacting complex processes. Barber et al. (2003) therefore suggest developing a limited simulation model for chosen segments of business processes.

One of the major goals of Business Process Management is to realize continuous process improvement and business activity monitoring (BAM). Thus, BPM vendors are offering greater capabilities in this area. Almost all vendors offer at least some sort of administrative console with metrics and reporting capabilities. Other vendors specialize in process monitoring and offer enhanced analysis functionality. Through reports and analysis, companies can take steps towards process optimization. In terms of BAM, simulation can be useful at the process design and monitoring stages, though not in real time. Integrating simulation models with Business Process Management tools still represents a major problem. There are some solutions available for transformation and linking (interfaces) though problems still exist.

EMPIRICAL RESEARCH ON THE PROCESS-BASED APPROACH FOR KNOWLEDGE MANAGEMENT: CASE STUDY OF CROATIAN FINANCIAL INSTITUTIONS

In light of the above discussion and theoretical findings, the following hypotheses are proposed:

H1: Business process modelling is implemented in different areas, depending on different project objectives and goals.

H2: Simulation modelling is recognized as a mean by which business processes may be analysed and evaluated, prior to implementing business process change.

H3: The business process model builds up a company-wide (organizational) knowledge base and could be the starting point for knowledge management system development.

For the purpose of this study, a new project entitled “IT Aspects of Knowledge Management and Business Process Management Implementation in Banking” was launched in April 2004. The key objective of this project was to offer information on the status of KM and BPM practices in Croatian financial institutions. The project was realized by
IT researches of the Department of Business Computing (Faculty of Economics, University of Zagreb, Croatia).

Research methodology and findings

The study was conducted on a sample of 41 banks operating in Croatia in December 2003. The survey was based on a questionnaire resulting in 23 responses, representing a strong response rate of 56%. One of the questions posed in the survey was “Is the project of business process modelling/reengineering (BPM/BPR) ongoing or already completed in your bank?” A positive response was given by 10 banks (25% of the total number of surveyed banks). This percentage indicates that there is awareness of the need for business processes restructurings, as well as the existence of a relatively high percentage of banks which are still not paying sufficient attention to the improvement of business processes. However, the results showed that most BPM/BPR efforts have not focused much on knowledge (if at all) which is critical, considering that knowledge should be treated as the principal competitive factor. In order to obtain better insight into the actual standing, objectives, methods, tools and success of the business process modelling projects in Croatian financial institutions, the two leading Croatian banks (Privredna Banka Zagreb and Zagrebacka Banka) and the leading Croatian insurance company (Croatia Osiguranje d.d.) were selected as a representative sample. In the period June-September 2004, in-depth interviews were conducted with management staff dealing with this area. The questions posed to participants were grouped into three logical entities:

- general questions about the company (structure, size, financial strength of the company);
- questions on BPM projects in the company (start of project implementation, who initiated the project, project objectives, who implements the project, which methods and tools are used, project results, employee reactions to the project, does the project help in improving knowledge management, how results of BPM project are used or could be used in KM projects); and
- a short description of the project considered to be representative and/or successful and the quantitative and qualitative project results (which is outside of the scope of this paper).

Interview results were analysed and verified by the interview participants.

Research results: analysis and discussion

Comparison of the results showed the existence of common features of BPM projects in the selected banks and the insurance company:

- The primary objective for the companies was the development of an integral business process repository (the business process model covered about 80% of all processes in the companies). The business process repository is continually maintained, changed and supplemented. Business performance measurement methods are increasingly used: process models are enhanced with attributes necessary for analysis, measuring process performance, simulation modelling and creating proposals for improving processes. Companies use the developed repository as a foundation for the development of a new IS, as well as for changes to the existing IS, to the extent possible due to existing limitations (problems in the transformation of the process model into a data model). The business process repository is not available on the company intranet; however, this possibility is defined as a future objective.

- Companies do not approach changes as a one-time project, but instead treat them as a continuous process, one in which company employees participate as users who possess knowledge of the company operations, as well as in-house experts – employees specialized for organizational and business improvement tasks. The company position on the need for continuous implementation of BPM projects is evident in the decision to form special organizational units (directives, offices, divisions), with the task of improving operations.

- The possibilities offered by the business process repository as a basis for knowledge management system development are still insufficiently used. A knowledge perspective should be added and KM tasks should be assigned to roles during BP modelling. However, management has accepted the idea of the need to launch KM projects, in which one of the basic strategies will be the use of organizational knowledge built and structured into the process repository.

- The leading financial institutions in Croatia use the same tool (ARIS) for business process modelling. This fact is not surprising, considering that the consulting company Gartner ranked this tool as the best in its category. This tool is also the most represented on the Croatian market.

The use of tools for business process modelling and many years of implementing reengineering projects suggest advantages and positive impacts, as well as highlighting certain problems and shortcomings. The most significant advantages for the companies included in the study were:

- The development of the process repository was presented to managers and employees for the first time as a comprehensive, clear and detailed overview of all the key processes and their participants, thereby allowing for better understanding of the existing way of doing business, as well as insight into shortcomings, as well as the possibility for improvement.

- The process repository permits for the documentation and standardization of the process (procedure, routine, business rules) and with it the implementation of ISO standards. In this way, the quality of operations is improved, resulting in a positive impact on employee satisfaction and efficiency, as well as that of users and business partners.
- Detailed analysis and measurement of process performance, as well as simulation modelling, allows for the creation of alternative scenarios and proposals for improvement. With the implementation of the selected solutions and measurement of results of the conducted changes, significant positive impacts are visible. Qualitative impact are shown (greater efficiency, savings in time and human resources, shorter life cycle for products/services) while those of a qualitative nature are described (better quality products/services, greater satisfaction and trust on the part of the user).

- Information technology experts are extremely satisfied with the results of the business process modelling projects, providing them with an excellent basis for information system development and enabling faster and easier communication with the users, thus making the entire process considerably more efficient. They also expressed the need for development of more detailed process models including descriptions of business rules, procedures and steps, since such low-level models could be used to develop program-codes.

The following problems were noted in the implementation of the project and the use of BPM tools:

- BPM projects are relatively long-lived (1-3 years). The most time-demanding were those conducted first, and their objective was to develop a model of all the key processes in the company. After spending much time, human resources and financial resources, these projects resulted in a large number of models, the true value of which was noted and used only in later projects of a narrower scope, directed at analyses, performance measurements and improvements to individual processes, or their segments (sub-processes). This is a problem noticed in practice as the risk of over-analyzing existing business processes which led to the long period of modelling, producing huge documentation on “as-is” business processes and getting stuck in the business process analysis phase of the project. Therefore, the volume of business process models must be defined and strictly limited to the scope of the project.

- Simulation modelling is considered a very useful feature of BPM tools, but can only be used by experts. Most business managers and analysts could not use simulation due to a lack of knowledge and the tools’ complexity. This problem could be avoided by improving awareness of simulation within the business community, by teaching simulation in business and management seminars and training courses in a systematic manner.

- Rule repository is the core of a development environment providing appropriate tools for process, workflow, data and organisation modelling, process refinement, as well as KM system development. Though the selected processes, or their segments, were analysed and measured in detail, the possibility of describing the process at the level of business rules was not fully taken advantage of; although this would create an appropriate foundation for the development of a WFM system and KM system. This opportunity was not implemented for two main reasons: (1) this approach requires additional time and resources, and (2) the existing software interfaces do not provide an automatic, reliable and secure transformation of generated business rules in the appropriate IS model and KM model.

- The results of these projects proved that the greatest drawback of ARIS, like other BPM tools, is the inability to connect and transform business process models into information system models. Although formally, the integration of business process models and information system models could be resolved through the use of software interfaces, experience from practice shows that there are still great limitations and serious problems. At the moment, the solutions provided by the software developers cannot be implemented in a rational and reliable way.

- The implemented projects were met with resistance from the employees, most frequently due to fear of change and a lack of understanding of the true project objectives. Despite this, the projects were successfully completed, thanks primarily to continued strong support from top management.

Following analysis and discussion on the study results, hypothesis H1 could be accepted since the results of the research proved that BPM is applied in different areas, confirming that the best results are still achieved in business process change projects. It is also used as a basis for IS development, despite the current disadvantages. Hypothesis H2 could be accepted since the research confirmed the assumption that simulation modelling is recognized and used as a very useful feature of BPM projects. The implementation of BPM for KM systems development is very limited, but usually declared as a project to be realized in the very near future, confirming the assumption stated in H3.

CONCLUSIONS

According to the resources from the literature and the results of the empirical research, it can be assumed that an approach that explicitly integrates knowledge management activities into the business process environment should be developed. This approach will be based on integration of business process rules with the organizational knowledge documented and stored in the business process repository. The continued development of BPM and KM software tools should enable the transformation of integral business processes model into the knowledge repository.

Based on the conducted empirical research, it can be concluded that Croatian financial institutions have taken a positive approach towards initiating BPM projects. The implementation of modern methods and tools for business process modelling and simulation creates a high quality foundation for improving operations. Since the management of these companies has accepted the need for a
knowledge management strategy, this research could serve them to implement an integrated “business process and knowledge management centric” framework. Organizational knowledge, structured in the form of business rules, is already stored in business process repositories. The development and implementation of the knowledge management system should enable employees to search, retrieve, distribute and transfer organizational knowledge throughout the company. Simulation modelling as an integral part of BPM tools can be used to investigate knowledge management processes, to simulate missing data needed for knowledge management and to evaluate alternative models of knowledge management strategies.
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ABSTRACT

Knowledge criticality analysis is an important economic stake for enterprise. As a matter of fact, managers and decision-makers must be able to identify as quickly as possible what knowledge are critical or could be critical in a close future in order to plan the enterprise’s strategy in particular in human resources management.

This article presents a methodology provided with tools for knowledge criticality analysis. This methodology relies first on enterprise ontology building and then on knowledge cartography. The enterprise ontology represents knowledge about competencies, jobs and projects when knowledge cartography allows to visualize the critical information mapped on the ontology.

To qualify a knowledge as critical, it is necessary to define criticality criteria. We shall present some examples mainly based on the central notion of competency.

The result is a set of maps of critical knowledge which provides useful simulation tools. These tools have been integrated in the Os-Skill software environment, an industrial application dedicated to knowledge and human resources management.

INTRODUCTION

In an economical environment which is more and more competitive, the wealth of enterprise relies more on its know-how and knowledge than on its production means. To be able to have a global view and understanding of knowledge as well as to be able to identify critical or noticeable knowledge are crucial and strategic issues.

Knowledge criticality analysis needs first to represent and structure knowledge, then to analyse it according to criticality criteria which have to be defined.

At last but not least, it is necessary to provide decision-makers with indicators like graphical tools (e.g. interactive maps) in order to have a global view and to visualize the critical knowledge.

KNOWLEDGE

Knowledge Management

The rapid changes resulting from the globalization of markets, the economy deregulation and the impact of new information and communication technologies (Grundstein and al. 2002) have obliged enterprises to change their way of managing their knowledge (Zacklad and Grundstein 2001).

Knowledge management raises several issues: project management, return on experience management or competitive innovation. It is the reason why some large companies have invested in knowledge management systems like MKSM (Method for Knowledge System Management) (Ermne and al. 1996), KADS (Knowledge and Analysis Design Support) and CommonKADS (Breuker and al. 1994) (Schreiber and al. 1999) or CYGMA (Dieng and al. 2001). In spite of powerful functionalities, such systems are quite difficult to deploy and not very easy to use. Furthermore they do not provide functionalities for knowledge criticality analysis or knowledge cartography.

Knowledge Criticality

There are different kinds of knowledge as there are various sources of knowledge in enterprise. As a matter of fact, collaborators make use of and create different kinds of knowledge and know-how for their activities. In a same way, projects and jobs are defined in terms of required knowledge and competencies. This knowledge can be classified according to three main categories: explicit knowledge – the specific know-how which characterizes the company’s capability to design, to produce, to sell and to support its products and services – and the individual and collective skills which characterize the enterprise capacity to act and to evolve (Grundstein and Rosenthal-Sabroux 2003).

Each part of this knowledge has not the same degree of significance or criticality for the enterprise in the sense that the lost of some part could be harmful for the company (Aubertin and al. 2003). It the reason why identifying critical knowledge is a central issue for enterprise.
According to (Ermine 2003), knowledge criticality analysis relies on knowledge cartography which can be drawn up according to three points of view: processes, domains and organisation.

**Concepts**

Whatever the point of view, the main concepts on which knowledge cartography is based are project, competency, job and collaborator.

The competency, which can be simply defined as a knowledge in action in a given context (Roche and al. 2005), is the central concept of our approach. As a matter of fact, everything is defined in terms of competencies: a job or a project mobilizes competencies which are held by collaborators and trainings are set up in order to acquire or improve competencies.

![Diagram](image)

Figure 1. The competency-oriented approach of enterprise

In a such competency-oriented model of enterprise, and in the framework of this article, the knowledge criticality will be mainly defined in terms of critical competencies, and then in terms of critical projects and jobs.

**ENTREPRISE ONTOLOGY**

The knowledge criticality analysis requires to start by representing the knowledge of the enterprise, and more precisely by representing the main concepts of competency, jobs, project (or processes). It means by representing the enterprise ontology.

Ontology, defined as a common vocabulary of terms and meaning shared by a community of practice, is a central issue in knowledge management. It finds applicability in many application domains including knowledge based systems, natural-language processing, database design, datawarehousing, computer supported collaborative working, intelligent information retrieval, web semantic and from a more general point of view, in information systems and enterprise integration. The reason for why ontology is so popular is mainly due to what they promise: “a shared and common understanding of a domain that can be communicated between people and computers” (Duineveld and al. 2000).

Although one of the main objectives of ontology is to normalize the meaning of terms, there is neither really a consensus about its definition itself: “although ontology is currently a fashionable term, no agreement exists on the exact meaning of the term” (Gruber 1995), nor about building methodology: “Ontologies are becoming increasingly popular in practice, but a principled methodology for building them is still lacking.” (Guarino and al. 2000).

Following the “famous” definition of Gruber «An ontology is an explicit specification of a conceptualization.» (Gruber 1992), we shall consider that: “An ontology is a shared conceptualisation of a domain, i.e. the description of the concepts, relationships and properties of the domain. Defined for a given objective, an ontology expresses a point of view shared by a community of practice. An ontology is represented in a language (explicit ontology) whose theory (semantics) guarantees the ontology properties of consensus, coherence, sharing and reuse”.

In the framework of our application – human resources and knowledge management application – the knowledge criticality analysis relies on the representation of enterprise competencies, jobs and projects. So, we have defined a different ontology for each of them.

Today there are several software environments for ontology building (Duineveld and al. 2000), (Roche 2003). We have chosen two of them: Protégé 3.1 because it is one of the most famous environments and OCW (Ontology Craft Workbench) for its methodology.

Protégé 3.1 is a free open source ontology editor (Protégé 2005). The Protégé-OWL editor enables users to build ontologies in the W3C’s Web Ontology Language (OWL) and supports the creation, visualization, and manipulation of ontologies in different representation formats. An OWL ontology includes descriptions of classes, relationships, properties and instances. As OWL is a logical-oriented language providing inference mechanisms, it is possible to derive new knowledge from an OWL ontology.

The figure below illustrates a part of the financial job ontology.

![Diagram](image)

Figure 2 An ontology defined with Protégé

Although the Protégé definition of an ontology fits very well to our objectives (“An ontology describes the concepts and relationships that are important in a particular domain, providing a vocabulary for that domain as well as a
computerized specification of the meaning of terms used in
the vocabulary.” (Protégé 2005)), there is no methodology
for building ontology and there is no means for managing
the terminology aspect of the domain.

As a matter of fact, it is very important to help the experts of
the domain in finding the suitable technical terms and then to
define them. It is also important to have ontology-oriented
tools for knowledge management (classification, information
retrieval, etc.).

It is the reason why we have chosen the Ousia©
methodology of the Ontologos corp. company (Ontologos
corp 2005). The Ousia approach guides the experts in
the terminology and ontology definition from texts to concepts.

The Ousia© methodology relies on four linked tools. The
first one, LCW (for Linguistics Craft Workbench), allows to
extract terms from texts (it means the specialized terms used
by people to express enterprise knowledge). LCW is based
on automatic analysis of linguistic tools.

The second one, SNCW (for Semantic Network Craft
Workbench), is a frame-oriented environment for building
semantic network. It is the first step for defining in a semi-
formal formalism the concepts and their relationships.
SNCW takes the extracted terms from LCW as so many
concept names.

![Figure 3 A semantic network defined with SNCW](image)

Although the result looks like very similar to the previously
defined Protégé ontology, a SNCW representation is only a
semantic network without logical formalization – a logical
approach is necessary if we want a sound and coherent
representation -. But in the both cases there is no really
definition of what is a concept and of what are the
differences between concepts. We need a more
epistemology-oriented environment for ontology acquisition.

The next tool, OCW (for Ontology Craft Workbench), is a
software environment dedicated to building formal
ontologies: creation, manipulation, visualization, etc. OCW
relies on a methodology for building ontologies based on the
definition of concept by specific differentiation: the most
important is not the “is a” relationship, but what is the
difference between concepts (the “is a” relationship is a
consequence of the definition by differentiation) (Roche 01).
If the result is a very formal definition of concepts, the most
important feature of OCW is its methodology for ontology
building based on linguistic and epistemological principles.

![Figure 4 An ontology defined with OCW](image)

The last environment is TCW, for Terminology Craft
Workbench, which enables experts to link the enterprise
lexicons to the formal ontology. TCW handles semantic
relationships like synonymous and multilinguism as well as
lexicons in different languages.

We have defined the enterprise vocabulary in TCW
including the lexicons of the different practice communities
the words of which are linked by linguistic relationships to
the normalized vocabulary and whose semantics relies on the
OCW ontologies of competencies, jobs and projects.

Let us notice that the Ousia software provides several
additional tools for ontology-oriented semantic annotation
and information retrieval based on OCW ontology and TCW
terminology. Theses tools will be used for knowledge
cartography.

**KNOWLEDGE CARTOGRAPHY**

Our approach of knowledge criticality analysis relies on
knowledge cartography. As a matter of fact, knowledge
cartography is a means for getting a global view and
understanding of a knowledge base and quickly identifying
critical knowledge.

The last section of this article will present the criticality
criteria we have selected for our industrial applications in the
field of human resources and knowledge management.

The enterprise knowledge analysis according to the three
axes of competencies, jobs and projects, allows to build
different maps. The building of a map on a given axe
represents to the projection (mapping) of all information
and knowledge to the associated ontology.

So, the problems to be solved are on the first hand to
annotate information with the relevant concepts and on the
second one to map information on the ontology and to
visualize the result.

**Semantic annotation**

In our application, knowledge cartography is first a
classification of the enterprise knowledge on the concepts of
the three ontologies (viewed as virtual directories). Our approach is an ontology-oriented semantic annotation which associates to every document the relevant concepts, i.e. the concepts the document refers to (Handschu and al. 2003), (Kiryakov and al. 2005).

The following figure presents the ontology indexing process.

![Ontology Indexing Process](image)

**Figure 5** The ontology indexing process

Every document, whatever it is (CV, project, individual professional description, return on experience, job description, etc.) is analysed using linguistic tools based on the TCW terminology. Based on the occurrences of the words of usage which both appears in the document and in the terminology, a semantic marker is associated to the document (a semantic marker contains the concepts referenced by the document and their frequency). Such a semantic marker allows to map the document to the different ontologies in order to obtain the enterprise knowledge’s cartography. Let us notice that a same document can be classified on several concepts and several ontologies.

Let us notice that the ontologies are extra linguistic. It means that they are independent of the language used for writing documents. The separation, inside the terminology, between words of practice used for writing texts and the concepts of the ontology on the other hand, allows to index on the same ontology documents whatever their writing language. Then it is possible to query in a given language and to find documents written in another language.

**Cartography**

Cartography plays a central role in knowledge management (Card and al. 1999). In our case, it allows to visualize the knowledge distribution on the ontologies of competencies, jobs and projects. The maps we have built rely on the ontology structure and on the hierarchical relationship between concepts.

Using graphical forms (the representation of nodes in terms of graphic variables, e.g. form, size, colours, etc.) allows to visualize important information such as the number of projects using a same competency (size), if a competency is critical because it is held only by few people (color), and so on.

At last, maps must be interactive. They must allow users to navigate inside the maps and the annotated knowledge base. Users must be able to find their way inside their information space without getting lost as well as to identify at all the time where they are and where they need to go.

**Yellow pages**

As we are going to see it in the next section, the competency, job and project maps allow the knowledge criticality analysis. For a more general point of view, they provide an interactive access and management of the enterprise knowledge.

The figure below illustrates one of the possible applications, in this case, the job map used as a job directory (yellow pages). The job ontology is represented as a tree projected onto a sphere (the “eye tree” paradigm (Tricot and al. 2005)) with the collaborator cards associated to the relevant nodes.

![Yellow Pages](image)

**Figure 6** Os-Skill: the jobs’ map

Semantic and interactive maps are very useful decision making tools. As a matter of fact, it is one thing to classify information, but quite another thing to find them or navigate in an ontology-annotated knowledge base (Tricot and Roche 2005).

**CRITICALITY ANALYSIS**

Our approach of knowledge criticality analysis relies on knowledge cartography regarded as a means to evaluate and locate critical knowledge. With semantic maps and the definition of criticality criteria, users can easily detect critical knowledge (highlighted through the different graphical forms in the maps).

**Criticality criteria**

There are different ways to analyze the enterprise knowledge, according to different points of view: organization, human resources, projects, competencies, etc.
As we previously saw it, the enterprise knowledge is represented through three different ontologies: the ontologies of competencies, of jobs and of projects.

Our approach is competency-oriented. It means that everything is defined around competency: collaborators are defined through their competencies and are evaluated according to them, jobs mobilize competencies as well as the realization of projects, and the enterprise know-how is assets of competencies. Competency is then a central issue in enterprise modeling, it also makes it possible to conciliate the different enterprise, collaborator and market points of view.

Therefore it is important to know when a competency is critical, becoming critical or could be critical. From this information, we can deduce what jobs and projects are also critical.

The criticality of a competency can be defined in different ways.

It can be explicitly defined according to a scale defined by the enterprise. For example:

- when the enterprise detects new needs in competency within a context of innovation;
- according to its rate of use;
- or how difficult to acquire the competency is;
- etc.

It can be also automatically evaluated according to different criteria:

- if a competency is used in many projects but held by few collaborators, it could be critical;
- if the competency is held by “sensitive” collaborators (e.g. collaborators who are close to retire from business or at the end of a fixed duration contract).

At last, it is important to notice that a competency is not a static resource. It lives and evolves within the organisation’s life, for example in the field of law competencies or enterprise security competencies. Norms and technologies evolve regularly and organizations must respect them. Collaborators have competencies which have a life time. This life time depends on how fast they evolve. Therefore, a competency at the end of its life time is critical.

Map of critical competencies

The map of critical competencies (figure 7) visualizes the criticality of competencies. The use of different graphical forms (size, colour) allows to focus on the most important points.

Figure 7 the critical technical competency map (XML&SVG)

In this way, the user can know which competencies could be problematic for the enterprise. By analysing this map, he will be able to know, for example, if some critical competencies are close to disappear or not enough held by collaborators (the size of circles is directly linked to the number of collaborators who hold the competencies or to the number of projects which mobilize these competences). Let us notice that knowing if competencies are going to disappear or to be less essential is important to set up in-house or continuing trainings).

Map of critical jobs

Since jobs are defined in terms of competencies, it is possible to create, in a same manner, a map of critical jobs if we consider that a job is critical if it mobilizes critical competencies.

But a job can be also qualified as critical if it is held by “sensitive” collaborators (e.g. close to retire from business or under a temporary contract).

The map of critical jobs gives another vision of enterprise knowledge criticality. Then it is possible to plan recruitments without using the competency cartography.

Map of critical of projects

Like jobs and competencies, projects can be mapped too. That can bring up some information about them. The user can determine if a project is critical, if some competencies it mobilizes are held by a small number of collaborators or not, and so on. The projects criticality will depend on their importance in the organization and on the resources needed for their accomplishment. It can help the user to control recruitment.

APPLICATION: Os-Skill

This ontology-oriented knowledge criticality analysis has been implemented in an industrial application called Os-Skill. Os-Skill is an intranet solution for knowledge and human resources management which provides different functionalities (figure 8). For example, each collaborator has
an access to the portal, can see his competencies and is able to make a career plan. The maps of critical knowledge will be exploited by decision-makers to have an overview and a global understanding of the enterprise knowledge and know-how, whereas human resources managers will exploit them to plan recruitments and trainings.

CONCLUSION

Knowledge criticality analysis is a central issue for company. As a matter of fact, in an economic context which is more and more difficult and competitive, knowledge management is the new economic stake for enterprise. Enterprise must be able to have a global view and understanding of their knowledge and know-how as well as to be able to identify as quickly as possible what knowledge are, or could be in a close future, critical.

Our approach of knowledge criticality analysis relies on the knowledge cartography of the enterprise. The enterprise knowledge is modelling according to three ontologies: the ontology of competencies, of jobs and of projects. Then it is possible to index all information on these ontologies and to visualize the classification as so many semantic maps.

In order to qualify a knowledge as critical we have introduced different criticality criteria mainly based on the notion of competency. For example a competency is said critical if it is held by few collaborators or if it is mobilized by a lot of projects, etc. Managers and decision-makers can then visualize three different maps of critical knowledge for competencies, jobs and projects.

At last but not least, the maps of critical knowledge can be used for simulation in order to identify the knowledge which could be critical in a close future.
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ABSTRACT

The time phased behaviour of participants with interdependent pricing strategies in a marketplace is simulated using a GA. Each member of the population embodies a pricing strategy and their fitness equates to their profitability. Population members are monitored for collusive behaviour which is illegal in many real markets. For simple market share models simplistic strategies are evolved quickly which prevent the exploration of the space of all strategies by the GA. More complex market share models also produce simplistic strategies but with unpredictable transitions between these strategies in which the GA explores more of the solution space. Strategies that appear to be collusive are evolved and their origin and nature are examined.

INTRODUCTION

An oligopolistic marketplace is one in which relatively few sellers compete to maximize their profits by selling different brands of the same product. In addition the marketplace is such that the actions of any given seller will influence the actions of the remaining sellers. This interdependence makes it a non-trivial exercise to discover selling strategies that produce market-leading profits over time.

One promising approach to uncovering such strategies is to evolve a simulation of the marketplace. If a representation of a time-phased selling strategy can be codified then several of these strategies can be allowed to compete for the profits available from the marketplace. If we begin with random strategies the most profitable strategies can be selected after a marketplace simulation. These strategies can be subject to genetic operations and allowed to compete in a second marketplace simulation. Repeating this cycle of simulation, selection of the fittest (most profitable) and genetic operation should encourage the evolution of profitable strategies.

Although retail marketplaces often involve complexities such as buyer segmentation and the effects of advertising, some important markets are far simpler. For instance, in the Australian petroleum retail marketplace profits depend almost exclusively on a seller’s current price point and this price point’s related market share. In addition the marketplace is oligopolistic. To protect buyers, Government regulations forbid price collusion amongst petroleum sellers. Despite or because of these regulations more than 30 inquiries into the pricing strategies of the petroleum sellers have been held over the last twenty five years. Any insights that an evolving simulation of such a marketplace can provide, especially with respect to pricing collusion, would be valuable.

SIMULATION AND GENETIC ALGORITHM DETAILS

A marketplace simulation (henceforth known as a game) proceeds as a series of time steps. At each time step sellers (henceforth known as players) take as input their price rank at the last two time steps. Their output is a price movement which may or may not create a new price rank for them at the current step. A player’s price rank at the current time step will subsequently influence their price movements for the next two time steps since it will be part of that player’s price rank history. Players begin a game with a common initial price. For four players there are 20 possible price rankings and therefore $20^2$ possible two step price rank histories. More generally, if there are n players then the number of price rank histories is:

\[ \left( \sum_{k=1}^{n} C_{n-1} \times k \right)^2. \]

The example presented in Table 1 clarifies the concept of a price rank history where each price rank includes the relative position of a player’s price and the ranking structure of all players’ prices.

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Prices (player 1, 2, 3 and 4)</th>
<th>Price Rank, player 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - 2</td>
<td>(59, 61, 61, 62)</td>
<td>2(1223)</td>
</tr>
<tr>
<td>1 - 1</td>
<td>(60, 61, 62, 63)</td>
<td>3(1234)</td>
</tr>
</tbody>
</table>

In each time step of a game only three price movement responses are allowed namely: increment or decrement the current price by one unit or make no change.
Conversion of a player’s remembered two step price rank history to a price movement response is performed by looking up the appropriate position on a chromosome consisting of a 3-nary byte string. This string is the representation of a player’s strategy. The string is 400 bytes long and each byte can be considered as a gene that can be in one of three possible alleles: -1, 0 or +1, to indicate a price movement response. The position of a byte in the byte string indicates which of the 400 possible price rank histories it contains the response to. In practice several additional start up bytes are required to take care of responses in the first two time steps of each game when players have no remembered two step price rank history. Each gene represents an independent response component of a strategy so it can be mutated in isolation and crossover operations do not require a repair mechanism.

This representation of a strategy by a byte string suitable for processing by a GA, is an adaptation of one used by Axelrod (Axelrod 1987) to investigate the Iterated Prisoners’ Dilemma (IPD) game and an extension of this representation by Yao and Darwen (Yao and Darwen 1994) to investigate the N-person IPD.

This representation has been used previously to explore aspects of an oligopolistic marketplace other than collusive behaviour (Cheung et al. 1997a; Bedingfield et al. 1997a; Cheung et al. 1997b, Bedingfield et al. 1997b). A related representation has been described by Cheung and Hinde (Cheung and Hinde 2000).

The genetic algorithm, used in this study, typically employs a population of 20 player strategies with moderate one-point crossover and mutation rates of 0.2 and 0.01 respectively. Fitness scaling is used to both dampen extreme fitness values and emphasize smaller differences. Selection is performed using the roulette wheel approach. The algorithm is based on one presented by Goldberg (Goldberg 1989).

During each generation the marketplace is simulated \(20 \times 4\) times as a game is played for each combination of 4 player strategies taken from the available population of 20. Typically a game proceeds for 22 time steps. A strategy’s fitness (profit) is accumulated over every step of every game it participates in during a generation.

**MARKET SHARE MODEL**

Profit calculations are based on price and market share which, of course, are interrelated in most retail markets. One of the more popular price/market share models amongst marketing analysts is the Multinomial Logit (MNL) model (Cooper et al. 1988; Bell et al. 1975). According to this model the market share of a player with price \(p_i\) is:

\[
S_i = \frac{e^{-\alpha p_i}}{\sum_{j=1}^{n} e^{-\alpha p_j}} \quad \text{where } \alpha > 0 \text{ is an adjustable constant.}
\]

To help visualize the effect of this model 3D profit plots for \(\alpha = 0.02\) and \(\alpha = 0.2\) are shown in Figures 1 and 2 respectively. To make the plots visually practical one player’s price is varied against the sum of the remaining three. In these plots the player 2, 3, 4 price axis is scaled as if players 2, 3 and 4 all have the same common price. Low values of alpha lead to simple market share and profit surfaces where high prices are punished only weakly with reduced market share and resultant profits. High values of alpha produce more complex surfaces that punish high prices more severely.

![Figure 1: Profit Plot for MNL Market Share Model with \(\alpha = 0.02\)](image1)

![Figure 2: Profit Plot for MNL Market Share Model with \(\alpha = 0.2\)](image2)

**MNL MARKET SHARE MODEL WITH LOW ALPHA VALUES**

If alpha is low (\(\alpha < 0.05\)) the MNL market share model produces a profit surface that presents an unequivocal contour to an evolving strategy. No matter what the price of the other players the most profitable strategy for any given player is to increase its price. This leads to some unusual gene usage during strategy evolution.

The strategies in a population compete in many 4-player games over a generation to accumulate profit which is
interpreted as their fitness which determines their probability of selection into the next generation. Because of the unequivocal pressure to increase prices brought to bear by low alpha MNL market share models the +1 allele should be increasingly selected for all genes as generation follows generation. Actually detailed and summary reporting of the genetic processes at work reveal only a few genes are actually biased in this way across the strategy population. When a gene is biased it means it is considered to be a “good idea” across the population. Specifically, this price movement response to this price rank history will contribute better than the other alleles of this gene to a strategy’s overall profitability.

Genes will not be meaningfully biased unless they are used. If they are not used they cannot contribute to a strategy’s profitability and therefore cannot influence the selection of a strategy and therefore indirectly the selection of themselves.

Since at the start of each game all players have the same price point, a frequently used gene is the 1(1111) gene i.e. first amongst four equal firsts. Once this gene has become biased in the strategy population all games follow a predictable pattern: all players increment their price at every step and remain locked with even prices. Only the 1(1111) gene is used. Additional genes used to decide on price movements in the first two steps of any game when players do not have a two-step price rank history to refer to complicate things a little but since these genes are also subject to evolutionary pressure they are quickly biased into their +1 allele.

Once the above situation has become established there is very little exploration of the space containing all possible strategies. All such exploration occurs in the transition from the initially random strategies to strategies with their start up and 1(1111) gene biased to their +1 allele. This transition usually takes less than 20 generations. In addition if mutation hits either of the start up genes or the 1(1111) gene there is a brief use of genes other than the 1(1111) gene. These genes have had little use and are therefore unbiased. A brief chaotic drop in fitness results but the constant evolutionary pressure to increase profits soon re-establishes the equilibrium situation.

A fitness profile over one hundred generation is shown for a marketplace based on the MNL market share model with $\alpha = 0.02$ in Figure 3. It is an average over ten evolutions where each evolution is based on a different random seed for its stochastic processes including the generation of the original, random population. The fitness profile for an individual evolution is not shown since these do not show anything other than trivial deviations from the average. Fitness is shown as a percentage of standard profitability which is the profit made by a player if all players maintain their original price for the duration of all the games for a generation.

The initial transition and subsequent perturbations where some non-trivial part of the space containing all possible strategies is being explored has already been explored (Cheung et al. 1997a; Bedingfield et al. 1997a; Cheung et al. 1997b, Bedingfield et al. 1997b). However, at least two notes of caution should be sounded. The resulting strategies are not profitable in the face of any other strategy (i.e. they are not good predator strategies) but only profitable in the face of identical strategies. In essence, a fragile common strategy is evolved. This strategy could be seen as collusive as it relies on all players following an identical strategy of increasing a common price. Actually the individual players are only following their own best interests in this case and are not guilty of collusion. It should be noted that the actual chromosomes of each of these “identical” players may be quite different but if the chromosome genes that actually get used are identical this amounts to identical strategies. The non-identical genes are relatively unbiased as a result of the short initial transition and therefore produce chaotic results when called into play during subsequent perturbations.

![Fitness Profile](image)

Figure 3: Best and Average Fitness over 100 generations (averaged over 10 evolutionary instances) using the MNL Market Share Model with $\alpha = 0.02$

The second note of caution concerns the fact that members of the genetic algorithm population are pitted against each other to determine fitness. This has the effect of constantly changing the evolutionary background. In the first generation strategies emerge that best deal with other random strategies. In the second generation these same strategies are now pitted against the best strategies from the first generation. They were selected because they dealt well with random strategies but they are now expected to do well against a different set of “semi-smart” strategies. Again it must be remembered that what is being evolved is a profitable common strategy not a profitable predatory strategy.

This feature of the evolving simulation is not unrealistic since presumably in a real oligopolistic marketplace, players take note of successful pricing strategies used by their competitors and incorporate them into their own strategies in a never-ending, escalating competition.

**MNL Market Share Model with High Alpha Values**

If alpha is high ($\alpha > 0.05$) the MNL market share model produces a profit surface that presents a more equivocal contour to an evolving strategy than the low alpha case. Unlike the low alpha case the most profitable strategy is not
to always increment price but depends on the current price of this strategy and the current prices of the other three strategies in a game.

A fitness profile over five hundred generation is shown for a marketplace based on the MNL market share model with $\alpha = 0.2$ in Figure 4. It is an average over ten evolutions where each evolution is based on a different random seed for its stochastic processes including the generation of the original, random population.

![Figure 4: Best and Average Fitness over 500 generations (averaged over 10 evolutionary instances) using the MNL Market Share Model with $\alpha = 0.2$](image)

This is indeed a disappointing plot for an evolutionary process that hopes to evolve more profitable strategies over the generations. In fact it seems counterintuitive that after selecting for the most profitable strategies in a generation these strategies often become less profitable in the next generation. However it must be remembered, as discussed already, that the evolutionary background changes from one generation to the next. A good strategy in generation $n$ may not be as appropriate in generation $n + 1$ since the opposing strategies have changed.

Examination of the evolutionary instances that contribute to the average plot reveals little reproducibility but some large scale similarities. These include sustained attraction to at least three fitness levels. In terms of standard profitability (defined above) the sustained fitness levels are at 114%, 92% and 54%. One or more of these fitness levels appears in all ten evolution instances that make up the average profile shown in Figure 4. A fitness profile for one of the evolutionary instances is shown in Figure 5 and discussed in detail below.

![Figure 5: Best and Average Fitness over 500 generations (single evolutionary instance) using the MNL Market Share Model with $\alpha = 0.2$](image)

The levels themselves are simply explained. They correspond to extremely homogenous strategy populations where the few genes that are used are heavily biased into their +1 allele (114% level), 0 allele (92% level) or -1 allele (54% level). The transitions between levels are more interesting.

Both the transitions and the levels result from the market share model and evolutionary pressure. The MNL market share model with high alpha values punishes higher prices with very small market shares and consequently very small profits. The evolutionary pressure is not simply for greater profits but for a shared strategy that delivers greater profits to all strategies in a game. A profitable predatory strategy quickly becomes a victim of its own success when it faces itself in subsequent generations. Put simply, wolves soon starve when there are no sheep!

In the fitness profile for the evolutionary instance shown in Figure 5 the 114% level emerges within 10 generations. The initial price for all players in all games is arbitrarily set at 60 units. Since a price array of (59, 60, 60, 60) is more profitable for player 1 than (61, 60, 60, 60) it is somewhat surprising that the +1 allele is selected for. The reason for its selection is that the price array of (61, 61, 61, 61) is more profitable for all players than (59, 59, 59, 59). Having said this, the 114% level only emerges more or less immediately in 30% of evolutionary instances. The vagaries of the initial, random population often leads to an initial transition to one of the other two levels.

The 114% level collapses spectacularly to the 54% level at generation 31. The collapse can be traced to a mutation of the 1(1111) gene from +1 to -1. This is the first time this particular mutation occurs. The individual with the critical gene mutated invokes the use of many unused and therefore unbiased genes in its competitors during marketplace games. Prices become unlocked and the delicate balance that maintained the 114% level is broken. Strategies that cause lower prices tend to be more profitable and there follows a flooding of the population with such strategies. The result is the emergence of a homogeneous population where the
I(1111) gene is in the -1 allele and with few exceptions is the only gene used.

Unlike the 114% level the 54% level is relatively stable. Every game will begin with all players decrementing their price in step. Any player electing (via a mutation of the I(1111) gene) not to follow the others down is immediately punished with reduced profits and less chance of selection into the next generation.

The transition from the 54% level to the 92% level is therefore puzzling. Its genesis is a mutation of one of the start up genes of a member of the population. This event leads, within a few generations, to the creation of an interesting and complex strategy which is the fittest strategy for generation 254. Variations of this strategy subsequently power this unexpected transition to a homogenous population in which the I(1111) gene is biased to its 0 allele and more or less used exclusively.

Several plots that show the complexity of the fittest strategy of generation 254 are shown in Figs 6, 7 and 8. The plots of average price and average profit per game step over all games in a generation are, on the face of it, contradictory. Despite maintaining a higher price than the population average at each game step the strategy manages to also maintain a higher profit than the population average beyond the fourth game step. This would appear to contradict the market share model. The plot of frequency of final price rank hints that the price and profit plots are hiding some interesting detail in their averaging. In particular the strategy results in several final price ranks not just always first or always last for instance. The profits are apparently picked up in several different ways probably depending on the particular opponent strategies in a game.

![Figure 6: Average Price set by Strategies at each game step over all games played in Generation 254](image)

![Figure 7: Average Profit Accumulated by Strategies at each game step over all games played in Generation 254](image)

![Figure 8: Frequency of Final Price Ranked achieved by the Fittest Strategy in Generation 254](image)

**COLLUSION**

All three sustained fitness levels can be construed as collusion since all involve the maintenance of a fixed identical price by identical strategies. However, the 54% level differs from the 114% and 92% levels. Strategies that emerge to break the 54% strategy are usually unfit and quickly removed from an evolving population. Strategies that emerge to break the other levels are usually fit and quickly invoke a transition to a lower level. Although it requires a mutation to cause a transition in the evolving simulation in the real world this corresponds to a willful change of strategy. Therefore to attain and maintain one of the higher profit levels strategies must be willfully converged and maintained by members of an oligopoly.

**ONGOING AND FUTURE WORK**

Monitoring techniques that help understand how complex strategies, such as the one mentioned above, achieve their success are being developed. There is a delicate balance between being overwhelmed by fine detail and burying that same detail in averages.
Bonuses and penalties for collusion are being introduced into the evolving simulation. To mimic the real world bonuses are given after n time steps of identical pricing and penalties after m steps where m > n. Different bonus and penalty ratios are being tried along with different delays in the time steps between bonus and penalty.

The correspondence between Nash equilibria from Game Theory and the sustained fitness levels discovered in the current work is being investigated.

In parallel with the above work predatory strategies are being evolved by pitting members of a genetic population against a static but large number of arbitrary and semi-smart strategies rather than against each other.
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ABSTRACT

The ever increasing complexity and variety of investment decisions has, sometimes, proved the commonly used investment appraisal approaches as insufficient. The point estimates for an uncertain future seem at least unconvincing. At the same time, the investors are in need of sound arguments, which will be able to shape the investment specifications and appraise their uncertain nature.

This paper proposes an innovative approach that attempts to fulfil the aforementioned needs. The two-step approach reaches an optimum through a Genetic Algorithm optimization and then models the environment’s uncertainties with a Monte Carlo simulation. The approach, thus, offers the best investment characteristics, as well as its implied risk. The proposed method is further demonstrated through an extensive Case Study.

INTRODUCTION

The constantly increasing complexity of business ecosystems has rapidly expanded the variety, as well as the importance and risk, of potential investments. Investment decisions are now more crucial than ever for any kind of production companies, since the right investment in a global economy framework may aid the prosperity of the company, while the wrong investment may lead even to bankruptcy.

The investment's problem is as old as the economy itself. In order to succeed in optimum utilisation of the limited available investment resources, each decision should take into consideration a huge set of factors, which are either defined by the investor, or can be affected only by external factors. The decision to proceed or not to an investment is based upon the outcome of the dominant economic criteria, such as the Net Present Value (NPV), the Internal Rate of Return (IRR) and the Payback period (Van Groenendaal and Kleijnen 2002, Biezma and San Cristobal 2005).

The typical investment analysis forces the decision maker to assign values to every single variable of the investment model and to perform at best a sensitivity analysis afterwards. This approach will lead to a non-optimal outcome, not capable of giving the highest possible amount of information to the decision maker. An alternative approach is to take into account risk management principles while estimating the outcome of an investment (Pike and Neale 1993).

Risk management has always being regarded in the economic field as a potential fluctuation of the economic variables (Alexander C. 1999). The economic and technical risks (Hammer 1972) are the first structured approaches met in the scientific literature. However, there are many more scientific sectors where scientists try to investigate and exploit the benefits of risk management. Research is focused, but not limited, to the fields of human errors, occupational safety (Reason 1990), supply chain management (Ponis 2005) and quite recently to project risk management (Kirytopoulos et al 2001, Leopoulous et al 2003).

The paper is focusing on risks that might affect an investment, thus putting in jeopardy the capital invested by a company or an individual. In nearly any type of investment, risks are most of the times regarded to be external. External risks are those that the probability of their occurrence cannot be modified by the investor (Leopoulous and Kirytopoulos 2004). In other words, the investor knows that risks might happen but cannot do anything to change the probability of their occurrence. Pike (1986) has modelled the investment decision through the use of statistics. He adjusted a normal distribution on each variable of the Net Present Value (NPV) function affected by risks and by using statistics calculations he reached an NPV outcome described not just as a single value but a normal distribution, thus providing valuable information to the investor.
The first part of the paper is concerned with defining the problem and analyzing and presenting the conceptual model. The model aims at providing an alternative and innovative approach for investment appraisal, by applying optimization methods (Genetic Algorithms) while simultaneously considering investment risk.

In order to highlight the characteristics of the conceptual model, a Case Study is presented at the second part of the paper. The Case Study concerns an investment in a tri-generation power plant (electricity, heat and cooling), fuelled by renewable energy sources, namely several types of biomass. This particular type of example was chosen on the one hand due to the increased interest on renewable energy sources following the recent energy crisis and extreme oil prices and on the other hand because this specific case possesses all the characteristics that make it an ideal candidate for applying the conceptual model presented.

**METHOD DESCRIPTION**

**Problem formulation**

The fundamental scope of the problem is to assess and select an investment project by optimizing the investor’s choices while in parallel considering the risk correlated with these choices. Among various economic criteria, NPV is selected, without loss of generality, as the one most commonly used.

The NPV of an investment is dependent on the values of a set of variables, which are either defined by the investor’s decisions, or are fully determined by external to the decision system factors. A potential investor’s aim should be therefore twofold: On the one hand, the best possible, in terms of NPV, investment should be selected by optimizing the investor’s decisions. On the other hand, specific knowledge is needed on the volatility of the external factors and on how this volatility affects investor’s decisions, in regard to his risk policy.

It is therefore apparent that the investor’s defined parameters and the external variables should be considered separately. The paper presents an integrative approach, which attempts first to compute the NPV in a way that heuristically optimizes the decision-making process by shaping the best feasible investment and second reliably quantify its implied risk.

**Conceptual model presentation**

As stated above, NPV is a function composed of investor defined parameters, as well as external variables. In mathematical terms the NPV function is described in equation 1.

\[ \text{NPV} = f(P,V) = f(P_1,...,P_n,V_1,...,V_m) \]  

where:

\[ P = [P_i], i = 1,...,n \] , parameters that their value is defined by the investor and

\[ V = [V_j], j = 1,...,m \] , variables that their value is an outcome of external factors.

The common approach to modeling external variables is to assume a single value for each one of them (Savvides 1994). However, the deterministic consideration of a probabilistic reality is by definition erroneous. In this paper, a different view is proposed. Let

\[ V_j \sim X_j \text{ (mean}_j, \text{std}_j) \]  

that is, the variable \( V_j \) follows a statistical distribution \( X_j \) with known characteristics \( \text{mean}_j, \text{std}_j \). By this way, the implied volatility of each external factor is not omitted, but modeled through a statistical distribution. The distributions’ characteristics are expert-defined.

The first step of the approach is to assume that each external variable is equal to its most probable value, which, eventually, leads to the most probable scenario:

\[ \forall j : V_j = V_{j, \text{prob}} \& V = V_{\text{prob}} \]

Having determined the \( V \) value, the only thing that remains is to decide for the \( P \) value. The occurring optimization problem is solved via use of Genetic Algorithms

\[ \text{NPV} = f(P,V_{\text{prob}}) = \max \text{ Genetic Algorithms} \]

\[ G_{\text{it}} \rightarrow P = P_{\text{gt}} \]  

Genetic Algorithms (GA) comprise an optimization and search technique based on the principles of genetics and natural selection. A GA allows a population composed of many individuals to evolve under specified selection rules to a state that maximizes the selected criteria. GAs implement the biological concepts of genetic recombination, genetic mutation and natural selection (Haupt and Haupt 2004).

As the name implies, GAs are analogous to the biological concept of a gene, the basic building block for individual traits of organisms, and are combined in chromosomes to form the total, inherited characteristics of an individual. Pursuing the biological analogy further, genes and chromosomes change from one generation to the next so successor generations are never exactly the same as their predecessors. Recalling the “survival of the fittest” theory, alterations in genes and in the composition of chromosomes lead to the creation of individuals with new characteristics. Some of these characteristics are favorable in a given environment and others may be less favorable or even deadly. Consequently, populations find individuals with favorable genes and chromosomal combinations increasing in number and those with less favorable genes and chromosomal combinations decreasing in number. Over time, populations of
organisms begin to find an optimal niche in the environment in which the gene pool is well balanced and effective or else the population begins declining (Grupe and Jooste 2004).

Some of the advantages of GA include that it optimizes even non-continuous and non-differentiable functions, with continuous or discrete variables, it does not require derivative information, it simultaneously searches from a wide sampling of the cost surface and it deals with a large number of variables. Even more, GA may succeed in finding the global optimum, due to the fact that the method evaluates simultaneously a large population instead of a single point for most non-heuristic optimization methods. These advantages are intriguing and produce stunning results when traditional optimization approaches fall miserably (Haupt and Haupt 2004).

The solution accomplished by the use of GA, $P_{opt}$, provides the optimum values for parameters defined by the investor, which define the optimum investment decision, provided that the external factors have values equal to their most probable value. However, $NPV = f(P_{opt}, V_{probable})$ is just a point-estimate of the final NPV that will occur under realization of the optimum investment scenario. But the $V_{probable}$ is just a case among many that can happen, since $V_i$ values are external parameters. The method presented here, proposes a more advanced view by implementing a probabilistic NPV calculation, which is accomplished by the use of Monte Carlo Simulation.

Monte Carlo Simulation (MCS) constitutes a stochastic statistical methodology of quantitative solution and risk assessment for non-deterministic problems, using a pseudo-population of randomly produced alternative scenarios from prescribed statistical distributions. The MCS suggests the modelling of the range of possible values for each input variable and the following reproduction of an efficient number of scenarios, so that the depiction of the respectively large number of results in a density function diagram could attribute in a reliable manner the needed distribution of the output variable, showing in parallel the possibility of occurrence for each value and marking out extreme or probable results (Vose 2000).

A MCS is performed for $k = 1, ..., q$ iterations, where $q$ is typically larger than 1000, by picking randomly values from the statistical distributions $X_i$, such that

$$\forall j, k : V_j \sim X_j (\text{mean}, \text{std})$$  \hspace{1cm} (4)

and consecutively computing $\forall k : V = V_k$ a value of

$$NPV_k = f(P_{opt}, V_k)$$  \hspace{1cm} (5)

The NPV is finally calculated not as a single figure but as a probability density function, which is based on optimum investor’s decisions and represents the quantified volatility of external parameters.

The alternative representation of the k values of NPV derived from the MCS in a cumulative probability diagram also provides valuable information. The confidence level at the point of zero NPV could serve as a useful meter of risk. Moreover, the value of NPV at a selected confidence level provides a strong decision tool, which can serve as a decision criterion for the final acceptance of the project.

**CASE STUDY**

**Case description**

The Case Study concerns an investment analysis for a tri-generation power plant, given the demand of a specific customer for heat and cooling. Heat and cooling demand profiles are available for a specific residential sector of 500 customers. The geographical positioning of the plant and the customers is assumed to be fixed. The revenues of the power plant under consideration will stem from selling electricity to the grid as well as heat and cooling to the customers via a district heating network that will be constructed. The price of heat is assumed to be a fixed percentage of the cost of heat obtained by using oil (as this is the common practice) whereas the price of cooling is a fixed percentage of the cost of cooling obtained by electrical compression chillers.

The power plant will consist of a base-load co-generation module (gasifier and reciprocating engine) and a biomass boiler for peak-load heat production. There are four biomass types available in the region, therefore all of them are considered as potential fuel sources for the plant. The multi-biomass approach has been used, due to the significant cost reductions that can be obtained at the logistics and warehousing stages of the biomass supply chain, compared to the single-biomass approach (Rentizelas et al. 2005). The basic characteristics of the biomass sources are presented in Table 1.

<table>
<thead>
<tr>
<th>Table 1: Biomass Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Biomass type</strong></td>
</tr>
<tr>
<td>Price (€/kg)</td>
</tr>
<tr>
<td>Heating (KJ/kg net)</td>
</tr>
<tr>
<td>Density (kg/m3)</td>
</tr>
<tr>
<td>Biomass availability (months)</td>
</tr>
<tr>
<td>Yield (tons/hec)</td>
</tr>
</tbody>
</table>

The parameters included in the GA optimization are:

- Capacity rates for the base-load co-generation plant as well as the peak-load heat boiler
- Amounts of each biomass source to be procured every year
• Initial biomass inventory at the beginning of every year of operation.

The objective function (equation leading to the NPV value) of the optimization problem is the NPV of the investment, during its operational lifetime. Investment considered includes the power plant, the supply chain of the biomass, the construction of the District Heating and Cooling network and connection to the customers, as well as the electricity transmission line and connection to the grid. The financial data used for the NPV calculation are presented in Table 2.

Table 2: Financial data

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Distribution</th>
<th>Probable value</th>
<th>Standard deviation</th>
<th>Minimum value</th>
<th>Maximum value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Income from electricity (€/kWh)</td>
<td>Triangular</td>
<td>0.06611</td>
<td></td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td>Income from electric power reimbursement (€/kWh/month)</td>
<td>Normal</td>
<td>1.7</td>
<td>0.2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Power reimbursement factor (€)</td>
<td>Normal</td>
<td>0.9</td>
<td>0.05</td>
<td>0.7</td>
<td>1</td>
</tr>
<tr>
<td>Income from cool (€/kWh)</td>
<td>Triangular</td>
<td>0.036</td>
<td></td>
<td>0.03</td>
<td>0.05</td>
</tr>
<tr>
<td>Public subsidy on investment (%)</td>
<td>Uniform</td>
<td>40%</td>
<td></td>
<td>30%</td>
<td>50%</td>
</tr>
<tr>
<td>Total CHP efficiency rate</td>
<td>Triangular</td>
<td>0.85</td>
<td></td>
<td>0.75</td>
<td>0.88</td>
</tr>
<tr>
<td>Thermal CHP efficiency rate</td>
<td>Triangular</td>
<td>0.59</td>
<td></td>
<td>0.5</td>
<td>0.65</td>
</tr>
<tr>
<td>Thermal boiler efficiency rate</td>
<td>Triangular</td>
<td>0.8</td>
<td></td>
<td>0.7</td>
<td>0.85</td>
</tr>
<tr>
<td>Chiller efficiency</td>
<td>Normal</td>
<td>0.7</td>
<td>0.1</td>
<td>0.65</td>
<td>0.9</td>
</tr>
<tr>
<td>Inflation (%)</td>
<td>Uniform</td>
<td>0.03</td>
<td></td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>Compound interest rate (%)</td>
<td>Uniform</td>
<td>0.06</td>
<td></td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>Investment cost for CHP plant – reference case (€/kWh)</td>
<td>Normal</td>
<td>2000</td>
<td>100</td>
<td>1500</td>
<td>3000</td>
</tr>
<tr>
<td>Investment cost for Boiler – reference case (€/kWh)</td>
<td>Uniform</td>
<td>200</td>
<td></td>
<td>10</td>
<td>160</td>
</tr>
<tr>
<td>Diesel cost (€/t)</td>
<td>Uniform</td>
<td>0.6</td>
<td></td>
<td>0.45</td>
<td>1</td>
</tr>
<tr>
<td>Biomass price – type I (€/ton wet)</td>
<td>Uniform</td>
<td>50</td>
<td></td>
<td>40</td>
<td>80</td>
</tr>
<tr>
<td>Biomass price – type II (€/ton wet)</td>
<td>Uniform</td>
<td>10</td>
<td></td>
<td>5</td>
<td>40</td>
</tr>
<tr>
<td>Biomass price – type III (€/ton wet)</td>
<td>Uniform</td>
<td>30</td>
<td></td>
<td>15</td>
<td>60</td>
</tr>
<tr>
<td>Biomass price – type IV (€/ton wet)</td>
<td>Uniform</td>
<td>10</td>
<td></td>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>Warehouse &amp; equipment investment cost (% of base scenario)</td>
<td>Triangular</td>
<td>1</td>
<td></td>
<td>0.85</td>
<td>1.25</td>
</tr>
<tr>
<td>Warehouse &amp; equipment operational cost (% of base scenario)</td>
<td>Triangular</td>
<td>1</td>
<td></td>
<td>0.9</td>
<td>1.15</td>
</tr>
<tr>
<td>Electricity transmission network investment cost (% of base scenario)</td>
<td>Triangular</td>
<td>1</td>
<td></td>
<td>0.9</td>
<td>1.2</td>
</tr>
<tr>
<td>District heating network investment cost (% of base scenario)</td>
<td>Triangular</td>
<td>1</td>
<td></td>
<td>0.85</td>
<td>1.3</td>
</tr>
<tr>
<td>Cooling equipment investment cost (% of base scenario)</td>
<td>Triangular</td>
<td>1</td>
<td></td>
<td>0.9</td>
<td>1.1</td>
</tr>
</tbody>
</table>

The specific case is highly suitable for optimization with GA, as the objective function is non-linear and non-continuous, due to economies of scale of the biomass cogeneration plant and analytical modelling of the biomass logistics network. Furthermore, several parameters may take a very wide range of values, therefore MCS is used to depict the effect that they may have on the NPV value. For example, oil price has undergone significant fluctuations lately, and has a significant dual effect on the NPV value: on the one hand it affects revenues from heat sales and on the other hand it affects reversely logistics cost for transporting and handling biomass. The characteristics of distributions $X_i$ for all parameters $V_i$ have been derived by experts and are presented in Table 3. The third column of the table refers to $V_{prob}$, which gives the values that have been used in the GA optimisation model.

It can be seen from Table 3 that various distribution types have been chosen to simulate the volatility concerning the values of various variables. For example, most of the variables that relate to construction work have been simulated with triangular distributions, as this is common practice in construction project management (Kirytopoulos et al 2001). Other variables that have a certain value today, but are expected to follow a particular trend in the future (e.g. increasing electricity prices) are simulated also by properly modified triangular distributions. Financial figures that may fluctuate in a totally unpredictable manner have been modelled by uniform distributions, with logical upper and lower bounds. The adoption of Monte Carlo simulation gets over the significant limitations of Pike’s (1986) model that demands the use of the Central Limit Theorem. Thus, the limitation of using the same type of distribution to describe the totality of the parameters included in the NPV value can be omitted in the proposed approach, where the use of MCS is introduced.

Table 3: Characteristics of Parameters’ Distributions

Results

The optimum solution for the set of parameters $P$ obtained by GA optimization ($P_{opt}$) is presented in Table 4. The optimum investment decision arises as clearly defined in terms of plant capacity, initial inventory and annual amount of biomass per type. The proposed approach provides a single optimum value for all the parameters that are determined by investor’s choices.
Table 4: Optimized Variables (\( V_{\text{gl}} \))

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal power capacity of CHP plant (kW)</td>
<td>4,388.56</td>
</tr>
<tr>
<td>Thermal power capacity of peak-load boiler (kW)</td>
<td>2,584.71</td>
</tr>
<tr>
<td>Total annual amount of biomass – type I (tons/year)</td>
<td>815.13</td>
</tr>
<tr>
<td>Total annual amount of biomass – type II (tons/year)</td>
<td>7,544.68</td>
</tr>
<tr>
<td>Total annual amount of biomass – type III (tons/year)</td>
<td>749.58</td>
</tr>
<tr>
<td>Total annual amount of biomass – type IV (tons/year)</td>
<td>7,004.80</td>
</tr>
<tr>
<td>Initial biomass inventory (m³)</td>
<td>22,877.87</td>
</tr>
</tbody>
</table>

Following the adoption of these optimum prices, a MCS is performed to reveal the implied volatility that characterizes the rest of the variables (refer to Table 3). The characteristics of the NPV distribution that occurred through the 10,000 iterations of the simulation are presented in Table 5 that follows.

Table 5: NPV Distribution Characteristics

<table>
<thead>
<tr>
<th>Minimum (€*10^8)</th>
<th>-3.50</th>
<th>Mode (€*10^9)</th>
<th>12.09</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum (€*10^8)</td>
<td>37.47</td>
<td>Left X (€*10^8)</td>
<td>5.08</td>
</tr>
<tr>
<td>Mean (€*10^8)</td>
<td>13.28</td>
<td>Left P</td>
<td>5%</td>
</tr>
<tr>
<td>Median (€*10^8)</td>
<td>12.95</td>
<td>Right X (€*10^8)</td>
<td>22.54</td>
</tr>
<tr>
<td>Std Dev</td>
<td>5.31</td>
<td>Right P</td>
<td>95%</td>
</tr>
<tr>
<td>Variance</td>
<td>41.5</td>
<td>Diff X (€*10^8)</td>
<td>17.46</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.327</td>
<td>Diff P</td>
<td>90%</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2,931</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

An adequate amount of information is now available to the decision maker, in order to appraise in his own customized way the risk that is implied in the optimum investment. For example, the ‘Left P’ statistic indicates that there is a 95% possibility that the NPV of the proposed investment would exceed 5.08 million €. The probability density function diagram of the simulated scenarios is presented in Figure 1.

The figure reveals in a visual way the possibility of occurrence of each NPV, as long as it marks out the most probable or extreme results. It also comprises an advanced but convenient view for the comparative assessment of two or more projects.

Figure 1: Density NPV Distribution for Optimum Investment

An alternative depiction of the NPV distribution is provided in Figure 2.

Figure 2: Cumulative NPV Probability Distribution for Optimum Investment

The cumulative graph stands also as a very utile tool. It reveals straightforward that the likelihood of a deficit is practically zero. Likewise, it provides the minimum value of the NPV for a given confidence level. For example, as it is pointed on the diagram, it states that there is only 40% possibility that the project’s NPV will be under 11.61 million €.

CONCLUSIONS

The paper proposes an innovative integrative approach to investment appraisal. The factors that affect the investment (NPV) under consideration are grouped into two sets. The first one contains the parameters that are determined by the investor’s choices, such as the power plant capacity. This set substantially designates the investment’s specifications. The other set is comprised of variables that their values are shaped by external to the investor decisions, such as the oil price. This type of variables is responsible for the risk that is embodied in the investment.
The approach proposed in this paper suggests that the parameters should be calculated by the use of a GA, while the volatility of the variables will be modelled, afterwards, though the use of a MCS. The probabilistic modelling of the volatility of external variables is achieved through the use of expert-defined statistical distributions. The most probable values of these variables are adopted, in order to perform an optimization of the selected economic criterion (here NPV). The optimization, performed using the advanced GA technique, results in the best selection of investor’s defined parameters. The optimum investment specifications (indicated by the GA) are further used to perform a MCS for the external variable. The simulation results are finally used to form a cumulative probability diagram of the criterion’s value distribution.

Hence, the decision maker is able to define the optimum investment and assess its risk in a reliable, convenient and customisable way.

The approach was demonstrated through a case study of an investment regarding a tri-generation power plant. The various external variables were stochastically modelled, and their most probable values were used to perform a GA optimization for the NPV, through which the optimum power plant’s configuration and operational characteristics emerged. The MCS that followed revealed the distribution of the NPV, and thus enabled the decision maker to assess his expected returns in a reliable quantitative way. The investment was finally fully determined, in terms of its design specifications, as well as the probability distribution of its expected NPV.
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ABSTRACT

The importance of forecasting in transforming strategic objectives into decisions is apparent. Lately, traditional forecasting methods have been depicted as being inferior to Artificial Intelligence (AI) approaches (such as neural networks) which, by definition, are attempting to simulate the human decision making process and model the experts’ knowledge.

However, the goal of identifying and accumulating the entire related knowledge and imitating the thinking processes of the ideal expert is hard to realise and might even be impossible to achieve. The depth of the correlated knowledge seems infinite and probably indeterminable, while the cognitive processes of the human mind remain a mystery. Therefore, both standard and modern approaches to forecasting are intrinsically problematic.

But, instead of trying to compensate the human expert's shortcomings by subtractively modeling their cognitive function and then performing the forecast, the decision maker could just let the experts make their forecasts and subsequently sum up the information in a way that confuses their inherent shortcomings. This paper advocates the usage of a market simulation game that uses expert forecasts and serves as an information aggregation tool producing as end result optimum valuable predictors.

THE PROBLEM IN RETROSPECT

Forecasting: The link between strategic thinking and decision making

The essential problem of management is to transform a company's strategic objectives into decisions and actions. The constantly increasing volatility of business ecosystems emphasises the critical importance of forecasting in decision making processes (Armstrong 1983, Waddell and Sohal 1994).

As Henri Fayol stated (Makridakis 1996) - already in 1916.

"... and it is true that if foresight is not the whole of management at least it is an essential part of it."

Forecasting is defined as any statement about the future. Such statements may be well founded, or lack any sound basis; they may be accurate or inaccurate on any given occasion, or on average, precise or imprecise, model-based or informal. Forecasts are produced by methods as diverse as well-tested systems of hundreds of econometrically-estimated equations, through to methods which have scarcely any observable basis (Clements and Hendry 2001).

The vastness of the subject resembles the vagueness of its definition, a fact that is further proved by the existence of 35 English words defining the meaning of forecasting (OneLook web dictionary, http://www.onelook.com/?w=%3Aforecasting&loc=en , accessed at 4/11/2005). The number of available forecasting techniques is even broader.

Traditional Techniques vs AI in Forecasting

During the extensive period of research into and assessment of business applications of various forecasting modeling techniques, a set of them has arisen as the most useful and of widespread applicability. Moving average, exponential smoothing, regression analysis, trend line analysis, decomposition analysis and ARIMA modeling are among the techniques that forecasting executives prefer, mainly due to their familiarity, satisfaction and usage (Mentzer and Kahn 1995).

Any forecasting model assumes that there exists an underlying – known or unknown – relationship between the input (the past values of the relevant variables) and the output (future value). In spite of their previously mentioned desirable characteristics, the ability of traditional forecasting methods to reproduce this underlying function is limited due to the complexity of the real system (Zhang et al 1998).
AI provides an attractive alternative to this problem. Artificial neural networks, mathematical models inspired by the organization and functioning of biological neurons and the human brain in particular, perform at least as well as common statistical methodologies (Hill et al 1994). Neural network modeling provides a data-driven, self-adaptive method that comprises a universal non-linear functional approximation and has an extensive ability to generalize (Zhang et al 1998). These characteristics make artificial neural networks an appealing approach to expert knowledge modeling.

**Expert knowledge: Is modeling and inference feasible?**

In the majority of cases, a specialist is unable to formulate all his knowledge and experience in an organised and transferable manner. Therefore, when trying to represent an expert's knowledge explicitly (e.g. by rules) the result seems confusing, indiscernible and rather inadequate. This sterile representation of knowledge is often not able to preserve and can even violate the original knowledge in such a way that the inference engine fails to draw the correct conclusions from the provided knowledge (Sima and Cervenka 2000). Moreover, human experts do not usually apply formal, logical and analytical skills to situations, rather they associate the new case with some old pattern to derive a solution. It should be taken into consideration though, that the simulations of even very simplified mathematical models of neural networks exhibit surprisingly 'intelligent' behavior, resembling human intelligence, e.g. the ability to learn new knowledge and to generalize previous experience (Peretto 2004). Therefore, the applicability of neural networks to expert knowledge modeling and forecasting emerges naturally.

However, the oversimplified modeling of human cognitive processes, whose complexity is vast and only partially understandable, remains an obstacle. The inability of fully extracting and explicitly representing the totality of the correlated variables derived from an expert completes the intrinsic problematic nature of neural network forecasting modeling.

Consequently, modeling does not seem as the best possible or even secure approach when attempting to compensate the undesirable, albeit human, characteristics of expert's opinions, namely biases and shortcomings (Armsrong and Brodie 1999). On the other hand, ignorance, inconsistency, irrelevance, inaccuracy, conflict and uncertainty are some of those problematic features (Ayyub 2001) that make expert judgments unattractive and of low worth.

So, how is it possible to use the whole implicit expert knowledge and simultaneously eliminate its inherent biases and shortcomings? The following part focuses on presenting a business game that serves as an optimum information aggregator by combining the expert's opinions in a way that negates their weaknesses.

**PREDICTION MARKETS**

**A preamble**

In 1945, Friedrich Hayek hypothesized that open markets efficiently and effectively facilitate the aggregation and transmission of information through prices (Hayek 1945). Twenty years later, Eugene Fama formulated the efficient market hypothesis, which states that an efficient market continuously reflects the sum of all available information about future events into security prices (Fama 1965). This implies that security prices reflect their true expected value and that no additional available information can be combined with efficient market prices to improve the market's forecast accuracy. In parallel, the economic theory of rational expectations, originating with Muth (Muth 1961) and most closely associated with Lucas (Lucas 1987), not only acknowledge the capacity of markets to aggregate information, but also their ability to convey information through the prices and volumes of the traded assets. More recently, Vernon Smith demonstrated that people behave rationally in experimental markets (Smith 2002) and was awarded the 2003 Nobel Prize in Economics for using experimental markets to prove and refine important theories about market behaviour.

In other words, a market functions by nature as an information aggregator that, under certain conditions, can produce the optimum prediction for the given information. So, why not organize a business game in the form of a virtual market so as to aggregate the agents’ knowledge and information and extract optimized forecasts?

**Definition and first applications**

As ‘prediction’ are called the markets that run for the primary purpose of using the information content in market values in order to make predictions about specific future events (Berg and Rietz 2003). Their fundamental difference to commonly defined markets is therefore their scope of use as they consist a forecasting tool rather than a resource allocation mechanism. A prediction market can also serve as a decision support system by providing information about the current situation or by evaluating effects of decisions over time (Hanson 1999).

In literature, the term ‘prediction markets’ is not universally adopted. Alternative terms include decision markets, information markets, idea futures, forecasting markets, idea stocks, artificial markets, information aggregation mechanisms and virtual stock markets.

The longest known running set of prediction markets is the so-called Iowa Electronic Market, which established in 1988 and were designed to predict
elections outcomes. The first business application however took place some years later. In 1997, Gerhard Ortner of the Technische Universität Wien developed and administered a prediction market used by Siemens to predict a large software project's completion date (Ortner 1997). In parallel, from 1996 to 1999, Kay-Yut Chen and Charles Plott of the California Institute of Technology administered prediction markets at Hewlett Packard in order to predict the sales volume of printers (Chen and Plott 2002).

A paradigm

A simple paradigm illuminates the conceptual use and operational principles of prediction markets. Suppose for example that the board of directors of a company needs reliable sales forecasts in order to reengineer the supply chain and minimize operational costs. For each product, the employees who have access to relevant information are given a virtual sum of money and access to the market. The shares of claims (stocks) that are traded in the market are directly connected to the height of sales volume of a given product. A sample claim might state for example that “Demand for Product X will fall between y and z units in the first quarter of the next year”. If the claim proves to be true, then it pays €1, otherwise it pays nothing. Assume that sometime the claim trades at a price of $P$ cents. That is the market, or the aggregated views of the employees, denotes that there is a $P\%$ likelihood that the claim will hold true. An employee who believes that there is at least a $P\%$ chance of it occurring would probably buy shares, while another one who believes the percentage to be smaller would sell the claim. The transaction volume is a useful indicator of the relative confidence that traders have at the current market value. Low volumes could indicate lack of significant dissent regarding the claim's value and consequently demonstrate that the market has reached a consensus concerning the current value of the claim (Schrieber 2004).

IMPLEMENTATION DIRECTIONS

Design Issues

The following provides a basic and synoptic framework of the key elements that should be taken into consideration during a prediction market’s design.

Firstly, and foremost, the objective of the forecasts should be defined (Spann and Skierra 2003). The transformation of the forecasting goals into shares of claims should be accomplished in a way that the contracts are clear, easily understood and easily adjudicated (Wolfers and Zitzewitz 2004). Various types of claims structures and definitions are available (Schrieber 2004).

The second decision refers to the selection of market participants. Each employee who has access to information concerning the under study claims should be able to share his knowledge through the market’s mechanism. Ideally, the available sum of money that each participant is able to trade in each share should be analogous to the extent and importance of the relevant knowledge that he possesses. In practice, all traders start with the same amount of money and the market, during the resource redistribution that takes place through its operation, decides the importance of each player and allocates its resources accordingly.

A decision of equal importance is the selection of trading mechanisms. The most widely used approaches are the continuous double-auction and the automated ‘market-maker’. However, a dynamic pari-mutuel market has recently emerged as a more sophisticated and advantageous approach (Pennock 2004).

Another critical issue is the players’ remuneration. Some participants may be sufficiently motivated to play simply out of an intrinsic employment of trading basec on their knowledge. Others, however, may need some incentive to participation and truthful information revelation (Schrieber 2004, Wolfers and Zitzewitz 2004). The choice of such incentives may be crucial for the success of the market. The decision of whether to use monetary (for example real or play money) or non-monetary rewards (for example predetermined awards) is up to designer (Spann and Skierra 2003) and remains more an art than a science (Servan-Schreiber et al 2004).

Other considerations concern design of the financial market. Position and price limits (specific limits on portfolio selection, maximum and minimum prices for limit orders and quotes), trading hours (Spann and Skierra 2003) are also issues that the market designer has to include in his design.

Finally, these specifications have to be implemented in a user-friendly trading interface. The way transactional information is incorporated in the interface may have significant impact on trading activity and information sharing. Therefore, the amount of information about each employee’s transactions that is published has to be thoroughly determined.

Benefits

The design process of prediction markets consists of a laborious multi-step process, which demands that various decisions are taken and lacks generally applicable guidelines. The benefits, however, derived from its use seem to compensate the development and operating costs.

Some of the most difficult steps in a typical forecasting application are to mine, namely to collect, merge and clean relevant data from human experts. The market games appear to serve by definition as a mechanism to negate these objections and handle effectually all these steps. this consist definitely a chief advantage.
The forecast accuracy of an efficient prediction market is, under the condition of efficiency, optimum. In practice, prediction markets usually tend to perform at least as well as the single best individual, without requiring knowledge of who that individual is in advance (Surowiecki 2004). The bias removal and constant reallocation of each employee’s forecasting weight, in terms of portfolio value, that take place in such an information aggregation mechanism, are facts that also evidence the width of its accuracy.

Another major advantage of the implementation of such a market is its dynamic nature. The market continuously reflects the best possible forecast through its innate ability to constantly represent and immediately respond to new information (Hanson 1999). This characteristic is absent from the vast majority traditional approaches to the forecasting problem.

The enriched insight that a decision maker obtains from the price fluctuations is an additional benefit. A prediction market’s forecast provides far more information than a point forecast. For example, the price fluctuation range is indicative of the amount of risk embedded in the claim, while the impact that the introduction of new information has on a forecast serves as a kind of sensitivity analysis.

The efficient adaptability of a prediction market also represents an advantage. In contrast to traditional approaches, the operation of the prediction market is not affected by possible changes in types and sources of information or even the number of inputs or participants. Prediction markets are by nature able to transform unlimited amounts of timely and locally disperse qualitative information into accurate quantitative forecasts about the future.

The previous benefits of predictions markets’ use regard the extracted forecasts alone. However, the perhaps most important outcome of the implementation of such a business tool is wider and intangible. The motivation to share information, the weakening of personal and political impulse, the encouragement of honest assessment and the careful evaluation of each employee’s decision making processes are attitudes that are cultivated, reinforced and taken advantage of by a prediction market. Such attitudes unambiguously boost the transformation of an enterprise’s culture towards a more participial, creative and reliable role of its personnel, no matter how valuable the predictions are.

**When to use**

It is now apparent that the benefits of prediction markets are substantial and sui generis. While the tool in general appears as very attractive, its design and operational cost still remain considerable. In order to maintain its suitability over traditional forecasting approaches, additional factors have to be considered.

Factors, such as importance, quality, acceptance (positive influence) and effort (negative influence) (Schriever 2004), heavily influence the value of a forecast. Importance refers to the extent of the impact that the forecast has on specific business decisions. Quality is directly related to the amount of information that is contained and revealed by the forecast. Acceptance declares the degree of confidence that the decision makers have in the forecast, while effort measures the amount of resources (people, time and money) spent in formulating the forecast.

The quality of a prediction market’s forecast is high, also high is its acceptance, provided that its function and benefits are communicated in a correct way. However, the effort invested in it is usually of much higher level than that of traditional methods. As a consequence, the value of a market’s forecast is significantly higher than those of more widespread methods, only in the case that the importance of its outcomes is major and influential. In other words, the use of prediction markets’ approach is lucrative and highly recommended only for the forecasting objectives that have a major impact on the business decisions.

**CONCLUSION**

The role of forecasting in transforming strategic objectives into decisions is crucially important. Traditional forecasting approaches as well as modern AI techniques have been proven to perform poorly in modeling and aggregating of experts’ knowledge.

This paper proposes an opposite and novel point of view by introducing the use of prediction markets. Such business games function as an optimum information aggregator and are inherently able to transform the totality of expert’s qualitative knowledge and information into accurate quantitative forecasts about the future.

Several design issues are discussed, such as the definition of the forecast’s objectives, their transformation into shares of claims, selection of employees and participation incentives, etc. The uniqueness of the tool is further documented in terms of its accuracy, dynamic nature, adaptability and the enriched insight it provides for the forecasting problem in question.

This paper provides the context for the rationalistic adaptation, design and implementation of a valuable business forecasting tool. The application of this tool for the extraction of expert’s aggregated estimations for the quantified assessment of Athens 2004 Olympic
Games impact is presently under consideration by the authors' team.
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ABSTRACT
This paper analyses how the scoring systems actually and potentially used in a variety of sports and games affect the suspense they can generate. The experimental method relies on several Monte Carlo simulations applied on a comparative basis to basketball, table tennis and tennis. Results show that simple systems such as basketball scoring tend to generate limited uncertainty whereas stratified systems such as tennis scoring favour a higher level of unpredictability, hence suspense.

INTRODUCTION
Little if any research has been undertaken until now about how scoring systems affect the progress types of sports matches, along with their propensity to generate suspense. This fact is all the more surprising that huge issues relating to sports fans’ interest and media coverage are at stake, resulting in potentially major financial consequences.

This point would be of little practical value if the sports scoring systems were absolutely fixed as part of the games’ universal history. This assumption is reinforced by the fact that some scoring systems have their roots deep in their sport’s history. For instance, the 15 – 30 – 40 – game progress in tennis games is said – without proof – to come from the presence of clocks next to some tennis courts (jeu de paume) halls in France centuries ago. But historical fixity does not hold if we observe that:

- volleyball has fundamentally changed its scoring system in 2000. With the former system, points could be scored only when a team had the service - side-out scoring- and all sets went up to only 15 points versus 25 points now.
- rugby has two major variations, along which even the number of players involved in the game changes. In 2005 (vs. the original 1905 rules), a try is worth 5 points (vs. 3), a conversion 2 (unchanged), a penalty 3 (unchanged), a drop goal 3 (vs. 4).
- basketball is played with different rules in Europe and in the United States of America
- tennis has changed several times its scoring system during its history, the last change dealing with doubles: shortening of the sets, disappearance of the advantage rule, emergence of a super tie-breaker that replaces the decider. Not to mention the differences between professional tournaments, some matches being played in three or five sets, with or without a tie-breaker in the decider.

- Etc.

All those considerations are related to major sports that have a dominant position among entertainment activities offered to man and a strong history that tends to make them change-resistant. By contrast it is therefore easy to imagine how flexible scoring systems can be in general, which might sound counter-intuitive at first, because scoring tends to be unconsciously admitted as the most fundamental set of rules of a game, since it defines exactly the goal that players should aim at.

In fans’ perception it is hard to define which comes first: the conscience of the score, or the attention to style. In fact, both seem to be intricately intertwined, as is being exemplified by the following excerpt of an internet chat (see Figure 1). Thousands of chats’ excerpts would show the same thing as these lines that were written during the final match of the Tennis Masters Cup held in Shanghai in November 2005: suspense, tension, attention (and hence economic potential) mainly comes from the score line progress.

| “Federer Express 2000” |
| 20.11.2005 | 12:44: Its not looking good, this shouldn't have gone to 4, damn it! |
| Sally-Suzanne |
| 20.11.2005 | 12:45: 15-0 Roger! [...] |
| mary91 |
| 20.11.2005 | 12:45: Oh, my God! I don't watch Roger's match but I will die............soon |
| Melarija |
| 20.11.2005 | 12:46: Let's all stay positive. Let's all believe he will make it in the end. |
| Sally-Suzanne |
| 20.11.2005 | 12:46: beautiful shot from Roger! 30-0! |
| Sally-Suzanne |
| 20.11.2005 | 12:47: just long from Roger. deuce now! |
| Federer Express 2004 |
| 20.11.2005 | 12:47: So far Nadalhandian has not given up nothing to Roger, no breakpoints this set. |
| Sally-Suzanne |
| 20.11.2005 | 12:47: i know its 4th set, what's the game score? |

Figure 1 – Excerpt from http://www.rogerfederer.com
(typing mistakes have intentionally not been corrected)
We can easily see in this example how comments about the game and style are mixed in depth with comments about the score. In this perspective, the scoring does not appear any more as a pure relative social construct, but as an intangible state of the world. In other words, it becomes in fans’ minds part of a first-degree apprehension of facts.

This should not mislead sports’ organizers and managers: scoring systems are not intangible, even though they have to keep this imaginary property in fans’ minds. Scoring systems are efficient tools that contribute to define the potential of attention or interest that might arise from sports shows. Undertaking scientific research on the topic might therefore be of considerable economic value.

METHODOLOGY

The experiment relies on a Monte Carlo based simulation that reproduces the progress of scoreboards based on various scoring systems: to be able to compare scoring systems on a coherent basis, we have chosen to concentrate on major sports that:

- (1) rely on a succession of independent phases (rallies in tennis, ball in volleyball, offensive action in basketball, touch in fencers) that lead to score a large number of times throughout a match
- (2) with usually ranging between 50 and 200 (n is never fixed in advance to preserve suspense although a minimum value can be set).

Note that many sports could be adapted to make this scoring system suitable for them without changing their fundamentals: shooting, archery, bowling, golf, etc. However, condition (2) excludes all sports and games for which scoring is rare (such as ice hockey or soccer) or unique (such as races or most combat sports).

For the purpose of clarity, we have chosen to concentrate on three sports that illustrate two extreme and one medium scoring options:

- **basketball** illustrates a simple method in which points are simply added from the start to the end of a match (shots may bring 1, 2 or 3 points but this does not change the core linearity of the method), the goal being to score more points than the other team. There is only one level of scoring.

- **tennis** illustrates a complex method in which points have to be capitalised in games and games have to be capitalised in sets to decide who is the winner (3 levels of scoring). Optionally, when games go to deuce, another minor level of capitalisation exists with the advantage rule. In this experiment we have only investigated the most current type that consists of three-set matches (the first player to win two sets wins the match).

- **table tennis** illustrates a medium option with two levels of scoring: points and sets.

A computerised Monte Carlo simulation tool has been developed (using Excel® and VBA®) and used to reproduce the repeat of a very large number of matches relying on those three scoring systems and examine results from a statistical perspective.

Various sets of probabilities have been used to test the model.

- **Set A (“Equal”)** – Set A gave each player (or team) a constant and equal point win probability of 0.5. This allows to measure the degree of suspense generated in matches between two players (or teams) of equal strength. Set A has been run 10,000 times to ensure a good level of histogram smoothing.

- **Set B (p) (“Constant”)** – Set B gave player 1 a constant point win probability of p (and hence player 2 a constant point win probability of 1-p), p being different from 0.5. This allows to measure the degree of suspense generated in matches between two players (or teams) of unequal strength, the difference between the two being integrated in the model as the parameter. Set B has been run 1,000 times for the following values of p: 0.4, 0.425, 0.45, 0.475, 0.5. For values smaller than 0.4, matches were so unbalanced that conclusions would not have been significant anyway.

- **Set C (p, p’, t) (“Turnaround”)** – Set C gives player 1 a point win probability that swaps from p to p’ at time t during the match. This allows to measure the capacity of the scoreboard to reflect the change in the momentum of matches that tend to turn around at a given point due to the rise of a player and/or the fall of his competitor.

The device had to be slightly improved for basketball simulation, since:

- winning shots have a value of one to three points depending on the circumstances (free throws, shots from inside or outside the 3-point line).

- the probability of one team scoring is dependent on their being on the offensive side, which in turn results from the last occurred event (opponents scored or missed).

For this reason, a special simulator has been built that reproduces the full sequence of events occurring in a match, second after second. The simulator consists of 2880 lines of events (corresponding to the 2880 seconds of a match) for which any of the following events can occur, with an appropriate probability distribution:

- Team 1 is in control of the ball and nothing happens

- Team 1 is in control of the ball and scores 1 point. Team 2 takes control of the ball.

- Team 1 is in control of the ball and scores 2 points. Team 2 takes control of the ball.

- Team 1 is in control of the ball and scores 3 points. Team 2 takes control of the ball.

- Team 1 loses the control of the ball (the ball is intercepted, a shot is missed and the opposite team wins the rebound, or there is a foul)

- All of the above for team 2

The set of probabilities used for each line depends upon the set of probabilities used for the previous lines, thus solving the non-independency-of-events problem. All probabilities
have been computed from empirical data collected from NBA statistics for the start of season 2005, widely available on the internet (see table 1. Source: Atlantic Division of Eastern Conference, start of season until 14. December, website used: http://www.allbasketball.com/nba/05-06/stat_cum/index.php). In case of simulations with sets B or C, the sets of probabilities used were changed to care for the impact of p and p’.

Table 1 – Empirical data used for probability sets definition

<table>
<thead>
<tr>
<th></th>
<th>Side change</th>
<th>Score 2 points</th>
<th>Score 1 point</th>
<th>Score 3 points</th>
<th>Lost rebound</th>
<th>Lost ball control</th>
<th>Matches played</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston Celtics</td>
<td>950</td>
<td>613</td>
<td>399</td>
<td>104</td>
<td>606</td>
<td>344</td>
<td>20</td>
</tr>
<tr>
<td>New Jersey Nets</td>
<td>922</td>
<td>553</td>
<td>409</td>
<td>98</td>
<td>625</td>
<td>297</td>
<td>19</td>
</tr>
<tr>
<td>NY Knicks</td>
<td>955</td>
<td>580</td>
<td>409</td>
<td>59</td>
<td>588</td>
<td>367</td>
<td>19</td>
</tr>
<tr>
<td>Philadelphia 76ers</td>
<td>1000</td>
<td>699</td>
<td>489</td>
<td>91</td>
<td>712</td>
<td>288</td>
<td>21</td>
</tr>
<tr>
<td>Toronto Raptors</td>
<td>1000</td>
<td>626</td>
<td>409</td>
<td>120</td>
<td>708</td>
<td>292</td>
<td>21</td>
</tr>
<tr>
<td>Total</td>
<td>4827</td>
<td>3071</td>
<td>2115</td>
<td>472</td>
<td>3239</td>
<td>1588</td>
<td>100</td>
</tr>
<tr>
<td>Average occurring time in seconds</td>
<td>60</td>
<td>94</td>
<td>136</td>
<td>610</td>
<td>89</td>
<td>181</td>
<td></td>
</tr>
</tbody>
</table>

For all three sports investigated, a number of indicators have been defined to measure suspense.

- **Length variability (“Length”)**
- **Pivot point (“Pivot”):** position of the first time in the match when one player (or team) takes the lead and keeps it until the end of the match. This measure is expressed in terms of percentage of progress in the match (0% being the start, 100% the end).
- **Number of equalities (“Equalities”):** Number of times when the leader changes throughout the match, including ties.
- **Immediacy (“Immediacies”):** propensity of the match to come close to a possible end.

For all those indicators, no fixed optima can be determined other than by undertaking some kind of psychological experimentation. However, it is easy to understand that the best quality of suspense is generated for:

- Undetermined length, even though the match should always seem to progress.
- Usually late but fundamentally undetermined pivot point for set A. Appropriate dependency over p, p’ and t for sets B and C.
- Average number of equalities in all cases, with a dependence on p-p’ for set C
- Potentially long but fundamentally undetermined immediacies especially for set A and to a lesser extent for set C.

If the score progresses in a chaotic way, with the outcome of the match being unpredictable until the very last points, the attendance might feel perplexed and reluctant to focus their attention during the first and middle stages of the match. But on the contrary if the score progresses along a too predictable line, the attendance might get bored and lose their attention well before the end. A good scoring system is a scoring system that allows some limited turnarounds on the scoreboard until the end of the match, with a turnaround occurrence probability decreasing over time but always remaining dependent upon a possible shift in players’ momentum. Only this combination can allow fans to write in their minds, while attending a match, an imaginary story that will keep their attention and memories open.

**RESULTS**

In this paper we will only discuss the results observed for sets A and B, and leave set C findings for further research and discussion.

**A – Length variability**

*Note: In this section, length means number of scoring events (points in tennis and table tennis, winning shots in basketball), and not duration.*

Tennis, table tennis and basketball have relatively different schemes in terms of length for set A. Statistical indicators and probability distributions are displayed on table 2 and figure 2. Although the length means are similar, the standard deviations vary considerably, basketball being much more predictable (and therefore compatible with television standards) than table tennis and tennis. The table tennis curve has three local maxima corresponding to matches that go to 3, 4 or 5 sets (the last two being slightly more frequent than the first). The same effect exists, but very much attenuated, for tennis matches that can go to 2 or 3 sets.

Table 2 – Length statistics for set A

<table>
<thead>
<tr>
<th></th>
<th>Tennis</th>
<th>Table tennis</th>
<th>Basketball</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>164,60</td>
<td>153,62</td>
<td>189,01</td>
</tr>
<tr>
<td>Std.</td>
<td>42,51</td>
<td>30,05</td>
<td>17,83</td>
</tr>
</tbody>
</table>

Figure 2 – Length distribution for set A
When point win probabilities change (see set B tables and figures, numerated from 3a to 3c for details), we can observe that length means and standard deviation decrease simultaneously for tennis and table tennis while being almost unchanged for basketball (technical note: values for set B and $p=0.5$ are different from those of set A because they have been computed again on a smaller basis to ensure compatibility with other values of $p$).

Table 3a – Length statistics for set B (Tennis)

<table>
<thead>
<tr>
<th>$p$</th>
<th>0.5</th>
<th>0.475</th>
<th>0.45</th>
<th>0.425</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>163.22</td>
<td>158.67</td>
<td>142.04</td>
<td>121.67</td>
<td>109.11</td>
</tr>
<tr>
<td>Std</td>
<td>42.36</td>
<td>43.02</td>
<td>40.91</td>
<td>31.49</td>
<td>27.23</td>
</tr>
</tbody>
</table>

Table 3b – Length statistics for set B (Table tennis)

<table>
<thead>
<tr>
<th>$p$</th>
<th>0.5</th>
<th>0.475</th>
<th>0.45</th>
<th>0.425</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>153.20</td>
<td>148.21</td>
<td>137.77</td>
<td>124.79</td>
<td>113.81</td>
</tr>
<tr>
<td>Std</td>
<td>30.77</td>
<td>30.87</td>
<td>30.11</td>
<td>27.28</td>
<td>21.44</td>
</tr>
</tbody>
</table>

Table 3c – Length statistics for set B (Basketball)

<table>
<thead>
<tr>
<th>$p$</th>
<th>0.5</th>
<th>0.475</th>
<th>0.45</th>
<th>0.425</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>188.25</td>
<td>188.37</td>
<td>190.62</td>
<td>190.62</td>
<td>192.66</td>
</tr>
<tr>
<td>Std</td>
<td>17.84</td>
<td>16.75</td>
<td>18.23</td>
<td>17.16</td>
<td>17.49</td>
</tr>
</tbody>
</table>

B – Pivot points distributions

In all three sports investigated, matches tend to pivot anytime when play is under way, with higher probabilities in the end though. Basketball tends to choose its winner right from the start slightly more often than others (see figure 4).

Globally, the basketball distribution curve in much smoother, and seems to show that the winner will appear most likely close to the beginning or the end of matches, while the other sports’ curves look more chaotic. For table tennis, we can observe the three aforementioned peaks corresponding to the three possible number of sets. For tennis there is a slight alternance of relatively high or low probabilities of decision, the highest coming right at the end. Tennis is the sport for which in case of equal strength players, matches are decided most often during the last 10% of play.

Table 4 – Pivot points statistics for set A

<table>
<thead>
<tr>
<th></th>
<th>Tennis</th>
<th>Table tennis</th>
<th>Basketball</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>57%</td>
<td>56%</td>
<td>51%</td>
</tr>
<tr>
<td>Std</td>
<td>33%</td>
<td>34%</td>
<td>35%</td>
</tr>
</tbody>
</table>
The effects mentioned for set A remain observable for set B ans various values of p (see tables and figures 5a to 5c). Quite obviously, pivot points tend to appear all the more sooner in the matches that the point win probabilities is unequal between players.

Note that for some reasons, table tennis matches almost never turn around between 40% and 45% of play.

<table>
<thead>
<tr>
<th>Table 5a – Pivot statistics for set B (Tennis)</th>
</tr>
</thead>
<tbody>
<tr>
<td>p = 0.5</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Std</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5b – Pivot statistics for set B (Table tennis)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P = 0.5</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Std</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5c – Pivot statistics for set B (Basketball)</th>
</tr>
</thead>
<tbody>
<tr>
<td>p = 0.5</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Std</td>
</tr>
</tbody>
</table>

C – Equalities distributions

The equalities distribution show remarkable convergence between the three sports. Means, standard deviations and more noteworthy distribution curves look very much alike for set A (see table 6 and figure 6).

<table>
<thead>
<tr>
<th>Table 6 – Equalities statistics for set A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tennis</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Std</td>
</tr>
</tbody>
</table>
Aside from random variations due to the limited number of simulated matches, there is not much to comment about set B figures. Basketball, table tennis and tennis do not seem to vary significantly from one another on these criteria.

### Table 7a – Equalities statistics for set B (Tennis)

<table>
<thead>
<tr>
<th>p</th>
<th>0.5</th>
<th>0.475</th>
<th>0.45</th>
<th>0.425</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>9.58</td>
<td>8.97</td>
<td>7.33</td>
<td>5.21</td>
<td>4.18</td>
</tr>
<tr>
<td>Std</td>
<td>6.83</td>
<td>6.84</td>
<td>6.16</td>
<td>4.82</td>
<td>3.97</td>
</tr>
</tbody>
</table>

### Table 7b – Equalities statistics for set B (Table tennis)

<table>
<thead>
<tr>
<th>p</th>
<th>0.5</th>
<th>0.475</th>
<th>0.45</th>
<th>0.425</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>8.89</td>
<td>8.31</td>
<td>6.54</td>
<td>4.99</td>
<td>3.94</td>
</tr>
<tr>
<td>Std</td>
<td>6.17</td>
<td>6.25</td>
<td>5.45</td>
<td>4.73</td>
<td>4.10</td>
</tr>
</tbody>
</table>

### Table 7c – Equalities statistics for set B (Basketball)

<table>
<thead>
<tr>
<th>p</th>
<th>0.5</th>
<th>0.475</th>
<th>0.45</th>
<th>0.425</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>10.39</td>
<td>9.83</td>
<td>8.29</td>
<td>6.47</td>
<td>5.07</td>
</tr>
<tr>
<td>Std</td>
<td>7.43</td>
<td>6.98</td>
<td>6.59</td>
<td>5.61</td>
<td>4.43</td>
</tr>
</tbody>
</table>

### Figure 7c – Equalities distribution for set B (Basketball)

**D – Immediacies distributions**

Immediacies is a special indicator that need not be determined for basketball for in this case it is constant: the end of the match always happens at the official, known and predictable time.

As for tennis and table tennis, a match can stop more or less abruptly. In our Monte Carlo simulations, the shortest tennis match went to a total of 66 points whereas the longest lasted for 315 points, 4.8 times more (respectively 92, 223 and 2.4 for table tennis).

Simulaneously, immediacies seem a bit more frequent (and also more variable) in tennis than in table tennis. The mean values of 15.78 and 13.53 for set A (see table 8) should be compared to the minimum value of 5 (characteristic of the situation when the leader closes out the match as soon as he can).

These trends persist with the use of set B parameters. Tables and figures 9a and 9b show that even for an unequally balanced confrontation, a minimum level of suspense remains in that immediacies tend very slowly towards 5 (especially for tennis), resulting in a situation where anytime in the match, fans should not completely lose their hopes or attention.

### Table 8 – Immediacies statistics for set A

<table>
<thead>
<tr>
<th></th>
<th>Tennis</th>
<th>Table tennis</th>
<th>Basketball</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td>15.78</td>
<td>13.53</td>
<td>-</td>
</tr>
<tr>
<td><strong>Std</strong></td>
<td>10.73</td>
<td>8.02</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 8 – Immediacies distribution for set A

Table 9a – Immediacies statistics for set B (Tennis)

<table>
<thead>
<tr>
<th></th>
<th>p = 0.5</th>
<th>p = 0.475</th>
<th>p = 0.45</th>
<th>p = 0.425</th>
<th>p = 0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>15.37</td>
<td>15.61</td>
<td>13.54</td>
<td>11.58</td>
<td>10.41</td>
</tr>
<tr>
<td>Std</td>
<td>10.44</td>
<td>11.32</td>
<td>9.35</td>
<td>6.87</td>
<td>5.93</td>
</tr>
</tbody>
</table>

Table 9b – Immediacies statistics for set B (Table tennis)

<table>
<thead>
<tr>
<th></th>
<th>p = 0.5</th>
<th>p = 0.475</th>
<th>p = 0.45</th>
<th>p = 0.425</th>
<th>p = 0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>13.62</td>
<td>12.56</td>
<td>11.16</td>
<td>10.05</td>
<td>9.00</td>
</tr>
<tr>
<td>Std</td>
<td>8.13</td>
<td>7.66</td>
<td>6.59</td>
<td>5.31</td>
<td>3.74</td>
</tr>
</tbody>
</table>

Figure 9a – Immediacies distribution for set B (Tennis)

Figure 9b – Immediacies distribution for set B (Table tennis)

**Conclusion**

The conclusion we can draw from this series of experiments is that whereas basketball is more formatted, hence more suited for television programs, unpredictability in terms of length, capacity to turn around, and to come close to a possible end without necessarily actually closing are higher for table tennis and especially tennis.

This conclusion goes beyond a possible application to sports. It can lead to the development of a wider reflection about how suspense arises, not only in sports, but also in games, and especially in video games.

One of the obvious limits of this series of experiments is that it neglects some important factors such as:

- The advantage of serve in tennis or table tennis
- The feedback effect of the scoreboard on points winning probabilities (experience shows that better players tend to play well on important points)
- The extra-time situation in basketball
- Plus a number of psychological or physiological factors interfering with the rules in various sports.

In the future, we intend to present the results observed on the same measures operated on simulations run with parameters from set C, in order to investigate the capacity of score systems to reflect possible changes in matches momentum. After that, the next step could be either to replicate the research on a wider basis to assess the validity of the method and consolidate the findings, or to refine the simulating tools in order to take into account all the aforementioned factors that should be implemented into the model.
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ABSTRACT
This paper is devoted to research and development of the computational procedures to obtain the steady-state probability vectors in the queueing networks. The numerical methods for the Markov chains performance evaluation and analysis, such as direct, iterative and aggregative methods, are considered and compared. The enhanced computational procedures, developed with use of Gaussian elimination direct approach, iterative power approach, Courtois’s approximation method and Takahashi’s iterative method are implemented and explored. Numerical examples for the steady state solutions based on the proposed algorithms are demonstrated; and comparative analysis of the obtained results is made.

INTRODUCTION
Queueing networks, which consist of several service stations, are usually used in modeling to represent the structures of various systems with large number of resources, for instance, computer and communication systems. In queueing networks at least two service stations are connected to each other. The stations, i.e., the nodes in the queueing networks, represent resources in the real systems. In general, jobs can be transferred between any two nodes of the networks; in particular, a job can be directly returned to the node it has just left. The queueing networks are open when jobs can enter the network from and leave the network to the outside. A queueing network is closed when jobs can neither enter nor leave the network. The number of jobs in closed network is constant. Performance measures of the queueing networks could be obtained while computing the state probabilities. Creating the computational procedures for obtaining the steady-state probabilities for all possible states of the networks is a central issue in the queueing theory. The means for many other important network performance measurements could be easily obtained after having these algorithms developed. The Markov processes provide flexible, powerful, and efficient means for evaluation and analysis of dynamic systems. Performance and reliability measures of the queueing networks can be derived and evaluated with the steady-state analysis of Discrete-Time Markov Chains (DTMC) and Continuous-Time Markov Chains (CTMC). In general, each queueing system can be considered as a particular case of the Markov process, and then mathematically evaluated in terms of the process. Direct and iterative methods can be used for obtaining numerical solutions in the steady-state analysis of the Markov chains (Bhalai 2002). Direct methods, as they are applied, can modify the parameter matrix. They can also require fixed amount of computational time, independently to the parameter values. At the same time, the direct methods are subject to accumulation of round-off errors, and create significant difficulties with sparse storage (Mehdi 2003). Iterative methods are based on the property of successive convergence to the desired solutions, and the evaluation process can be terminated as soon as iterates are sufficiently close to each other, i.e. the final/the exact values. The main advantage of iterative methods, compared with direct methods, is based on the fact that iterative methods maintain the parameter matrix (Stewart 1994), since efficient sparse storage schemes and efficient sparsity-preserving algorithms are applied. On the other hand, the main disadvantage of iterative methods is that convergence is not always guaranteed, and it is highly dependent on the applied method. The rate of convergence is very sensitive to the values of entries in the parameter matrix (Trivedi 2001). The important task here is to obtain exact or approximate numerical solutions for global and local balance equations of the queueing systems with the Markov chains. This is a focal point in modeling the closed and open queueing networks, especially with heavy tailed traffic. This is a reason why we developed and compared the computational procedures to obtain the equilibrium numerical solutions with use of direct, iterative and aggregative techniques in the steady state analysis of the Markov chains.
MARGINAL PROBABILITIES AND GLOBAL BALANCE EQUATION

Obtaining the steady-state probabilities \( \pi(k_1, k_2, \ldots, k_N) \) for all possible states in the network is very important, as the mean values of other performance measures can be then calculated. We deal with the multidimensional state spaces, and \( \pi(k_1, k_2, \ldots, k_N) \) will denote the steady-state probabilities of states \( (k_1, k_2, \ldots, k_N) \). The most important performance measures for queueing networks are marginal probabilities \( \pi(k) \). For the closed queueing networks the marginal probabilities \( \pi(k) \) indicate that the \( i \)-th node contains exactly \( k_i \) jobs that can be calculated according to (1):

\[
\pi_i(k) = \sum_{k_i = k} \pi(k_1, \ldots, k_N)
\]

The marginal probabilities \( \pi(k) \) are joint probabilities for all possible states \( (k_1, k_2, \ldots, k_N) \), \( 0 \leq k_i \leq K \), which satisfy the condition (2),

\[
\sum_{j=1}^{K} k_j = K
\]

while a fixed number of jobs, \( k \), is specified for the \( i \)-th node. The normalization condition for the joint probabilities is shown in (3):

\[
\sum_{k_i = 0}^{K} \pi(k_1, \ldots, k_N) = 1
\]

For the open networks we have the marginal probabilities calculated according to (4), with use of normalization condition (5):

\[
\sum_{k_i = 0}^{K} \pi(k_1, \ldots, k_N) = 1
\]

Using the marginal probabilities we can obtain other significant performance measures for the open and closed networks, such as utilization, throughput, mean number of jobs, mean queue length, mean response time and mean waiting time.

ALGORITHMS FOR STEADY STATE SOLUTIONS OF MARKOV CHAINS

Based on fundamental equations \( v = \pi P \) and \( 0 = \pi Q \), the model (6) can be used for obtaining the steady-state probability vector in the ergodic Markov chains:

\[
0 = v(P - I)
\]

Consequently, for both discrete-time and continuous-time Markov chains, the linear system (7) should be solved:

\[
0 = xA
\]

Based on the entries that represent the parameters of the Markov chain, the matrix \( A \) is singular, and it has a rank of \( n-1 \) for any Markov chain of size \(|S| = n \). In order to obtain a unique positive solution, we directly impose the normalization condition into (7) with use of (8):

\[
x1 = 1
\]

This can be defined as substitution of one column (say, the last column) of matrix \( A \) with the unit vector. The resulting linear system of non-homogeneous equations can be written according to (9).

\[
b = xA, \quad b = [0, 0, \ldots, 0, 1]
\]

For any given ergodic CTMC, a DTMC can be developed, which obtains the identical steady-state probability vectors as in case of CTMC. Let’s consider the generator matrix \( Q = [q_{ij}] \) for CTMC, as shown in (10):

\[
P = Q/q + I
\]

where \( q > \max_{i,j \in S} |q_{ij}| \). The situation \( q = \max_{i,j \in S} |q_{ij}| \) should be avoided, in order to assure aperiodicity of the resulting DTMC [2]. The obtained matrix \( P \) can be used to determine the steady-state probability vector \( \pi = v \), with solving \( v = \pi P \) and \( v1 = 1 \). The method that can be applied in order to reduce a CTMC to a DTMC is called randomization, and sometimes, uniformization [3]. On the other hand, the transition probability matrix \( P \) for the ergodic DTMC is given, and the generator matrix \( Q \) of the CTMC can be defined according to (11).

\[
Q = P - I
\]

After resolving \( 0 = \pi Q \) considering condition \( \pi1 = 1 \), the desired steady-state probability vector \( \pi = v \) can be obtained.

DIRECT METHODS FOR NUMERICAL SOLUTIONS

The closed-form methods are applicable for the solutions when the Markov chains possess the particular structure. For the Markov chains with more general structures, we should avoid using numerical methods. Many direct methods are known to solve the system of linear equations. Some of them are restricted to the certain regular structures of the parameter matrices that are of less importance for the Markov chains, since these structures in general cannot be applied with the Markov chains. Among the most frequently applied techniques are the Gaussian elimination procedure, as well as Grassmann, Taksar, and Heyman techniques, which are based on the renewal arguments of the Gaussian elimination. The Gaussian elimination approach suffers sometimes from numerical difficulties created by subtractions of nearly equal numbers. These particular properties, as well as their variants through the reformulations on the base of the regenerative properties of the Markov chains, can be avoided when applying Grassmann, Taksar, and Heyman algorithms. The basic idea
of the Gaussian elimination approach is transforming the original system (12) into another equivalent system with use of elementary operations on the parameter matrix, which preserve the rank of the matrix.

\[ a_{0,0}x_0 + a_{0,1}x_1 + \cdots + a_{0,n-1}x_{n-1} = b_0, \]
\[ a_{1,0}x_0 + a_{1,1}x_1 + \cdots + a_{1,n-1}x_{n-1} = b_1, \]
\[ \vdots \]
\[ a_{n-1,0}x_0 + a_{n-1,1}x_1 + \cdots + a_{n-1,n-1}x_{n-1} = b_{n-1}. \]

(12)

As a result, the equivalent system of linear equations with a triangular matrix structure can be derived as (13), and the desired solution \( \mathbf{x} \), which is identical to the solution of the original system, can be obtained.

\[ a_{(n-1),0}^{(n-1)}x_0 = b_0^{(n-1)}, \]
\[ a_{(n-2),0}^{(n-2)}x_0 + a_{(n-2),1}^{(n-2)}x_1 = b_1^{(n-2)}, \]
\[ \vdots \]
\[ a_{(n-2),n-1}^{(n-2)}x_0 + a_{(n-2),n-1}^{(n-2)}x_1 + \cdots + a_{(n-2),n-1}^{(n-2)}x_{n-1} = b_{n-1}^{(n-2)}. \]

(13)

As soon as the original system (12) is transformed into a triangular structure, the final results can be obtained applying a straightforward substitution process. In order to obtain (13), the elimination procedure needs to be performed on the original system. Approximately, the algorithm can be described as follows: first, the \( n^{th} \) equation in (12) is solved for \( x_{n-1} \), and then \( x_{n-1} \) is eliminated from all other \( n-1 \) equations. Next, the \( (n-1)^{th} \) equation is solved for \( x_{n-2} \), and, again, \( x_{n-2} \) is eliminated from the remaining \( n-2 \) equations; and so forth. Finally, the system (13) is resolved, where \( a_{i,j}^{(k)} \) denotes the coefficient of \( x_j \) in the \((j+1)^{th}\) equation, which is obtained after the \( k^{th} \) elimination step. The Gaussian elimination procedure is based on the elementary matrices operations that preserve the rank of the matrix. Such elementary matrices operations are corresponding to interchange and multiplication of equations by a real-value constant. In matrix terms, the essential part of the Gaussian elimination is provided by the factorization of the parameter matrix \( \mathbf{A} \) into components of the upper triangular matrix \( \mathbf{U} \) and the lower triangular matrix \( \mathbf{L} \). Finally, the computation of consequential vector \( \mathbf{x} \) can be made applying two simple steps according to (14):

\[ \mathbf{b} = \mathbf{xA} = \mathbf{xUL} = \mathbf{yL} \]

(14)

At first, equation \( \mathbf{yL} = \mathbf{b} \) is resolved for the vector of unknowns \( \mathbf{y} \), and then equation \( \mathbf{xU} = \mathbf{y} \) is resolved for the vector of unknowns \( \mathbf{x} \). The enhanced computational procedure, developed according to the Gaussian elimination approach, is demonstrated as Algorithm 1.

**Algorithm 1:**

**Step 1:** Construct the parameter matrix \( \mathbf{A} \) and the right-hand-side vector \( \mathbf{b} \) according to:

\[ \mathbf{b} = \mathbf{xA}, \quad \mathbf{b} = [0, 0, \ldots, 0, 1]. \]

**Step 2:** Carry out elimination steps, or apply the standard algorithm to split the parameter matrix \( \mathbf{A} \) into upper triangular matrix \( \mathbf{U} \) and lower triangular matrix \( \mathbf{L} \) such that \( \mathbf{A} = \mathbf{UL} \) holds.

Note that the parameters of \( \mathbf{U} \) can be computed with:

\[ a_{ij}^{(k)} = \begin{cases} 0, & j = n - k - 1, n - k - 2, \ldots, 0 \\ i = n - 1, n - 2, \ldots, n - k, \end{cases} \]

\[ a_{ij}^{(k)} = \begin{cases} a_{ij}^{(k-1)}, & i = n - k, j = n - k - 1, \ldots, 0 \\ a_{ij}^{(k-1)}, & i = n - k - 1 \end{cases}, \]

\[ a_{ij}^{(k)} = \begin{cases} a_{ij}^{(k-1)} & \text{otherwise} \end{cases}, \]

as the computation of \( \mathbf{L} \) can be deliberately avoided.

**Step 3:** Compute the intermediate values \( \mathbf{y} \) according to: \( \mathbf{yL} = \mathbf{b} \), or compute the intermediate values according to:

\[ b_j^{(k)} = b_j^{(k-1)} - b_{n-k}^{(k-1)} \frac{a_{n-k,j}^{(k-1)}}{a_{n-k,n-k}^{(k-1)}}, \]

where \( j = n - k - 1, n - k, \ldots, 0 \).

**Step 4:** Perform the substitution to yield the final result \( \mathbf{x} \) according to: \( \mathbf{xU} = \mathbf{y} \) applying the formula:

\[ x_i = \frac{\sum_{j=0}^{n} b_{ij}^{(n)} - \sum_{j=0}^{n} a_{ij}^{(n)} \sum_{k=1}^{i} a_{k,j}^{(n)} x_k}{a_{i,i}^{(n)}}, \quad j = 1, 2, \ldots, n - i - 1. \]

**ITERATIVE METHODS FOR NUMERICAL SOLUTIONS**

Convergence is a very important issue for iterative methods. Heuristic approach can be applied for choosing appropriate techniques of decision-making on convergence, but there are no general algorithms for the selection of such techniques. An estimate of the error must be made to determine convergence, because the desired solution vector is not known. The tolerance level \( \varepsilon \) must be specified in order to provide a measure of how close the current iteration vector \( x^{(k)} \) is to the desired solution vector \( \mathbf{x} \). Some distance measures are often used to evaluate the current iteration vector \( x^{(k)} \) in relation to some earlier iteration vectors \( x^{(j)}, j < k \). If the current iteration vector is "close enough" to the earlier iteration vectors with respect to \( \varepsilon \), then this condition is taken as an indicator of convergence to the final result. If \( \varepsilon \) is too small, convergence could become very slow, or not take place at all. If \( \varepsilon \) is too large, accuracy requirements could be violated, or, worse, convergence could be wrongly assumed. Some appropriate norm functions have to be applied in order to compare different iteration vectors. Size and type of the parameter matrix should be taken into consideration for the right choice of such a norm function. Concerning the right choice of \( \varepsilon \) and the norm function, we can say that components \( x_j \) of the solution vector can differ significantly from each other. The power method is a reliable iterative technique for computing the steady-state probability vector of the finite ergodic Markov chains. It sometimes tends to converge slowly, and the solely condition needed for convergence is the transition probability matrix \( \mathbf{P} \) to be aperiodic, and then irreducibility is not necessary. The power method follows the transient behavior of the underlying discrete-time Markov chains,
until some stationary, not necessarily steady-state, convergence is obtained. Therefore, it can also be used as a technique for computing the transient state probability vector $\mathbf{v}(n)$ of a DTMC. Equation $\mathbf{v} = \mathbf{v}\mathbf{P}$ recommends to start with the initial guess of some probability vector $\mathbf{v}^{(0)}$, and repeatedly multiply it by the transition probability matrix $\mathbf{P}$ until convergence to $\mathbf{v}$ is obtained, with $\lim_{i \to \infty} \mathbf{v}^{(i)} = \mathbf{v}$. Since ergodicity, or at least aperiodicity of the underlying Markov chain are assumed, this procedure is guaranteed to converge to the desired fixed point of the unique steady-state probability vector. A single iteration step is the following according to (15):

$$\mathbf{v}^{(i+1)} = \mathbf{v}^{(i)}\mathbf{P}, \quad i \geq 0$$

The relation between the iteration at step $i$ and the initial probability vectors can be presented as (16).

$$\mathbf{v}^{(i)} = \mathbf{v}^{(0)}\mathbf{P}^i, \quad i \geq 0$$

To obtain the final result of the steady-state probability vector $\mathbf{v}$, only the renormalization remains to be executed. The speed of convergence of the power method depends on the relative sizes of the eigenvalues. The closer non-dominant eigenvalue is equal to 1, which slower the convergence. The enhanced computational procedure, developed according to the iterative power method, is demonstrated as Algorithm 2.

**Algorithm 2:**

**Step 1:** Select $q$ appropriately:

$$\mathbf{A} = \left\{ \mathbf{P}, \frac{\mathbf{Q}}{q+1} \right\}; \quad \mathbf{v}^{(0)} = \left( v_0^{(0)}, v_1^{(0)}, ..., v_{n-1}^{(0)} \right)$$

Select convergence criterion $\mathcal{E}$, and let $n = 0$.

Define accurately some vector norm function $f\left( \mathbf{v}, \mathbf{v}^{(i)} \right) \geq n \geq 1$.

Set convergence = false.

**Step 2:** Repeat until convergence:

**Step 2.1:** $\mathbf{v}^{(n+1)} = \mathbf{v}^{(n)}\mathbf{A}$;

**Step 2.2:** If $f\left( \mathbf{v}^{(n+1)}, \mathbf{v}^{(i)} \right) < \epsilon, i \leq n$,

Then convergence = true.

**Step 2.3:** $n = n + 1$, $l = l + 1$

**Step 3:** $\mathbf{\pi} = \mathbf{v}^{(n)}$.

**APPORXIMATION METHODS FOR NUMERICAL SOLUTIONS**

The two basic approximation methods for the steady-state analysis of Markov chains (Bhalai 2002) can be used to analyze the communication systems with the Markov chains. The Courtois’s approach is usually applied in order to approximate computing the $\mathbf{v}^{\pi}$ of the desired state probability vector $\mathbf{v}$. The efficiency of the Courtois’s method is based on the fact that instead of solving one linear system of equations with size of the state space $\mathcal{S}$, several much smaller linear systems are solved independently. One system is solved for each subset $\mathcal{S}_i$ of the partitioned state space $\mathcal{S}$, and one more system for the aggregated chain (Radev et al. 2005). Takahashi’s method differs substantially from Courtois’s approach with respect to both the used methodology and the applicability conditions. While the Courtois’s method is non-iterative and applied for the approximate computations of the steady-state probability vector $\mathbf{v}^\pi$ for the given ergodic DTMC (or $\mathbf{\pi}^\pi$ in the case of a CTMC); the Takahashi’s iterative method allows computations of the exact state probability vector. To perform a straightforward comparison of these two methods, any given ergodic CTMC can easily be transformed into the ergodic DTMC. The Courtois’s approach is based on the decomposability properties of considered models, when the aggregation procedure is executed that uses independently computed sub results as constituent parts for composing the final results. The applicability of the method must be verified in each case. If the Markov chain has the tightly coupled subsets of states, where the states within each subset are tightly coupled to each other and weaker coupled to states outside the subset, it provides a strong intuitive indication of the applicability of the approach. Such subsets of states might then be aggregated to form the macro states as the base for the further analysis. The macro state probabilities, together with the conditional micro state probabilities within the subsets, can be composed to obtain the micro state probabilities of the initial model. Let $\mathbf{P}$ be the transition probability matrix. The state space, associated with $\mathbf{P}$, is partitioned into groups, often referred to as lumps, such that any state within the group contains the same number of customers in a specific portion of the state descriptor. The transition probability matrix $\mathbf{P}$, obtained according to these groups, consists of blocks of transition probabilities along the diagonal, and of other blocks along the off-diagonals above and below the diagonal. $\mathbf{P}$ is assumed to be nearly completely decomposable if the sum of the non-zero transition probabilities on each row that is positioned within the diagonal block is close to 1. That means that the sum of the off-diagonal probabilities along a row is extremely small. This occurs when most of transitions are between the states of the same group, with very few transitions between the states of different groups. The error, induced by the method, could, generally, be bounded, but a formal error bounding is often omitted. The enhanced computational procedure, developed according to the Courtois’s approximation method, is demonstrated as Algorithm 3.

**Algorithm 3:**

**Step 1:** Create the state space and arrange it suitably according to a pattern of decomposition.

**Step 2:** Build the transition probability matrix $\mathbf{P}$ (use a randomization technique $P=\mathbf{Q}/q+1$ if the starting point is a CTMC), and partition $\mathbf{P}$ into $M \times M$ number of sub-matrices $\mathbf{P}_{ij}, 0 \leq i, j \leq M - 1$.

**Step 3:** Verify the nearly complete decomposability of $\mathbf{P}$ according to:

$$\varepsilon < \frac{1 - \max_{1 \leq j \leq 2} \rho_j(2)}{2}$$

with the chosen value of $\mathcal{E}$.
Step 4: Decompose $P$ such that $P = P^* + \varepsilon \cdot \tilde{C}$. Matrix $P^*$ contains only stochastic diagonal sub-matrices $P^*_{ij}$, and $\varepsilon$ is a measure of the accuracy of Courtois’s method. It is defined as the maximum sum of the entries of the non-diagonal sub-matrices $P^*_{ij}, i \neq j$ of $P$.

Step 5: For each $1 \leq i \leq M \leq -1$, solve the equation $v^*_i \cdot P^*_{ii} = v^*_i$, with $v^*_i \cdot 1 = 1$ to obtain the conditional steady probability vectors $v^*_i$.

Step 6: Compute the coupling between the decomposed macro states:

Step 6.1: Generate the transition probability matrix $\Gamma = [\Gamma_{ij}]$ according to the equation $\Gamma_{ij} = \sum_{k \in S_i} \sum_{l \in S_j} \rho_{ijl} v^*_k$.

Step 6.2: Solve $\gamma \Gamma = \gamma$, to obtain the macro steady-state probability vector $\gamma$.

Step 7: Compute the approximate steady state probability vector $v^{(n)}$ of the micro states applying the conditional transition probabilities vectors $v^*_i, 0 \leq i \leq M - 1$, according to:

$$v^{(n)} = \gamma_i v^*_i, \quad 0 \leq i \leq M - 1$$

Step 8: From $v^{(n)}$ compute steady state performance and dependability measures along the lines of a specified reward structure.

Compared to the Courtois’s method, the Takahashi’s approach partitions the state spaces $S$ into $M$ disjoint subsets of states $S_i \subset S, \quad 0 \leq i \leq M - 1$, such that each subset $S_i$ is aggregated into the macro state $I$. The criteria, however, used to the cluster states, are different in these two approaches. The calculations of the transition probabilities $\Gamma_{ij}$ among the macro states $I$ and $J$ are performed on the base of conditional micro-state probability vector $v^*_i$ and the originally given transition probabilities $\rho_{ij}$, or $\rho_{ijl}$. With the Courtois’s method, the conditional probabilities vectors $v^*_i$, for the given partition element $I$, can be separately obtained for each subset of the micro states $S_i \subset S, \quad 0 \leq i \leq M - 1$, if the original model is nearly completely decomposable. By contrast, in the Takahashi’s method, the partitioning of the state space is performed on the base of approximate lumpability, and it was presented in terms of DTMCs. However, this choice implies no limitations, since the ergodic DTMCs and CTMCs are equivalent with respect to their steady-state probability computations that applying algorithms. The Takahashi’s method is more convenient to be applied directly on the generator matrix $Q = [q_{ij}]$ of the CTMC, and it allows obtaining the exact state probability vector. In the Takahashi’s method the partitioning of the state space is performed on the base of approximate lumpability. The enhanced computational procedure, built according to the Takahashi’s iterative method, is shown as Algorithm 4.

### Algorithm 4:

Step 1: Create the state space $S$ and arrange it suitably according to a pattern of decomposition along the lines of approximate lump-ability into transition probability matrix.

Step 2: Initialization:

Step 2.1 $n := 0$.

Step 2.2 Estimate $v^{(0)}$.

Step 2.3 Choose $e$ and $0 < c < 1$.

Step 2.4 Choose some vector norm function $f(||...||)$.

Step 3: $f(\|v^{(n)} - v^{(n)}P\|) \geq e$.

Step 4: Geometric convergence: from $Y$ to $N$: $n \geq 1$ residual error ($v^{(n)} > e$ residual error ($v^{(n-1)}$)

$$v^{(n)} = v^o P, \quad n = n + I$$

Step 5: Aggregation for all: $0 \leq i \leq M - 1$.

Step 5.1 Calculate properly

$$\Gamma^{(n)} = [\Gamma^{(n)}_{ij}] = \sum_{k \in S_i} \sum_{l \in S_j} \rho_{ijl} v^{(n-1)}_k$$

Step 5.2 Solve $\Gamma^{(n)} v^{(n)} = \Gamma^{(n)} v^{(n)}$, according to:

$$\gamma = \gamma \Gamma, \quad \gamma \cdot 1 = 1$$

Step 6: Disaggregate for all: $0 \leq i \leq M - 1$.

Step 6.1 Calculate properly

$$\Gamma^{(n)}_{ij} = \sum_{k \in S_j} \rho_{ijl} v^{(n-1)}_k, \quad \forall j \in S, \quad 0 \leq i \leq M - 1$$

Step 6.2 Calculate $v^{(n)}_i = [v^{(n)}]_j$ by solving the system of equations:

$$v^{(n)}_i = \sum_{j \in S} v^{(n)}_j \rho_{ji} + \sum_{k=0}^{M-1} \Gamma^{(n)}_{ik}, \quad \forall i \in S_i$$

Step 7: With $v^{(n)} = [v^{(n)}]$ from the previous step solve $v^{(n)} \cdot 1 = 1$.

### COMPARISON OF NUMERICAL RESULTS

Let’s consider the implementations of the algorithms with the illustrations. At first, let’s consider the example of the closed queuing network that contains three nodes ($N=3$) and four customers ($K=4$), as shown in Fig. 1(a). The number of evident states of the system is equal to the possible variation and is calculated as binomial coefficient:

$$\binom{N+K-1}{N-1} = \binom{6}{2} = \frac{6!}{2! \cdot 4!} = 15 \quad (17)$$

The state transition rate diagram for the queuing model is presented with the Markov chain that is shown in Fig. 1(b). The diagram demonstrates possible transitions between the Markov chain nodes. The transition rates between the states
are equal to $\mu_1 = 0.5$, $\mu_2 = 0.4$, $\mu_3 = 0.1$. The numeration of the states represents the total number of the customers in each node. To define the system we have fifteen global-balance equations, and for each of them the left-hand side represents the flow out of the state and the right-hand side represents the flow into the state.

Figure 1: Queueing model (a) and transition rate diagram (b)

First, we write down the local balance equations and search the solutions, applying the substitution. This is how we get the exact steady-state probabilities, as shown in Table 1. Next, we get the results for the steady-state probabilities with the Gaussian elimination approach (Algorithm 1), the iterative power method (Algorithm 2), and the Courtois’s approximation method (Algorithm 3). The desired probability vector is not known in advance, that’s why an estimate of the relative error is used. A good convergence for the iterative power method is received for $\nu = 90$ iterations. The worst results are received for the Courtois’s approximation approach, since the included aggregation procedure is dependent on the matrix type. Comparing the obtained results with exact ones, we prove that the enhanced algorithms, based on direct and iterative methods, provide excellent results for the closed networks (with relative error $<10^{-6}$). The approximation algorithm, based on the aggregation and desegregation, is not suitable for the demonstrated example, since the sum of elements around main diagonal is close to 1, and the elements, positioned far from the main diagonal, are not close to 0. This makes obvious that the aggregation and desegregation could be applied to only computations with the limited number of the queueing networks. The basic principles of the decomposition, implemented in Algorithms 3 and 4, are demonstrated in the example with the CTMC on Fig. 2(a). The closed queueing network with two customers and three server stations is considered. Each arbitrary pattern of the customers distributed among the stations is represented by a state. Consequently, in this example with $N=3$ and $K=2$ there are 6 states according to (17). For instance, in state (2,0,0) two customers are at service station one, while service stations two and three are both empty. After an exponentially distributed time period, a customer travels to service station two. The transition behavior is controlled with the transition rate $\mu_{12}$. The transition behavior between the other states can be explained similarly. The lines point the direction for the possible transitions, since only counter clockwise direction is allowed in the network. Further, we assume that the customers preferably stay in the network at the second service station, which is the most isolated. The decomposition is shown in Fig. 2(b). The solid lines emphasize the tightly coupled states, while the dotted lines represent the loose coupling. There are parameters with strong interaction between state 1 and 2, while state 3 interacts less with the others and their transition rates are $\mu_{13} = 4; \mu_{21} = 0; \mu_{12} = 0; \mu_{31} = 0.2; \mu_{23} = 0.4; \mu_{32} = 0$.

Figure 2: CTMC of queueing network (a) and its decomposition with regard to service station three (b)

The corresponding infinitesimal generator matrix $Q$ is determined as the following:

$$
Q = \begin{pmatrix}
-4 & 4 & 0 & 0 & 0 & 0 \\
0 & -4.4 & 4 & 0.4 & 0 & 0 \\
0 & 0 & -0.4 & 0 & 0.4 & 0 \\
0.2 & 0 & 0 & -4.2 & 4 & 0 \\
0 & 0.2 & 0 & 0 & -0.6 & 0.4 \\
0 & 0 & 0.2 & 0 & 0 & -0.2
\end{pmatrix}
$$

The decomposition and values for generator matrix $Q$ are shown symbolically in the following configuration:

<table>
<thead>
<tr>
<th>State</th>
<th>(2,0,0)</th>
<th>(1,1,0)</th>
<th>(0,1,0)</th>
<th>(1,0,1)</th>
<th>(0,1,1)</th>
<th>(0,0,2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2,0,0)</td>
<td>$\sum \mu_{12}$</td>
<td>$\mu_{13}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\mu_{23}$</td>
</tr>
<tr>
<td>(1,1,0)</td>
<td>$\mu_{21}$</td>
<td>$\sum \mu_{12}$</td>
<td>$\mu_{23}$</td>
<td>$\mu_{13}$</td>
<td>0</td>
<td>$\mu_{32}$</td>
</tr>
<tr>
<td>(0,2,0)</td>
<td>0</td>
<td>$\mu_{21}$</td>
<td>$\sum \mu_{12}$</td>
<td>0</td>
<td>$\mu_{23}$</td>
<td>0</td>
</tr>
<tr>
<td>(1,0,1)</td>
<td>$\mu_{31}$</td>
<td>$\mu_{32}$</td>
<td>0</td>
<td>$\sum \mu_{12}$</td>
<td>$\mu_{13}$</td>
<td>0</td>
</tr>
<tr>
<td>(0,1,1)</td>
<td>0</td>
<td>$\mu_{31}$</td>
<td>$\mu_{32}$</td>
<td>$\mu_{23}$</td>
<td>$\sum \mu_{12}$</td>
<td>$\mu_{23}$</td>
</tr>
<tr>
<td>(0,0,2)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\mu_{31}$</td>
<td>$\mu_{32}$</td>
<td>$\sum \mu_{12}$</td>
</tr>
</tbody>
</table>

This decomposition is used in the numerical example, while computing the steady-state probability vector with use of Algorithms 3 and 4. The relative error between the obtained and exact values was used to estimate the precise solutions. Additional comparative analysis of Algorithms 2, 3 and 4 is also made. Good convergence of numerical results is obtained after $\nu = 200$ iterations, as presented in Table 2. Better results could be obtained after using more levels of decomposition, as the state probabilities may vary significantly. Then, it is obvious that the Takahashi’s approach (Algorithm 4) provides very good results. After the first iteration step $v^1$, the results are not near to the exact values, but after the second iteration step $v^2$, they resemble the exact values up to the third decimal digit. Comparison of running times of the decomposition and iterative algorithms can be obtained only in the case of significant number of the steady states (not less then 100).
<table>
<thead>
<tr>
<th>State</th>
<th>Exact Value</th>
<th>Algorithm 1</th>
<th>Algorithm 2</th>
<th>Algorithm 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Computed</td>
<td>Error ×10^6</td>
<td>v^{(0)}</td>
</tr>
<tr>
<td>(0,0,4)</td>
<td>0.000962837</td>
<td>0.000962837</td>
<td>0.252</td>
<td>0.000962837</td>
</tr>
<tr>
<td>(0,1,3)</td>
<td>0.004814184</td>
<td>0.004814184</td>
<td>0.037</td>
<td>0.004814184</td>
</tr>
<tr>
<td>(0,2,2)</td>
<td>0.024070919</td>
<td>0.024070919</td>
<td>0.01</td>
<td>0.024070919</td>
</tr>
<tr>
<td>(0,3,1)</td>
<td>0.120354595</td>
<td>0.120354595</td>
<td>0.002</td>
<td>0.120354594</td>
</tr>
<tr>
<td>(0,4,0)</td>
<td>0.601772974</td>
<td>0.601772974</td>
<td>0</td>
<td>0.601772969</td>
</tr>
<tr>
<td>(1,3,0)</td>
<td>0.150446243</td>
<td>0.150446243</td>
<td>0</td>
<td>0.150443245</td>
</tr>
<tr>
<td>(2,2,0)</td>
<td>0.037510811</td>
<td>0.037510811</td>
<td>0.006</td>
<td>0.037610813</td>
</tr>
<tr>
<td>(3,1,0)</td>
<td>0.009402703</td>
<td>0.009402703</td>
<td>0.052</td>
<td>0.009402704</td>
</tr>
<tr>
<td>(4,0,0)</td>
<td>0.002350674</td>
<td>0.002350674</td>
<td>0.186</td>
<td>0.002350676</td>
</tr>
<tr>
<td>(3,0,1)</td>
<td>0.00188054</td>
<td>0.00188054</td>
<td>0.069</td>
<td>0.001880541</td>
</tr>
<tr>
<td>(2,0,2)</td>
<td>0.001504433</td>
<td>0.001504433</td>
<td>0.166</td>
<td>0.001504432</td>
</tr>
<tr>
<td>(1,0,3)</td>
<td>0.001203546</td>
<td>0.001203546</td>
<td>0.174</td>
<td>0.001203546</td>
</tr>
<tr>
<td>(1,1,2)</td>
<td>0.00601773</td>
<td>0.00601773</td>
<td>0.049</td>
<td>0.00601773</td>
</tr>
<tr>
<td>(1,2,1)</td>
<td>0.030088649</td>
<td>0.030088649</td>
<td>0.015</td>
<td>0.030088649</td>
</tr>
<tr>
<td>(2,1,1)</td>
<td>0.007522162</td>
<td>0.007522162</td>
<td>0.02</td>
<td>0.007522163</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>State</th>
<th>Exact Value</th>
<th>Algorithm 3</th>
<th>Algorithm 4</th>
<th>Algorithm 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>v^*</td>
<td>Error</td>
<td>v^{(0)}</td>
</tr>
<tr>
<td>(2,0,0)</td>
<td>0.00136</td>
<td>0.0049</td>
<td>2.56</td>
<td>0.166</td>
</tr>
<tr>
<td>(1,1,0)</td>
<td>0.01368</td>
<td>0.0139</td>
<td>0.017</td>
<td>0.166</td>
</tr>
<tr>
<td>(0,2,0)</td>
<td>0.13679</td>
<td>0.1391</td>
<td>0.017</td>
<td>0.166</td>
</tr>
<tr>
<td>(1,0,1)</td>
<td>0.02736</td>
<td>0.0382</td>
<td>0.039</td>
<td>0.166</td>
</tr>
<tr>
<td>(0,1,1)</td>
<td>0.27359</td>
<td>0.2679</td>
<td>0.02</td>
<td>0.166</td>
</tr>
<tr>
<td>(0,0,2)</td>
<td>0.54719</td>
<td>0.5358</td>
<td>0.02</td>
<td>0.166</td>
</tr>
</tbody>
</table>

**CONCLUSIONS**

New approach to the steady-state numerical solutions for the queueing networks is recommended in this paper, which is based on computing the stochastic probability vectors of the Markov chains. The computational procedures for the steady state analysis of the ergodic Markov chains, based on the Gaussian elimination direct approach, the power iterative approach, the Courtois’ approximation method, and the Takahashi’s iterative method are developed and explored. The numerical examples for the closed queueing networks with three nodes and exponentially distributed service rates are demonstrated. The obtained numerical results are analyzed and compared with exact results. The obtained outcome can be summarized as follows:

1. The algorithms, based on the direct approach, are effective; they modify the parametric matrix and require fixed amount of computational time. With increasing number of the steady states of the Markov chains the convergence is expected to decrease. Direct methods provide excellent results (with relative error less than 10^-6) for the limited number of the network states.

2. The convergence of iterative algorithms, based on the power approach, is more dependent on performance parameters (throughput, response service time, and queueing length), and less dependent on the structure of the queueing networks.

3. The computational precision and convergence of the algorithms, based on the aggregation and desegregation of the Markov chains, is considerably dependent on selected decomposition and values of the infinitesimal generator matrix. That’s why the implementation of these algorithms is limited to the queueing networks with the small queue length and a small number of the steady states.
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ABSTRACT  
In this paper an approach to the network local-balance estimation is presented on the base of clustering and neural modeling, in which the cluster centers can replace the steady states of the Markov chain. The equilibrium of queueing networks is a mean for performance evaluation of real communication systems presented as Markov chains. The direct, iterative and approximation techniques for numerical steady state solutions are appropriate, but not always. Those techniques do not work for non-Markovian queues with non-exponential service times. The new approach was developed for local-balance performance evaluation, which was based on calculations of the steady-state probability vector with use of neural modeling and clustering. The experimental results were obtained with use of clustering analysis and self-organizing map, and the proposed method was compared with direct techniques on the base of obtained results.

INTRODUCTION  
Traditional analysis of the real communication networks is made with use of Markov chain queuing models. Markov processes provide very flexible, powerful, and efficient means for the description and analysis of dynamic system properties, because performance and dependability measures can be easily derived and evaluated with steady-state analysis of Discrete-Time Markov Chains (DTMC) and Continuous-Time Markov Chains (CTMC) (Radev et al. 2005). Both direct and iterative methods can be used to make the steady-state analysis of Markov chain numerical solutions (Radev and Radeva 2003). When direct methods are applied, the parameter matrix is modified; and they are subject of round-off errors accumulation, which creates significant difficulties with limited storage (Bolch et al. 1998). Iterative methods are based on the property of successive convergence to the desired solution; and the process can be terminated if iteration results are sufficiently close to the final value. In fact, each queueing system can be mapped with the Markov process, and then it can be mathematically evaluated in terms of that process. Queueing networks, which consist of several service stations, are very suitable to represent the structure of various systems with large number of resources, for instance, communication and computer systems. In the queueing networks at least two service stations are connected, while a station, i.e., a node in the network, represents a resource in the real system. As a rule, jobs can be transferred between any two nodes in the networks. The queueing networks are closed while jobs can neither enter nor leave the networks. The number of jobs in the closed networks is constant. The queueing networks are open when jobs can enter from and leave the networks to the outside. The basic characteristics of the networks’ performance can be defined using the arrival rates, the departure rates, the queue length and the steady-states in particular networks, in which the birth - death processes can be observed. The birth – death processes are the Markov chains, in which the transitions are allowed only between the neighboring states. One of the important tasks here is the estimation of the network equilibrium.

MARKOVIAN QUEUES IN EQUILIBRIUM  
The behavior of various queueing system models can be described using CTMC, which are defined on the base of the transition rates between the states. If the CTMC is ergodic, then the unique steady-state probability vector exists, which is different from the initial probability vector. The system of equations to determine the steady-state probability vector \( \pi \) is given on the base of \( \pi \mathbf{Q} = \mathbf{0} \), where \( \mathbf{Q} \) is the infinitesimal generator matrix of the CTMC. According to this equation, the flux out of the state is equal to the flux into that state for each state of a queueing
network in equilibrium. This conservation of flow in the steady state can be presented as (1),

$$\sum_{j=3}^{\infty} Q_{ij} \pi_i = \pi_i \sum_{j=3}^{\infty} Q_{ij}, \quad \forall i \in S,$$

(1)

This quantity $Q_{ij}$ is the transition rate from state $i$ to state $j$. After subtracting $\pi_i Q_{ij}$ from both sides in (1), and considering that $Q_{ii} = -\sum_{j \neq i} Q_{ij}$, we can obtain the global balance equation (2),

$$\forall i \in S: \sum_{j \neq i} Q_{ij} - \pi_i \sum_{j \neq i} Q_{ij} = 0,$$

(2)

which is correspondent to the matrix equation $\pi Q = 0$. Numerical techniques based on solving the global balance equations can be used, but for large networks this technique is very expensive and time-consuming, because the number of equations can be extremely large. In case of such large networks we should avoid generating and solving global balance equations, and we should better look for alternative techniques of solutions. If all nodes of networks fulfill certain assumptions concerning the distributions of the inter-arrival and service times and the Queuing discipline, then it is possible to derive local balance equations, which describe the system behavior in an unambiguous way. These local balance equations allow the essential simplification with respect to the global balance equations, because each equation can be split into the set of single equations, related to each individual node. Product-form networks are Queuing networks, which have an unambiguous solution of the local balance equations. The steady-state solutions for such networks’ state probabilities consist of multiplicative factors, and each factor relates to a single node. The concept of equilibrium is that theoretical basis, which should be used in analysis. Different approaches should be used while solving the linear system in the form $0 = \pi A$, which defines the steady-state probabilities of Markov chains. In this case direct, iterative and approximation numerical methods are known, and use of these techniques can lead to closed-form results. While direct methods yield exact results and are not efficient at all, iterative methods are generally more efficient, both in time and space. Since iterative methods are considerably more efficient in solving Markov chains, they are commonly used for larger models. For smaller models with less than a few thousand states, direct methods are reliable, accurate and efficient. Though closed-form results are highly desirable, they can be obtained for only a small class of models that have some structure in their matrix. Our starting point is equation $\pi Q = 0$, which expresses the equilibrium conditions for a general ergodic discrete-state continuous-time Markov process; let’s recall that $\pi$ is the row vector of equilibrium state probabilities and that $Q$ is the infinitesimal generator, which elements are the infinitesimal transition rates of Markov process. In Queuing theory more standard notation is used, when vector $\pi$ is replaced with the row vector $\pi$, which $k^{th}$ element is the equilibrium probability $\pi_k$ of the system being found in state $E_k$. Our task is to solve $\pi Q = 0$, with the additional conservation relation according to (3),

$$\sum_k \pi_k = 1$$

(3)

This vector equation describes the “equation of motion” in equilibrium. Let’s consider a closed network, in which the state variable consists of the vector $(k_1, k_2, ..., k_N)$, and $k_i$ is the number of jobs in the $i^{th}$ node (including the jobs in service). Let’s associate the equilibrium probability with this state, denoted by $p(k_1, k_2, ..., k_N)$. Similarly, the marginal distribution of finding $k_i$ jobs in the $i^{th}$ node is denoted by $p(k_i)$. The joint distribution for all nodes factored into the product of each of the marginal distributions according to (4),

$$p(k_1, k_2, ..., k_N) = p_1(k_1) p_2(k_2) ... p_N(k_N)$$

(4)

The quantity $p(k_i)$ is given as solution of the classical M/M/m system. Let’s consider Markovian network with fixed and finite number of jobs $K$, while the unique equilibrium probability distribution exists for $p(k_1, k_2, ..., k_N)$, and the number of distinguishable states is equal to the number of ways, in which $K$ jobs can be placed among the $N$ nodes. It is equal to binomial coefficient (5), which determines number of states in Markovian chain.

$$\binom{N + K - 1}{N - 1} = \binom{N + K - 1}{N - 1}$$

(5)

As an illustration of numerical techniques to determine network equilibrium, a simple model of closed queuing network can be considered, which consists of $N = 3$ nodes with service time rates $\mu_1, \mu_2, \mu_3$. There is $K = 2$ jobs in the network, and the routing probabilities are $p_{12}, p_{13}, p_{21}$ and $p_{31}$ (see Fig.1a). We define a local-balance equation (with respect to the given network state and the network node $i$) as one, which equates the rate of flow out of that network state due to departure of a job from node $i$, to the rate of flow into that network state, due to the arrival of a job to node $i$. Example with the three-node network is demonstrated. The service rate in the $i^{th}$ node is given as $\mu_i$, and it is independent to the number of jobs in that node. The number of states with state transitions rates is determined according to (5), and the state-transition-rate diagram of the underlying continuous-time Markov chain is presented in Fig.1b. The following states are possible in the network: $(2,0,0), (0,2,0), (0,0,2), (1,1,0), (1,0,1), (0,1,1)$. We have six global-balance equations for this system, and for each of them left-hand side represents the flow out of a state and the right-hand side represents the flow into that state, as shown in (6).
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While service times are exponentially distributed, the equations (6) can be solved using direct numerical methods,
as it is shown in (Hayes and Ganesh Babu 2004), (Radev et al. 2005). As we can see, the local balance of three-queueing closed network has to be searched in two-dimensional space. The steady-state probability vector can be determined with use of clustering and neural modeling, while cluster centers are correspondent to steady-states of Markov chain. The waiting time in queueing network is considered as such continuous stochastic time-series, in which mean value $\overline{W}$ is correspondent to mean queue length $Q$. The ground for this suggestion is given in the Little’s theorem, presented in (7).

$$\overline{K} = \lambda \overline{T} = \lambda \overline{W}$$  \hspace{1cm} (7)

The quantity $\overline{K}$ is mean number of jobs in queueing system, $\overline{T}$ is mean response time, and $\lambda$ is throughput.

Since the departure rate is equal to arrival rate $\lambda$ for a queueing system in statistical equilibrium, the throughput is given as $\lambda = m \cdot p \cdot \mu$. The response time $T$ is waiting time plus service time, and its mean value is calculated as $\overline{T} = \overline{W} + 1/\mu$. The distribution functions of the waiting time and the response time are also important. As demonstrated in Fig.1c, the stochastic network is arranged with asymmetric nodes, therefore it makes sense to use self-organizing map model for clustering and to take advantage of the fact, that the solution for local balance can be obtained for non-Markovian queues as well, e.g., for non-exponential service times.

**SELF-ORGANIZING NEURAL MAP AND CLUSTERING PROCEDURE**

Self-organizing vector quantifications, which conserve topographic relations between centers, are particularly useful in communications, because noise added to the coded vectors may corrupt the representation on some level; and the topographic mapping ensures that a small change in code vector is decoded as a small change in attribute space, and hence, the small output change. Self-organizing neural networks have one-layered neural competitive structure, which can learn how to detect regularities and correlations in the input patterns. The neural maps learn both the distribution and the topology of the input vectors, to be capable to recognize neighboring clusters in the attribute space. Kohonen’s network algorithm (Kohonen 1997) provides a tessellation of the input space into patches with corresponding code vectors. It has an additional feature that the centers are arranged in a low dimensional structure (usually a string, or a square grid), such that nearby points in the topological structure (the string or grid) map to nearby points in the attribute space. The Kohonen learning rule is used when the winning node represents the same class as a new training pattern, while a difference in class between the winning node and a training pattern causes the node to move away from training pattern at the same distance. In training, the winning node of the network moves towards that training pattern, and this leads to a smooth distribution of the network topology in the non-linear subspace of training data. In two-dimensional output space a map is expected, being correspondent to the $k$-dimensional array of output neurons $C$, which can be one- or two-dimensional. The connection between $n$-dimensional input vector and $k$-dimensional output neural vector is created through the weight matrix $W$. That output neuron $j'$ is selected as the winner in the competitive learning, for which the weight vector is closer to the current input according to (8).

$$\left| W_{jm} - X_m \right| \leq \left| W_{jn} - X_m \right|$$  \hspace{1cm} (8)

The Kohonen learning rule is different from vector quantification rule, and it is determined according to (9).
\[ \Delta W_{jm} = \xi \wedge (j^* j') (X_m - W_{jm}) \]  

(9)

The neighborhood function \( \wedge (j, j') \) is equal to 1 if \( j=j' \), and it decreases with increase of distance between neurons \( j \) and \( j' \) in input space. The neurons, which are close to the winner \( j^* \), change their weights more quickly than remote neurons, for which the neighborhood function is very small. The topological information contents in the fact that close neurons are changed almost in the same way; and this corresponds to the neighboring input patterns. The learning rule (9) is pulling the winner’s weight vector to the point \( X_m \). The self-organizing map is supposed to represent an elastic set in the input space, which can never be moved maximum close to the input values (Radev and Radeva 2004). The set has topology of attribute space, and its points have coordinates similar to weight vectors. Then we use a clustering procedure, which consists of following steps:

**Step 1 Definition of SOM and cluster centers**

- For each cluster class \( C_j \) neurons-winners \( j^* \) are determined. That output neuron \( j^* \) should be selected as the winner, for which the weight vector is the closest one to the current input.
- In Kohonen learning rule the neighborhood function \( \wedge (i, j^*) \) should be equal to 1, if \( j=j^* \), and it should decrease with increase of distance between neurons \( j \) and \( j^* \) in input space.

**Step 2 Iterative clustering of patterns**

- Implemented axial and distance clustering are consecutive. Primary calculation of the number of patterns \( n_p \), which belong to the cluster zone, should be made.
- Verification of classes patterns number \( n_p < n_t \). If \( n_p < n_t \) then calculation of Manhattan distances \( M_j \) for the rest of patterns should be made according to (10).

\[
M_j = \sum_{i=1}^{n} |x_{ij} - s_j| \]

(10)

**Step 3 Optimal SOM clustering**

- Recalculation of target values in each cluster should be made without restricting their number.
- Target values in optimal clusters should be proportional to probability density of clusters.

In the process of learning and training the neural maps learn both the distribution and the topology of the input vectors, and become capable to recognize neighboring clusters in the attribute space. In training, the winning node of the network, being the closest node in the input space to the given training pattern, moves towards that training pattern, while dragging its neighboring nodes in the network topology, and this leads to its smooth distribution (Radev et al. 2004). Let’s consider closed queuing network from Fig. 1, in which the sum of queuing waiting times \( W_1 + W_2 + W_3 \) is proportional to the steady-state distribution, and \( W_1 + W_2 + W_3 = \bar{W} < 7s \). Two inputs of one-layered neural structure with 6 nodes are specified in time series with 300 discrete values. The waiting time \( W_i \) with normal distribution with coefficient of variation \( \sigma = 1.05 \) is set in the first input. The difference \( \bar{W} - W_i \) with exponential distribution with random variable parameter \( \lambda = 2.5 \) is set in the second input. This defined self-organizing map has 6 cluster centers, which are shown in Fig. 2 after 1000 epochs of training. According to described procedure, Fig. 3 demonstrates iterative clustered samples, which correspond to steady-state values of Markov chain. We find that the accuracy of clustering procedure increases significantly with increasing number of values in time series. When the Markov chain with great number of states is studied, a great increase in number of samples is needed. We should keep in mind, that for each position in the value of steady state probability at least 10 samples are needed. For example, for \( N = 3 \) and \( K = 8 \) users, the number of steady states is 45; and 4500 steady states should be investigated and clustered to obtain degree of accuracy \( \varepsilon = 0.01 \).

![Figure 2: Definition of SOM and Cluster Centers](image)

![Figure 3: Optimal SOM Clustering](image)
STEADY-STATE PROBABILITY VECTOR OF MARKOV CHAIN

Clustering procedure provided us with capability to calculate a set of discrete values of probabilities in cluster centers, which are called probability mass function (PMF). Each cluster is correspondent to strictly defined steady state, and (11) can be written according to (3).

\[ \pi(0,0)+\pi(0,1)+\pi(2,0)+\pi(1,0)+\pi(0,1)+\pi(0,2) = 1 \]  

(11)

The results of the example, which was considered in the paper, are shown in Table 1. The solution of system (6) is given for the following service rates: \( \mu_1 = 4 \text{sec}^{-1}, \mu_2 = 1 \text{sec}^{-1}, \mu_3 = 2 \text{sec}^{-1} \) and the routing probabilities \( p_{12} = 0.4, p_{13} = 0.6, p_{21} = p_{31} = 1 \), and this is made with purpose of comparison.

Table 1: Steady-State Probability Vector Distribution

<table>
<thead>
<tr>
<th>Clusters</th>
<th>State</th>
<th>PMF</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI 1</td>
<td>(1,0,1)</td>
<td>0.153333</td>
<td>0.123</td>
</tr>
<tr>
<td>CI 2</td>
<td>(0,0,2)</td>
<td>0.16</td>
<td>0.148</td>
</tr>
<tr>
<td>CI 3</td>
<td>(2,0,0)</td>
<td>0.143333</td>
<td>0.103</td>
</tr>
<tr>
<td>CI 4</td>
<td>(1,1,0)</td>
<td>0.166667</td>
<td>0.165</td>
</tr>
<tr>
<td>CI 5</td>
<td>(0,1,1)</td>
<td>0.16</td>
<td>0.198</td>
</tr>
<tr>
<td>CI 6</td>
<td>(0,2,0)</td>
<td>0.216667</td>
<td>0.263</td>
</tr>
</tbody>
</table>

Exact comparative estimation of probability distribution cannot be obtained because the service time with exponential distribution was used for calculations. Nevertheless, we can see that suggested approach gives an opportunity for improving the qualitative analysis, receiving the steady-state solutions, and estimating the queuing networks equilibrium. The significance of this approach should increase with increasing number of jobs in queuing network. In the large-scale networks it is impossible to obtain numerical solution, and the cluster analysis with SOM neural model must be applied as soon as the input time series size is growing.

CONCLUSIONS

The estimation of steady-state probability vector of queuing networks requires complex computational procedures, and for the most of real large-scale communication networks this is impossible without simplification and restriction of the Markov chain. For the most of networks with non-Markovian queues or semi-Markov processes this task cannot be solved at all. The new approach to two-dimensional local-balance performance evaluation of queuing networks with use of clustering of one-layered self-organizing neural map was developed, while time series of waiting or response service times were used as inputs. The demonstrated technique, based on optimization of SOM clusters and calculation of steady-state probability mass function, provides satisfactory results, and this technique can be also used for non-Markovian queues and non-exponential service times.
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ABSTRACT
Various methods for modelling project duration have been developed so far. The Critical Path Method (CPM) is the mostly applied tool but it cannot handle uncertainty. Thus Program Evaluation and Review Technique (PERT) and Monte Carlo Simulation (MCS) are the most frequently used methods, when uncertainty should be taken into account. This study compares the results of the standard MCS with that of PERT as far as the estimation of project duration is concerned. Moreover, risk handling by the two approaches is also addressed. As a result the study defines the advantages and disadvantages of each one. Although theoretical oriented, the findings of the method are illustrated through a case study. The findings reveal that the modelling of risk is more robust when the MCS is used, thus leading to the conclusion that simulation may prove more efficient than the other stochastic methods.

1. INTRODUCTION

Construction projects are complex in nature and have many inherent uncertainties, that derive from the unique characteristics of each project, the diversity of resources and activities, as well as external factors. The project management community has defined all these uncertainty factors as risks (PMI 2004). These risks can affect the criteria against which the success of a project is usually measured, namely time (schedule), cost and quality (or performance). This paper focuses on the first of these three criteria and provides a comparative study, in order to come up with certain conclusions concerning the available methods for modeling and incorporating risks in project scheduling.

The core problem of schedule development is about defining each activity’s duration as well as the right dependencies among project activities. Having achieved that, the project manager may then determine the start and finish dates of each project activity. The project is unlikely to finish on schedule if either the duration of activities or the definition of dependencies are not realistic. The most important methods developed for project scheduling are the Critical Path Method (CPM - Maylor 2003), the Graphical Evaluation and Review Technique (GERT - Pritsker 1996), the Program Evaluation and Review Technique (PERT - Malcolm et al. 1959), and some simulation methods (Van Slyke 1963).

PERT is a well known method with proven value in managing complex projects. It was developed in 1958 by the US Navy Special Projects Office as part of the Polaris mobile submarine launched ballistic missile project (Malcolm et al. 1959). The development of PERT was based on the assumption that the duration of any activity within a project can be adequately modelled by the beta distribution. Initially, the mean and the variance of the duration, for each activity i, were estimated as:

\[
\mu_i = \frac{1}{6} \cdot (a_i + 4 \cdot m_i + b_i) \tag{1}
\]

\[
\sigma_i^2 = \frac{1}{36} \cdot (b_i - a_i)^2 \tag{2}
\]

Where a, m and b are the optimistic, most likely and pessimistic durations of activity i. Based on the Central Limit Theorem, the distribution describing project’s duration is approximately normal, with the mean value of the project duration equalling to the sum of the means of the critical activities determined by calculations made according to the CPM. The variance of the project duration is the sum of the variances of the same CPM critical activities.

Several authors (Keefer and Verdini 1993; Premachandra 2001) have either modified the original PERT estimators or proposed new ones in order to estimate the activity time more precisely. Furthermore, authors like Johnson (1997) have proposed the use of the, convenient, triangular distribution, in order to adequately model activity duration. In fact, any distribution can be used to model activity duration, however, the beta or triangular distributions are the most commonly used, due to the, frequent, lack of sufficient data required to define a distribution with more complex parameters (Nasir et al. 2003).
An alternative to PERT is the Monte Carlo Simulation (MCS) which seems to be able to handle more complex project scheduling problems. Van Slyke (1963) was the first to suggest the use of MCS to find the cumulative distribution function of project network completion times. He also introduced the use of non-beta duration distributions. MCS is a stochastic method used to solve mathematical problems. It is now applied to a wide range of problems, such as econometrics, stock market forecasting, project duration estimation, etc. In MCS, the random selection process is repeated many times so as to create multiple scenarios. Each time a value is randomly selected for every variable of the objective function, a possible scenario is formed that leads to a certain outcome. This process is called an iteration. The synthesis of all the iterations gives a range of possible outcomes, some of which are more and some other less probable. When many iterations are performed, thus many scenarios have been created, the MCS will come up with a distribution indicating all possible outcomes.

In its implementation, MCS can use the three point duration estimation approach to establish a statistical distribution of the duration of each activity (Wang 2005). Random numbers, representing duration, are generated for every activity from the selected distribution.

PERT and MCS can be enhanced by risk management, so that they take into account the effect of “expected” risks. Risk management was introduced in the 1990s as a structured process of project management. Small and bigger projects are characterised by the engagements the contractor undertakes and the particular profits that the customer expects upon the completion of the project. However, either due to the size or the complexity of the project, these engagements and profits are continuously revised during project’s execution. Unexpected events that appear anytime during the project’s life-cycle make these revisions necessary, and render risk management process essential (Koller 1999). The literature as far as the stages of project risk management are concerned is very extensive. In the end, every risk management approach provides an estimation of the effect of identified risks on activity or project duration. This effect of identified risks on the schedule of the project is a vital add-on to traditional scheduling.

2. PROBLEM FORMULATION AND METHODOLOGY

In order to illustrate the theoretical findings, a five step methodology was followed. The first step is the literature review of scheduling focusing on PERT and MCS. The outputs of this step are the theoretical findings summarised in Section 3.

The second step is the development of the “project model”, which is, in our case, a construction project where the two scheduling tools would be used in order to validate the theoretical findings. In order to develop the model the major activities of the project and their dependencies must be identified by the project team. A Gantt chart of the project is created by entering these data in a project scheduling software. The final task within model development is the estimation of each activity’s duration. The three point estimate approach is used, requiring the estimation of an optimistic (minimum), a most likely, and a pessimistic (maximum) value for the duration of each activity. These values are estimated by the project team, based on its knowledge, past experience acquired from similar projects, and the use of the corporate memory. The development of the project model is also an important step, since an inaccurate model will generate misleading results.

Two project durations are calculated. The first one, called “total duration” in this study, does not include the effect of discrete risks identified during the risk identification phase of risk management, while the second one, called “overall duration”, does include them.

The third step is the conduction of risk management. The process suggested by Krytopoulos et al. (2001; Leopoulou et al., 2002) is used. According to this process risk management consists of four basic phases, risk identification, risk assessment, risk mitigation and follow up. Therefore, any potential risk that may affect the project is identified by the project team, based on past experience and the corporate memory. The most applicable, methods that may be used for risk identification are checklists, Risk Breakdown Structure (RBS), and brainstorming. The authors recognise the dual nature of risks as threats and opportunities, but identify only threats in order to follow the threat-oriented philosophy of the company which offered the case study. The second phase of the process, risk assessment, reveals risks’ expected impact and probability of appearance. Based on their exposure (usually calculated as impact * probability) risks are prioritised. The third phase, risk mitigation, deals with the development of adequate response actions to confront the identified risks. Risk assessment was repeated after the mitigation phase so that the risks’ expected impact and probability of appearance would take into account the mitigation actions developed.

Risk management is succeeded by the fourth step, conduction of the PERT analysis and MCS. The standard PERT approach is followed. Based on the developed model, the critical path of the project is identified, the mean value and variance of the duration for each activity that belongs to the critical path of the project is calculated, and finally the total duration’s mean value and variance is calculated. The only, possible, way to take into account the effect of the identified risks, beyond the inherent uncertainty of each activity’s duration, when PERT is used, is to add their exposure to the mean value of the total duration and thus to calculate the overall duration of the project. However, this approach suffers from almost unacceptable scientific redundancies.

Once PERT analysis has been completed the MCS model, based on the project model and results of the project risk management process, is created. This model takes into account the inherent uncertainty of each activity duration,
the effect of the risks identified during risk management, and the correlation between activity durations. The triangular distribution, three point estimation, is used to describe the inherent uncertainty in the duration of each activity, while the effect of the identified risks follows the discrete distribution. For this reason these risks are called “discrete risks” in this study. Once the MCS model is fully developed the simulation is run for 10,000 iterations and the results are recorded in a spreadsheet.

The final step of this method is the comparison of the results generated by PERT against the results generated by MCS, in order to identify whether the results validate the theoretical findings or not.

3. Theoretical Findings

The authors conducted a detailed literature review of scheduling focusing on PERT and MCS. Scientific papers, conference proceedings, case studies and books dealing with scheduling have been collected and conclusions regarding the use of PERT and MCS have been drawn. The following paragraphs summarise, the theoretical conclusions.

The main conclusion is that while PERT is a simple and straight forward method, requiring less time and resources than MCS, it suffers from major limitations. The removal of the paragraph regarding PERT from the 2004 version of the PMI PMBOK (PMI 2004) can be taken as an indication that practitioners show less interest to its use than in the past. The PMBOK cannot be considered a scientific bible of project management, but it clearly shows the shift of the practitioners’ interest from PERT to simulation methods.

Furthermore, it was noted that PERT is limited by the constraints of the Central Limit Theorem (Nasir et al., 2003). PERT is obliged to model the duration of every activity of a project with the same statistical distribution and the duration of each activity should be an independent variable. It also ignores all “sub-critical” paths (Douglas, 1978; Nasir et al., 2003), taking into account a unique critical path as it is determined by deterministic calculations. In addition, PERT has difficulties in dealing with risks beyond the inherent uncertainties of activity duration. In fact, there is not any reference for the use of PERT in discrete risks handling. The authors tried to incorporate discrete risks in PERT and the project model came up with similar results with those generated by the MCS. However, the inclusion of discrete risks in PERT has a very weak scientific foundation. At last, PERT produces an overall expectation of the project duration without any indication regarding the causes of delays or the effect of identified risks.

As far as the MCS is concerned, it has been concluded that it solves most of the limitations that PERT faces. It is not based on the Central Limit Theorem, therefore activity durations may be modelled by different distributions (Van Slyke, 1963) allowing for the definition of the most applicable distribution for each activity instead of defining the most convenient distribution for a group of activities. Likewise, no statistical independence is assumed for activity durations. However, a major methodological deduction in traditional MCS is the assumption of statistical independence for individual activities which share risk factors with other activities. The problem was addressed by Van Dorp and Duffley (1999). MCS, also, takes into account potential changes in the critical path, successfully modelling the effect of “sub-critical” paths on the duration of the project (Douglas, 1978). Another critical advantage of MCS is that it can model the effect of risks beyond the inherent uncertainty of each activity’s duration with a scientifically accepted approach. Finally, MCS clearly indicates the effect that each risk may have on the duration of the project.

MCS simulation is not a panacea though, as it is far more complex than PERT, requiring more time, special software, trained individuals and computer power, especially for large projects. Additionally, the modelling of activity durations and, especially, risks is not an easy task, and it can be considered almost impossible without the use of a risk registry and a corporate memory. Inaccurate modelling of activity duration and risks may result in erroneous results that can hinder the successful execution of the project.

4. CASE STUDY

4.1 Description of the project

The presented project was a medium scale construction project located in the Greek island of Crete and undertaken by a major international contractor based in Greece. It dealt with the construction of several independent residential buildings.

The initial Gantt chart of the project plan consisted of 85 activities, using multiple levels of detail mainly for the estimation of the project cost. The pessimistic (max:min), most likely and optimistic (minimum) duration of each activity has been estimated by the project team, based on their knowledge and past experience acquired from similar projects. The deterministic duration of the project, based on the critical path and the estimated most likely duration for each activity, was calculated to be 281 days.

4.2 Project Risks

As described in the methodology section a risk management process was applied to the project. The identification of possible risks relied primarily on the use of checklists and nominal group sessions (Chapman 1998). Furthermore, the process was enhanced by the use of the corporate memory which has the form of a Risk Breakdown Structure (RBS).

The RBS is defined as “A source oriented grouping of project risks that organises and defines the total risk exposure of the project. Each descending level represents an increasingly detailed definition of sources of risk to the
project” (Hillson 2002). A part of the RBS is shown in Figure 1.

![Risk Breakdown Structure](image)

**Figure 1: Risk Breakdown Structure**

The probability of appearance and impact in days of each identified risk, were initially quantified during the risk assessment phase. The risk assessment phase was repeated after the development of mitigation actions and a selection of the final results are shown in Table 1.

### 4.3 Analysis of the results

The results of the deterministic approach, 281 days, correspond to a 10% confidence level in PERT total duration, a less than 5% confidence level in MCS total duration, and is lower than the minimum value of PERT and MCS overall duration.

In Figure 2 the cumulative density function that derives from PERT (continuous line) is compared with the cumulative density function that derives from the MCS, without taking consideration of the discrete risks (dashed line). This outcome is in line with Diaz and Hadipriono (1993) conclusions that the MCS produces more conservative, results than PERT.

![PERT vs. MC (dashed) Total Duration](image)

**Figure 2: PERT vs. MC (dashed) Total Duration**

Figures 3 and 4 show that scheduling of a project without taking into account the discrete risks may result in a very optimistic estimation of the project duration, both in PERT and MCS.

![MC Total vs. MC Overall (dashed)](image)

**Figure 3: MC Total vs. MC Overall (dashed)**

![PERT Total Duration vs. Overall Duration](image)

**Figure 4: PERT Total vs. PERT Overall (dashed)**

Figure 5 shows that the inclusion of risks in PERT analysis by adding the exposure of risks to the mean value

![PERT Total Duration vs. Overall Duration](image)

**Figure 5: PERT Total vs. PERT Overall (dashed)**
of the duration distribution gives same results with the MCS, as far as the mean value of the duration is concerned. However, PERT has provided a much lower standard deviation than MCS which may prove misleading.

![PERT vs. MC Overall Duration (dashed)](image)

Figure 5: PERT vs. MC Overall Duration (dashed)

5. CONCLUSIONS – FURTHER RESEARCH

The objective of this study was to compare the capabilities of PERT with those of standard MCS as far as the estimation of the project duration is concerned. Analysis took into account risk modelling, as well. Risk modelling is considered an important scheduling factor so its inclusion in the study was of great importance. The literature study conducted about PERT and MCS lead to the conclusion that the modelling of risk is more robust when the MCS is used and that MCS gets over PERT’s limitations. The theoretical findings were validated and illustrated through a case study.

Although the findings of the paper can be supported by a pure theoretical approach, it would be interesting to second the arguments presented here with more case studies. The outcome of this new research is expected to validate theory, as it happened with the case study that was presented in this paper.

Another area for further research are the new simulation methods based on MCS for the estimation of activity and project duration developed by several authors (Dawood, 1998; Oztas and Okmen, 2005). The results of PERT and traditional MCS in the new case studies can be compared with the results of the new methods in order to identify advantages and disadvantages and validate the results of those new methods.
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ABSTRACT.
Reverse logistics is addressed as a new business issue promoted by the compulsory targets regulation enacted by the EU, to lower pollution and to reduce raw stuffs consumption. The paper gives a survey of the existing legal frame, and suggests the modelling and simulation paths to assess the dismantling process performance.

INTRODUCTION.
The EU environmental policy is conditioning spur to aim at preserving the quality of life of future people. Recovery is fostered as antidote of the affluent society, with the inherent task of educating consumers, towards more conservative behaviours. Therefore, broadband actions are chosen, such as the ones dealing with end-of-life vehicles, ELV, mass-produced goods, typically, feeding the replacement market, with high eco-impact. Conservativeness is achieved through the carmakers responsibility, setting out regulations with enforceable targets and visible fees, easy to run and control. The ELV regulation provides explanatory hints to this trend. The 2000/53/EC Directive, enacted 18.09.2000, and acknowledged by the Member States before April 2002, defines the rules to be followed by national organisations for vehicles dismissal, and by automotive producers for selling cars respectful of legal requests. The Commission further modified and integrated the rules by special specifications, e.g. the 2003/138/EC, to establish standard codes for parts and materials. It needs to be mentioned that the EU is concerned by final issues, not about how these achievements are obtained by Member States. The documentation leads to a few remarks, such as:
- regulation addresses environment protection, by explicitly conferring responsibility to the producers;
- design for disassembly, for recover, for recycle, etc. practices shall become standard requirement;
- extensive resort to re-manufacturing, to re-use of parts, materials, etc. is promoted and stimulated;
- appropriate aids (modularity, identifying codes, etc.) are suggested to make dismantling easier, etc.;
- fixed lifecycle monitoring and reporting disclose on-duty conformance-to-specification checks;
- not-justified high-impact and polluting behaviours are heavily taxed or totally forbidden.

The remarks show that business paradigms changes are fostered, based on new design patterns, with concern on point-of-service performance and full commitment for withdrawal. The focus on growth sustainability is basic driver, and, obviously, it leads to reverse logistics entrepreneurship, with larger role for competitiveness played by operators in the backward cycle. The present study is concerned with the recover, reuse and recycle opportunities, and it specifically addresses topics in end-of-life vehicles, ELV, processing, as they follow from the environmental policy enacted by the EU.

THE REFERENCE FRAME.
Eco-consistency by reverse logistics entrepreneurship does not develop by itself, as the backward chain outcomes do not have explicit purchasers, lacking links of acual needs to them. Then, to separate backward, from forward chain leads to deviating issues, keeping benefit within a set of parties, but damaging third (and future) ones. The cost/profit ratio is to be assessed balancing the profit of the consumers side (producers and users), against the protection of all people not involved by the specific value chain. In that sense, regulation for eco-consistency is peremptory task that governments need undertake, enacting rules to charge the consumers side for environmental impact linked to the all supply chain, including dismissal and recovery. The automotive field is paradigmatically noteworthy, with widely spread market of registered items: falls-off affect large amount of users; end-of-life vehicles are individually acknowledged and recorded. Thereafter, the EU approach specifies mandatory incumbents, by sets of directives, notably:
- member states shall establish collecting systems for exhausted vehicles and parts, at authorised sites, where preliminary treatments will grant safety and security fitting out, by removing noxious and harmful parts;
- withdrawal needs to be assured without charge on the final owners (prescription to be fully enabled from 01.01.2007), but included in the product-service delivery, as inherent attribute;
- users co-responsibility could be invoked, for special non-conservative behaviours, when critical pieces are damaged, removed or modified, altering the original setting of the supply;
- the dismantling and destruction incumbents ought to be certified, with full assessment of recovery parts,
re-cycled materials, thermo-recovery and residuals dumping, to be notified to the EU.

The enacted compulsory targets are quite severe, say:
- from 01.01.2006: 85% by weigh of the vehicle ought to be recovered or recycled, 10% can be dumped to landfills (after suitable neutralisation) and 5% can be used as auxiliary fuel;
- from 01.01.2015: figures are modified, allowing 10% for fuel use, but only 5% to landfills.

By now, these scenarios are hardly outlined by the EU directives, basically enacted for pollution remediation. The mandatory targets distinguish: recovery (up to 90-95 %, by contrast with dump residues, e.g., as low as 10-5 % in weigh), from reuse (second-hand market, possibly, meaningful fractions) and from recycle (secondary materials, replacing raw provisions). The recovery, which establishes on such targets, favours the expansion of the materials, rather than energy, markets, due to quite severe limits on landfill dumping.

![Diagram showing reverse logistics material flow.](image)

Fig 1. Reverse logistics material flow.

The approach, then, highlights the critical nature of the disassembly process, after ELV withdrawal, for removal of dangerous liquids and parts and safety fitting of the whole material flows. On these facts, recovery characterises by, Fig.1:
- the need of a logistic network, with collecting and transportation equipment, storage places, handling and processing fixtures, and joint information flow for acquisition and recording;
- the establishment of proper dismantling shops for safe pieces/parts withdrawal, and of suitably located shredding facilities, to grind the left-out hulks to tiny pieces;
- the resort to specialised sorting plants, to separate the different metals (ferrous alloys, stainless steels, brass, aluminium alloys, etc.), from glass, plastics, etc.;
- the development of reuse-parts and recycle-materials tracks, with enhancement of the design, manufacture and maintenance by second-hand provisioning practice.

THE ELV DISMANTLING.

Developing effective car dismantling and recycling facilities is urgent challenge in the carmakers field, with, probably, the most demanding innovations on the automotive systems to overcome the world-wide competition. Several investigation lines have been undertaken these recent years, aiming at:
- quantitative assessment of recover/reuse/recycle processes, under different operation plans, for existing situations (vehicles not produced with recycling in mind) and alternative organisations and technologies;
- establishing proper recommendations and warnings to improve (by design-for-dismantling, df/d, design-for-recovering, df/r, etc., practices), the future, more eco-conservative, automotive market;
- balancing forward and backward chain incumbents to optimise return on investment of the manufacture business, based on lifecycle engagements, driven by voluntary agreements and compulsory targets;
- reconsidering the reverse logistics as mandatory requirement for growth sustainability, in front of natural resources ceaseless depletion and human surroundings progressive pollution.

The direct investigation and performance assessment of the dismantling facilities will, thereafter, become standard routine. The well-established approach, for shop-floor selection, goes across implementing suitable software aids, to describe the equipment behaviour and simulate actual operation achievements. The process physical model shall, first, move from defining work-cycles and work-stations. Indeed: to dismantle means to take to pieces an artefact, or to strip/deprive of its outfits; while: to disassemble, means to systematically separate an artefact into its constitutive pieces. Efficiency would lead to prefer the second process.

![Image of IDIS output.](image)

Fig 2. Example IDIS output.

Thereafter, the disassembly process should consider different features: - manual vs. automatic (also: mixed mode operation); - partial (a subset of parts are not removed), selective (a set of parts are removed the first); - parallel (two or more parts are jointly removed), sequential (parts are removed one by one); - non destructive (unbroken parts are withdrawn) vs. destructive (parts are cut/broken during removal); - and so on. Today, basic knowledge of car-wreckers comes from IDIS, International Dismantling Information System, [http://www.idis2.com](http://www.idis2.com), a data-base of some 1 000 vehicle types of 25 carmakers, listing about 46 000 pieces. This helps displaying the part solid models and describing texts (in 21 languages), with instructions and tool/fixture requirements, Fig. 2.

For environmental protection, the enacted regulations require special care to handle hazardous materials and to safely avoid contamination. This leads to sets of preliminary ELV treatments, to remove potentially harmful or noxious parts (containing lead, mercury,
etc.), fluids (for brakes, lubrication, conditioning, etc.), or items (air-bags, exhaust silencer, etc.) etc., which are subject of special restrictions. The subsequent steps address the disassembly-for-reuse duty, looking after separating pieces to be restored or remanufactured for second-hand marketing; for competitiveness, the safety and reliability figures need comply properly high standards. At this stage only, the dismantling-for-recycle should start. The process sequencing aims at clearly separating items into homogeneous blocks as for material properties and recovery potentials, namely:
- outer outfits and glasses (windscreen, window-panes, etc.), for special purpose recover/recycle;
- special pieces (doors, front/rear bonnet, etc.) and groups (gearbox, engine, etc.), for possible recovery;
- plastic parts, possibly, properly ordered according included markers or acknowledgement identifiers;
- internal outfits and fabrics (covers, upholstery, stuffing, etc.), following scheduled requirements;
- metallic parts, possibly, keeping (or re-establishing) the ordering trim of the pertinent data-base;
- residual crouch-skeleton/wreck, for the subsequent (appropriate) compacting/shredding operations.

![Fig 3. Example dismantling shop.](image)

The detailed description of the work-cycles and accurate development of structured models are basic premise for choosing the plant and assessing the usefulness of robotic aids.

The state of the art is fast evolving, with example plants and prototypal facilities with different levels of sophistication. For instance, the Canadian AADCO line, [http://www.aadco.ca/](http://www.aadco.ca/), is valuable reference, when productivity is special request, or the German ADEMA system, [http://www.lsd-gmbh.com](http://www.lsd-gmbh.com), is useful support, when leanness and flexibility are primary objectives. Basically, the on-progress trends look after modularity, with series of automatic units (fluids draining, wheels removal, rim/tyre separation, ELV lifting or overturn, gearbox/engine pulling out, etc.), and suitable handling and transport equipment, between the work-stands. This, quite commonly, leads to mixed-mode flows, with interposed human operators and robotic devices, as typically, subsets of duties require careful decision-making (e.g., selective handling of hazardous materials, quality figures of reusable components, etc.) and automatic processing would result unreliable, at least, at the present state of the art. The functional modelling of the disassembly/dismantle line, thereafter, ought to deal with hybrid algorithmic/procedural knowledge frames, which include causal blocks, to duplicate the physical transformations, and heuristic blocks, to emulate the behavioural counterparts. The obtained models directly yield to expert simulation, providing powerful means to experiment on virtual plants, during facility design, or to compare virtual process-plans, for on-duty operation, Fig 3-4.

![Fig 4. Example dismantling process.](image)

For automotive systems, the exemplified investigation starts by the quantitative assessment of the recover/reuse/recycle processes, to comply the compulsory targets of the directives. The market size is impressive, with 225 million vehicles (185 million cars) circulating, in 2001, in the original 15 EU Countries and, each year, 10 million cars, moved to landfills. The regulations affect national Governments, and fair law transposition is required, to not bias the common market. Thus, national, regional and local set-outs should be devised, properly tailored to current needs and entrepreneurship qualification. The Italian case shall face, for instance, some 2 million ELV per years, with, notably, around 10 000 ELV each year, to be processed in Liguria; the environmental bylaws are ruled on the regional scale, but, of course, other collection/processing settings could develop, should be achieved higher return on investment. Today, the car-recyclers represent quite distributed realities, with tiny processing abilities, scarcely complying the eco-protection requests. At the same time, overall inverse logistics networks are far from fully operational deployment, as for carmakers side, as for official monitoring. The law, DL 24.06.2003, suitably transposes the 2000/53/CE directive, but factual specifications still lack, with, e.g., free-take-back burdened by severe de-registration fees and loose carmakers interpretations. Last, but not least, the regional and local authorities, most of the time, seem to do not entirely realise the technical relevance of the overall incumbents and related business.

![Fig 5. Example engine components.](image)

EXAMPLE SIMULATIONS.
The recovery/reuse/recycle processes, rather than
academic study or technology-driven issues, are urgent engagement, with fully specified legal (directive mandatory rules) and technical (available dismantle/recycle equipment) constraints. Difficulties, due to lack of profitable markets for reverse logistics outcomes, are got over, by combining the pertinent economic instruments, namely, free-take-back and visible fees management on the artefacts lifecycle. This means: - careful effectiveness assessment between actual solutions, as decision aid for the organisational choice and setting; - complete transparency of forward and backward supply chain, with optimal allocation of the visible fees, not to penalise the national/regional/local competitiveness. Occurrence-driven expert-simulation helps reaching both the scopes: as off-process tool, at the design stage; as on-process support, at lifelong operation. On these premises, the PMARRlev code has been considered to simulate the ELV reverse logistics [1]. Basically, it addresses problems in automotive systems, for withdrawal, collection and dismantling end-of-life vehicles, and for shredding, sorting and dispatching the residuals; it is based on the WITNESS language, and it incorporates modules for intelligent data-vaulting, interactive remote inquiry and data reporting with text/graphic restitution, Fig. 5-6.

Fig 6. Example uphostering and stuffing.

For explanatory purpose, the example case, focused on ELV dismantling, is discussed. The Liguria situation is taken in consideration, singularly and in relation to broader national set-ups. Generally, wastes (and, with full evidence ELV) are bulky, potentially dangerous and very poor materials, thus, every added costs in handling and transportation will lower the process effectiveness. This suggests to localise the dismantling shops on the territory, possibly, with reusing/recycling flows linked to decentralised end-users. Modular layouts, based on the ADEMA concept, are arranged, distinguishing the separate stands (safety fitting; disassembly for reuse, dismantling), the transport and manipulation devices and the auxiliary storages (line-buffers and parts collectors). A reasonable setting deals with local facilities conceived to process 10 000 ELV per years, roughly leading to five lines in Liguria (200 in Italy), according to the expected market.

The simulation runs considered different feeding scenarios, referred to daily, weekly and monthly agendas, with due parameters setting and alternative end-users flows. The mixed mode automation is evaluated, with different labours (on-line personnel) or duty-oriented robots. On-progress schedules include discontinuities (failures, supply stops, etc.) by occurrence management. The example outputs show benefits and drawbacks of the decentralised lay-outs, and provide reference hints to acknowledge the main operation details of the investigated solutions; by the purposely implemented WITNESS modules Fig 7, appropriate performance figure and process statistics Fig 8-9, are provided as decision aid support.

Fig 7. WITNESS modules structured input.

The concept, behind spreading on the territory local dismantling shops, leads to establish synergies in the reverse logistics of the different durables/consumables covered by the EU mandatory take-back policy. The waste electrical and electronic equipment, WEEE, case, already in force by mid 2005, is partially different, as it deals with non-registered goods. Without entering into details, producers/dealers, again, are required for items withdrawal, collection and dismantling; the recover and recycle targets apply, depending on appliances size and lighting rigs; a visible fee is collected when a new device is sold. The EU prescriptions are differently transferred into national acts, and some country is still considering transient alternatives for some legal (data registration and vaulting, etc.) and some technical (withdrawal, dismantling, recycling, dumping, etc.) incumbents.

Fig 8. WITNESS modules example output.

The role of the manufacturers is fundamental to support reverse logistics by product-data management aids for enhanced dismantling and selective recycling, and turns to be critical, in the short time, to enable design-for-recycling paradigms (modularity and material segregation, disassembly pre-setting, etc.) and to profit of sustainable manufacture (high resort to recovered or recycled provisions, etc.) and maintenance (proactive up-keeping, re-integration, etc.) options. Besides, governmental authorities need to analyse the whole supply chains, which distinguish one producer from another, suitably defining pertinent taxing rule.
The costing will be ascribed to the consumers side, with tax collection duty, mainly, in charge by the goods sellers, at the point-of-sale. The availability of local multi-task dismantling shops, capable of taking charge of the different backward chains and feeding the subsequent shredding, sorting and dispatching flows, becomes opportunity for eco-conservativeness.

The connection between backward chains has relevant falls-out. The complexity of problems needs not hinder the obligation that sustainability shall be put directly in charge to the parties having benefits, and not poured on unrelated peoples, if the impact on the environment ought to be kept under acceptable limits. The present EU policy is, certainly, at a very early stage; the enacted bylaws, however, already aim at:

• acting on the consumers side, to foster a repair society, instead of a throw-away economy;
• re-orienting the supplier side, to offer functions, instead of artefacts, for satisfying current needs;
• establishing positive actions (not series of vetoes, that simply give rise to hidden bargains), to empower, according to fair trade rules, the service economy, respectful of the ecological side of welfare;
• stimulating the jobs for the reuse of tangibles (reverse logistic: to collect, disassemble, recover, sort, sell, etc., second-hand materials);
• supporting the infrastructures of the knowledge-driven entrepreneurship, while discouraging the processes with intensive tangibles spoilage;
• fostering common practices all over the common market, to look after world-wide covering.

Shared motivations are, once more, effectiveness assessment and operation transparency: these allow checks on the return on investment and on the targeted achievement. The simulation approaches are powerful means to study useful synergies, with assessment of the actually enabling options.

CONCLUDING COMMENTS.

• Recovery and recycling, directly, address requirements along material supply chains, to lower the impact in pollution and consumption. Several analyses have been undertaken with contrasting issues. The enacted legal frames, today, are far from coherent regulations; there is, perhaps, too emphasis on details, such as waste safeguard, and attention on only limited classes of artefacts, without a comprehensive attack to the recover/reuse/recycle requirements, in view of sustainability. The critical nature of eco-consistency, thereafter, appears as consequence of mainly fragmented measures and odd precautions, which result from the EU policy, as sum of slightly persuaded Member States acts. This lack of consistency risks to undermine the credibility of series of rules, when the eco-advantages, weighed against the incumbents, do not clearly appear, and when the procedures do not give evidence that the onerousness is equally distributed among all the citizens and across EU partners. It should, also, be recalled that deployment of the affluent society paradigms is non uniform conquest and with uneven achievement times; then, a set of law provisions socially and politically correct in some States, could turn ineffective or even self-defeating in other contexts.
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ABSTRACT.
Growth sustainability requires to lower pollution and raw materials consumption. The paper deals with car end-of-life recovery (reuse, recycle) regulation as new business issue, and outlines modelling and simulation paths, to assess problems in reverse logistics for items collection and process data management.

INTRODUCTION.
Growth requires wealth creation with less eco-impact. For wellbeing expansion, the underlying organisations and technologies present shared features, with unifying opportunity in service engineering, issue in extended artefacts and support in extended enterprises. The economical instruments aims at: voluntary agreements, for on-duty conformance management; compulsory regulations, for recovery targets. The ICT aids play a main role in developing both. Moving to life-long concern, knowledge-driven frames are necessary, to make possible assessing items impact and natural resources decay. These frames establish on three facts:
- to market products-services, or extended artefacts, with collaborative aids for clients’ support;
- to establish extended enterprises, or net-concerns, for point-of-service conformance guarantees;
- to monitor the tangibles yield per unit service with data recording by third-parties certifying bodies.
The frame develops with hierarchical topology:
- the inner cluster, to link the extended enterprise partners, for the product-service delivery;
- the specialised links, to support the point-of-service communication with individual buyers;
- the outer selective data channels, for the overseeing bodies, under proper security protocols.
The outlined framework is considered by the paper, especially addressing the EU environmental policy in the automotive domain, and suggesting end-of-life vehicle models with recycling in mind, properly adapted to the enacted sustainability targets.
The concluding comments address the links between ecological constraints and economic instruments, and stress on the fundamental role played by the ICT aids, both, as off-process and as on-process enabling tools.

SUSTAINABILITY AND RECOVERY RULES.
The wealth growth, by ceaselessly replacing tangible goods, built transforming natural resources into waste and pollution, grants benefits to the directly involved consumers, with penalty to third parties and future generations. The consumers side covers the all supply chain: manufacturer and user. The former establishes the product functional properties, choosing materials, specifying operation properties and eco-impact, and providing the construction files for maintenance and dismissal. The latter needs comply the technical and legal regulations, to be allowed to enjoy the purchased items. The industrial revolution has highly widened the manufacture market, by increased process productivity, but has, as well, speeded up the resource decay and the environment downgrading, so that the growth becomes critical. We are, apparently, approaching a bottleneck, and voluntary provisions and mandatory restrictions shall urgently apply, to alleviate or slowing down the world decay. The EU has set ambitious goals and sketched severe policies, based on the manufacturer’s responsibility, considering three phases:
- within the production process: suitable antipollution regulations are issued at manufacturing, and design is promoted by series of advices and warnings (e.g., Eco-design of End-use Equipment, EEE-directive);
- along the supply chain: the eco-consistency figures, included in the construction file, need be followed, for conformance-to-use, and the service engineering comes out as valuable opportunity;
- at the product dismissal: mainly durables (in future, consumables) fall within suppliers responsibility, under the free-take-back scheme, aiming at reverse logistic flow for resource recovery and for dump avoidance.
Recovery is fostered as antidote, with inherent task of educating consumers, to conservative behaviours; thus, mass-produced goods are chosen, such as end-of-life vehicles, ELV, or waste electrical and electronic equipment, WEEE, burdening the replacement market, with high environmental impact. Eco-consistency is ruled through producers responsibility, by enforceable targets regulations. The ELV case provides explanatory hints to this trend. The 2000/53/EC Directive, enacted the 18.09.2000 (with Member States acknowledgement before April 2002), defines the rules to be followed by
national acts for vehicles dismissal, and by carmakers for producing/selling cars respectful of legal requests. The Commission integrated the rules by notes, e.g., the 2003/138/EC, to explain standards for materials and parts. Basic aspects are summarised in Fig.1. The EU is concerned by *end targets*, not about *how* they are fixed. A Guidance Document collects harmonisation hints, to avoid misinterpretation.

- collecting systems for exhausted vehicles and parts need to be established at authorised sites, for preliminary treatments, to grant safety and security fitting out, by removing potentially dangerous components;
- withdrawal needs to be performed without charge on the final owners (prescription to be fully enabled from 01.01.2007), but recovery visible-fees are included, as attribute of the product-service delivery;
- manufacturers (and dealers) shall bear technical responsibility for the artefact lifecycle, dismissal included, being liable of environment impact and resource consumption, according to the design choices;
- users co-responsibility is sanctioned, for voluntary non-conservative behaviours, when critical pieces are damaged, removed or modified, altering the original setting of the supply;
- dismantling and recovery incumbents ought to be acknowledged, with assessment of reused parts, recycled materials, thermo-exploitation and residuals dumping, to be notified to the European Commission.

Fig 1. Basic aspects of the EU Directives for ELV recovery.

The WEEE case, in force by mid 2005, is slightly different, to tackle with non-registered goods. Dealers assure items withdrawal; sets of recover and recycle targets apply, depending on appliances size or lighting rigs; a visible eco-fee can be collected when a new device is sold.

Once the changes of the EU environmental policy are on full effect, the manufacturers responsibility will lead to deeply different entrepreneurship organisations, due to knowledge-driven patterns and linked to computer-based instrumental aids. Hereafter, the PMARRLev code, for reverse logistics simulation, is recalled and example results on the operation potentials of ELV case are discussed, to provide introductory explanations.

**THE SIMULATION ENVIRONMENT.**

The *reverse logistics* is the process to design, plan and control the recovery and reuse of worn-out products, to preserve natural resources and protect the eco-system. The considered simulation aids develop, exploiting occurrence-driven architectures, to provide real-time, description of the backward flows, by duplicating the effects of every forcing (and disturbing) inputs, as they take place in the reality. At the same time, alternatives of physical resources and/or logical plans are modelled, making un-expensive virtual tests, without actually building pilot plants. The basic options offered by this kind of simulation aids are well known, and we do not enter into details.

The PMARRLev code has the featuring property to be based on standard packages, [Fig. 2]:

- **WITNESS** tool, version *logistics*, for the collection-dispatching modules, and version *manufacture*, for the dismantling-shredding-sorting modules, with virtual reality aids, leading to self-sufficient and friendly modelling.

- **MS ACCESS** software, standard relational database, released as MS office suite.

- **VISUAL BASIC.NET**, based on the .NET-platform, powerful and flexible, but reasonably friendly also for web applications, assuring management aids to create and to run interfaces with other languages, procedures and databases; to define interactions of blocks; to start/stop concurrent processes; to enable web applications; to establish masks and graphic displays.

- **CRYSTAL REPORT XL**, as standard to reporting. This environment aims at a few scopes, such as:

  - creation of digital mock-ups of actual physical resources involved in reverse logistics duties;
  - provision of personalised access to web-clients, interested to investigate special opportunities;
  - build-up of qualified knowledge, by systematic ranking set of architectures and schedules.

![Fig 2. Block schema of the PMARRLev code.](image-url)

The involved physical resources distinguish different operation areas: transport and dispatching, dismantling and recovering, and shredding and sorting, with local buffets and materials handling rigs. An open network architecture is very important feature, due to the multixlicity of involved stakeholders: carmakers, end-users, service providers, certification bodies, etc., with quite different operation styles and interests. The knowledge build-up, thereafter, bears multiple fruits, directly, to acknowledge the behavioural properties of the piece or process under investigation, and indirectly, to re-engineer the whole supply chain.

The existing ICT aids make possible net concerns, with varying topology lay-outs and formal recall to *virtuality*, meaning by that each partner (a activity-node in the net, enabled when the role has to be played) is allowed full visibility, through twin-layer interfacing, of every pertinent details, as given by the enacted compulsory environmental rules. The resulting
virtual organisation does not correspond to a single industrial company: on the forward and backward chains there are lots of competencies requirements and duties fulfilments, with, possibly, contrasting interests that need be balanced, with transparent acknowledgement of obligations, achievements and profits. The simulation needs duplicate peculiarities and facets of the net concerns, with twofold issues:

- to help figure-out effective virtual organisations, when central, regional or local agencies look after operation legal frames guaranteeing the mandatory targets of the EU directives;
- to provide powerful decision-support to develop innovative extended enterprises, ensuring lifelong extended artefacts delivery, with full on-duty and withdrawal eco-servicing.

The PMARLev environment incorporates both features, including the relevant attribute of virtuality, in the above mentioned way of interfacing nodes, through the twin-layer diaphragm, separating the stakeholders, by competency and responsibility.

EXAMPLE KNOWLEDGE FEATURES.

The PMARLev code, as said, aims at assessing the ELV treatments, leading to a set of modules to grant:

- the take-back and gathering of end-of-life vehicles, for dismissal incumbents;
- the ELV dismantling, with law-consistent separation of reuse-parts and recycle-materials;
- the material recycling processes, after shredding and sorting, and safe landfill dumping;
- the backward-to-forward chain data-flow to enhance the conditioning economical instruments.

The development of these modules is on-progress, [1], in keeping with the EU enacted mandatory targets:

- from 01.01.2006: 90% by weigh of the vehicle ought to be recovered or recycled, and only 10% can be dumped (suitably neutralised) to landfill; in any case, materials recycling should be as high as 85%, since only 5% can be used as auxiliary fuel;
- from 01.01.2015: the figures are modified, allowing 10% for fuel use, but only 5% to landfills (aiming at the recovery figure of 95% by weigh).

The enforced figures could be object of revision. Today the ELV metallic content is consistent with the 85% recycling target, since, generally over than 15 years old car are withdrawn; the plastics content of recent cars is quite higher, and this target will become difficult. Moreover, the landfill limitation (10% today, and 5% from 2015) is quite restrictive, being mainly driven by anti-pollution summons, with no concern on economic return and energy consumption.

Knowledge flow transparency is fairness prerequisite. At the moment, the backward streams bear quite loose operation styles: ELV are fetched at random times and scattered locations and dropped to off-hand wrecking shops; disassembly and reuse duties are often done by extempore operators, as case arises; only, shredding and sorting tasks have resort to mechanised plants, but through human-intensive attendance. The economical end ecological efficiencies of the whole are, both, very low, with no interest of the car-makers to bring forth enhanced resource recovery, as this might pull down the sale of new items. The producers responsibility will foster more conservative behaviours, on condition to reach transparent economic instruments management, so that drawbacks and benefits are distributed with objective fairness. The PMARLev code is especially conceived to carry out analyses on the backward chain, acknowledging the critical steps, so that full visibility of the fulfilled processes is quantitatively achieved. The enabling role of the ICT ought to be emphasised, as it assures technology up-grading and systemic innovation for a class of policies based on:

- the resort to manufacturers’ responsibility, linked with economic instruments drivers;
- the involvement of stakeholders, with dissimilar technological profile and capability, uneven market position and power, and different economic interest towards sustainability;
- the planning of the mandatory targets achievement, by business paradigm shifts, where the extended artefacts (or products-services) and the extended enterprises or net-concerns play critical role.

These three policies apply when the recovery-reuse-recycle targets lead to fixed figures, and compulsory regulations are enacted, with sanctions and fines to infringers.

The knowledge build-up by simulation is powerful way to assess drawbacks and benefits, and their sharing by the involved stakeholders. Actually, the waste items
(cars, domestic appliances, etc.) quickly reach negative value, in face of sound recovery (reuse/recycle) targets, due to dismantling and dumping costs higher than the sale prices of reused parts and recycled materials. Any pace-wise up-grading, based on voluntary agreements between private partners, is unable to economically achieve the EU mandatory targets with return on investment, thus inter-dependent value-chains shall be pursued. The induced off-springs shall address:

- the creation of networks of transporters, collectors, dismantlers, shredders, sorters, etc., with the related links, upwards, to manufacturers and dealers, and downwards, to re-users, recyclers and materials;
- the establishment of networks of certified bodies, registered by the national authorities and notified to the EU, to accomplish overseeing duties, to record achievements, to draw eco-fees, and, whether the case arises, to inflict the punishments;
- the deployment of product-service deliveries, with high recovery figures (no dangerous substances or parts, good dismantling properties, modular reused sub-items, etc.), supported by extended enterprises, with lifecycle responsibility.

Separately, the induced off-springs do not have the potential to reach economical profit and eco-sound targets. Important up-grading might exploit special adjustments (e.g., cascade recycling, say, the resort to secondary materials to increase the tangibles yield per unit service, etc.), but only the integration of the options leads to method innovation, say, the industrial setting based on knowledge-driven entrepreneurship.

As example application, the PMARRLev environment is used as reference tool for the local authorities of Genova, to establish an effective withdrawal policy for dropped out end-of-life vehicles. The reclamation tasks are let out to a set of wreckers, required to fetch and bring the left-out vehicles to given store-shops in the town near outskirts. The problem [Fig. 3-4] deals with:

- the map covered by the withdrawal service;
- the travelled road lay-out, with traffic-periods weigh;
- the duty-service of the wreckers;
- the capacity of the (two) store-shops.

Fig 5. PMARRLev environment structured input.

The analysis should consider several competing layouts, changing the wreckers allocation, the duty-cycles, the job priorities, etc.; then typical performance charts are generated, providing synthetic indices [Fig. 5-6] to show the wreckers utilisation ratio, the average figures of the considered tasks, with specification of the total amount of removed vehicles and nominal properties of each service. The case example is direct outcome of the burdensomeness of de-registration incumbents, so that the owners of old crocks take advantage by dropping off their ELV, to by-pass the bureaucracy. Then, local boroughs need face reclamation duties, with the further constraints to satisfy the enacted eco-rules.

The economic instruments, underlying the environment policy, attract increasing research attention. Industrial innovation is main answer; still, how specific measures affect the changes only address “induced off-springs” and “evolutionary up-grading”. Many projects consider technological and organisational issues linked to given areas (automotive, electrical/electronic equipment, etc.) once regulations are enacted, and the enterprises’ strategies follow the black-box approach, recognising the input-output flows and experiencing sample on-the- path adjustments. This is, typically, the way to exploit flexibility and leanness by pace-wise betterments, leaving aside method innovations, which only lead to competitive divide in business paradigms. To move a step onward, the black-box research projects ought to operate an integrated approach, joining technical and legal drivers, into balanced promotions, with properly wide-ranging actions. These paths shall encompass:

- process innovation: resource-recovery path, with higher value in part-reuse and material-recycling; thermo-enhancement path, by energy recovery from waste; full-substitution path, by modified material choice and items design for high recovering; etc.;
- method innovation: extended artefact path, through commodities and utilities joint delivery; extended enterprise path, through efficient supporting nets; information value-added path, to replace materials by intangible equivalent-functions; etc..

Fig 6. PMARRLev environment example output.

The PMARRLev environment helps providing visibility on the conditioning knowledge features, addressing noteworthy aspects. Example issues are:

- for process innovation: the logistics costs (handling anc transport of very poor items) as compared with recovery (reuse, recycle) processing; this knowledge helps to localise the dismantling sites and to establish treatment chains, selectively addressing given goods (WEEE, ELV, etc.), either mixing material refuses, for scale economy;
- for method innovation: the value chain of service engineering supply, covering, out of the mandatory take-back, the whole eco-consistent operation life, to exploit synergetic value-added options; this knowledge
will help organising the materials and information flows, setting transparency requisites, in view of balancing return on investment and (law-driven) fair-trade constraints (and costs).

The eco-innovation follows alternative/complementary paths with interrelated links, exploring technical and legislation drivers to achieve demanding targets and economical profit, with visible outcomes within the different EU partners, as shown by the noteworthy aspects. Other examples can be mentioned, and the ability of progressing through modelling and simulation is winning opportunity to get over the simple black-box approach, and to aim at method innovation.

CONCLUDING COMMENTS.

Eco-conservativeness is imperative demand, if quality of life continuation is dealt with. This results in series of accomplishments, with, mainly, two purposes:

- to expand intangible additions in the value chain, exploiting ICT means for wealth creation;
- to lower tangibles consumption, lowering dumping and pollution, by mandatory recovery targets.

The EU environmental policy addresses both purposes, but the overall transparency of actual results does not assure clear understanding of worsening or betterment and acknowledgement of planned evolutionary upgrading or induced off-springs. The present paper discusses the role played by the ICT aids, in general, to support the conditioning information flow and, in particular (by the MARReLev code), to help assessing reverse logistics profitability achievements, once the EU compulsory ecological constraints are faced by the enacted economic instruments.

The discussion should conveniently link compulsory targets (producers/suppliers have the bylaw obligation to assure free-take-back of dismissed goods), with voluntary agreements (extended enterprises can expand their business by the contract engagement to support fit-for-purpose operation on the extended-artefacts life span). The incumbents are linked with series of eco-checks, yielding to the third-party certification of the environmental impact, pollutants remediation, resource consumption, etc., by process transparency and results recording, to provide the acknowledged assessment of actually used natural resources. Such facts are dramatic opportunity of the knowledge entrepreneurship, which will develop, once people become aware of the enacted regulations (for ELV, WEEE, etc.) and of the existing prospects (e.g., in product-service delivery). Now, immediacy or delay in enterprises birth depends on local politico-legal or socio-economical bents, as, on the scientific and technological side, the ICT, already, provides successful enabling supports, both, as off-process and as on-process instruments; the latter being typically related to the novel extensions in service engineering and ambient intelligence, for on-duty monitoring and lifecycle data vaulting.

To draw conclusions from discussing the topics in sustainable engineering management, the compulsory targets are recognised to establish characterising facts, driven by economic instruments:

- the producers responsibility principle, as it surfaces from the EU directives, with regards of the dismissal/dismantling/recovery requirements;
- the law frame, given by the recover (reuse/recycle) compulsory targets, as economic incentive for the process effectiveness with return on investment;
- the example regulation enacted for ELV and WEEE, by free-take-back, grounded on recycling visible-fees and design-for-dismantling/recuperating rules;
- the operation set-ups, leading to enhanced usability and reverse logistics achievements, for environment protection and eco-sustainability.
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ABSTRACT
Concurrent engineering is a business strategy which replaces the traditional product development process with one in which tasks are done in parallel. Traditionally this has been a methodology applied more to the later stages of a project rather than the early ‘fuzzy-front-end’ stages. This paper introduces ‘Rapid Prototype as Design’ as an effective methodology, in conjunction with concurrent engineering, to help produce effective results from the very early conceptual stages of the project. This paper presents a case study on the GlucoFridge, a pocket-sized, battery powered, insulin refrigerator which was a technologically complex project involving a variety of technologies. The product was developed in three months through the tight integrated use of concurrent engineering and virtual and physical rapid prototyping technologies that allowed for an extremely fast reiterative design approach and a short development time.

INTRODUCTION
Most New Product Development projects (NPD) require the production of physical artefacts that demonstrate the working principals of the product. These projects often involve the development of a one-of-a-kind piece of equipment or machinery and often involve multiple areas of technology, such as electronics, mechanical, software, manufacturing and so on. They are, of course, also characterized by having to produce results within relatively tight time-frames, as dictated by company or market requirements. Concurrent engineering is generally well suited to rapid product development as its parallel processes naturally tighten the product development cycle (Huang, 1999). The traditional Prototype as Design technique, as used by the NASA’s Ames Research Center, proves very useful in creating unique, one-of-a-kind research hardware for small, high-risk projects (Munenburg, 2004). It is therefore a useful technique in NPD projects as it often helps them to produce better results faster.

With the relatively recent advent of newer and faster rapid prototyping technologies, both virtual and physical, a higher rate of design iteration can now achieved, which often results in a better project outcome. The incorporation of these technologies into the design process can be seen as a Rapid-prototype as Design process (Diegel et al, 2005). The combination of concurrent engineering methods and ‘rapid-prototyping as design’ makes for a form of ‘total engineering’ that can allow better and faster development of new products.

PROTOTYPE AS DESIGN
When managing the design of unique and complex products, one must ask the question as to whether traditional project management is up to the task. According to Frame (Frame, 2002), “…traditional project management is broken.” as it has failed to adapt to meet changing times and technologies. Whitney (Whitney, 1989) notes that: “In many large companies, design has become a bureaucratic tangle, a process confounded by fragmentation, overspecialization, power struggles, and delays.” Traditional project management tends to focus on the following areas: Cost, Time, and Quality (which is usually defined by the technical requirements of a project). With global commerce supported by technology and communication made possible by the internet, time is now 24/7 and cost and technical challenges are addressed on a global basis using team members in different countries, with different cultures and time zones, languages, and methods. In this changing world, New Product Development time is rapidly becoming the most critical factor to project success. High-tech products that come to market six months late but on budget will earn 33% less profit over 5 years. In contrast, coming out on time and 50% over budget cuts profit by only 4% (McKinsey and company, 1989). If companies develop products on budget, but in shorter times, they develop a commercial advantage and increased flexibility.

Design by Prototype is a technique in use by such organizations as the National Aeronautics and Space Administration’s Ames Research Center (Munenburg, 2004). It shows significant success in simplifying and speeding up the development of unique research hardware with large cost savings. Design by Prototype is a means of using the old artisan’s technique of prototyping as a modern design tool. Prototyping is probably the oldest product development technique in the world and has been used by artisans for centuries. These artisans created prototypes of their ideas, to ensure that they worked, before making the primary artefact they were planning. Traditional Design by Prototype is useless in creating hardware for one-of-a-kind projects by eliminating much of the formal engineering design process. It is often impossible to precisely specify requirements at the fuzzy front end of a project. Even when possible, it may be undesirable to do so (Frame, 2002). This often makes Design by Prototype critical to projects. Design by Prototype is a highly interactive, integrated process that allows multiple iterations of complex aspects of a desired R&D product to be quickly evaluated and adapted into a properly functioning whole (Munenburg, 2004). This ‘whole’ almost always meets the users’ needs, as they actively participate in the design as it evolves during development. It gets their buy-in with each further improved iteration of the prototype. The need for using this new/old process in new product development companies is largely due to the proliferation of
highly functional and easy to use computer aided design (CAD) design tools to highly skilled and versatile engineers. One of the problems with CAD is that it does not always reflect reality accurately. In a review of 72 development projects in the computer industry (Eisenhardt and Tabrizi, 1995) it was found that the common perception that Computer Aided Design greatly enhanced product development time, was often not the reality. Further anecdotal experience also shows that the extensive use of computer design tools can result in both excessive time expended in design, and a lack of imbedded reality in the final product. A design may look pretty on the computer screen, but will it meet the users’ needs and can it be efficiently made as designed? Often many design changes occur during the manufacture of these pretty designs that increase both schedule and cost to the project without a commensurate increase in product usability or quality. Beautiful three-dimensional computer models and detailed CAD drawings can result in difficult to manufacture hardware that requires expensive fabrication processes that add cost and/or increase schedule. Prior to computers, designers who often were not engineers, converted engineering sketches into finished drawings for manufacture. While doing so, much design detail was added to not only meet manufacturing’s needs, but also to ensure the end user’s satisfaction. Computers have gradually eliminated the designer’s role, leaving a gap that engineers are often not trained to fill: making the design manufacturable and optimizing its desired usefulness. For many high technology products, much design time can be saved and expensive rework eliminated during fabrication by using design as prototype. Barkan & Insanti (Barkan and Insanti, 1992) advocate prototyping as a core development process for a way out of this dilemma. Mulenburg (2004) sees this is a major contributing factor in the 70–80% of projects that never make it through complete development, or fail in the marketplace because of compromises made during development that reduce content to save cost and schedule. Mulenburg sees one of the major contributors to problems during the traditional linear design process as being an attempt to make every part as effective as possible (Mulenburg, 2004). Trained in design, many engineers try to optimize every portion of a product in trying to create an optimized whole, which is exactly the opposite of what is required for both speed and parsimony in design. The result is sub-optimization adding both time and cost to the design process without optimizing the final product. An old Zen proverb captures this problem in a few effective words; Perfection comes not when there is nothing more to add, but when there is nothing more to subtract. The desired product must, of course, meet the basic needs of the intended user, and these needs must be agreed upon and defined as early and as clearly into the project as possible. Reality is that things are often optimized simply because they can be; not because they need to be. As an example, when only a few units of a product will be built, is anything achieved by a lengthy comparison of which fasteners to use in order to optimize the highest quality with the lowest cost when only a minimum order quantity will be purchased anyway? If the functional requirements can be adequately met by an early choice, it is much more important to make the selection and move on to more complex aspects of the design that may need extra time to ensure they meet the desired needs. In new product development, time truly is money.

RAPID PROTOTYPE AS DESIGN

The recent advent of the latest rapid prototyping, computer aided design (CAD), computer aided engineering (CAE) and computer aided manufacturing (CAM) technologies has added a new twist to the traditional prototype as design process. It is now transforming from a ‘prototype as design’ process into a ‘Rapid Prototype as Design’ process. This new generation of tools now allows engineers to, for example, relatively easily perform complex finite element analysis (FEA) calculations on their products, to test for any thermal or structural problems, and even to simulate how plastic may flow through an injection molding tool during manufacturing. Physical prototypes play a great role in product development as they are a means of demonstrating scale and realism in a way that paper drawings, and even computer 3D models, cannot. The translation from two dimensional to three dimensional representations is a key stage in product development (Vervis, 1994). The progression of prototypes can be seen as going from two dimensional to three dimensional on-screen, to three dimensional physical models. Only a three dimensional physical model can effectively achieve the real suitability of a physical product (Brook et al, 2000). There are invariably large differences in perception between a user seeing a traditional CAD model only and then seeing a real physical working model. The additional tactile, haptic and true three dimensional perception produce two completely different responses in the user (Emori, 1977). The overall design process now looks somewhat as follows: Initial conceptual sketches are still often done in 2D, both on paper and on the computer. More advanced conceptual design and engineering design models are then produced using 3D CAD software. This produces a virtual model that can be rotated, zoomed in on, measured and manipulated on-screen. From this 3D computer model, a physical rapid prototype can be produced. Traditionally, the only way to produce a real, physical model was to either use a subtractive technology (such as CNC (Computer Numerically Controlled) machining or to produce expensive tooling into which the part could be injection molded. Both these methods were both time consuming and expensive. The latest generation of rapid prototyping technologies, such as stereolithography (SLA), Selective Laser Sintering (SLS) and Fusion Deposition Modelling (FDM) now allow physical prototypes to be produced within hours rather than days (Krar and Gill, 2003). The rapid prototyping process begins by taking a 3D computer generated file and slicing it up into thin slices (generally ranging from 0.1mm to 0.25mm per slice depending on the technology and machine used). The rapid prototyping machine then builds the model one slice at a time, with each subsequent slice being built directly on the previous one. The technologies differ mainly in terms of the materials they use to build the part, and the process used for creating each slice of the model (Chua and Leong, 2003). SLA uses a photosensitive epoxy resin cured by a UV laser. The laser traces each slice of the model in a scanning pattern, which cures the resin down to the desired slice thickness as it passes over it. As each slice is finished, the build platform is dropped one step into the vat of resin and another layer of resin is applied on top of the previous one so it can be traced for the next slice. This continues until the model is complete after which it is removed, cleaned up, and fully cured in a UV oven as a secondary operation.
SLS uses a similar process but uses a nylon based powder as a build material (though many other materials are now also available) and melts (sinters) it with a laser. In this case, a thin layer of powder is spread onto the build platform, and the laser traces the slice, bonding the plastic powder together. The slice is then lowered one step and another layer of powder is spread for the next slice. Each slice bonds to the previous slice.

FDM works by extruding a thin ribbon of plastic as the nozzle of the machine traces each slice. It is, in effect, not dissimilar to an inkjet printer but prints in plastic instead of ink.

There are many other technologies that use slightly different materials and process to the above. Most, however, work on the principle of building the model one slice at a time.

The rapid prototyping system used in the case study described in this paper was a Dimension BST 3D Printer, manufactured by Stratasys. The Dimension printer costs US$24,000 which is a relatively low cost in comparison to the more expensive SLA and SLS systems available. This system uses a FDM based system that extrudes a thin ribbon of ABS plastic to trace each slice. It allows for a slice thickness of 0.25mm per layer.

![Diagram of FDM Process](image)

**Figure 1: The FDM Process Used by the Dimension Printer**

The parts produced are strong plastic components that are well suited to functional testing and can easily be sanded and painted to reproduce the aesthetics of the production product thus also making them useful for consumer testing.

The software included with the Dimension printer takes care of the model slicing automatically. All the user has to do is decide on the orientation in which the model is to be built, either to maximize strength, or to give it the best surface finish.

Some of the above rapid prototyping processes, which were previously only able to make plastic-like parts, are now becoming able to produce metal parts (Wohlers, 1999). Not only is the choice of materials and processes increasing, but the last few years have seen a significant reduction in the cost of these technologies. Systems are now also available for not only simulating the behavior and performance of electronic circuits, but also for rapid prototyping circuit boards.

These technologies mean that it is now possible to construct highly advanced virtual prototypes, and then working physical prototypes almost as fast as they are designed, thus allowing more iterations of a design within a shorter timeframe. This, in turn, potentially allows for products that are even better suited to their intended users in even shorter times (Krar and Gill, 2003).

**CASE STUDY – THE GLUCOFRIDGE**

The following case study, undertaken by product development staff and students at Massey University, in Auckland, New Zealand, demonstrates how using these virtual and physical rapid prototyping technologies can help in bringing a new product to market faster.

**The Problem Statement**

The latest WHO estimate for the number of people with diabetes, worldwide, in 2000 is 177 million. This will increase to at least 300 million by 2025. It has long been known that the number of deaths related to diabetes is considerably underestimated. A plausible figure is likely to be around 4 million deaths per year related to the presence of the disorder. Overall, direct health care costs of diabetes range from 2.5% to 15% annual health care budgets, depending on local diabetes prevalence and the sophistication of the treatment available (WHO, 1985).

When travelling, diabetics currently have to keep their insulin cool by putting it in a hotel refrigerator (if there is one available) and by carrying cooling devices such as ice packs when they travel away from their hotel. Insulin should be kept at temperatures below 25°C. Many countries have temperatures ranging from 20°C to 40°C, which rapidly spoils insulin. The American Diabetes Association recommends that insulin be stored in a refrigerator (American Diabetes Association, 2005). Many hotels also do not have room refrigerators. These factors make it troublesome for diabetics to travel as they have a constant worry about whether their insulin is safe.

There are currently 3 commonly available cooling methods for insulin dependent patients as well as a number of derivative solutions. They are as following:

1) Ice packs: This still seems to be the most commonly used means of refrigeration. Ice packs are frozen and put in a cooler box in which the insulin is transported for short trips. Cons: This is very bad for the insulin as it often comes in direct contact with the ice. Chilled insulin vials should be inspected for crystals and particulates before use. Freezing may cause crystallization, resulting in variable potency.

2) MEDice Ice Packs: These are refreezable ice packs filled with a non-toxic gel that last 30% longer than ice cubes. Travel Organizers with MEDice have a compartment in which the MEDice Ice Packs are inserted so that there is no direct contact with the insulin.

Cons: Must be frozen for 46 hours before use. Does not last more than a few hours. Gel packs often leak with change of atmospheric pressure.

3) FRO Wallets: This device came on the market in 1999 and it is designed to keep insulin cool and safe for 48 hours. The main advantages are that there are no bulky ice packs, you do not have to worry about finding a freezer to get supplies of ice and the wallet is light to carry.

It is activated by immersing it in cold water for 15 minutes. The panels of the wallet contain crystals that expand into gel with immersion in water. The wallet remains at a cool temperature for 48 hours. The system relies on the evaporation process for cooling.

Cons: The inner bag stays very damp despite drying it with a towel as recommended and so the labels on the insulin vials start to disintegrate. Even though the unit is damp, the instructions say that the cooler pouch should not be put in a plastic bag because it does not work so well. This makes it inconvenient to keep with other items that may be damaged by the dampness.
The GlucoFridge Portable Insulin refrigerator

The GlucoFridge is a portable, battery powered, pocket sized refrigerator. This “worlds smallest” refrigerator is designed for carrying insulin (or other medication), which needs to be kept at a constant and cool temperature. The applications for this technology are numerous, from transporting insulin, blood and sperm samples to anti-venom vaccines. It consists of a refrigeration unit that has drawers made for different size injection devices or medical samples. The unit comes equipped as standard with drawers for the most popular insulin injection devices. The refrigerator is powered by rechargeable Lithium ion batteries and is of a size that allows it to fit in a jacket pocket. As its cooling technology it uses a Peltier device (heat pump). The novelty of this product lies in its portability, its uniquely small and compact size, and in its application of Peltier device technology. There is currently no other such product available.

The GlucoFridge is designed to be plugged into mains power at night, thus cooling the insulin and simultaneously charging the battery. Away from the hotel, it is powered by the batteries. As batteries it uses two lithium ion rechargeable batteries giving it a life 12 to 24 hours depending on how many times it is opened during the day.

Although many people enjoy travelling, patients with diabetes often fear or avoid it. This product gives diabetics both freedom of mind and freedom of movement when travelling.

The GlucoFridge Design Process

The GlucoFridge went through three major, and several minor, design reiterations, the first two of which identified the major technical problems to overcome, before arriving at the final production design. A form of concurrent engineering was used in which both the virtual and the physical prototyping for each functional area of the GlucoFridge, and the testing of each prototyped subsystem, was carried out in parallel. Almost all the sub-systems of the project were designed and virtually prototypes and several of them went through a few iterations of physical prototyping to ensure they worked the way they were supposed to. An implication of this highly parallel process was that a high level of control and good communication flow was required between the team members working on the various parts of the project. This was achieved through almost daily meetings, though not on a formal basis, and the use of a central database that graphically listed all the problems faced as well as possible solutions for the various problems.

The design process began with the inventor identifying the need for the product, and researching the market to the extent that a medical device manufacturing company was willing to take on the project, both from a manufacturing and distribution point of view, upon receiving a working prototype. From here, the following design process was used:

![Diagram of design process](image)

**Figure 3: GlucoFridge Design Process**

The first two weeks of the project were spent producing a conceptual CAD design of how the product might work from an engineering perspective. The software used for this was Solidworks, which has a relatively short learning curve and quickly allows the production of complex engineering models to simulate both the aesthetics and engineering functions of their projects. Initial concepts were designed within a time span of 4 to 5 days, which were then perfected and cetailed over the following week as problems with the designs were identified.

At the same time, a large range of Peltier devices (thermoelectric coolers) was ordered so that a series of tests could be undertaken to test the ideas that were to be at the core of the product. Peltier devices are semiconductor devices that, when current is passed though them, get hot on one side and cold on the other. These devices are commonly used on small camping refrigerators, for example. Though it may not always be considered a true use of technology, the Internet should not be ignored as a tool to speed up the product development process. It is a rich source of technical information and an extremely effective way of rapidly sourcing components. Most electronic components, for example, can often be sourced within a few days, and the extra cost this may involve is usually insignificant when compared to the benefits of the time saved. During the first 2 weeks of the project, the Internet was used extensively, both to order a wide range of Peltier devices from several manufacturers, and to obtain much information about thermoelectric cooler theory.

From the initial CAD design, a thermal finite element analysis (FEA) was performed to calculate the size of the cold plate that would be required to keep two vials and the insulin compartment of two NovoPen III (a commonly used insulin injection device) at a temperature of approximately 10°C. The initial calculations were first done on paper to select the most likely Peltier candidates, and these selections were then run through a computer simulation. The FEA was done using the CosmosWorks add-in to Solidworks, which allows both stress and temperature analysis of systems. CosmosWorks is setup such that designers can very easily use the stress and deformation analysis sections of the software. The thermal analysis section of the software did however require some more extensive knowledge in
thermodynamics in order to better understand all the variables the software was asking for. In addition, FlowWorks was also used to simulate how the air was likely to flow through the system and allowed the creation of extra turbulence around the heat-sink area to help cool the system.

The initial design was based on using a Sony Handycam style 7.6V 3800mAh rechargeable battery running a 7.8V, 5.5W Peltier device sandwiched between a large hot plate heat-sink and a cylindrical cold plate extrusion.

From within the CAD software, tool-paths for all the aluminium components were generated within a very short time, and the aluminium components were then rapidly produced on a CNC milling center. This effectively demonstrated the tight integration now available between CAD and CAM systems. The CAM system used for this particular project was SolidCAM which is a system that is tightly integrated into Solidworks.

A rapid prototype of all the plastic components was printed on a Dimension 3D printer which produced ABS plastic parts of the design which was assembled and tested. The time taken for the first set of parts was 54 hours.

A simple version of the temperature control circuit was prototyped on Vero-board to allow for testing, while at the same time the more complex real temperature control circuit was still being designed.

![Image of the device](image)

**Figure 4: First Iteration of GlucoFridge Design**

The initial tests revealed an almost immediate problem in reaching the target temperature. Though it had initially been hoped that it would be possible to reach the target temperature without the use of a fan, it was almost immediately found that, even with a large and efficient heatsink for the hot side of the Peltier device, the system was not quite efficient enough to dissipate enough heat for the temperature differential created by the Peltier to allow the desired refrigerator temperature to be reached.

The design was immediately modified to allow for the use of a 40mm x 40mm x 6mm fan, and a new plastic top cover component was printed and the unit was once again tested. In this second batch of tests on this minor revision of the first design, the cold plate easily reached the desired temperature, but a second major problem soon became apparent: The design included an electronic temperature control circuit which, when the cold plate reached the lower end of the target temperature range of 5°C, would cause the power to the Peltier to be switched off. When the temperature, after gradually increasing, then reached the upper end of the temperature range of 15°C, the Peltier would switch back on. The intention of this feature was to extend the battery life by making do as little work as possible.

What became almost immediately apparent was that, once the power to the Peltier was switched off, it only took minutes for the cold plate to climb back up to the upper end of the temperature range. Even with the polystyrene insulation that was used to insulate the system from the outside ambient temperature, the temperature still climbed too rapidly, which meant that the battery had to switch on more often in order to keep the temperature in the desired range. This meant that the refrigerator only had a battery life of approximately six hours, which was much less than the minimum requirement of 12 hours of battery life.

A solution was soon found to this problem: To build the entire cooling assembly into the inside of a vacuum flask type cooling container. The vacuum would act as an effective insulation that would ensure that, once the cold plate reached the low end of the temperature range, the Peltier would switch off, and the cold plate would then, because of the effective insulation, take a long time to warm back to the upper end of the temperature range.

![Graph showing temperature control](image)

**Figure 5: Desired Effect of Temperature Control Circuit**

This major change forced a complete redesign, as the vacuum flask meant that the battery could no longer be on the rear of the unit. This, in turn, meant that the size and shape of the HandyCam type battery made it less than ideal for the product, so a new battery needed to be found. Some internet research and fast tests were carried out with a variety of batteries, and it was found that four 2500mAh, 1.2V AA size batteries, in combination with a 3.75V 5.5W Peltier device could achieve the desired temperature levels. This appeared to be an ideal solution as the AA batteries were substantially smaller and would allow for a smaller product. New CAD models were generated to see if the AA batteries could be configured in such a way as to fit within the vacuum flask together with the insulin vials and pens. This proved possible by completely changing the configuration of the hot plate, Peltier, and cold plate, and by changing to a pair of 25mm fans. Another prototype was made of the plastic and aluminium components. The lead-time to get a sample of the vacuum flask made was about 3 weeks, so test were initially carried out with an off-the-shelf vacuum flask of the same volume as that in the design.

This second prototype proved to work, and was taken to potential users for comment. From these focus groups a few minor and a potentially major problem were identified. One of the minor problems was one of battery status and temperature status indication, which was easily solved through the use of multiple coloured LED indicators. Other minor problems identified included the need for the addition of a physical on/off switch so that the unit could be physically switched off when not in use, and the effectiveness of the locking clip that locked the medication
tray into the vacuum container and provided a tight seal between the two.

The potentially major problem was to do with the batteries. Almost all the users immediately asked about the possibility of putting in regular, non-chargeable AA batteries. Though this was, in theory possible, the batteries had to be good quality, high mAh rated batteries capable of providing a high continuous current output (such as the Energizer Titanium e2 batteries, for example). This was perceived as a major problem by the users because of the perceived high chance of them using the product with unsuitable AA batteries. If the wrong type of batteries were used, they would not only tend to get very warm, thus cancelling the effect of the cooling, but also ran the risk of being damaged and leaking inside the product. It was therefore indicated by the users that it would be better if the batteries were not changeable by the user, and they even indicated a preference not to use standard AA batteries in order to eliminate the risk of the wrong type being used. The potential for condensation forming around the battery compartment was also identified as a worry by the users. It was therefore decided that it would be preferable to have the batteries outside of the vacuum flask.

From this user feedback, the third major design iteration was entered into, and a new type of batteries was selected. The new batteries were to be two 3.7V, 2200 mAh lithium ion batteries in parallel. These batteries, at 18.3mm diameter and 65.2mm in length, would not be easy to fit inside the vacuum flask unless it was made too big to fit in a pocket. The new design iteration therefore changed to a removable battery pack on the outside of the vacuum flask, which at the same time alleviated any risk of any heat produced by the batteries affecting the temperature of the insulin or creating condensation. The larger batteries also meant a small increase in the height of the product to allow for the batteries, but this in turn allowed for the use of a larger, and more effective, 35mm fan which in turn made the system more efficient.

From this final rapid prototype, a few minor changes were made, such as moving the power adaptor connector to the back of the unit in order to make assembly easier, and the addition of extra air-vents to the front of the medication tray in order to make the warm air exhaust off the hot plate more effective. At this stage, less than three months after the start of the project, it was deemed that the product was at a level where it would both meet customer expectations and be manufacturable at a cost acceptable to the manufacturing company. The entire project, including all CAD files and data, as well as the physical working prototypes was then handed over to the medical product company for manufacturing and production.

Discussion on the Design Process

The hands-on experience with Rapid Prototype as Design as presented in the GlucoFridge project was of great benefit to the design team in applying a design management technique on a real project. It allowed them to not only experience the possibility of going through several iterations of a design, but also to see the incremental changes that each iteration brought to the performance of the end product. Another side-benefit of working with a Rapid Prototype as Design process was that it brought to the design team a true realization that, although most management and design methodologies and process are taught in a relatively linear manner, they must, in reality, often be applied in a much more parallel fashion. The process of prototyping any ideas
as they come along means that you often have to look at

<table>
<thead>
<tr>
<th>Item #</th>
<th>Component</th>
<th>Process used</th>
<th>Design time</th>
<th>Make Time</th>
<th>Cost</th>
<th>Traditional process</th>
<th>Design time</th>
<th>Make time</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>5,6</td>
<td>Body Plastic moldings</td>
<td>FDM rapid prototype</td>
<td>&lt;2 weeks</td>
<td>65 hours</td>
<td>$750</td>
<td>Machine from plastic block</td>
<td>1 week</td>
<td>1 week</td>
<td>$1000</td>
</tr>
<tr>
<td>38, 39</td>
<td>Battery pack components</td>
<td>FDM rapid prototype</td>
<td>&lt;2 weeks</td>
<td>3 week</td>
<td>$500</td>
<td>Welded stainless</td>
<td>2 days</td>
<td>3 week</td>
<td>$500</td>
</tr>
<tr>
<td>22</td>
<td>Pen tray body</td>
<td>FDM rapid prototype</td>
<td>&lt;2 weeks</td>
<td>3 week</td>
<td>$500</td>
<td>Welded stainless</td>
<td>2 days</td>
<td>3 week</td>
<td>$500</td>
</tr>
<tr>
<td>24</td>
<td>Pen tray cover</td>
<td>FDM rapid prototype</td>
<td>&lt;2 weeks</td>
<td>3 week</td>
<td>$500</td>
<td>Welded stainless</td>
<td>2 days</td>
<td>3 week</td>
<td>$500</td>
</tr>
<tr>
<td>25</td>
<td>Pen tray inner plate</td>
<td>FDM rapid prototype</td>
<td>&lt;2 weeks</td>
<td>3 week</td>
<td>$500</td>
<td>Welded stainless</td>
<td>2 days</td>
<td>3 week</td>
<td>$500</td>
</tr>
<tr>
<td>23, 29</td>
<td>Buttons</td>
<td>FDM rapid prototype</td>
<td>&lt;2 weeks</td>
<td>3 week</td>
<td>$500</td>
<td>Welded stainless</td>
<td>2 days</td>
<td>3 week</td>
<td>$500</td>
</tr>
<tr>
<td>3, 4</td>
<td>Vacuum flask</td>
<td>Welded stainless</td>
<td>&lt;2 weeks</td>
<td>3 week</td>
<td>$500</td>
<td>Welded stainless</td>
<td>2 days</td>
<td>3 week</td>
<td>$500</td>
</tr>
<tr>
<td>26</td>
<td>Cold plate</td>
<td>Machined aluminium</td>
<td>&lt;2 weeks</td>
<td>3 week</td>
<td>$500</td>
<td>Welded stainless</td>
<td>2 days</td>
<td>3 week</td>
<td>$500</td>
</tr>
<tr>
<td>16</td>
<td>Hot plate</td>
<td>Machined aluminium</td>
<td>&lt;2 weeks</td>
<td>3 week</td>
<td>$500</td>
<td>Welded stainless</td>
<td>2 days</td>
<td>3 week</td>
<td>$500</td>
</tr>
<tr>
<td>7, 8, 37</td>
<td>Springs and contacts</td>
<td>Handmade/catalogue</td>
<td>&lt;2 weeks</td>
<td>3 week</td>
<td>$500</td>
<td>Welded stainless</td>
<td>2 days</td>
<td>3 week</td>
<td>$500</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>&lt;4 weeks</td>
<td>12~14 weeks</td>
<td>$165C</td>
<td></td>
<td></td>
<td></td>
<td>$7000</td>
</tr>
</tbody>
</table>

Table 1: Final Design Iteration: Comparison of Time and Costs Between Rapid and Traditional Methods

parts of the manufacturing, and even marketing processes, even when you are still at the fuzzy front-end concept development stage. This clearly demonstrated how closely Rapid Prototype as design was related to concurrent engineering processes.

![Figure 8: Final GlucoFridge Components](image)

The components used in the final design iteration of the GlucoFridge are summarized in table 1 in an attempt to show the time differences gained by using rapid prototyping, both virtual and physical in comparison to more traditional processes such as 2D drawing and manual machining. Some things to note about the above table are that all rapid prototypes were made in a single build that lasted 65 hours and used $750 of material. The machining costs represent the time and material costs as estimated by experienced University workshop staff, and do not therefore represent commercial rates. The Design times include all testing of components, including stress and thermal testing. The design times estimated in the traditional processes column are based on 2D drafting of the designs and physical testing of the workshop staff based on their past experience with components of similar complexity and sizes.

The total times can also not be arrived at by adding all the individual times in series as many of the tasks are, in fact, done in parallel. The long lead time for the stainless steel vacuum flask, for example, was alleviated by sending it to the sub-contractor as soon as it was finalized in the design, and it was therefore given obvious priority in the design process. The total time for the traditional processes methods was therefore arrived at through estimates from experienced workshop staff.

**CONCLUSIONS**

The use of concurrent engineering methodologies and the ability to effectively integrate the many existing and emerging virtual and physical rapid prototyping technologies into the new product development process has the potential of giving engineers the ability to produce new high technology products at an increasing rate.

It is important to remember that, though any single technology or methodology adds the potential for increased product development speed, it is the paralleled use of all the methodologies and technologies available that truly gives the design team an exponential advantage over those working in a serial manner or those who do not exploit available technologies.

Design teams are often expected, as part of their projects, to produce physical artefacts that demonstrate the working principles of the products they are designing. These projects often involve the development of a one-of-a-kind piece of equipment or machinery and often involve the use of multiple areas of technology, such as electronics, mechanical engineering, software, manufacturing and even marketing. They are, of course, also characterized by having to produce results within a relatively tight time-frame, as dictated by the company strategy or market requirements.

Rapid Prototype as Design can be seen as a natural evolution of the more traditional Prototype as Design process facilitated by the advent of improved CAD, CAE and CAM technologies as well as the proliferation of low cost rapid prototyping technologies. Rapid prototyping as design, particularly when many sub-systems are designed in parallel,
has the potential for a vast improvement in product development speed. The GlucoFridge portable medication refrigerator case study described in this paper was designed in a concurrent engineering fashion and employed a rapid prototype as design process for all its sub systems. It successfully went through three major design iterations, each to working prototype level within a time span of less than three months.
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ABSTRACT

Product innovations are today only possible if the mechanical and electrical components are closely integrated. Due to the fact that the IT-support of the interdisciplinary cooperation between the mechanical and electrical departments is inadequately, big human efforts are necessary in order to integrate the data of the two disciplines.

This paper shows a solution to integrate the MCAD and ECAD data by introducing new Digital-Mock-Up (DMU) tools which are capable to visualize the exact electrical components geometry as well as the mechanical geometry within one 3D-representation. It is crucial for a successful implementation of such a Mechanic-Electric-DMU-system (ME-DMU) that the functions are based on a common PDM system.

INTRODUCTION

Virtuality requires Mechatronic Simulation. This statement represents the experiences which enterprises make today as a result of two mutually affecting developments. On the one hand one observes the very strong striving for a "Virtual Product Development" in order to reduce the number of physical prototypes and replace them by their "virtual twins". On the other hand the integration of electrical, mechanical, and software components into one mechatronic product increases.

Based on this background, Digital-Mock-Up investigations accompanying the product development take a leading role in the entire product development process. In the automotive and supplier industry the technique of mechanical DMU simulations is used today on a broad basis. In order to perform a DMU analysis with mechatronic products, a consistent representation of the multidisciplinary information in an integrated product model is needed. Different authors call this representation the "Virtual Product Definition", "Digital Reference" (Kellner et al. 1999), or "Enterprise Data Model" (Scheder 1997).

The system's complexity of mechatronic products increases dramatically due to the fact of integrating more and more functions and placing the components in extremely small design spaces. Innovations are only possible if the mechanical and electronic components are very closely integrated. Today the IT-support of the interdisciplinary cooperation between the mechanical and electrical departments is inadequate. Big human efforts are needed in order to harmonize the two parallel product developments which often results in time delays.

In order to minimize errors very early in the product development process, new DMU tools need to be introduced, giving the functionality to visualize the exact electrical components geometry as well as the mechanical geometry within one 3D-representation. It is crucial for a successful implementation of such a Mechanic-Electric-DMU-system (ME-DMU) that the functions are based on a common PDM system. Therefore it is necessary that a 3D-component library with the exact geometry of the electrical components is established. An implementation of the presented concept was done using

- the PDM system SMARTTEAM for the management of mechatronic data and
- the 3D-CAD system CATIA V5 for the ME-DMU functionality.

GOAL

The goal of the solution described below is the support of the EDA process (Electronic Design Automation) by an integrated data management. Therefore a dedicated customizing of the PDM system needs to be realized in order to represent the mechanical data generated by 3D-CAD systems and to handle the electrical data generated by 2D-ECAD systems. The following topics need to be addressed within an ME-DMU concept:

- Support of the EDA process by an integrated data management
- Linkage between the MCAD and ECAD structure through a neutral product structure (MCAD/ECAD-BOM)
- 3D-ME-DMU visualization of the printed circuit board layout (PCB layout) within the context of the 3D-MCAD assembly
- Management of electrical documents within the mechatronic database such as netlists or 2D-ECAD data
- Conception and implementation of a 3D-ECAD component library
- Tracking of changes incl. version and release management for electrical information

It will be shown that the presented ME-DMU implementation shortens the iteration cycles between mechanical and electrical development. The product quality increases and the time-to-market will be shortened.
FUNCTIONALITY OF TODAY’S PDM SYSTEMS

Product Data Management (PDM) systems evolved from document management systems for CAD data. Today, they assist mechanical engineers in every phase of the product life cycle. Many PDM systems still have a CAD centric architecture. Their fundamental function is to handle all type of digital documents (Svensson 2003, McIntosh 1995).

PDM systems provide methods to control the document "check in", "versioning", and "release" management. Beside documents, PDM systems manage the metadata of a product, such as serial numbers, ownerships, etc.

Depending on the PDM system, the maintainable items spectrum includes physical parts as well as abstract objects. These items are organized hierarchically within the product structure. Additionally, they may have references to one or more documents. A PDM system is able to make changes and control the related structure tree by providing a graphical, browser-based user interface. It is possible to define views to the tree and to filter the product information according to specified attributes (Sielaff 2003).

Historically PDM systems were introduced - at first for the management of design data. Until today, mechatronic data such as information from the electric development process are considered inadequately. The data generated in the EDA process is stored often in file systems. This may result in problems related to version management, release processes and data redundancy. For that reason electrical models have to be managed within the PDM system with a close relationship to the mechanical data to ensure a consistent data management (Krastel 2002).

In order to solve these problems and to support a mechatronic development process with consistent product data, a new, multidisciplinary product structure needs to be defined which is able to store data of both domains (Anderl and Krastel 2001). Figure 1 shows a concept for such a mechatronic product structure. The structure will be described in the next chapters.

Figure 1: Mechatronic product structure

MCAD/ECAD INTEGRATION

Within the multidisciplinary mechatronic product development process many requirements concerning the interface between the domains exist. The focus in this paper is to present the requirements and solutions for a better integration of the mechanical and electrical departments.

An example of a typical today’s problem: The mechanical department places big electrical components (e.g. capacitors, coils etc.) and the interface components (e.g. switches, LEDs, connectors etc.) considering design space issues. If a capacitor is placed by the mechanical department and the electrical department re-places (e.g. rotates) it during the development process because of electrical issues, the mechanical department does not notice this re-placement necessarily. This situation happens due to the fact that on product structure level no linkage between the two domains exists.

For that reason it is not possible to establish a version management which covers both domains. As a consequence an exchange of delta information (changes between an older and a newer version of the product) is not possible. The need of the engineers of both domains could be expressed by one sentence: "They want to discuss planned changes together with their colleagues and to view the results directly in the 3D-CAD model."

An efficient support of the mechatronic collaboration between the mechanical and electrical domain needs also to cope with the topic of how the 2D-information -generated within the ECAD systems- can be transferred to the 3D-space (Krebs and Franke, 2005).

ROLES WITHIN THE EDA PROCESS

The challenge of an integration solution is to support the different roles of the mechatronic product development process. Figure 5 gives -later in this paper- a role dependent overview on the use cases for the developed solution. Especially the MCAD/ECAD integration needs to support the following roles within the enterprise.

Project Manager: The project manager is responsible for the overall product development project. He defines the mechatronic product structure, the requirements, and the project tasks. Furthermore he controls the results gained by the project team. For the project manager it is important to know for which component each project team member is responsible.

Mechanical Designer: The mechanical designer designs the surrounding geometry in the 3D-CAD system. He has to fulfill the requirements defined by the project manager. He defines requirements for the PCB development such as the design space, the electrical board outline or important connection conditions.

Electrical Designer: The electrical designer is responsible for the definition of the schematics of the board. His output is a netlist with the logical electrical components and their interconnections. The input for the electrical designer is the requirement specification of the planned product function for the electrical PCB and components.
**Electrical Layouter:** The electrical layouter uses the information of the netlist generated by the electrical designer in order to layout the PCB in the 2D-ECAD system. He places the physical components and their interconnections. He needs to keep the design space and the connection conditions which were defined by the mechanical designer.

**Library Manager:** The library manager is responsible for updating and maintaining the electrical library components of the enterprise. He has to inform the electrical designer and electrical layouter if a component is obsolete or a new version exists in the library.

**REQUIREMENTS AND RESULTING CONCEPTS**

In the following chapter the requirements of the different roles involved in the MCAD/ECAD development process will be described.

**Shortening the interdisciplinary iteration time**

The main requirement of a project manager is to shorten the development iteration cycles between mechanical and electrical departments. This is only possible if the data model of the underlying PDM system is able to represent information of both domains. Furthermore it is crucial that the information is not stored separately for each domain. Only with the representation of the interconnections and dependencies, the expected benefits could be achieved (Kleiner 2003).

Figure 1 shows an example of a mechatronic product structure. The mechanical information is stored in the MPart structure. The electrical component information is stored on the same level in the EPart structure. Both structures are linked together within a new item called MEPart. This item represents the mechatronic view of the product.

![Figure 1: Mechatronic product structure](image1)

**3D-Component Library**

In order to support the mechatronic product development process with the ME-DMU functionality, it is necessary to build up a 3D library of the electric components in the PDM system. During the process of generating the electrical structure, a linkage of the EPart to the component library needs to be realized (see figure 1). This link should store the instance specific information such as instance name and transformation information.

With such a centralized component library a further requirement of the library manager could be addressed: the centralized handling of the electrical data sheets, accessible for all the people involved in the design and evaluation process, including a fast and efficient visualization of these documents. Figure 2 shows an example of information and documents which could be linked to one component in the library.

**Mechatronic "Where used" list**

The knowledge about the usage of a specific component within an assembly is very important for the mechanical designer, the electrical layouter as well as for the library manager. Today this information is often stored in different systems. The mechanical designer will find this information in his PDM system, the electrical layouter usually will find this information in his ECAD system – often the generation of a PCB spanning component used list is not possible. In order to fulfill this requirement in the electrical domain, the integrated component library is necessary.

**3D-ME-DMU**

A further step to support the development process is the introduction of a mechanical/electrical DMU, which shows how the electrical components fit into the mechanical surrounding. It is important that the DMU is controlled by the PDM system, because only the PDM system is able to provide the versioning information. It ensures that the DMU is build up with the latest version of product development data. Figure 3 shows an example of a real-time generated ME-DMU in the 3D-CAD system CATIA V5.

![Figure 3: 3D-ME-DMU](image2)
CONCEPT

In order to fulfil the requirements mentioned above, the PDM system needs to be enhanced by new functionalities and an extended data model able to cope with the mechatronic issues. Figure 4 gives a brief overview on the necessary top level data model elements.

![Data model diagram](image)

Figure 4: Data model

Starting with the definition of a project, the described mechatronic product structure needs to be defined. The mechatronic product structure is divided into the two domains mechanics (MPart structure) and electrics (EPart structure). For the mechanics domain the necessary documents such as 3D-CAD models, specifications or documentation are directly assigned to the product structure. If a 3D-CAD model is attached to the MPart item, additionally the transformation matrix is represented.

In the electrics domain the product structure is only build up with links to the electrical library. This concept ensures that every electrical product uses the same library elements with the same ID, nomenclature and revision. Additional ECAD-related documents, e.g. specifications, simulation results etc., can be linked to the library elements.

USE CASES

![Use cases diagram](image)

Figure 5: Use cases diagrams

In the following section different use cases will be described. The overview is shown in Figure 5 as an UML (Unified Modelling Language) use case diagram.

Creating the mechatronic product structure: This use case is the first step which is necessary in order to create the ME-DMU. The mechatronic product structure is created within the PDM system. The mechanic part of the structure is filled using the standard MCAD interface of the PDM system. The electric structure is created based on an additional import functionality which assigns the library elements to the EParts.

Create 3D-ME-DMU: In order to create a 3D-ME-DMU the following prerequisites are necessary in the PDM system:

- A 3D-representation of the electrical components is stored in the 3D-component library
- The 3D-models of the MCAD system are checked in and assigned to the MPart structure
- The electrical 2D-LAYOUT information was imported, interpreted and linked to the 3D-component library and the EPart structure.

Starting from the MEPart it is now possible to assemble a mechanical/electrical structure in 3D based on the data stored in the PDM system, see Figure 6.

![Interaction between 3D-CAD and PDM system](image)

Figure 6: Interaction between 3D-CAD and PDM system

Solving a mechanic/electric clash: Based on the generated 3D-ME-DMU a person can detect potential clashes, using the standard 3D-MCAD functionality and solve them. In the next step he could decide if the changed, clash-free position of the components should be stored back to the PDM system. The developed function "Update transformation" stores the transformation matrix between the MPart/EPart and the linked documents back to the PDM system (see figure 4 for the data model).

View differences between two versions (delta visualization): In order to support the iterations between the mechanical and electrical department with an appropriate software system it is necessary to support the visualization of delta information. The user needs information about differences between two versions of the current product development to answer questions such as:

- Which components are new?
- Which components have been deleted?
- Which component position was changed?

Starting from the MEPart a function compares the elements of two different versions stored in the PDM system. The
visualization of the differences is done in 3D with the following rules:

- Unchanged components are set to gray
- New components are set to green
- Deleted components are set to red
- Modified components are set to yellow

An example for the delta visualization is shown in figure 7.

![Delta visualization](image)

**Figure 7: Delta visualization**

**Find data related to an electrical component:** This use case happens if an electrical component supplier stops the delivery of a specific electrical component. The library manager could start an ME-DMU in order to identify the obsolete electrical component in 3D. After he has identified the component, the function "Identify component" shows the selected component instance in the 3D component library within the PDM system. In the next step he could use the PDM system’s link management in order to find all assemblies (EParts) where the specific library element is used. With this information it is now possible to inform all EPart owners that a new version of the library component is available and should be used in the further product development.

**BENEFITS**

With the presented concept and software solution the following benefits could be achieved:

- Faster mechatronic product development due to a centralized access of up-to-date information
- Higher product quality due to a reduction of errors caused by wrong version information or component collisions
- Early 3D validation of the mechatronic product design and therefore cost reduction for error correction
- Reduction of redundant development work due to up-to-date information access
- Increased usage of standard components based on a common library
- Enhanced functionality for project management and project controlling due to a centralized multidisciplinary project database

**CONCLUSION**

In this contribution a current deficit of product data management arising from the insufficient processing of mechatronic data was pointed out. A data model concept was presented in order to handle the MCAD/ECAD data within the PDM system. By implementing the data model, the PDM system is capable of supporting the interdisciplinary product development process with new ME-DMU functionalities. It was shown that the requirements and use cases of the different roles within this process could be adequately supported. In summary, the MCAD/ECAD integration takes a crucial role in advanced virtual product development. Only by establishing an MCAD/ECAD data integration based on a PDM system the number of time-consuming and cost-intensive prototypes can be reduced significantly.

**REFERENCES**


**BIOGRAPHY**

MARCUS KRASTEL studied Mechanical Engineering at the Darmstadt University of Technology. After his Diploma in 1997 he worked as a research assistant at the Department of Computer Integrated Design. His main focus was the development of a STEP based data model for the representation of mechatronic systems (MechaSTEP). In 2001 he founded together with three colleagues the ecm engineering methods AG located in Darmstadt. Within the ecm AG he is responsible for the business unit "business processes" with focus on supplier integration with CATIA V5 and SMARTTEAM. Since two years he works as well in projects in the area of ECAD/MCAD integration.
FORMAL METHODS AND TECHNIQUES
THE EFQM SELF-ASSESSMENT MODEL IN PERFORMANCE MANAGEMENT
Jeanne Schreurs, Rachel Moreau
Universiteit Hasselt
Agoralaan
3590 Diepenbeek.
Belgium.
jeanne.schreurs@uhasselt.be
rachel.moreau@uhasselt.be

KEYWORDS
Performance management, EFQM, self-assessment

ABSTRACT

Organizations are seeking new, integrated systems that enable rapid changes through early identification of opportunities and problems, tracking of progress against plans, flexible allocation of resources to achieve goals, and consistent operations.

In performance management a new category of systems and processes have been setup linked with the need to integrate strategy and key indicators of performance into management processes, and to exploit technology to improve monitoring, management reporting, and decisionmaking.

Starting from the EFQM model we identified critical performance indicators that will result in improving business performance on the path to excellence. We developed a tool SCAN consisting of questions about 42 aspects. We developed a system SCANA reporting over the answers of the management team.

1. BUSINESS PERFORMANCE MANAGEMENT

Performance management should be a main concern of every company. Organizations are seeking new, integrated systems that enable rapid changes through early identification of opportunities and problems, tracking of progress against plans, flexible allocation of resources to achieve goals, and consistent operations. Traditional systems, including ERP and business intelligence software, are not sufficient by themselves to meet this demand. Out of these requirements has emerged a new category of enterprise automation technology: Performance Management.

The term Business Performance Management (BPM) is used to represent a new category of systems and processes and it pinpoints the need to integrate strategy and key indicators of performance into management processes, and to exploit technology to improve monitoring, management reporting, and decision making.

In research the following factors were identified as being good predictors of performance attainment: Strategy towards corporate and social responsibility, employee loyalty, staff responsiveness, customer satisfaction as well as market share, cash flow and costs. Predictors for good practice adoption include benchmarking, skill and job training, customer orientation, problem solving, and waste elimination.

2. THE NEED FOR A MODEL AND THE EFQM EXCELLENCE MODEL.

Regardless of sector, size, structure or maturity, to be successful, organizations need to establish an appropriate management framework. The EFQM Excellence Model is a practical tool to help organizations do this by measuring where they are on the path to Excellence, helping them understand the gaps and then stimulating solutions.

The EFQM Excellence Model was introduced at the beginning of 1992 as the framework for assessing organizations for the European Quality Award. It is now the most widely used organizational framework in Europe and it has become the basis for the majority of national and regional Quality Awards.

This model is a non-prescriptive framework which recognizes that there are many approaches to achieving sustainable excellence. It can be used as a self-evaluation tool for organizations, large and small, public and private sector.

2.1. Characteristics of excellence

The Model, which recognizes there are many approaches to achieving sustainable excellence in all aspects of performance, is based on the premise that:

Excellent results with respect to Performance, Customers, People and Society are achieved through Leadership driving Policy and Strategy, that is delivered through People, Partnerships and Resources, and Processes.

The fundamental concepts or characteristics of excellence are:
• results orientation
• customer focus
• leadership and constancy of purpose
• management by processes and facts
• people development and involvement
• continuous learning, innovation and improvement
• partnership development
• public responsibility.

The EFQM model is based on those fundamental concepts or characteristics of excellence
The characteristics of excellence have links to different evaluation areas and also to each other. Partnership development, for example, requires identification of partnerships, prioritization and setting objectives for partnerships such that they generate added value for customers.

In addition, customer focus in vocational education and training requires identification of the needs of customers, such as students and the world of work, development of products and services based on these, and monitoring and analysis of customer results achieved. Results should be used as a basis to improve operations and set new objectives.

2.2. The EFQM excellence model

The EFQM Excellence Model is a non-prescriptive framework based on 9 criteria. Five of these are 'Enablers' and four are 'Results'. The 'Enabler' criteria cover what an organization does. The 'Results' criteria cover what an organization achieves. 'Results' are caused by 'Enablers' and 'Enablers' are improved using feedback from 'Results'.

The EFQM Model is presented in diagram form below. The arrows emphasize the dynamic nature of the Model. They show innovation and learning helping to improve enablers that in turn lead to improved results.

To develop the high level meaning further each criterion is supported by a number of criterion parts. Criterion parts pose a number of questions that should be considered in the course of an assessment.

1. Leadership
   Leadership is even as important as products and processes are. Management can motivate and stimulate in the way to continuous improvement.
   - How is management engaged in creating a culture of continuous improvement?
   - How is management supporting the improvement activities?
   - How is management evaluating and motivating the staff?

2. Policy and strategy
   The EFQM is concerned not just with product and service quality but is concerning itself with organizational policy and strategy. Policy deployment to ensure that the strategy is formulated and is known to management, is important.
   - The use of relevant information supporting the formulation of the strategy.
   - The formulation of the strategy.
   - The implementation of the strategy.
   - The communication about the strategy.
   - The evaluation and the improvement of the strategy.

3. People
   EFQM covers aspects of training and service quality, but is goes further requiring effective human resource development, teamwork, empowerment, rewards and career planning.
   - the organization of personnel management
   - deployment of expertise
   - participation of staff in the organization

4. Partnerships and resources
   Suppliers are becoming partners with emphasis on mutual beneficial relationships. Development and use of knowledge is point for attention. On point of resources facilities need to be maintained for capability.
   - The financial resources to realize continuous improvement.
   - How effective is the delivery of information.
   - Relation with suppliers and the procurement function.
   - The role of technology and knowledge management.

5. Processes
   The focus of EFQM is on the key processes necessary to deliver the organization’s strategy. Quality processes are important too.
   - identification of the processes
   - control and management of processes
   - evaluation and improvement
   - incentives to innovation and to renovate the processes
   - implementation of process re-engineering

2.3. Criteria and sub-criteria used in the model.

The Model's 9 boxes represent the criteria against which to assess an organization's progress towards Excellence. Each of the nine criteria has a definition, which explains the high level meaning of that criterion.
6. Customer Appreciation
The major box requires evaluation of customer satisfaction through surveys and interviews
- Customer satisfaction
- Loyalty
- Customer focus

7. Functioning of People in the Organization
People are supposed to be surveyed with ideas such as team briefings and suggestion schemes to know their appreciation of the organization
- Satisfaction survey
- Functioning in the organization
- Personnel administration

8. Position in the Society
EFQM asks the company to establish its impact on wider society, for example involvement in community activities.
- Role and link with society

9. Company Results
EFQM requires measuring the results of the company in a BSC way
- Financial measures
- Operational measures

2.3. Use of the EFQM Model
- The EFQM model is a tool that organizations may use for the following purposes, among others:
  - As a framework for self-evaluation that enables an organization to identify its strengths and areas for improvement and the extent to which its operations and results are in line with the characteristics of an excellent organization;
  - As a way to Benchmark with other organizations
  - As a guide to identify areas for Improvement

3. SELF-ASSESSMENT
EFQM believes that the process of self-assessment is a catalyst for driving business improvement. The EFQM definition of self-assessment is as follows:
Self-assessment is a comprehensive, systematic and regular review by an organization of its activities and results referenced against the EFQM Excellence Model. The self-assessment process allows the organization to discern clearly its strengths and areas in which improvements can be made and culminates in planned improvement actions that are then monitored for progress.

3.1. Benefits
Organizations have enjoyed various benefits as a result of undertaking self-assessment using the EFQM excellence model. Some of these included:
- Providing a highly structured, fact-based technique to identify and assessing your organization's strengths and areas for improvement and measuring its progress periodically
- Improving the development of your strategy and business plan
- Creating a common language and conceptual framework for the way you manage and improve your organization
- Educating people in your organization on the Fundamental Concepts of Excellence and how they relate to their responsibilities
- Integrating the various improvement initiatives into your normal operations

It is imperative when starting down the Self-Assessment path to be clear on what the desired outcomes are to reduce the risk of failure due to misplaced expectations.

3.2. How to do self-assessment?
There is no definitive answer to the question “which technique is the right one for my organization? There is no single “right” way to perform self-assessment. We accepted the questionnaire approach.
This technique can be one of the least resources intensive and can be completed very quickly. It is an excellent method for gathering information on the perceptions of people within an organization. Some organizations use simple yes/no questionnaires, others use slightly more sophisticated versions that use a rating scale.
Self-assessment using standard questions designed to get the organization started thinking in terms of process improvement. Questionnaires can also be used to facilitate group discussions about improvement opportunities and to inform management workshops.

3.3. Our EFQM self-assessment tool SCAN.
The EFQM Excellence Model is a non-prescriptive framework based on 9 criteria. Five of these are 'Enablers' and four are 'Results'. The 'Enabler' criteria cover what an organization does. The 'Results' criteria cover what an organization achieves. 'Results' are caused by 'Enablers' and 'Enablers' are improved using feedback from 'Results'.

Till to now, the focus of our self-assessment tool is on the enabler or the organization criteria.
In fact we are assessing how the organization has been organized and how it is managed.
The results criteria of the EFQM model will deliver the structure for the performance measures using measurable performance indicators about the results.
Another point is that we structured our self-assessment questionnaire following the main business functions of the organization, and not the theoretical criteria of the EFQM model.
On the same way the performance measures or results measures will be structured following the same structure.

Structure of organization criteria:
1. Corporate management
   1. Mission, strategic objectives
   2. Planning and organization built upon the strategy.
3. Information and knowledge in the organization.
4. To strain after improvements
5. Communication
6. Personal leadership of management

II. Operational management aspects
1. Employees and staff members
2. Procurement and relation with supplier
3. Customer and market share
4. Finance
5. Environment (society and environment)
6. Business process and product/service

The management team, all of them being responsible for one or more business functions, will assess a set of selected management aspects. Future excellence will be dependent on them.

Our SCAN is a self-assessment instrument for the organization criteria. A questionnaire has been developed. A set of sub-criteria has been defined for each main criterion. A question has been formulated for each of the 42 aspects/sub-criteria. In each case we formulated 4 answers, presenting 4 phases of growth to excellence for the aspect. The management team has to decide on:
1. What is the interest or relevance for the organization?
2. In which phase can the organization be positioned?
3. Which phase do they have in view?

In the following figure we show this report, but we have taken the difference between the real measured phase and the phase in view for the future.

All aspects have been plotted on this chart.

3.4. Our system SCAN

A system SCAN has been developed. The self-assessment data from the management team can put into this system. A self-assessment management report will be produced at the end of the assessment session.

At the end of the session some control and analysis reports were produced by the system.

Two of them are shown in the following figures.

In a first report we can see the mean value of all main criteria being the mean value of the results of their sub-criteria aspects. The results can be compared with the phase they have in view too.

The critical aspects are those marked as being in a low phase and being important at the same time. Those have to be improved.
The conclusions of this analysis form one of the main inputs in the discussion in the management team on how to continue.

4. THE LIMITATIONS OF THE EFQM SELF-ASSESSMENT.

Besides the EFQM excellence model, we can introduce the balanced scorecard (BSC) model. Both tools are using measures of an organization's performance to drive organizational improvement, by highlighting current shortfalls in performance to management teams.

The BSC forms a much better basis for the development of a tool for the strategic management of an organization. Starting from the strategic goals the critical success factors (CSF) were identified and by the way the performance indicators linked with them.

Our suggestion is to mix the two models into one model. The EFQM model will have the primary role of self-assessment. The identification of the indicators and the reporting about the measures will be done in the BSC model.

The decisions about the priorities of adjusting actions can be based on a strategy map. This strategy map is the result of the built-in structure of the BSC model and of the tree structure of the CSF’s as defined by the management team.

5. CONCLUSIONS

It is an opportunity for management to control the company (better) on its performance. Performance management should be on the agenda of every company. Performance management is based on the identification of a set of indicators or business aspects and on their measures, delivering a good view of the performance of the organization.

The EFQM model is a tool that uses measures of an organization’s performance to drive organizational improvement.

We identified criteria or indicators to be measured. We developed a tool SCAN, being a self-assessment questionnaire following the main business functions of the organization. We developed a system SCANA that produces at the end of the self-assessment session some control and analysis reports.

Resulting from our experience in practice we decided to improve our performance management model by uniting the EFQM and the BSC model into one performance management model.
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Abstract: The characteristics of international funded Research and Technology Development (RTD) projects, and more generally any initiative that pursues research and software development at the same time, require the use of an adapted methodology that factors the multi-disciplinary and multi-cultural nature of these projects while addressing their inherent high-risk dimension. The methodology presented in the paper has been developed and refined over a decade in the light of experiences made of successes and failures acquired through several international software developments research projects in the field of concurrent engineering. It combines the use of a high-level process modelling method, namely IDEF0, elements of Checkland’s Soft System Methodology (SSM), and UML. The methodology is iterative and incremental and is based on Action Research principles.

1. INTRODUCTION

Research and Technology Development (RTD) projects tend to involve a diverse number of partners ranging from industry end-users to research and academic institutions with varying levels of software development maturity and capability. In this context, the challenge has always been to use the right Information Systems Development (ISD) methodology that addresses the high-risk element of the project while ensuring a successful completion of the research and achievement of the project objectives. As noted elsewhere [1], ineffective ISD methodologies are an important risk category that is of major concern to software development managers.

The paper is based on the author’s personal experience and involvement over a decade in multi-national Information and Communication Technologies (ICT) based concurrent engineering projects both in the capacity of project coordinator as well as RTD partner. The paper describes an ISD methodology, which was developed and refined over several funded RTD projects. The paper, first, provides an overview of the issues that arise in the selection of an appropriate ISD methodology. This is followed by a brief description of the RTD projects used as case studies for the purpose of this research. Lessons learnt from these projects are presented, followed by a description of the proposed methodology. Reflective conclusions are given at the end of the paper.

2. ISSUES IN THE SELECTION OF AN ISD METHODOLOGY

A large and increasing number of ISD methodologies are available for use on any given project [2]. The variety and scope of these methodologies present a difficult choice as to which is most appropriate for use in a particular project. Commonly, a methodology will be chosen according to a range of factors including, but not limited to, implementation languages, availability of suitable tools, previous experience and needs of the current project.

A range of factors may influence the successful use of a particular methodology on a given project. These can be viewed as factors relating to the suitability of the methodology in capturing and manipulating information particular to the project, and those, which relate to the soft or human aspects. These factors can be viewed in terms of distinction between expressiveness and effectiveness of an information representation. Applied to the context of ISD methodologies, we can define expressiveness as being satisfied if the methodology can be used to capture and manipulate the desired information. Effectiveness is achieved only if the methodology fully exploits the capabilities of all of the stakeholders in achieving their tasks. It is more usual for the information specific needs - expressiveness - to be focused on when selecting and evaluating a methodology but we argue that this overlooks the effectiveness aspects which
may prove more critical to its success.

Human cognition is one factor that may influence the effectiveness of a particular methodology. Successful completion of a task is influenced by the use of different notations for creation of a representation [3], and it follows that the structure and presentation of information within a particular methodology may influence its effectiveness. A number of authors recognise that the choice of languages influence the success of software system development [4,5]. Studies have shown that user performance with UML (Unified Modelling Language) diagrams may be influenced by individual preference [6,7,8]. Additional human (or ‘soft’) factors, which may influence the successful use of a methodology, include the experience of analysts, modellers, users and other stakeholders. Also the ability of those involved to articulate relevant information within the constraints of the methodology may be another factor of influence. The methodology described in this paper is not examined from a cognitive viewpoint. However, it is clear from the analysis of the refinement of the methodology, that human factors influence its successful use. In the context of the paper, the chosen methodology must satisfy the following requirements:

- Enable collaborative, multi-user development of the software solution and handle group dynamics.
- Take into account the multi-cultural (including multi-lingual) and multi-disciplinary dimension of research project consortia. A typical RTD project involves at least five partners from three different countries.
- The methodology should be flexible and comprehensive enough to accommodate cultural and work differences between industry, research and academic partners.
- The solution must be developed incrementally with high participation, involving the end-users.
- It must support research and software development at the same time.
- The developed solution is only a prototype. Proper steps should be allowed for turning this into a usable product.
- There is no unique prototype solution. In fact, generic tools are developed which are then deployed in the form of prototype demonstrators within the context of each participating end-user organization.
- Legacy and current systems in use within each organization are highly likely to be part of the final demonstrator solution.

These requirements have acted as the primary constraint on the choice of methodology in each project, and it can be seen that the first four of these requirements have a strong human influence. Careful consideration has also been given to the influence of human factors as the methodology has been refined, and these are discussed within the context of the relative success of the methodology within each project. In the following section we outline the projects and detail the methodology used in each.

3. DESCRIPTION OF THE CASE STUDIES AND ASSOCIATED METHODOLOGIES

Four case studies that span a period of over ten years form the focus of this study. While these exhibit a common similarity in that they target advances in ICT applied to the construction sector, they present some interesting differences in terms of consortium partners’ profile (Figure 1) as well as the level of ISD experience of the team members (Figure 2). A brief description of each RTD project chosen project is given below:

- The ATLAS Project (1992-1995): ATLAS aimed to develop a common open platform to support information sharing and exchange between diverse applications used by the wide range of large and small businesses involved in large-scale engineering, with a targeted application in the Construction domain.
- The CONDOR Project (1997 – 1998): The aim of the project was to develop means of bridging the gap between the traditional document-centred approach to electronic document management (whereby documents tend to be poorly structured and handled as black-boxes) and a proposed model-based approach promoting highly structured documents. Robust models supporting this transition have been developed, together with a prototype implementation, which demonstrated a pro-active use of document
management techniques in a collaborative environment using end-users’ native electronic document management systems.

- The OSMOS project (2000-2002): The overall aim of the OSMOS project was to enhance the capabilities of construction enterprises to act and collaborate effectively on projects by setting up and promoting value-added Internet-based flexible services that support teamwork in the context of a Virtual Enterprise (VE).
- The eCognos Project (2001-2003): The general aim of eCognos was to specify, implement and evaluate an open ontology-based infrastructure and a set of services that promote knowledge management in the Construction sector.

4. CRITICAL EVALUATION OF THE METHODOLOGIES EMPLOYED WITHIN THE FOUR CASE STUDIES

As rightly pointed out in [9,2], evaluating an ISD methodology is not an obvious task. This is today more an area of research [10,11,12] than an industry best practice. This section provides a snapshot of the methodologies used in the four previously described projects. Table 1 provides an overview of the scope of the methodologies used within each project case study.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ad-hoc based on the STEP Standard</td>
<td>Used initially the Waterfall model then moved to using the Boehm’s spiral model.</td>
<td>Rational Objectory Process using three iterations.</td>
<td>Unified Process using two iterations.</td>
<td></td>
</tr>
</tbody>
</table>

| Feasibility                       | No feasibility  | No feasibility    | No feasibility  | Carried out at the inception stage using some aspects of SSM |

| Analysis                          | IDEFO           | IDEFO             | IDEFO/ UML Use Cases | Elements of SSM + IDEFO/ UML Use Cases |

| Logical Design                    | NIAM / EXPRESS-G | Class Diagrams    | UML Interaction Diagrams / Class Diagrams | UML Interaction Diagrams / Class Diagrams |

<table>
<thead>
<tr>
<th>Physical Design Programming</th>
<th>EXPRESS</th>
<th>IDL</th>
<th>IDL</th>
<th>IDL</th>
</tr>
</thead>
</table>

| Testing                           | Conducted at the end of the project | Conducted at the end of the project | Conducted at the end of each iteration | Conducted at the end of each iteration |

| Implementation                    | Client-Server Environment | CORBA-Component-based implementation | Proprietary version of the Web Services Model as the latter was still being specified at the time | Web Services Model |

| Evaluation                        | Carried out at the End of the Project | Carried out at the End of the Project | Carried out at the end of each iteration | Carried out at the end of each iteration |

| Ongoing within project            | Ongoing within project               | Ongoing within project               | Ongoing within project               | Ongoing within project               |

Figure 1. Team profile for each case study
Figure 2. Team level of experience with using ISD.
5. PROPOSED METHODOLOGY

A methodology has been formulated that best utilised the valuable ‘real-world’ contributions that exist amongst the project participants. To be successful, ISD methodologies must be well designed, robust, and more importantly, both supportive for adaptation, and effective in the context of human factors.

Action Research principles within the context of the Unified Process Methodology are employed to conduct the research. This is by essence iterative and incremental. A minimum of two iterations should be planned. The first should be short (6 to 9 months), and should be dedicated to securing consortium overall cohesion, sharing of common goals, objectives, and vision, raising awareness about the project in the end-users’ organizations, and securing management support. Each iteration should include: Feasibility, Analysis, Specification, Implementation, Deploymnet, Evaluation and training, and Maintenance.

The choice of Action Research is rationalised by the pragmatic, ‘real world’ nature of the purpose of the research. It integrates theory and practice through change and reflection. This approach provides the following attributes: Responsiveness (the approach is flexible and adaptable to change), Iterative (the early stages help to plan and decide how to conduct the later iterations. In the later iterations, the interpretations previously developed have been tested, challenged and refined), Participative (the end-users are heavily involved in the research process), Qualitative (the use of qualitative information during the research increases responsiveness from the end-users), Reflective (critical reflection upon the process and outcomes are important parts of each iteration).

Figure 3 illustrates the key steps involved in the proposed methodology. These are further detailed in the following subsections.

Figure 3. The proposed iterative and incremental methodology.
6. Feasibility and Project Preparation
An initial feasibility study should be carried out where the project objectives and vision are revised, and risks reassessed. Also, the fit and match of the project partners to the revisited vision and objectives should be reassessed. Potential partners that represent a high risk should be identified and their role reviewed. Adapted plans should be devised to ensure successful analysis and specification of the solution that best utilizes the resources and skills available within each organization. The latter may have had poor experiences with previous similar initiatives, which can lead to management and employee resistance to both the implementation and use of any new system. Therefore, this stage is crucial to the potential success of the project, as it aims to build an initial understanding and commitment to the research initiative. The key aims of this stage may be summarised as follows:

- Build management understanding and commitment to undertake and pursue the research.
- Introduce and explain the project to company staff.
- Assess risks related to the project, and find out about company past initiatives (successful and unsuccessful): KM, BPR, etc.
- Capture success and/or failure factors.

The end-user organizations need to be educated to ensure a successful environment for the research. Ideally, representatives of the development team should spend some time within the end-user organizations ensuring that they are fully in line with the objectives of the research.

Analysis
Initially, this stage should attempt to achieve the following objectives:

- Understand current company strategy: In what direction the company is going – what are their likely current/future strategic requirements?
- Understand the structure of the organization: Division of the work, the tasks, and the responsibilities both horizontally and vertically.
- Understand the culture of the organization: Values, norms and views shared by employees.
- Understand existing Systems: Rules, Procedures, Guidelines, Software / Hardware systems in use.

This can be facilitated by the use of holistic techniques such as, on the one hand, Rich Pictures [14] for understanding the social, organizational and political aspects that characterize each end-user organization involved in the research complemented by Root Definitions of the identified systems using CATOWE checklist techniques; and, on the other, enterprise modelling techniques such as IDEF0 to provide a process mapping and organizational context in which the solution will be developed. The IDEF0 functional modelling technique is used as its non-temporal representation of decisions, actions and activities, and the relation between them, strongly supports the detailing of activities in terms of process overview, workflow management, interaction analysis, and resource allocation. Dedicated instruments for capturing requirements might be devised and adapted based on the culture in place within each organization as analysed in the previous stage.

The next phase involves extending and analysing the developed Rich Pictures and Root Definitions and attempt to better comprehend the problem situation. This provides a stronger basis for UML Use Case development which are employed to detail ways in which the solution to be specified can be used at a business level, and to derive the required functionality of the system. In fact, SSM (need to expand SSM) root definitions help identify use cases’ authors, while IDEF0 activities complemented with SSM interaction models (derived from conceptual models) help identify and describe use cases. Therefore, UML Use Cases describing the “as is” (to be done by the project end-users) and “to be” situation (to be led by the project analysts with support from the end-users) are developed.

Specification
The Use Case descriptions are used as the bridging link between the requirement capture and the system specification. With the Use Cases
defined, sequence diagrams and class diagrams are employed to specify the internal system design, and provide the foundation (including models and APIs) to develop the software solutions. A detailed architecture of the system must be devised, with the different constituent components clearly identified and defined. The specification stage should be done in line with UML recommendations.

Implementation
The implementation stage consists of (a) writing the code that would provide an implementation of the API (need to expand), and thus of the services of the software application; (b) develop the front-end that would be used as an access-point to all or a subset of the services; and (c) extend and augment key corporate EIS (need to expand) /Legacy applications that are expected to be part of the final demonstrator solution by adding functionality from the developed services.

Obviously, testing takes an important dimension through all this process, and should be done at the right level of granularity. Services are discrete software components and should form the basis for carrying out testing. This should be done incrementally across the planned iterations.

Deployment
The purpose of this stage is to produce the demonstrators that will form the solutions to each end-user organization. This is done by assembling the generic software tools developed within the project with a selected number of relevant end-user applications augmented with additional functionality developed in the previous stage.

Training and evaluation
The principal means of evaluating the resulting demonstrators and approach is provided through field trials simulating work in a real business context. Criteria need to be determined for technical, social and economical evaluation of the demonstrators together with other considerations, including legal, contractual and organisational factors. An end-user team should be selected to conduct the evaluation of the system. The end-users should be trained collectively as a group for the generic aspects of the demonstrator, and individually focussing on the specific services to be tested. Scenarios should be planned, detailed and handed to each evaluator describing work to be carried out on the chosen services that should reflect real functions carried out on projects. An evaluation form should be completed by the evaluators, and fed back to the design team.

Maintenance
The resulting demonstrators at the end of the research project should be treated as an advanced prototype system. Additional steps should be carried out at the organizational level to turn this into a robust system that can be deployed in a real business environment. The end-user organization might take over the exploitation of the system and work closely with a software house to produce this final system and agree on procedures to ensure maintenance and extension.

7. CONCLUSIONS
ISD methodologies tend to be perceived as offering generic solutions to class of practical problems [12]. However, the organizational context in which the ISD methodology is applied might require some form of re-adaptation for it to be effective. Furthermore, as highlighted in the OSMOS case study, the ISD methodology had to be re-considered and adapted, and the end-users from the participating organizations educated, for the methodology to be successful. Therefore, those who will apply the proposed methodology must be sensitive about the possible difficulties they may face when confronted with the contextual conditions of the participating organizations. Hence the usefulness and relevance of action research in that the researchers / software analysts are immersed within the work environment and practice where the solution is expected to be found, and reciprocal effects do take place between them and the practitioners. Furthermore, the course of action research cannot be predicted at the outset and its strength lies in its ability to deal with the emergent nature of human systems [12].

The authors hereby argue that the methodology presented here satisfies both expressiveness and effectiveness criteria. While variants of the proposed methodology have been, and are still being, used extensively in national and EC
funded projects, mainly through the involvement of the partners in several companion ICT projects, this is the first ever attempt to formalise the methodology building on lessons learnt through its use and deployment in a variety of RTD projects, including the ones described in the paper. It is hoped that this will provide the ICT funded project research community with a helpful method and recommendations on the conduct of similar initiatives that pursue software development and research at the same time.
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ABSTRACT

The demands for modern, powerful and advanced systems or applications are increased, nowadays. Several current solutions and technologies can be used to comply with these enhanced requirements. The Multi-Agent System (MAS) technology is one of these solutions. A recent point of view on software development process offers many tools and methods for specification, analyze, design, implementation and maintain applications. These facilities can be used for standard applications development, as well as for the systems based on MAS technology. In the case of the multi-agent systems, some of these standard approaches have to be adjusted or extended. This paper describes the ideas and methods to model and develop MAS, based on the internal agent behavior and intelligence of particular agents. This paper is concerned with analyze of the MAS from the agent internal behavior point of view.

Introduction

The MAS technology is quite youthful field of computer science that occurs on the borders where “Software Engineering”, “Artificial Intelligence” and other computer, natural and social science areas meet. The MAS technology is based on the concepts of the Complex Systems (e.g. macromolecules, ants colony, economical systems), and on the facilities and capabilities of software information systems (Kubik 2004).

The essential properties of MAS are

- autonomy and intelligence of elements
- communication among elements
- mobility of elements
- decentralization of the control
- adaptability, robustness, etc.

The MAS can be formed as an general information system that is composed from a number of autonomous elements (called Agents). In this context, the Multi-Agent System is a framework for agents, their lives, their communication and mobility and it is an environment where the goals of the particular agents should be obtained too. From the perspective of the standard information systems, the Agent are components of such systems. These components have a special features like autonomy or intelligence, which is consistent with the essential properties of MAS.

Thus, the Agents are the elements of MAS. It is a software entity created in order to meet its design objectives. These objectives are subordinated autonomously with respect to the environment, sensorial perceptions, internal behavior and to the cooperation with other agents.

The typical applications of this multi-agent technology are the large systems with a big volume of decentralization and autonomy of their elements. The examples of such systems could be a transportation and logistical system (vehicles, drivers, dispatcher, etc. are the autonomous and world-wide distributed elements of MAS), system for manufacturing line (robots, transport bands, etc. are the Agents) or some kinds of monitoring system (network elements, computers, etc. are the watched or watch elements). The overall behavior of whole system, that is based on the MAS technology, is formed by internal behaviors of several elements (Agents) and also by the communication between all of these elements.

Classes of the Agents

The essential element of MAS is an Agent. The several types of agents could be found in one Multi-Agent System as well as in the “real world” which is realized by this MAS. These types of agents are able to denote as Classes of the Agents, according to the goals, internal architecture and behavior of particular agents. These classes are shown in the figure 1. Each Agent can belong to a given class for its whole life, but the classification of the Agent can be also changed during its life process, as
a reaction to the situations, intelligence, capabilities and behaviors. We speak about “behavior classification” in the case of changing during the agents life (Radecky and Vondrak 2005).

<table>
<thead>
<tr>
<th></th>
<th>deliberative</th>
<th>proactive</th>
<th>reactive</th>
</tr>
</thead>
<tbody>
<tr>
<td>(route-finding)</td>
<td>10%</td>
<td>10%</td>
<td>90%</td>
</tr>
<tr>
<td>(mode-discovery)</td>
<td>90%</td>
<td>(production agents)</td>
<td>(classical agent models)</td>
</tr>
<tr>
<td></td>
<td>(classical agent models)</td>
<td>(reconfiguration models)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: Agents classification

The classes that describe a processional approach in the combination with reactive or proactive perspectives are the main goal of this research. These classes cover the concept of “Intelligent Agents” that is formed on the principles of an internal agent behavior processes. It means that the “classical agent models” and “reconfiguration models” are the subjects of our research.

**Modeling of the Agent Behavior**

Each Agent is determined by its own objectives and the way to meet these objectives is founded on the internal behavior of a given Agent. Internal behavior of such Agent is specified by the algorithm. The Agent lives, behaves and reacts to stimulus and environment, according to the requirements of the algorithm. Any Agent in the MAS has the main internal life process consequent on the agent’s classification. Several templates for this Primary Process of agent behavior can be defined for each processional class of the agent ordination. This primary process can be decomposed into a number of sub-processes that refine the internal behavior on. The changing of agent classification during its life is based on sufficient template selection for each process, sub-process as well as primary process. This template selection must take the algorithm structure into account. Nevertheless, the template for primary process is given by default agent classification.

The algorithm structures respective to the particular templates could be follows:

- **Simple proactive agent or behavior** – sequential algorithm structure (just one thread)
- **Simple reactive agent or behavior** – algorithm structure with loop (just one thread processes the incoming requests in the loop)
- **Hybrid reactive/proactive agent or behavior** – parallel algorithm structure (more than one thread, where each thread can be realized as a proactive, reactive or hybrid behavior independently)

It is necessary to take into account the fact that each Agent is an absolutely autonomous element of MAS and thus the internal behavior have to be based only on the processes, activities, knowledge and facilities that belong to a given Agent. Then, the result behavior of whole MAS is formed by communication of separated agents and by the interconnection of several internal agent behaviors. This interaction is realized through the use of message passing adapted to the demands of MAS.

In the context of MAS modeling and agents behavior, the term Agent expresses only the “type of agents”. The real separate agents are the instances of this type. It is analogous with the terms Class and Object from the object oriented approaches. The real agents (instances of Agent Classes) are not issues of MAS design and modeling phase but they will appear in the implementation phase, simulation and operation of a given MAS.

**UML Activity Diagrams Extension**

The UML (Unified Modeling Language) is an essential tool for process modeling, both on the business level and analytic level of description (Vondrak 2004; Pilone 2005). It can be applicable for modeling of the internal behavior of agents as well. The UML Activity Diagrams is a standard diagrammatic technique which describes the series of activities, processes and other control elements that together express the algorithm from the dynamical point of view. They are able to capture internal behavior of each Agent, but they are not able to describe the interactions and communication between them. The UML Activity Diagrams are especially suitable for modeling of the agent behavior, though some modifications and extensions are required, in terms of interaction support.

The **Agent Behavior Diagrams** could contain all the elements of the standard UML Activity Diagrams, and moreover some new elements that can be used in the agent modeling process. These new elements are concerned with message passing between agents or with other specific attributes of MAS. In early phases of development, these extensions are supported by the implementation of special “send/receive activities” which include an additional information about message content and message receiver/sender identification, see figure 2. The decision elements from standard activity diagrams are improved too. The modified “decision elements” and their output edges can hold the extra information. This information is usable for message-based determination of following control flow of the behavior led to the agent’s objectives.

The simple, clear and formal definition of the internal agent behavior is a precondition for moving to the next phases of the multi-agent software process. Thanks to the new stereotypes established in the **Agent Behavior Diagram** and other additional information, it should be
Figure 2: The stereotypes of the new communication activities and illustration of decision point. These send/receive activity nodes are able to use beside the other standard activity and process elements. Internal implementation of these new activities is concerned only with preparation, en/decapsulation and receiving/sending of the message.

As it is mentioned above, the Agent internal behavior is specified by the algorithms expressed in the processes. Each process is modeled as just one Agent Behavior Diagram based on UML Activity Diagram. The process can be specified by more than one diagram in the case of multiple realizations belong to a given process. The realizations are the topic of the following text. A couple of rules are bound together with creation process of these diagrams. At first, each process, as well as diagram, have to have just one “initial node” and just one “final node”. This prerequisite is necessary for the further connection of the processes together to model overall agent behavior. The demand of the “well-formed” diagrams is also required. There is a set of general structural rules (e.g. the level of split/join nodes preservation, no crossing of the levels of control flow) that should be kept in mind during the drawing of diagrams (Aalst 1997). Thanks to these rules, the well applicable expressions of algorithms are obtained. It is able to verify them, to transform them to other forms or to process them by several formal tools.

Internal Structure of the Agents

The figure 3 illustrates an example of the processional structures of two agents. Each Agent must have one Primary Process that covers whole life of a given Agent. This primary process and its realization are unique in the context of a given Agent. Each process, as well as this primary process, can contain a control structures, activities (atomic elements of algorithm) and references to other processes. The usage of “send/receive activities” is the only one way to connect all behaviors of separate agents together. The activities and processes,
Figure 3: Illustration of the internal agent’s structures

except primary processes, can be specified globally in the whole MAS. These globally specified elements are possible to subsume into the behaviors of a set of Agents (types of agents).

**Demonstration of afore mentioned situation**

For instance, the “moveToPlace” process (Process 1) or the “startEngine” activity (Activity 1) could be an examples of this approach. In this case, Agent_A could be a “Car” and Agent_B could be a “Motorbike”. So, both vehicles have the same process of moving to a specified place and the same activity of engine starting. These identical elements are subsumed into a number of behaviors; therefore these elements can be specified only once and they can be used multiply. The activities are able to use in a number of processes within the frame of one Agent (Activity 4 within Agent_B) as well as within the whole MAS. The correspondence between activities and processes is based only on definitions, purposes, goals and input/output objects of them but not on the real implementation behind them. This approach is utilizable only for the specification level of MAS modeling and it brings the reusing possibilities of the model elements.

**Intelligence within the Agent Behavior**

Only the static and structural modeling of agents is mentioned above, though, we want to speak about Intelligent Agent too. The Intelligent Agent is a standard agent that disposes of certain kind of “brainpower” during its life. These capabilities are hidden inside the agent behavior and they can be found in various points and situations of such behavior. The intelligence is ensured by application of several tools based on logic, artificial intelligence, etc.

The intelligence within the agent behavior can be concerned with three tasks:

- **Intelligence contained in the activities** – this usage is a question of activity implementation phase. The function of the logic is concerned with decision making and derivation within the activity, e.g. weather forecast. This application of intelligence is hidden from the modeling perspective. Only the result of activity execution is relevant for the next parts of process or whole agent behavior.

- **Intelligence of the control flows routing** – this application of several logic or intelligent tools is covered in the decision points. The decision making and derivation are activated whenever the “intelligent decision point” is reached during the process execution. The intelligent routing can be used for all branching that request more complex and knowledge based decision making, e.g. suitable car to a given cargo assignment. The following direction of process control flow depends on the outgoing result of the decision point. The branching is realized by the output edges of decision point and by the edges conditions which represent the possible outputs of the logic tools execution. It is able to substitute this approach with one special activity (with intelligence within it) succeeded by one decision point that uses the results from the previous activity. But the usage of only one “intelligent decision point” could be more clear and straight approach.

- **Intelligent selection of Process Realizations** – The third task of intelligence subsuming into an Agent life is concerned with the real-time running of MAS. The potential of this application is mentioned in the next chapter.

**Intelligent Selection of Process Realization**

Each Agent must try to realize its tasks and to solve the upcoming situations in order to meet its design objectives during its life. From this point of view, the standard Agent is consisted in definite and constricted description of its behavior already defined during the modeling phase of the Agent. Therefore, there is no way to change the behavior during the agent running. It is able to do this, in the case of Intelligent Agent. Such type of agents is based on the main life process model that specifies just the framework of its behavior. The Agent can dynamically change the pieces of its own behavior according to the situations. This principle is denoted as behavior reconfiguration approach. The process of reconfiguration is founded on the replacement of a given part of the whole agent’s
process by another one that is the most suitable for current situation and conditions. A set of possible applicable behaviors, called realizations (defined by Agent Behavior Diagram), of each “reconfiguration” point (generally the process node of activity diagrams) is defined for this purpose. These definitions of the behavior can be distributed on the whole MAS as definitions of process realizations. They can be saved in some global repository or within the particular agents; actually they can be deliberated in the real-time too.

The important and expected situation will appear whenever one process corresponds to the two or more realizations. The logic tools are responsible for solving this situation. But before this state, it is necessary to find the realizations which are applicable to the reconfiguration of a given process. There are two ways to find them – selection based on the process or on the logic grounds.

Pursuant to these ideas, it is able to define such procedure as an algorithm of reconfiguration process.

1. finding a set of suitable realizations for a given process

2. selection of one, the most suitable realization from a defined set

3. realization executing

The first part of this procedure can be solved by two approaches which are mentioned below. A set of process realizations is required for the next step of such algorithm. This second part is concerned with the selection of just one process realization and this selection could be realized by some logic tools. This selection of the most suitable realization is based on its input objects and also on the objects that are occurring within the MAS in the moment of reconfiguration process starting.

Process vs. Logic Approach for Suitable Selection
The implementation of the first algorithm event is a complex problem. It can be implemented by a process or logic approach (fig. 4), where each of them brings different advantages and disadvantages.

The Process Approach (figure 4 A) is founded on the idea of assignments of the realizations to the parent process already in the MAS modeling phase. The creation of a needful set is only about surveying of the realizations that are connected to a given process. In this algorithm, it is able to subsume the realizations defined in the local repositories of particular agents as well as in the global repository of whole MAS, it is also possible to apply some restrictions to the scope of validity of separate processes, it means that the process, let us say the realization, can be defined as private, public and so on. This well-founded set of process realizations will be used in the next step of the reconfiguration algorithm – selection of the most suitable realization.

The main advantage of this approach is in the clear selection of realizations, which are usable for the execution of a given process, from which can be chosen just the most suitable one. On the other hand, this approach allows only choosing of the most suitable realization from a set of realizations that is formed in the system modeling phase already. The creation of such set is affected by the skills and knowledge of the model author – the Human Factor acts an important role in this process. This process approach is a less flexible at the expense of almost zero error rate during the creation of a set of realizations, in comparison with a logic approach. In other words, the more effective realization leading to the objectives of a given process which is not connected with such process during the modeling phase may exist. Nevertheless, it is impossible to choose the realization that indeed leads to the process objectives but the execution of this realization is mismatched, unusable or illegal.

In the case of the Logic Approach (figure 4 B), the first step of reconfiguration algorithm is changed. The finding of a set of suitable realizations arises from the precondition that no connection between the process and realizations is there and each process and realization has defined its output objects and its objectives in accurate and clear form. The challenge of logic tool is to find (local or global repository can be taken into account with a respect to some restrictions or rules) a set of realizations for the second step of the reconfiguration algorithm. The description, properties, objects and objectives of these realizations have to be in accordance with objectives and objects of a given process. This finding process is automatically executed within the Agent in the moment of necessity during the life of this Agent.

The logic approach when compared with process one is more flexible thanks to the fact that all relations between process and realizations are constructed automatically in the real-time in the moment of request. Unfortunately, there is relatively hi-risk of mismatched, unusable or illegal realizations selection. This problem occurs when the descriptions of processes or realizations are incorrect or incomplete. These descriptions of objects, objectives or properties are made by a human, thus the quality of descriptions and efficiency of selection process are highly affected by the author’s skills, knowledge and fantasy. In this case, the Human Factor is much more crucial to success than in the process approach. Generally, thanks to this approach it is able to find some secret and effective realizations leading to
the objectives of a given process. Due to the high demands on the quality and complexity of elements descriptions, the realizations that fit into the descriptions and that will be associated as members of searched set do not need to be usable for the execution of a given process. So, the descriptions of elements in the MAS have to agree with the real world that is expressed by such MAS – and this is a big challenge.

**Application Domain**

The method that is mentioned in this paper, and that is based on the internal Agent’s behaviors, is a headstone for semi-automatic development of Multi-Agent Systems. Thanks to this technique and some developed tool, it will be possible to specify particular components of the system, their properties, skills, features as well as their behaviors. This specification covers the initial phases of software process. The graphical language (extended UML Activity Diagrams) with some formalization and also with some additional textual information (internal activities specifications, objects specifications, etc.) are used for this purpose. This graphical solution could be a good way to move the development process of Multi-Agent System closer to the customers and analysts, it means that the emphasis on the initial phases of software process is there. The next phases of development process should be simplify and automatized, in accordance to the quality, correctness and sophistication of the model that is specified by this technique. Of course, it will be still necessary to implement some parts of agents and system, but the amount and severity of these parts should be minimalized.

The other direction of progress and usage of this technique is focused on the real-time dynamic of Agents’ behaviors during the working of a given MAS. Each process has a set of realizations which describe the possible algorithms of the process execution. Because, the number of realizations that belong to a given process can be greater than one, it is necessary to choose just one realization in the time of the process firing – it is a reconfiguration approach mentioned afore. The selection of the applied realization is based on many factors (input and output objects of process and its realizations, costs of the realization execution, etc.) and it is executed just in the moment of necessity during the Agent’s life. These Agents, that can change their behaviors in according to the instantaneous situation.
and conditions, are formed on this reconfiguration idea, they are called “Intelligent Agents” in the sense of this research. It extends the application domain by an ability to build the information system with the Agents which are able to solve the problems separately (based on the available realizations of processes which form the behavior of a given Agent) and in the moment when they occur.

Each software application whose internal structure corresponds to the multi-agent technology is a subject of the application domain of the mentioned approach or research. The application domain is focused on the whole MAS software process and brings the automatization into the design or implementation phases of it. The software applications based on this approach can be also “intelligent”, thanks to the usage of Intelligent Agents and the reconfiguration of their internal behaviors. The knowledge redistribution, its sharing and learning of the Agents are possible to realize within these systems too.

**Future Work**

Although the research of the mentioned technique is in the initial phases, the basic ideas and some concrete conclusions and results concerned with the problematic of Intelligent Agents and the behaviors modeling are done and published at present. The scientific and detailed specifications of all parts of MAS modeling area mentioned in this paper are necessary to do now. It is necessary to define subtle rules, properties and facilities of all elements as well as the relationships between them and whole software process. For instance, many questions concerned with this research are still open (how to specify input and output objects, if the specification of atomic activity should be defined globally or not, which logic tool is suitable for the purposes of this problem domain, which approaches should be use, how to move the model to other phases of software process, etc.) The development of software application that will provide methodology and application framework for the modeling, controlling and operating of MAS system that is based on the mentioned approaches, as well as its components, is an important task. The work on this software application is now in progress. The figure 5 gives a preliminary preview of this “AgentStudio” application.

Finally, the goal of this research is to specify complex techniques for modeling of the agents within the MAS based on process modeling. Thanks to this future work, it will be also possible to verify and simulate agents as well as map the descriptions of agents onto the source codes and onto the real implementations of them. The verification, simulation and other models manipulation can be realized by existing algorithms and tools, thanks to the planned support of the process description based on the standard techniques (Petri Nets, BPML, BPEL, XMI, etc.) (Aalst 1997; Matjaz 2006) Above mentioned approaches and techniques also offer the possibilities of distribution of knowledge and learning of the agents.

**Conclusion**

This paper is engaged with the MAS technology that combines many computer, natural and social science
areas and poses specific claims on the standard software process. The future and power of this technology are, among others, dependent on the facilities and quality of the tools for development process of such systems. These tools must be designed with a respect to the skills of normal users that will be a “modelers” of the MAS and that will determine the objectives, requirements and behavior of whole MAS from the real-world point of view. The fundamental ideas and methods to model and develop MAS, based on the internal agent behavior and intelligence of particular agents are described in this paper. The mentioned problems and solutions are the results of preliminary research which will be elaborated with respect to the future work. The modeling and intelligence approaches, graphical nodes, some other solutions, etc. were discussed along with a preview of future work. The application domain, future possibilities and advantages of MAS development based on these ideas was described too.

This research has been supported by the program "Information Society" of the Czech Academy of Sciences, project No. 1ET101940420 “Logic and Artificial Intelligence for multi-agent systems”
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ABSTRACT

Approach to work flow should be used to coordinate external autonomous agents as they perform various tasks; a task formalism incorporating graphical (but mathematically rigorous) process models is being used. BPM (based on Colored Petri Nets) provides the methodology for business process modeling, simulation and enactment. Problem is how to describe where are agents expected before and after execution of specific task in virtual space. This problem is solved by our approach of spatial view based on CPN spatial extension.

INTRODUCTION

The purpose of this research is to develop extension of BPM that adds spatial perspective to the process enactment. We will define spatial preconditions for execution of activities. These preconditions are represented by areas where the tokens have to be before activity execution.

MODELING METHODOLOGY, THE BPM

The BPM, methodology for modeling autonomous agent behaviors and tasks, uses the Colored Petri Nets (CPN) as the underlying Task Formalism (TF). CPNs are implemented as first class objects and are directly executable using their class methods. This CPN-based methodology was defined during the late 1990s [1]. This methodology is based on three views describing different aspect of model - functional, object and coordination.

The Functional View is used to compose process architectures and to enumerate process owners, users, and products. Two types of relationships between processes are available - containment and collaboration. Containment identifies subprocesses while collaboration indicates concurrent operation of two or more processes if possible.

The Object View characterizes all objects that are essential for processes both active and passive objects as well as their attributes and relationships. Active objects provide services that may be needed during process activity performance. Passive objects represent things such as materials, products or documents which are consumed, produced or manipulated by process activities. All these objects have their own attributes which are associated with them.

The Coordination view incorporates object type definitions from the object view and hierarchical process relationships from the functional view into sets of state transition graphs that can be executed without additional interpretation or argumentation. Coordination diagrams show the consumption and production of tokens (occupying active and/or passive object places) by transition (activities or behaviors) in accordance to rules governing CPN execution.

![Coordination View Represented by CPN]

Coordination diagrams allow modelers to specify an execution order for contained activities and processes, including preconditions and post-conditions that affect concurrency in operations. The expected execution order is defined, as well as sharing of used resources. Each activity can have multiple execution "cases". Case choices determine an execution path through process models representing composite behaviors, tactical tasks and missions. They also allow enable execution to adapt/respond to exogenous events, yet enforce the coordination needed to successfully complete tasks or missions.
SPATIAL VIEW

Commercial usage of Business Process Studio (lead BPM implementation) shows one minor disadvantage of the BPM methodology. The methodology doesn’t provide suitable information about spatial distribution of the process. It is possible to include some special activities to describe e.g. transporting resources, however the model quickly become too complex and unusable.

Possible solution of this issue is to create a new view into the process, the Spatial View. This view should provide missing information through a new diagram and also cooperate with other views to give user more accurate sense of the process. To develop well-formed Spatial View, underlying task formalism (CPN) has to be extended by two new entities shown below:

CPN Extension

Position
Spatial View shows the process layout in real world e.g. on a map. It’s obvious that we have to use some kind of positioning. It’s effective to set position for many parts of the process model elements e.g. tokens.

Location
Locations are defined as polygonal areas with assigned position. These areas can be organized in hierarchical structure and are used as intermediates between CPN and the map itself.

Formal Definitions

In more formal language, there are set of locations $L$, set of tokens $C$ participating on the process (CPN) and set of coordinates $X$. We define new mapping:

$$\text{Pos} : C \cup L \rightarrow X$$

Our spatial extension of BPM is based on assigning places to locations. This approach corresponds with the model behavior. (Tokens are “real” objects which can be positioned and places can be understood as “waypoints”). Place to location mapping $M_l$ is defined as follows:

$$M_l : P \rightarrow L$$

With position mapping $\text{Pos}$ and place to location mapping $M_l$ we are able to define specific classes of CPN elements:

Location-specific place
A place $p$ is location-specific if it is assigned to location.

$$\exists l \in L : (p, l) \in M_l$$

Location-specific activity
An activity $t$ is location-specific if exists at least one location-specific input or output place $p$ for that activity.

$$\exists p \in (t \cup t^*) , \exists l \in L : (p, l) \in M_l$$

Example Process

Spatial Extension can be explained on simple produce & transport process. A worker produce a product from shipped resources and the produced product is transported. Fig 2 shows the process elements e.g. activities (produce, transport, return) and active and passive objects participating on the process (resource, worker, truck, product).

![Figure 2: Example Produce & Transport Process](image)

Fig 3 shows the basics of the Spatial Extension, place to location mapping (red arrows). The mapping adds new information to the process. The product is produced in factory and then transported to store. This new information is desired output in our research and has to be visualized properly.

![Figure 3: Example Process, Place to Location Mapping](image)
SPATIAL VIEW VISUALIZATION

Visualization of presented spatial extension is essential. The problem is, how to fit so much information into the map and do not lose lucidity. At present we have two prototypes of visualization tool, classic 2D and experimental 3D approach.

Classic 2D Visualization

Spatial View (fig 4) shows the map, locations (blue polygons) and passive or active objects (CPN tokens, yellow flash icon). Spatial View also provide information about place to location mapping (a tool tip for every location with list of mapped places).

![Figure 4: 2D Spatial View, Process Enactment](image)

Fig 5 shows Coordination View of the same process in the same phase (process enactment). Tokens (car002, woodenToy) are transported within transporting activity from factory to store. Token tracing is also provided (red lines).

![Figure 5: Coordination View, Process Enactment](image)

Experimental 3D Visualization

However, 2D visualization as presented has one major issue. When the process becomes more complex, place names get duplicated and Spatial View (especially tool tips) becomes unusable. We suggest that 3D visualization approach can fix this issue.

3D approach is based on joining Coordination View and 2D Spatial View (fig 6). This hybrid diagram can shows both diagrams in one view. Also there is “lot of space” to visualize location mapping, token position, token tracing etc.

![Figure 6: 3D Spatial View, Process enactment](image)

CONCLUSIONS

In this text, we have presented spatial extension of BPM methodology. We have defined new preconditions for transition enablement and demonstrated their purpose according with the model behavior. We have also presented visualization of this extension. Further studies have to be concentrated to unique 3D visualization tool to extend its possibilities.

*This research has been supported by the program “Information Society” of the Czech Academy of Sciences, project No. 1ET101940420 “Logic and Artificial Intelligence for multi-agent systems”*
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ABSTRACT
In the automotive design process individual complex computer aided engineering (CAE) applications are needed to interact in a coordinated way. The engineer goes through many iterations for various model modifications in order to obtain improving qualities of the design. This process often involves time consuming manual interactions with the involved applications. This paper presents a solution to the problem of task automation. The engineering problem described highlights several aspects of process automation and collaboration commonly found in CAE environments.

Conducting this optimization task should be managed for the engineer as clearly and easily as possible. As an example, a complex iterative optimization of a car’s body part has been implemented. Handling of data and execution of applications have been automated. An additional abstraction of the execution process gives the freedom to migrate the computation to different hardware platforms and computational resources.

INTRODUCTION
Optimizational computations in automotive design processes require a coordinated interaction of possibly complex single applications. In this chain of processes the applications interchange large and complex sets of files.

In this design phase the parts worked on are still within the virtual world of model simulations. The engineer goes through many iterations for various model modifications in order to obtain improving qualities of the design. This implies to cycle through a repeated loop of performing similar actions within the various CAE applications, including the exchange and conversion of large volume data sets.

The engineers engaged in this process go through the chain of process steps to advance from fractions of design models, through compound models including material properties, to the simulational analysis of those models. This is a very time consuming process. Some engineers automate certain steps using (shell) scripts. This will probably increase productivity, but the approach has definite restrictions in everyday’s use due to difficulties in maintenance. The users of these CAE applications are engineers, not software developers.

The following sections outline the chain of operations in more detail, and then proceed through an integration of an optimizer to increasing the efficiency of the automated process.

Process Automation
The method of creating variant designs of parts within the virtual design phase lets the engineer evaluate the approaches without the costly real-life manufacturing of prototypes. This virtual design and evaluation process usually involves the following:
1. Design/Modification of models
2. Conversion of the models for further applications
3. Merging the modified model with unchanging parts and adding information (material properties)
4. Analysis of the obtained virtual design
5. Possibly visualizing the results and/or extracting comparable values describing the design “quality”

Depending on the desired process, some of these basic steps may occur multiple times at various steps in the process chain.

An automation of this process has two major benefits: The most obvious is saving time. The time for conducting manual processing can be used to give the engineer the chance to concentrate on creating more competing designs in a given time, and thus increasing the engineering efficiency. The second benefit is reducing (unnoticed) error prone interactions in the process, induced by manual management.

Optimization
The approach of automating a process chain can undergo further improvement by introducing a looped optimizing workflow. An optimizer within the workflow can generate sets of parameters defining design variations (e.g. thicknesses of sheet metal, dimensions of structural beams, layout of reinforcing design elements). These parameters are translated into the variable components of the design model (step 1), and automatically evaluated through the process described in the previous section. The process chain acts as a solver to the optimizer in the workflow.
The quality of a particular design generated in an optimization loop is determined by extracting some key values from the results obtained in the process chain (see step 5). These values will be fed back into the optimizer for the (multi disciplinary) optimization. The optimizer generates a new set of parameters for the next iteration until reaching a defined stop criterion.

Parallellization

In multi disciplinary optimization environments very often different analyses are carried out. These can be
- either using different computational components (e.g. weight, structural strength, eigen frequencies),
- or using one analysis method parameterized differently for multiple runs (e.g. different load cases, differently conducted crash tests).

These tasks are usually independent from each other and set up as individual computational jobs. So they can be distributed easily to different computational hosts for execution. Compared to a sequential processing, approximately the same resource in CPU time is consumed, but the execution time to the engineer may be multiplied by a factor up to the degree of parallellization. Complex optimizations with many loops for example then can be conducted overnight, whereas sequential processing would yield a multi day job.

INTEGRATION SYSTEM

Traditionally coupled simulations composed of individual and independent applications, as found in optimization processes, are integrated by (shell) scripts. They copy data using file I/O on shared file systems (NFS), applications are started – and maybe controlled – using file system “flags” (creating and removing files to trigger actions within the application). More sophisticated coupled integrations usually require the modification of the source code by the original developers to create a higher, and integrated, single application.

“Integration technology” is a term describing developments of the last few years for flexibly controlling complex workflows. The approach is to keep the need for modifying the simulation’s source code minimal (at the most). The main aspect of the approach is an object oriented design concept, using component technologies and the communication and interaction technology CORBA/IDL. Problem solving environments integrate applications, and manage the data in an automated workflow. The goal is to prevent distractions from the engineering job. So the simulation and optimization tasks need to be presented in a simple and clear way, and the distribution of computations should be handled transparently. This also implies the distribution of data between the various components within a workflow.

The problem solving environment developed by the German Aerospace Center is a system called TENT. TENT is an engineering framework to set up an environment for distributed application integration and workflow management, including the necessary features for data handling and management. It has been implemented to provide a very high level of flexibility of use, with the least degree of restrictions for the target applications. To ensure platform independence the target platform only requires a Java Development Kit (JDK).

Application Integration

Integration environments need to wrap the individual computational code with software to interact with the application in a suitable way. By doing this the integration system interacts with each application wrapper in an identical manner, whereas the wrapper’s purpose is the specialized interfacing of the application itself.

This may involve various approaches for interfacing. The CAE tool may provide an application programming interface (API) the integration environment’s wrapper can connect to in a suitable programming language, a remote control interface (e.g. through a socket connection, Web Services based), or – unfortunately very common – the simple communication through the file system by creating or deleting file system entries is used. If none of these methods is available, the application will need to run as a “black box application”, that will just be started without the possibility of controlling it (besides terminating the complete process).

The wrapper, together with the application, then yields a component for the integration environment [Forkert et al. 2004]. This component can interact with the system’s governing and controlling components on the one hand, and with other computational components on the other hand.

In TENT the application integration is more and more performed using Python scripting at run time [Fischer et al. 2000]. This relieves the developer of a time consuming edit–compile–deploy–run cycle. The implementation is performed in a language that is highly structured, readable, and powerful to the system designer. Possibly slightly slower execution times of embedded Python code in comparison to the application’s native code or the system’s Java code are usually neglectable. Only high level managing code with a minimum fraction of the total execution time for the binding logic (the “glue code”) is handled with it.

As mentioned above, code integration can be driven to various levels. For example customized control panels for the graphical user interface (GUI) can be developed. This could be valuable for the need of user controllability for certain workflow components, depending on the degree of possible interactions (between the wrapper/TENT and the integrated application). These panels will be embedded into the GUI at run time for the specific configuration and control purposes.

Distributed Computing

The performance for obtaining solutions can be increased through parallellization as mentioned previously.
This can be achieved in two ways: by distributing a single task of a workflow component onto several computational nodes, or by distributing several independent tasks onto different computational hosts. The first approach is well outside the scope of integration systems, it has to be managed by the application itself. The latter can only be conducted from within the integration environment.

The efficiency gain of this type of parallelization is highly dependent on the freedom of migrating the single computational job to a different host. If the simulation integration environment itself is independent of the execution location, several factors determine the “mobility” of the process:

- Availability of the application on different hosts
- Application’s platform and system dependencies
- License restrictions
  (for hosts and number of processes/CPUs)

Depending on these three factors, the total execution time may be reduced. Some common means of distribution of data processing are execution on a

- remote host (e.g. execution using SSH/RSH or on super computers),
- scheduling system (e.g. LSF, PBS),
- or computational Grid (e.g. Globus start).

Relocation of computations to a host fittest for the individual task, and identification of parallelization potential, are the key factors for increasing workflow efficiency. The capability to migrate either the application’s execution, or certain system components, is given by a transparent abstraction of the components from each other (see figure 1). This way the interacting components can be distributed individually. Localizing of one or more resources together of course would be a special case already covered by the design. TENT is capable of utilizing all three means of computational distribution mentioned in the list above.

**Data Management**

Simple workflow management by (shell) scripting (and many other integration environments) assume a common shared file system (e.g. NFS). Information on file system accessibility is not available prior to execution time. So workflow components executing individual applications on independent hosts flexibly, result in a demand for data management. At simulation time this data management’s purpose is to (A) provide means of data transfer between individual components, and (B) facilitate the access to data storage instances accessible from within the distributed environment. Depending on the disciplined behavior of engineers, dealing with (B) in collaborative environments may lead to data chaos sooner or later. So another problem to solve is (C) the collaborative and orderly management of data on a larger scale.

**Workflow Communication**

Distributed components communicate by sending and receiving CORBA events between them (task A above). A set of events for simulation workflow management have been implemented in TENT. Some are usable for data transfer by various means: Simple referencing of commonly accessible files (e.g. on a file system, or server), or using direct transfers (e.g. Globus GASS transfer, GridFTP). The TENT framework’s software development kit (SDK) includes means for using various methods through the API in the application wrappers.

**Data Storage Server**

For data storage (task B above) a data server is deployed for use within the problem solving environment. For various reasons we use a WebDAV [WebDAV 1999] server. It implements a data server concept building on HTTP protocol extensions for communication. The advantage of this approach is the ease of access even in distributed and protected environments in comparison to many other remote file system access methods. The TENT GUI and all workflow components can access this data server to share (store and retrieve) files and other data.

**Collaborative Data Management**

In collaborative environments with many simulations and optimizations conducted, the need for controlled data management arises quickly. Simulations or workflows need to be stored in an orderly way, they need to be annotated by meta information for closer identification on the server by the team, and the corresponding data for the simulation (input data and computed results) needs to be related to it.

In the implementation this management has been split up. A data management system, based on open and future proof standards (XML and WebDAV), was employed. An infrastructure for technical and scientific data management purposes was used (DataFinder [Kloss 2004]). With the DataFinder repositories for collaborative data management can be set up. Within a repository structured data objects are defined. The
structure between the data objects is defined by relations (data hierarchy, to prevent uncontrolled placement of data objects) and annotated by custom defined attributes (meta data). The system provides means for access control (access control lists), server side searching and locating of content, and versioning of data items within the system.

This system, including the DataFinder as a graphical client, has been designed independently, to be flexible for use in many different scenarios. However, while implementing problem solving environments like TENT have been kept in mind for coherent interoperability. TENT itself is able to integrate seamlessly with the DataFinder data management scheme.

PROBLEM SPECIFIC IMPLEMENTATION

Within the scope of the AUTO-OPT [AUTO-OPT] project some extensions to the TENT environment have been implemented. These include a complete rework of the Python scripting API for easy wrapper implementation [Fischer et al. 2000], abstraction of process distribution for scheduling systems and Globus Grids [Globus], and data management system integration.

The system’s fitness for automotive tasks has been demonstrated with a complex distributed sample optimization process. The process includes

- a multi-disciplinary optimizer,
- a parametric shape modeller,
- a model merger,
- a structural mechanics solver (FE),
- a crash test analysis tools,
- and several utility components

(converters, value extraction, workflow logic).

In this scenario (figure 2) some applications were bound to specific hosts or platforms for execution, some were executed on scheduling systems LSF, and some were executed using a Globus Grid [Schreiber et al. 2005].

In the project the demonstration process to be conducted was the optimization of a main chassis beam with variable material thicknesses and several geometry parameters. SFE-CONCEPT [Heiserer 2004] took these to generate a fully meshed model, while avoiding defined engineering constraints. The meshed model then was converted and merged with non-changing parts of the automotive frame using Medina [Westhaußer 2003]. This compound model was then subject to analysis by the rest of the workflow.

To the optimizer DesParO [Bäuerle et al. 2004] in the workflow, the solver is a sub-workflow in a loop (in figure 2 enclosed by the dashed line). Both are attached to the coupling control component. The loop is forked for two independent analysis paths after the compound model creation. This created the first possibility for parallelization. In one branch a number of differently parameterized crash tests (PAM-CRASH and PAM-VIEW) was conducted. These tests were submitted to the scheduling system, and the results were collected again on individual completion (task farming). On these, the number of available floating licenses for PAM-CRASH had to be considered as a restriction for task farming, to prevent a decrease in efficiency. In the other branch PERMAS [Fischer et al. 2004] conducted a structural mechanics and eigen frequency analysis. After performing all numerical steps, the resulting files were analyzed to extract scalar values. These are collected and forwarded back to the optimizer as feedback to the quality of the generated parameter set.

The challenge for the optimizer was to determine an optimal set of parameters for competing goals in the objective function. Structural strength and high eigen frequencies are opposing weight of the design and energy absorbing deformation in the crash.

When complex and very long lasting optimizing simulations like these are set up to run automatically without the engineer’s direct interaction, an unwanted behavior of the process may occur. Some unpredicted circumstances – as unavailability of application’s licenses, diverging simulation results, job rejections of the scheduling system, etc. – may require the engineer to intervene with the fully automated workflow processing. To accomplish this, the engineer needs feedback from the integration system on the current progress within the workflow, the state of applications, simulation code internal numeric states, etc. For this purpose the state of each application within a component is monitored, output is analyzed to determine erroneous abortions, output from files and on the standard streams (standard out, standard error) is parsed, etc.

This information is made available for the user’s feedback in various ways:

- logging messages (GUI panel with system state information, warnings, errors)
- monitoring plots (numerical values in internal or external graph panels)
- results (current multi dimensional result sets passed to external visualization tool)

Through the user interface the engineer may then cause the workflow to pause execution at certain points to save unnecessary processing time and therefore costs.
COMPARISON

The market for problem solving environments features a wide variety of competitors with particular strengths in different areas. These commercially available systems usually provide a high level of maturity regarding their implementations for the designated target market.

EngineFrame for example covers the utilization of Grid Computing more extensively. CAE-Bench’s domain is a seamless data management tracking all manipulations, data forking, etc. Other systems are focusing on other aspects while disregarding or neglecting some other facets. Commonly found in this field are optimizers featuring alternative algorithms. Systems like these are modeFRONTIER, iSIGHT, Pacelab, Pointer Pro, ModelCenter, and others.

CONCLUSION

With the combination of the integration environment TENT with the data management system DataFinder one gets a high flexibility to integrate, distribute, and manage complex simulation and optimization scenarios. Other environments provide very mature strengths in other fields and often ease of use – at the cost of flexibility and extensibility.

The bandwidth of strengths in detail are

- completely open interfaces,
- flexible extensibility of the user interface,
- feasibility to integrate arbitrary applications,
- conduction of interactive simulations,
- utilization of distributed environments and Grids,
- and an integrated data management based on open standards.

Further enhancements of the implementation are easily thinkable. It would be fairly easy to provide an interactive process control to the distributed optimization loop. A user could pause a workflow for alterations, check-point, migrate, and re-parametrize it, etc.

The data management features are essential for enabling computations in highly distributed systems. Data transfers directly between the components and through shared data servers provide the key to this goal.

The employed data management system introduces organizational means by annotation information through meta data stored with the content. This gives larger engineering teams the tools to structure, manage, and retrieve all relevant information from simulations. Additionally user management, access control, versioning, and server side location of data completes the toolbox for collaborative team work.

Further development on TENT is taken in the EU funded Grid Provenance project. It will enable simulation tracking beyond pure data storage and logging information. With provenance recording component interactions, causalities, and data linking information can be tracked and preserved for even complex simulation and optimization workflows. This gives means for seamless process’s provenance tracking for liability reasons and larger scale analyses.
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ABSTRACT

This paper presents the development results of a two-dimensional multi-user modeling environment for the simulation tool d3 FACT insight. By using this modeling component, simulation experts were able to develop material flow models more effectively, and they can work together on different computers in different places at the same time. This makes model development more efficient as compared to when a single modeling expert has to model the entire problem alone. Hence, an aggregation of sub-models becomes possible. To realize a multi-user modeling tool, many difficulties like conflict or access-right management, have to be handled. In addition, the paper describes the development of the client server architecture in d3 FACT insight to enable distributed development.

MOTIVATION

Future orientated factory and product planning needs a collaboration of all competencies along the product lifecycle at a very high level. On the one hand, the product development times are getting shorter and shorter and on the other hand, there has to be more and more product variants. This is a big challenge for corporations. That is why the planning vision of the digital factory in research is followed with insistence (Marczinski 2005).

By using the digital factory concept, product planner and designer are getting a modeling and simulation tool, which allows them to optimize production places and products or to test planned changes before they take effect in real systems. Furthermore, the developer, planner and carrier dispose the same data pool as the other vigilantes of the company (e.g. engineers or advisors). Thereby changing processes can significant efficiencies or savings be realized faster, because many experts can work on the same assignment simultaneously. There is not only an upcoming transparency for the specialists. In addition, the costs become reduced too, because patency and correctness of data is given and can directly be optimized by simulation. So the simulation is an encouragement in designing systems. Furthermore already existing or conceptual systems could be modeled with the use of simulation.

However, current process-simulation and -modeling tools (e.g. eM-Plant, Taylor ED or Quest) support the team based development and simulation but only in an inadequate way. For this reason, the chair of business computing, esp. CIM at the University of Paderborn has developed a multi-user capable modeling module for the material flow simulation program d3 FACT insight.

This modeling module allows developers to design, parameterize and change simulation models together in teams. Collaborative work includes two essential aspects: space and time. Spatial viewed, collaborative work can be arranged face-to-face or in a distributed group. Temporally focused it can be arranged synchronously or asynchronously. This leads to a contemplation of collaborative work by building a space-time matrix (Johansen 1991). The multi-user modeling tool should support these different cooperation scenarios.

RELATED WORK

Today integrated packages like eM-Plant or Taylor ED are used for material flow simulations (Klingstam and Gullander 1999 or Mueck and Dittmann 2003). With these tools, modeling experts are able to model and execute models of production processes in one simulation environment. The whole process of modeling, execution, analysis and modification takes place on one person’s computer. Because these tools do not support teamwork, only one single user is able to work with the model at the same time, in the same session. If more than one user has to edit the same simulation model, it has to be done sequentially (Dangelmaier and Mueck 2003).

An established approach to solve the multi-user support problem, is to operate with several sub-models, where the whole model consists of sub-divisions. Each disjoined sub-model can be designed by another team member. To calculate the whole model, a person has to integrate all sub-models into a large aggregated model. In this approach, an integrating user must recognize all dependencies between the
sub-models. This is nearly impossible when a large simulation scene is going to be designed. If changes are required, more than one user cannot modify the integrated model at the same time.

Due to the lack of versioning, it is difficult to reconstruct the changes of other team members during the modeling process. After the integration of an entire model, it is difficult to separate the sub-models again in their buildingblocks, for example, if one sub-model has to be replaced by a newer version. To solve this problem of interaction, the modeling process of a material flow simulation has to be regarded closely.

THE MODELING ENVIRONMENT

The module-based modeling and simulation environment for virtual process planning and control was developed at the chair of business computing, esp. CIM at the University of Paderborn. It is based on a central data management of standardized objects, a controlled access to the necessary data, a modeling component to create and modify simulation models and a computation component to calculate and evaluate models. The computation component will not be addressed in details in this paper.

Models

Models used to simulate a material flow typically consist of blocks representing the modeled process entities and marks that stand for factors of the production (e.g. products, machines or parts). If two or more blocks have a production relationship between them and interact among each other, they link together by linking connections. While the model is simulated, the marks follow these connections at a calculated time.

Many of the models are too big to be managed effectively. For this reason the simulation models are organized in an hierarchically way. Figure 1 illustrates possible different layers and their level of aggregation.

![Diagram of hierarchical models for material flow simulation](image)

Figure 1: Hierarchical models for material flow simulation (cp. Dangelmaier et. al. 2004)

Several machines are aggregate able to one bigger production cell, represented as one place or buildingblock. Connected buildingblocks become aggregated to lines and lines to production stages. Links only exist within a sub-

model. To interact on a more aggregated level, the blocks have special connectors, input- and output-channels. The user can work with the completely aggregated building block at once. For this reason models become manageable and can be edited in an effective way.

System architecture

To handle huge simulation models and the teamwork for many users, a capable environment is needed. To offer an effective and high-capacity system, 3-tier architecture (Bengel 2002) is used. Within this architecture there is a presentation layer on the client side, a persistent data layer, the database, and a transaction- and application-control-server. This three-step model is very comfortable in caching mechanisms, because the many database accesses during the modeling process are very cost intensive in resources (Tannenbaum and Steen 2003). Figure 2 shows the system architecture and the components of the entire modeling environment used for the 3d FACT insight modeling tool (Dangelmaier et. al. 2005).

![Diagram of system architecture](image)

Figure 2: Modeling environment architecture

The communication between the modeling tools and the control server happens on save way, by using the secure socket layer. Therefore, it is guaranteed that no one without the adequate key can disturb or listen to the communication between the tools and the server.

The modeling tool allows designers to load more than one model into the tool and to work on all their loaded models. Thereby different users can load the same simulation model and work autarkic with this model or together in a team. A clearly differentiation of all currently opened models by the control server is essential. Therewith it is warranted that every modeler gets the active data for the models currently opened by himself. In addition, the changes made by a user to an opened model, only have to take effect on this model. It is not allowed to influence the same model, which was autarkic opened by other users. During the common work of a modeling experts team on a model, the changes, made by one team member, have to be transferred to all the other team members.

According to changes, every parameterization has to take effect only on the changed model. Therefore, the control server generates a container and a unique key -ShareID- for every opened model. By the use of this key, every currently loaded model can be identified clearly. A ShareID is created by using the current control server milliseconds time value. This method is easy and effective because for example, the generation of a random number takes more calculation time.
In Addition, the uniqueness of the number has to be tested. Testing the uniqueness needs an average of $O(n \log(n))$ and in worst case $O(n^2)$, if the fast Quicksort algorithm is used (Cormen 2004). Instead of the random number generation, the milliseconds method did not need saving and administrating a key list. All generated keys are automatically unique because of the time factor.

**Access control for simulation models**

By the use of authentication and authorization, the access to the models can be limited. For this reason, every modeling expert has to authorize himself when starting the modeling tool; it is not possible to use the tool without authorization. Simulation models and their components have a restricted access to their data areas. Every buildingblock contains an access list with four access entities:

- modify-right
- use-right
- delete-right
- administrate-right

When setting the mentioned rights, it is possible to set different access levels to a buildingblock. Figure 3 shows the different possibilities to set and mix the different access-rights.

![Figure 3: Different rights and the possible overlapping](image)

To delete an object the modeler must have at least the delete-right. The use-right suffices if a modeler can apply the object or not. Furthermore, it allows users to create element instances. Changing the object in size, behavior, etc. is controlled by the modify-right. The administrate-right is the highest level of object-access; it contains the other three rights. By this, only modelers who own the administrate-right are able to change the access right for the object. They are able to change their own as well as other users’ rights. Nevertheless, it is not possible to delete the elements creator whereby the exclusion of at least one modeler for element is prevented.

The access-rights were stored in a binary way. The delete-right is represented by the first bit, use by second, modify by third and administrate uses the fourth.

$$
G = \sum_{i=1}^{n} R_i \geq n \times 2^R 
$$

$n = \forall$ selected objects

$R_i =$ access - rights for element $i$ (1)

The calculation of the different right for the selected objects uses the formula above (1). By the use of this formula, a fast calculation, of access-rights, during the modeling process is possible. To work with the selected objects two conditions have to be fulfilled: The corresponding rights as well as the lock-flag (cp. section Conflicts during the modeling process).

Furthermore, every object has more dates, e.g. unique number, version number and the actual data content. The locking entry on the data block level defines whether a modeler is qualified to access the element. The actual data content is represented by the data entry, which is responsible for the object’s logical behavior. In addition, the object’s connection links to other models or sub-models are stored in the data content. Figure 4 illustrates the formal design of a buildingblock. Restoring older stats or versions of an element is possible by using a unique number and an actual version number.

![Figure 4: Buildingblock data-architecture](image)

All simulation data is saved in a central storage. For this reason multiple access mechanisms to get this data areas are developed. The control server caches the loaded models, with which someone is currently working. On every users action the servers gets a control-message to evaluate. It updates the cached model and distributes the answer-message to all applied modeling tools that had currently opened the changed simulation model.

**The Modeling Process**

To afford teamwork in developing a simulation model coordination mechanisms are required. During the modeling process, the model and its sub-models have to be managed. Therefore, several interaction techniques are used to prevent errors. It is necessary to allocate behavior types to the used objects. This parameterization defines how objects can be placed, respectively integrated in the scenery. The major types are:

- create and use
- select
- delete
- edit and move
- connect

These types are considered more detailed during the next paragraphs. In General, they are executable by every user but there are some restrictions by the access rights, explained in the access control for simulation models section.

Create and use: During the development of a simulation model, creating objects is a fundamental step. The existing objects are stored and archived in component libraries in the model database. They can be loaded into the modeling module. After loading a model, all its elements can be used if the modeler has enough access-rights on them.
By using a drag and drop mechanism, a loaded model or some of its components can be placed in other modeling scenarios. Figure 5 shows the modeling tool with one open scene (out of three) on the right side and two loaded libraries on the left side.

Figure 5: Modeling module

Select: Selecting objects is the precondition to apply other types of interaction. Selection is required before any movement or other actions on a focused object can be generated. When selecting an object, communication between the modeling tool and the control server starts. A control-message was transferred from the tool to the server. This control message contains e.g. the objects unique number (q.v. Figure 4) and the user-identifier. The control server looks in the cached model, and evaluates if the user has enough access-rights to accomplish the required action. Afterwards an answer-message is sent back to the modeling tool, and to all other applied tools. It causes them to execute the required selection action.

To display the selection action, the users get a visual respond on the objects. The objects are colored blue if the selection was successful, red if another user is blocking the object and gray if no one is currently trying to select or is working on the object (these colors can be changed in the tool properties). Thereby the users can see if their selection was successful.

Delete: It is essential that objects are deleting able to make the development work flexibly and comfortably. Furthermore, object deletion allows a recreation of the scene at any play and any time. Therefore, errors and mistakes can be repaired. Similar to the selecting process, the deleting process of an object demands a message transfer too.

Edit and move: To give more flexibility it is necessary to move or edit placed objects. This option refers to the objects layout and allows an organization of the simulation scene. Modelers with enough access-rights can select an object and move it within the scene. Furthermore, the user can modify the objects size and its variables, to influence the elements behavior. Also it is possible to adjust some variables that influence the objects behavior during the simulation. By changing calibrations, the material flow within the object changes. By the use of moving features, it is possible to clarify the activity structure or the hierarchical order.

Connect: To generate the relation between the objects it is possible to set some connections. For example, connections describe how object-children response to its object-parent. In addition, the connections determine the flow of the marks during the simulation process.

As long as the working environment is limited to one user at the same time and the same model, all the described actions can be handled easily. Nevertheless, through the possibility of a multi-user interface, several conflicts can be generated by the application of several types at the same time on the same model. The next paragraph describes these conflicts and how they have been solved.

Conflicts during the modeling process

The system follows the ideal of a multi-user system to model and simulate parallel in any situation, still upcoming conflicts had to be handled. For example if two or more persons have significant ideas or defaults to be directly integrated in the simulation model at the same time. Figure 6 illustrated one possible error situation, when two or more modelers want to edit the same element at the same time in the same simulation model. This conflict has to be solved by the control server.

According to this, possible conflicts are, for example, the access on the same object, as shown in Figure 6 or the delete of an object, which is necessary for another. The next paragraph will point out the most important methods to solve the conflicts during the modeling process.

Conflict handling

In order to handle the possible conflicts, two methods have been developed. In these methods, the locking and versioning mechanism enable multi-user work on one simulation model at the same time and will be described in the following paragraph.
Locking: By the use of lock mechanisms, several users can work on the same model. As long as they work in different parts of the model, no conflicts are generated. If two users want to access the same object, it is locked by the first user and stays locked until he finished his adjustment or ends his modeling session. Only the user who owns the lock-flag can work with the objects. When a user finishes his modeling session all the building blocks in which he is still looking become unlocked automatically. Therefore, it is guaranteed, that objects formally locked by the user could be access able after he has logged out. The control server administrates a list with all the locked objects and the lock-flag owner in it. So it is possible to unlock all elements locked by a modeler also if he is locked out. Furthermore all currently blocked objects are delivered to users who enter the modeling team after the work session has already started.

Because the users did not know automatically, the locked objects have to be visualized, to assist the users in recognizing which objects are currently locked. Therefore, locked objects become painted in different colors (the different signal colors are mentioned in the modeling process paragraph).

Remembering that the model bases on different levels of hierarchies, the implementation of the locking method is more difficult. The lock of a specified object is deeply connected to the lower (more detailed) levels of the simulation model. Furthermore, the upper elements connected to the locked object have to be marked, so that they also cannot be changed. Figure 7 illustrates an example of the locking mechanism. Despite this, the system allows users to work parallel on the model on each level whenever two objects are not connected in their hierarchical order. Conflicts can only occur when two different users work in the same branch. The users will directly or indirectly take influence on sub- or superior objects by editing sub-models of a locked node from a higher level.

Through the versioning, it is possible to generate older versions from the new ones, and therefore it is only necessary to save the actual version number, if an experiment is configured.

FUTURE PROSPECTS

Until now, the system supports multi-user work at the same time at and different place by the use of locking mechanism and an access-rights management system. Only authorized users with an adequate right are allowed to change the model. Furthermore, working at different times is also supported. The use of a versioning mechanism allows to restore different states of a simulation model.

In the next development steps of the d3 FACT insight tool a high quality three-dimensional modeling tool with multi-user support is planned. By the use of a three-dimensional modeling component, the design process of material flow models can be accelerated. A more intuitive design is is envisaged; the objects will no longer be represented by boxes but by realistic looking three-dimensional models. Thus, the designer of a model becomes integrated into the scene he is working on.
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I. INTRODUCTION

Simulation has been acknowledged as a powerful way to support training in complex concepts and systems. Its graphical interface and user interaction allows it to be the heart of many game-format educational softwares [1]. The Virtual Factory is created as a simulation model in Enterprise Dynamics. The simulation data (input and output) is stored in a database.

The goal of the virtual factory is to create an educational workbench on which the effects of different scheduling rules towards the global factory performance can be studied. Currently, the layout of our sample factory is fixed, but in a future version this layout will be generated from the database. Our sample layout is based on the features of the Goldratt game, but the size is much smaller. It is based on 7 work centers, 4 resources (machines) and unlimited storage of raw materials [1],[3].

II. THE MODEL

The virtual factory is a job shop environment implemented in a simulation software. We created a model for this simulation software, which mainly consist of two parts: a material flow model and an (job) order flow model.[3]

The material flow model implements the factory layout. We have 3 product types which can be ordered. Each product type has a different BOM (Bill of Material), but needs partly the same resources. A place in this production flow where a given resource processes the same materials in the same production step is defined as a work center (WC).

In our example every work center needs one resource (operator), and since there are more work centers than resources, this means that the resources are shared between the work centers.

The work centers in the factory are job driven. To start a job, 3 initial conditions must be satisfied:
1. A resource must be available in the resource pool
2. All (raw) materials must be available
3. A job instruction must be supplied to the work center.

For the implementation of (3) we needed to create a job processing system in our model. It is important to make a distinction between an order and a job. An order is placed by a customer to obtain a product. It is the instruction to start the production of a product. For every product, the different steps in the production process are done at the work centers. The instructions for these processes are called “jobs”. To schedule the virtual factory one must schedule all the jobs for the work centers. As a consequence it is possible to:
1) create intermediate storage of materials
2) to reallocate this intermediate storage for another order.

III. THE JOB SCHEDULING MECHANISM

The job selection is illustrated in Figure 2. In this part of the job processing system, the selection of the released jobs is
done. Every released job is sorted on priority in a list OrderJobList. When this ordered list is complete, the job processor takes the job with the highest priority first and checks if the necessary materials are available. If these materials are available, the job is sent to the model (allocated jobs) and the materials are allocated. If the materials are not available, the job remains blocked. When new materials are produced, all jobs will be sorted and reevaluated again.

In the model the jobs are executed when all the materials are available.

IV. INPUT

In this section we will give a broader description about the virtual factory’s input.

The assignment for the practicum is to compare 5 scheduling strategies: (1) **FIFO**, (2) **EDD**, (3) **EDD with delayed release dates**, (4) **SPT** and (5) the **optimal strategy**. [4]

The input of the practicum is an excel worksheet in which the scheduling of the jobs is done by the student. The output of the virtual factory is a set of Excel worksheets that reflect how the factory has executed the schedule of the student.

![Figure 2 Input sheet](image)

V. OUTPUT

During the simulation, one can watch the ongoing production in the virtual factory so a rough indication of the performance is already available during simulation.

After the simulation, a lot of data is exported to three excel worksheets. The first worksheet contains global factory information, the second contains information about the delivered orders to the customers and the last worksheet contains information about the executed jobs.

The global factory information contains the workload of the different work centers. For all the work centers where one machine is assigned, the sum of the loads of the assigned work centers equals the load of the machine (e.g. machine 4).

The worksheet with the order results (Figure 3) shows when an order is finished. If these results are compared with the due dates of the orders, the average tardiness, lateness, makespan and WIP can be calculated.

![Figure 3 Worksheet with order results](image)

The last worksheet contains the results of the executed jobs. It is on this level where we can find the most interesting information of the simulation. The sheet contains the actual start and stop time for all of the executed jobs.
With this output, one can compare the scheduled data and the results of the simulation and start analyzing the differences.

Two nice representations of the results from the job database are shown in Figure 4 and Figure 5. The first one shows the number of jobs in process (WIP). The first graph gives the start times of the jobs (cumulative) and the second graph gives the end time of the jobs (cumulative). This gives a good idea of how much WIP there is (vertical distance between the two graphs) during the entire simulation. The average job lead time is obtained as the horizontal distance between the two graphs.

![Figure 4 Jobs started and finished](image)

The second representation is a Gantt chart, with an overview when the jobs were executed. On the vertical axis, the different jobs are represented and on the horizontal axis some fixed time frames are represented (e.g. each time frame represents a period of 3 hours). The result of this representation is shown in Figure 5.

![Figure 5 Gantt chart of jobs](image)

VI. CONCLUSIONS

After organizing some first test labs with this version of the virtual factory (version 1.03), both in Belgium and Mexico, we can make some conclusions. The idea of scheduling with a release date and a priority for the jobs is very flexible in the practicum. Another successful thing is the manipulation of the input and output in a worksheet. Students are used to work with a spreadsheet so that manipulating the data in a spreadsheet is much easier than doing this in simulation software like Enterprise Dynamics.

Another advantage of processing the input and output in excel is the possibility of simulating real systems, like small enterprises. In this aspect the layout of the virtual factory can be adapted.

The current version of the virtual factory is not in a final state. We plan to generate dynamic factories, which will also be read from the database. Also we plan to generate the input for the simulation from MRP software, so that the schedule can be constructed automatic and that students can measure the effects of MRP software.

Acknowledgements

Part of this research was sponsored by the European Commission, as part of an ALFA Project "Virtual Engineering Workbench"[5].

REFERENCES

CE-ENHANCED LEAN MANUFACTURING
Value Stream Maps and Critical Path Method for production and procurement planning: a Make To Order company

Flavio Tonelli
Laura Piccinino
University of Study of Genoa
Street all’Opera Pia, 15
16145 Genoa, Italy
E-mail: {flavio.tonelli|laura.piccinino}@diptem.unige.it

KEYWORDS
Lean Manufacturing, Value Stream Map (VSM), Critical Path Method (CPM), Rough Cut Capacity Planning (RCCP).

ABSTRACT
The concept of Value Stream Map (VSM) is inserted as key point in Lean Manufacturing (LM). VSMs, originally named "material and information flow maps", allow a one page diagram representation of the whole process required to realize one or more final products. Because of this they are a common tool used to describe production processes and to underline the business areas in which wastes are identified. Nevertheless the aim of this paper is not to introduce a practical example of VSMs implementation, how to define a new approach that uses VSMs as tool to support production and procurement planning according to scarce resources capacity over a critical production path. This approach is articulated on 5 sequential steps and integrates the classical technique of VSMs with tools characteristic of planning theory like Critical Path Method (CPM) and capacity planning techniques like Rough Cut Capacity Planning (RCCP).

INTRODUCTION
Senior managers often state, “We are not globally competitive,” and usually attribute this to high labor costs (McDermott, 2002). VSMs outline that reasons for poor competitiveness are usually due to a waste abundance inside organizations (Emilian and Stec 2004). Lean Enterprise Management (LEM) is a comprehensive management model, evolution of the well known Toyota Production System, including Lean Manufacturing, Assembly, Accounting, etc... According to the manufacturing aspects the LEM proposition is to produce in slender and flexible way, pursuing a continuous struggle to every form of waste ("Muda"), both that this is an unnecessary inventory, defects, waiting, overproduction, transport or inappropriate processing. In other words it is a struggle to every activity that doesn't give added value to the product in terms of final customer point of view. Today, this issue is particularly important because European industrial world is going toward a dangerous de-localization of the productive sites in more economical advantageous areas. Nevertheless in order to compete price (workforce, materials, …) is not the only element on which companies should look for. Supply Chain and Product excellence are relevant areas of development. Processes can be optimized by eliminating wastes and focusing on value added operations. VSMs are the right tool allowing practitioners to identify waste in individual value streams and, hence, find appropriate route to removal, or at least, reduce this waste. VSMs, originally named "material and information flow maps" are concretized in a one page diagram that represents the whole process followed to realize the final product (Emilian and Stec 2004). Nevertheless, from the analyses conducted in these years on the business companies that have introduced some lean methodology, it is clear the greatest problem of the implementation phases depends on the not correct definition of the value flow through the productive process (Rother and Shook 2003). In fact, following the five phases of lean methodology (Worrack and Jones 2002) it is possible to:
1. find an agent of change;
2. find an advisor to submit the process of transformation;
3. underline a problem that motivates the action of business change;
4. define the flow of value for all products families;
5. start the waste elimination.

Typically the fourth phase is skipped in order to introduce an immediate implementation of the operational phase. The consequence of this choice is a limited and, often, least improvement in terms of product quality and stakeholders satisfaction. From these premises, it appears clear the important role that can be carried out by VSMs. These allow to underline, in visual and intuitive way, every phase of the productive process focused on the products family (whenever product families are a suitable and useful representation for a low volume high mix production).

Authors, looking at the current situation inside the company, have deepened and applied the first two phases. This paper is a technical and practical view of well known methodologies (VSMs, CPM, RCCP), applied to support the planning and control processes focusing only on value added operations.
CASE STUDY DEFINITION

This approach has been developed functionally to a Make To Order (MTO) company in which the Authors are leading a LM change management process. The company specializes in heavy duty equipment so it is characterized by limited mix of products, high lead times and job shop organization. This particular operational world faces every day with the following problems:
- limited mix of products;
- elevated lead times (in many cases several months);
- job shop production, activated on order.

The company has a customers portfolio and knows in advance due dates for each product of a production lot. Starting from the company issues the most important problem was identified with the impossibility to schedule and dimension production phases and work centers capacity because the effective production routing is, usually, known only with a low detail level. Even if a Material Requirement Planning (MRP) solution seems to be a solution to plan production and procurement the products are so different each to other (even inside the same lot) to require, often, a complete review of the bill of material. From this point of view for some products the production strategy is more like Engineering To Order (ETO) than Make To Order (MTO). In this contexts fixed Bills Of Materials (BOM) and reliable routings are a dream and scarce resource capacity planning if often a nightmare at least accomplished with an high level of detail. In fact, MRP can be performed only for BOM commonalities and it isn’t representative for critical resource capacity planning. An RCCP solution could be acceptable in order to verify scarce resource loads for resources belonging to the critical path. Nevertheless an RCCP solution requires planning bills, planning routings, logical resources (groups of physical critical resources) and, finally, a job shop model on which check related capacity diagrams and identify overflows. Many of this information are provided by VSMs. Starting from this consideration Authors decided to use the VSM representation to collect and represent data required from a simple but effective RCCP performed on critical resources adding value to production process.

PROPOSED APPROACH

The proposed approach is based on sequential steps that integrates the classical technique of VSMs with tools characteristic of planning theory like CPM and capacity planning techniques like RCCP.

VSM represents the flow of all operations (both on added value and not) demand for the product production, from the raw materials reception to the ended products delivery. Each activity is represented by standard icon (“Data Box”, that reports operational value required), and the arrows represented the precedence relationship.

In particular, the implementation of a VSM, is articulated in four distinct steps:
- selection of the product family;
- creation of a current-state map (AS-IS): diagram of actual activities and relationship;
- creation of a future-state map (TO-BE): definition of a new diagram of activity and relationship,

improved through lean techniques and best practices
- implementation of the future-state map through structured continuous improvement activities.

Besides this technique is particularly useful in all productions characterized by a linear flow, not there where production is complex with the overlap, on the same job centers, of different products characterized by different times of production (job shop).

VSM is translated into a network. In the network representation, each activity is represented by an arc pointing in the direction of progress and the node of the network establish the precedence relationship.

CPM methodology is based on the network to calculate the time schedule for the activities flow. In particular CPM produces the following information:
- diversification of the activities in critical and noncritical;
- determination of the Total Productive Lead Time.

An activity is critical if there is no leeway in determining its start and finish time, besides is noncritical if the start time can be advanced or delayed.

To determine the critical path, CPM involves the two following passes:
- Forward pass: determines the earliest occurrence time of the events;
- Backward pass: determines the latest occurrence time of the events

Defining:

\[
\square_j = \text{Earliest occurrence time of event } j
\]
\[
\Delta_j = \text{Latest occurrence time of event } j
\]
\[
D_j = \text{Duration of activity } (i; j)
\]

Forward Pass: the computation starts at node 1 and advances to the end node.
Initial step \( \square_1 = 0 \)
General step \( j \) for each node \( i \) linked directly to node \( j \) by incoming activities and the earliest occurrence times of events have been computed
\[
\square_j = \max \{ \square_i + D_i \}
\]
The forward pass is completed when \( \square_n \) is computed

Backward Pass: the computation starts at node \( n \) and advances to node 1.
Initial step \( \Delta_n = n \)
General step \( j \) for each node \( i \) linked directly to node \( j \) by outgoing activities and the latest occurrence times of events have been computed
\[
\Delta_j = \min \{ \Delta_i - D_j \}
\]
The backward pass is complete when \( \Delta_1 \) is computed.

An activity \( (i,j) \) is critical is:
\[
\Delta_i = \square_i
\]
\[
\Delta_j = \square_j
\]
\[
\Delta_j - \Delta_i = \square_j - \square_i - D_{ij}
\]

CPM provides the Finite Assembly Schedule (FSA). FSA is calculated scheduling critical activities one right after the other. The noncritical activities start as early as possible. So
slack period can be used to absorb unexpected delays in the activity execution.

RCCP defines the load for each critical work centres (bottlenecks, highly utilized resources, etc.). For these resources, RCCP attempts to balance workloads, through the introduction of work on Saturday, double turns, delaying non-critical activities, etc. So it is defined a feasible FAS.

![Figure 1: Sequencing Steps Approach](image1)

**A SAMPLE OF PRACTICAL IMPLEMENTATION**

The practical implementation realized by the Author is based on the following phases:
- **Phase 1**: definition of the product macro-families;
- **Phase 2**: representation of the main production flows for each macro-family by using VSMs;
- **Phase 3**: definition of the Critical Path (by using CPM technique and setting activities starting date with tardiness criteria), for each macro-family starting from VSMs;
- **Phase 4**: definition of Master Production Schedule (MPS);
- **Phase 5**: leveling of resource loads using RCCP technique.

**Phase 1: Definition Of Products Macro-Families**

The focus of the study is not the productive cycle of each single item, because it reverts the management of an immense and detailed data structure, in which the reference to the general targets would be lost. The focus is the productive cycles of a limited number of macro-families. For the determination of the macro-families the correct methodology is the product-process matrix, but in the case proposed, it would be result not understanding for the production complexity. However Author gathered together products that, through operator investigations, result to cross the same production centers and to be characterized by comparable production lead time. Production lead time is the operative time during which an operator work on a product. Throughput time is the sum of all activity production lead time and set-up time.

![Figure 2: Example of macro-families defined](image2)

Figure 2 represents the six macro-families defined. As it appears, FAM 4, FAM 5 and FAM 6 are constituted by only one product because these last introduce unique features that are not comparable with any other.

**Phase 2: Representation Of The Main Production Flows For Each Macro-Family By Using VSMs**

The activities that allow the product production involve different organizational departments and the process complexity is featured by a general increment related to the realization phases. To reconstruct the correct productive flow, is essential both to give questions to operators that have cycle complete vision, both to notice physically and personally the data characterizing the material and information flow.

VSM layout is based on standard icons:
- **Material Flow Icons**;
- **General Icons**;
- **Information Flow Icons**.

Each icon can be used singularly or combined with others, according to the requirements of the individual value stream.

![Figure 3: VSM Icons](image3)

VSMs report values entirely brought to the materials flow. The salient inserted data have an operational character and concern the definition of each macro-operation, in terms of:
- average working time;
- average set-up time;
- middle production time (sum of average working time and average set-up time);
- number of operators involved;
- department of affiliation (suitable graphically through a color identification of the department);
- macro-operation immediately upstream and downstream.

Gantt capacities diagram is a graph with time (in days), on the abscissas, the department name on ordinates and the total capacities required by each macro operation as data (in hours).

Total Capacities Macro-Operation = operators number required * macro-operation production time

**Phase 4: Definition of Master Production Schedule (MPS)**

Considering the Gantt capacities diagram and the customer orders, it’s possible to define the MPS. Author released a sheet that calculates automatically, bucket for bucket, the capacity needed to each department. The procedure for the compilation of the planning sheet is to:

1. identify the macro-family for each product of a customer order;
2. to plot the Gantt diagram (obtained from the macro-families VSM) starting from the promised customer date;
3. repeat operation 1 and 2 until all customer orders exhaust.

The planning sheet provides, bucket for bucket, the capacity required to each department as sum of the capacity of each single macro-operations of each macro-family presents in the same bucket. The capacity required is red if superior to a the max department capacities or to a value defined by customer, otherwise is green.

Max Department Capacity = total department operators number * daily times job.

**Phase 5: Levelling Of loads resources using RCCP technique.**

Verified capacity overloads, for a certain department in a certain bucket, RCCP technique attempts to balance workloads:

- adding required capacity;
- delaying noncritical activities.

In the first case is given the possibility to introduce a quantity of additional capacity to reply to the production overflow (work on Saturday, double turns, etc).

In the second case the users choose to delay noncritical activities in a bucket not yet completely saturated. Finally it is outlined the available capacity. It is red if it is inferior to a % of the max capacity, otherwise it is green.


**CONCLUSIONS AND FUTURE DEVELOPMENTS**

This paper is mainly focused on the use of the VSMs as tools to create a clear and correct layout of the business productive process and to allow the realization of a planning. In particular the results obtained concern the possibility to:

- create a complete and correct vision of the business productive processes;
- know in advance the loads of all activities;
- underline the overflow of production and to introduce the necessary corrective actions (for example anticipate of a part of the activity not critic in temporal bucket not saturate or introduction of additional capacity through overtime shift, Saturdays working, double shift, etc).

This tool has just been introduced so quantitative results in terms of Key Performance Indicators improvement are not still available. Besides in the introduction we have underlined as VSMs is above all an useful tool for the implementation of lean technique. For this reason, the future objective of this study will be to complete the layout of the present-state map, with the introduction of all data related to the flows of information and progress to the search and elimination of the business wastes with the creation of the future-state map.
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ABSTRACT
Resource allocation decision has been identified as a crucial issue for the successful implementation of global manufacturing strategies. Classical models and optimization methods have been proved inadequate for such a large and complex problem. A new extensive model of the global resource allocation problem (GRAP) is developed in this paper which incorporates the product structure and supplier priority constraints. The constraint-based genetic algorithm is applied to obtain an optimal solution for this large-scale problem.

1. Introduction

Under the constant pressure of global competition, diversified market, and product customization with short life cycle and low cost, companies are forced to shift from a centralized, vertically integrated and single-site structure into one that is decentralized, horizontally integrated and global distributed (Ford 1990). The global manufacturing strategy has been widely applied to transcend national boundaries and leverage capabilities and resources worldwide (Pontrandolfo and Okogbaa 1999). Since global manufacturing activities might be dispersed and carried out in diverse locations, resource allocation decision has been identified as a crucial issue for the successful implementation of global manufacturing strategies. Such a global resource allocation problem (GRAP) is much more complex than that for the procurement, production and delivery of a simple commodity, not only for the volume and complexity of transactions, but also due to its dynamic and heterogeneous manufacturing environments (Gaonkar and Viswanadham 2001).

The GRAP problem is primarily concerned with an optimal assignment of product flows along the supply chain. It arises when constructing a supply chain network between multiple supply chain entities like suppliers, plants, distribution centers and retailers. As a comprehensive problem, GRAP requires a systematic and holistic approach to consider product-related characteristics, supply and demand networks, factory loading, inter-enterprise and intra-enterprise transactions. The complexity arises from the stochastic variability in production demand and supply, as well as manufacturing and transportation time due to long chains of foreign plants (Shobrys and White 2000).

The traditional approach for GRAP is to derive an analytical model and find an optimal solution through programming methods like LP/IP/MIP. However, linear programming could only handle small size problem. The computation time and required memory would be exponentially increased with the complexity of the supply chain. What’s more, GRAP is a highly constrained problem that numerous constraints lie within and between supply chain facilities, including capacity, throughput, transportation etc. Some non-linear constraints like product family architecture, supplier priority make it extremely difficult to get an optimal solution for such a NP-hard problem.

This paper primarily focuses on strategic planning phases to allocate resource along the supply chain. We propose an integrated multi-commodity, multi-echelon analytical model to formulate the typical GRAP problem. A constraint-based genetic algorithm approach is developed for this highly constrained complex model.

2. Analytical model

This model focuses on a multi-commodity, multi-stage and procurement-production-distribution GRAP in a dynamic network configuration environment. It aims to minimize the cost through the entire supply chain, subject to supplier, plant and DC capacity and throughput constraints and customer demand requirements. Total cost includes fixed cost, variable cost and transportation cost etc.

In this study, we use the following indices: \(i \in I\), a set of products produced by plants; \(j \in J\), a set of candidate suppliers; \(k \in K\), a set of potential plants; \(l \in L\), a set of DCs; \(m \in M\), a set of customer zones; \(r \in R\), a set materials provided by suppliers.

**Input parameters:**

- \(f^s_j\) Set-up cost for each supplier \(j\)
- \(f^p_k\) Set-up cost for each plant \(k\)
- \(f^p_l\) Set-up cost for each DC \(l\)
\[ \delta_{ik} \] Standard cost at plant \( k \) of product \( i \)
\[ c^{SP}_{jk} \] Unit transportation cost from supplier \( j \) to plant \( k \) for material \( r \) ($/unit)
\[ \alpha_{ij}^{P^D} \] Unit transportation cost from plant \( k \) to DC \( l \) for product \( i \) ($/unit)
\[ c^{DZ}_{ilm} \] Unit transportation cost from DC \( l \) to customer zone \( m \) for product \( i \) ($/unit)
\[ p^S_{ij} \] Unit purchasing cost of material \( r \) from supplier \( j \)
\[ p^P_{ij} \] Unit producing cost of product \( i \) at plant \( j \) ($/unit)
\[ p^D_{ilm} \] Unit cost of throughput (handling and inventory) for product \( i \) at DC \( l \) ($/unit)
\[ \Phi^S_{jk} \] Max production capacity of supplier \( j \) for material \( r \)
\[ \Phi^P_{ik} \] Max production capacity of plant \( k \) for product \( i \)
\[ \Phi^D_{lk} \] Max production throughput of DC \( k \) (units/period)
\[ \Phi^D_{lm} \] Max production throughput of DC \( k \) (units/period)
\[ \lambda_{m} \] Standard unit material \( r \) used by product \( i \) (unit)
\[ \alpha_{ij} \] Service level of supplier \( j \)
\[ \beta_{ik} \] Service level of plant \( k \)
\[ \gamma_{il} \] Service level of DC \( l \)
\[ D_{im} \] Average demand for product \( i \) at customer zone \( m \)

**Decision variables:**

\[ X_{ik} \] Volume of product \( i \) produced at plant \( k \)
\[ Y_{il} \] Volume of product \( i \) received at DC \( l \)
\[ Z_{irk} \] Volume of material \( r \) provided by supplier \( j \)
\[ Q_{ilr} \] Volume of product \( i \) transferred from plant \( k \) to DC \( l \)
\[ R_{ik} \] Volume of material \( r \) transferred from supplier \( j \) to plant \( k \)
\[ P_{ilm} \] Volume of product \( i \) transferred from DC \( l \) to zone \( m \)
\[ C \] Total cost of the entire supply chain ($/period)
\[ V_j = \{0,1\} \] indication variable whether a supplier \( j \) is open
\[ W_i = \{0,1\} \] indication variable whether a plant \( k \) is open
\[ T_{lm} = \{0,1\} \] indication variable whether DC \( l \) serves zone \( m \)

The objective function is given as:

\[
\text{MIN} \quad C = \sum_{ij} p^S_{ij} Z_{ij} + \sum_{rj} c^{SP}_{jk} R_{rjk} + \sum_{j} U_{j} f_{j}^{S} + \sum_{k} V_{k} f_{k}^{P} + \sum_{ij} p^P_{ik} X_{ij} + \sum_{ikl} c^{PD}_{ikl} Q_{ikl} + \sum_{l} W_{l} f_{l}^{D} + \sum_{il} p^D_{ilm} Y_{il} + \sum_{ilm} c^{DZ}_{ilm} P_{ilm}
\]

Subject to:

\[
\sum_{j} R_{rjk} - \Phi^S_{ij}, \forall r, j \tag{1}
\]
\[
\sum_{j} R_{rjk} = Z_{irk}, \forall r, j \tag{2}
\]
\[
\sum_{j} (R_{rjk} \alpha_{ij}) \geq \lambda_{m} X_{ik}, \forall r, i, j \tag{3}
\]
\[
\sum_{i} Q_{ilr} \leq \Phi^D_{ik}, \forall i, k \tag{4}
\]
\[
\sum_{i} Q_{ilr} \leq \Phi^D_{il}, \forall k \tag{5}
\]
\[
\sum_{i} (Q_{ilr} \beta_{ik}) \geq Y_{il}, \forall k \tag{6}
\]
\[
Y_{il} = \sum_{m} P_{ilm}, \forall i, l \tag{7}
\]
\[
P_{ilm} + T_{lm} \geq D_{im}, \forall i, l \tag{8}
\]
\[
\Phi^P_{ik} \leq \sum_{j} Y_{ij}, \forall i \tag{9}
\]
\[
\sum_{l} T_{lm} = I, \forall m \tag{10}
\]
\[
X_{ik}, Z_{ik}, Q_{ikl}, R_{ij}, \Phi^P_{ik} \geq 0, \forall i, j, k, l \tag{11}
\]
\[
U_{j}, V_{j}, W_{l}, T_{lm} = 0 \text{ or } 1, \forall l, i, k, l \tag{12}
\]
\[
v_{i} + v_{j} - q_{i} u_{j} \geq 0 \tag{13}
\]
\[
(-u_{m} - u_{n} - ... - u_{p}) + k v_{j} \geq 0 \tag{14}
\]
\[
v_{j} \geq r_{j} \tag{15}
\]

The mixed-integer linear objective function minimizes the total fixed and variable cost. It contains three parts that come from different stages in the supply chain: 1) the raw material purchasing cost, transportation cost and set-up cost of supplier; 2) the set-up and production cost of plants plus the transportation cost from plants to DCs; 3) the inventory holding cost and set-up cost of DCs plus the transportation cost from DCs to Customer Zones.

### 3.1 Product structure constraints

Product structure specifies the quantity and ingredient of the material to produce the final product. It is the fundamental relationship between the materials which are the output of supply chain. Thus, the product structure is the core element of the supply chain and should be incorporated into the supply chain modeling. Unfortunately, the common graphical or tabular expression format of product structure, make it difficult to translate into a mathematical expression.

Two logical rules are extracted from the product structure:

I. If product \( P_1 \) is produced, then all of the components \( C_1, C_2, C_3 \) should be produced.

II. If component \( C_i \) is produced, then all of the materials \( R_1, R_2, R_3 \) should be produced.

Assume \( \overline{P}_1 \) represents product \( P_1 \) is produced; \( \overline{C}_i \) represent component \( C_i \) is produced; \( \overline{R}_i \) represent material \( R_i \) is produced. I, II are converted to rules:

III. \( \overline{P}_1 \Rightarrow \overline{C}_1 \land \overline{C}_2 \land \overline{C}_3 \) \( IV. \overline{C}_1 \Rightarrow \overline{R}_1 \lor \overline{R}_2 \lor \overline{R}_3 \)

Assume \( u_1 = \{0,1\}, u_1 = 1 \) represent \( \overline{P}_1 \). \( v_1 = \{0,1\}, \) \( v_1 = 1 \) represent \( \overline{C}_1 \). \( w_1 = \{0,1\}, w_1 = 1 \) represent \( \overline{R}_1 \). The
cardinality rules would be represented as following inequalities:

$$V_i + v_2 + v_3 - 3v_1 \geq 0$$

The inequalities V, VI are used in the GRAP model as product structure constraints.

3.2 Supplier priority constraint

Suppose the plant y need at least one of the suppliers \(x_1, x_2\) to provide material, then we have inequalities

\[-x_1 + y_1 \geq 0, \quad -x_2 + y_1 \geq 0\]

This represents if plant y is open, then either \(x_1\) or \(x_2\) or both of them should be chosen. It is very natural that company has preference for specific supplier. For example, in the same situation, we want supplier \(x_2\) more than supplier \(x_1\). How to incorporate this constraint into the model? We can use the inequality \(x_2 - x_1 \geq 0\). This inequality has two results:

1) \(x_2 = 1, x_1 = 1\). 2) \(x_1 = 0, x_2 = 1\). This means supplier 2 would be selected first. By introducing this inequality, the supplier priority is incorporated into the mathematical model.

Supplier priority constraint reduces the possible combination of selected suppliers in the supply chain that decreases the computation complexity and improves the algorithm efficiency. Suppose there are five suppliers 1, 2, 3, 4, 5 in the supply chain, if the SC need three suppliers open, it has 10 \(\binom{5}{3}\) possible combination such as (1,2,3) (1,4,5) (2,3,5) etc. But if the priority of supplier is specified as: supplier 1 is better than supplier 3, and supplier 4 is better than supplier 2, then there just has 6 possible combinations. Since each supplier has different competency and concrete running condition, the constraint of supplier priority makes the model more practical. Through the supplier priority constraint, our model is not only limited on the cost factor, other performance measures also could be incorporated. For example, we may define the priority based on quality or lead time, on-time delivery etc.

4. GA-based approach for GRAP

Global supply chain configuration problem has the characteristics of large, complex, poorly understood search spaces. GA shows great potential for its simplicity and its ability to search through the complex decision spaces. It deals with a coding of the problem instead of decision variables.

To apply a GA solution to the GRAP, we construct an internal representation of the solution space to be searched, which is called a gene-code, and define an external function to evaluate each individual of a population. According to the progress of generations, individual change based on their gene-code variations is generated by the operators of crossover and mutation.

4.1 Chromosome syntax representation

In the global manufacturing supply chain, the number of involved parameters for optimization is very large. Traditional binary vectors used to represent the chromosome are not effective in such a large-scale dimension. To overcome this difficulty, a real-number representation is therefore used.

The following is the syntax representation of the chromosome:

\[B(s_1)B(s_2)\ldots B(d_1)Q(s_3,p_1)Q(s_3,p_2)\ldots Q(s_3,p_n)\ldots Q(s_4,p_1)\ldots Q(s_4,p_n)\]

It consists of six sub-strings. The first, second and third sub-strings are binary digits representing opened/closed suppliers, plants and DCs. The last three sub-strings are real number to represent the shipping amount between different supply chain stages.

A gene-code of a supply chain configuration is represented as Fig.2:

![Figure 2: A chromosome example](image)

4.2 Handling of configuration constraints

As indicated above, the problem of supply chain configuration is one that is heavily constrained. It spans from demand, capacity, product architecture and so on. These constraints limit the set of solutions from which an optimal solution is to be found. Under such a situation, a blind search and selection strategy tends to generate a high percentage of infeasible results and therefore inefficient. Therefore, constraint handling becomes a central issue during the application of GA method to supply chain configuration. We divide the constraints on the supply chain into two types of constrains on the GA: gene constraints and chromosome constraints. The gene
constraints only impact on one gene itself such as the production capacity, DC throughput etc. The chromosome constraints should be considered by the whole chromosome including the production structure, supplier priority and entity pairwise relationship etc.

4.3 Initial population production

The population initialization technique used in the GA approach is a random real-number initialization which is performed by Procedure 1. Procedure 1 creates a starting GA population filled with randomly generated real-number strings. The population size is set not less than twice the length of the vector of the chromosomes. To achieve higher efficiency, the first step of building population is to generate genes that satisfy all the gene constraints. The second step is to build chromosome using the available genes. The candidate chromosome could be added to the population if and only if it meets the chromosome constraints.

Procedure 1

Step 1: Initialize parameters: index j=1, a population size s and population P={Φ}
Step 2: Randomly generate genes and choose those satisfy gene constraints to genes pools G{i}.
Step 3: Generate chromosome p_j by combining the available genes in G{i}.
Step 4: Check the chromosome p_j whether satisfy chromosome constraints.
Step 5: If p_j is feasible, go to step 6, else go to step 3,
Step 6: If p_j is new and different from any previous individuals, then P = P+ p_j, j=j+1, else go to step 3,
Step 7: If j > s, then stop; else go to step 2.

4.4 Evaluation and fitness

Evaluation is applied to evaluate the fitness of the chromosome for the consideration of a give objective function. The objective function value is considered as the evaluation rule of every individual. Sometimes the best and the worst chromosomes will produce almost the same numbers of offspring in the next population, which cause premature convergence. In this case, the effect of natural selection is therefore not obvious. The objective function proposed in section 3 would be used as fitness function to evaluate the chromosomes.

4.5 Crossover

Crossover is an extremely important component of GA, which makes it different from all other conventional optimization algorithms. The crossover is done by exchanging the information of two parents to provide a powerful exploration capability. It is executed by exchanging the same parts of gene-codes between two individuals. In the proposed GA two-point crossover is used.

4.6 Mutation

By modifying one or more gene values of a chromosome, mutation creates new individual to increase the variability of the population. We use inversion and displacement mutation operations. The inversion mutation selects two positions within a chromosome at random and then inverts the substring between these two positions. The displacement mutation selects a sub-string at random and inserts it in a random position.

4.7 Overall algorithm procedure

GA for the global supply chain configuration problem is outlined below:

Begin
\[ t \leftarrow 0 \]
Initial the population of parents \( P(0) \);
Modify \( P(0) \);
Evaluate \( P(0) \);
While (not termination condition) do
BEGIN
Recombine \( P(t) \) to yield the population of offspring \( C(t) \);
Modify the population of \( C(t) \);
Evaluate \( C(t) \);
Select \( P(t+1) \) from \( P(t) \) and \( C(t) \);
\[ t \leftarrow t + 1 \]
End
End

Where \( P(t) \) and \( C(t) \) are the population of parents and offspring in current generation \( t \), respectively.

5. Case study

The proposed model and computation approach has been applied on a world-leading mobile phone company. It is a multi-national company located in Germany and serves three major markets: Europe, America, and East Asia. We would like to use this model to help the company to investigate the impact of new customer zone on its network structure and product family combination.

We implement our proposed GA solution by using visual C language. For comparison, we also use AIMMS linear programming software to get optimal solution for relatively small size problem. To see the efficiency and the effectiveness of the solution, we design several scenarios for the GRAP to test the algorithm. Each scenario is different in the structure of network and the size of product family. They are tested by three numerical experiments with different initial parameters on population size and generation period. The configuration of scenarios is listed in Table 1.
The first scenario is a small size problem. It contains four suppliers, three plants, three DCs and four CZs. The basic constraints on demand, capacity, production and transportation cost are listed in Table 2.

For the scenario I, we set the initial parameters as population size 30, crossover rate 0.9 and mutation rate 0.01. The result of scenario is shown in Fig 3. It can be seen that the best solution is reached by opening three suppliers, two plants and two DCs.

The overall solution time of GA is within 500s and optimization package shows the exponentially increasing solution time with respect to the problem size. The solution quality measured by the percentage gap (GA solution value-optimal objective value/optimal objective value) is about 1%. It is shown in the above test that, for small size problem, our proposed method can give the optimal solution in all of the time and has better average fitness. For relatively large-scale problems, our proposed algorithm can give better heuristic solution. It is also shown that the approach has better computational time and memory required for computation. It is obvious that the GA approach can obtain near-optimal values and when the problem larger, it still can provide reasonable solution. However, LP method cannot handle much large-scale GRAP problem.

6. Conclusion

A novel GA approach to solve the GRAP incorporating multi-echelon process and production family balancing is proposed. Both simulation and comparison results show that this scheme is effective as well as efficient. The experimental results show that our algorithm not only can give better heuristic in most of the scenarios, but also has better performance in the sense of computation time and required memory. It can be used to solve highly complicated and non-linear functions of a realistic production problem. In this paper, a large scale GRAP problem with a production family is illustrated, and a near-optimal solution is reached in a relatively short time. The major benefit of the existing technique is to provide a quick response to changing market requirement, modify manufacturing capacities and production to meet the production need and fulfill the needs of customers.
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ABSTRACT

Countering the unknown, but increasingly sophisticated competitive strategies of the 21st century in an environment of rapidly changing technologies, complex interrelationships, and cut-throat competition requires non-traditional development approaches. When a new system is conceived, an organization must be able to (1) Plug & Integrate: bring together and configure the systems/products needed, and (2) Plug & Play: quickly assemble and interconnect subsystems/components to meet the immediate and emerging needs, and (3) leverage commercial technology and practices in real time. Having the flexibility to configure and integrate systems demands a totally new systems development strategy. The current system development strategies employed by organizations have to a large extent lead to development of closed systems that act as end to themselves and use proprietary technologies, products, processes, and standards that are unaffordable and obsolete. The reality is that system development is no longer a static endeavor based on time-frozen requirements. It is an ongoing process that, in most cases, must be based on an evolutionary development and deployment strategy to avoid building systems that become obsolete before they are even deployed. We also need to refrain from concentrating on system engineering concepts as end into themselves and be able to capitalize on latest change management principles in building and upgrading systems. What is needed is superior development strategy based on open systems and integrated product and process teaming concepts that will enable an organization to rapidly adapt to changes in requirements and technology and will lower the development as well as support and sustainment costs.

In this paper, the author will (1) explain and discuss the Modular Open Systems Approach (MOSA), (2) propose the integrated “V” Process as an effective concurrent engineering strategy for developing open systems, and (3) offer a number of principles to guide the application of the proposed methodology. By following the “V” Open Systems Development Model the system developers and integrators should be able to successfully take on new challenges and effectively address the multitude of issues related to planning, development, deployment, and continuing evolution of complex systems. The proposed methodology is simple and easy to follow and understand, and will allow for maximum use of creativity. The proposed system development methodology will also lay the groundwork for building an evolving and flexible open architecture based on modular design and widely-used commercial interface standards. Such architectures will be sustainable, cost effective, and technology/vendor neutral.

INTRODUCTION

A. The Open System Concept

The system architectures used by a great majority of organizations lack robustness and versatility required for 21st century operations and competition. They have been developed as stove-piped structures with minimum adherence to modular design tenets and employ interfaces defined by proprietary standards. Lack of adequate attention to modular design tenets and absence of widely-used and consensus-based standards have created complex development, integration, and sustainment challenges and multifaceted issues such as:

- Rising support and maintenance costs of systems,
- Inability to sustain the system capability at or
above requirements specified.

- Lack of accurate and timely estimates of current and projected component, subsystem, and system capability and life cycle costs in spite of evolving needs and technologies.

- Inability to predict or detect degradation with sufficient lead-time to mitigate the risks associated with a sole source of supply and technological obsolescence before impacts to system functions are realized.

- Difficulty to mitigate risks to the overall system functionality and performance by replacing degraded modules before system degradation.

- Excessive costs and difficulty to integrate legacy systems capabilities with those of newly developed systems to create interoperable system of systems capabilities greater than the sum of capabilities of constituent parts.

- Absence of viable business case analysis and effective strategies to develop open systems and migrate closed legacies into open systems to meet challenges related to evolving needs, technological change, and diminishing supplier availability.

These challenges can effectively be addressed by implementation of an open systems approach to development. It is apparent that the traditional system development strategies may no longer be appropriate tools for developing dynamic and evolving applications and systems. These strategies assume that all the requirements for a new system are known in the beginning of the development process and can be frozen in time or are less likely to change. The traditional approaches also assume that various technologies used for constructing systems are static and are subject to minor changes. Moreover, the traditional development strategies are slow, do not emphasize collaboration among various stakeholders, and result in excessive total system life cycle costs (Azani and Khorramshahgol 2005a).

There are numerous definitions of open systems. These definitions vary within disciplines, industries, and organizations. But there are some common themes that most of these definitions contain. (Roark and Kiczuk 1995). Open systems are systems with permeable boundaries or well-defined standardized interfaces that enable exchange of energy (e.g., electrical current via a wall plug), material (e.g., replacement of components/parts with equivalent components from competitive sources) and information (e.g., interoperability with other systems) with the environment (Azani 2001). Generally speaking, open systems are defined as systems that employ modular design, use widely supported and consensus based standards for their key interfaces, and have been subjected to successful validation and verification tests to ensure the openness of key interfaces (Azani and Flowers 2005).

An open system development strategy leverages other companies’ investments and practices to make systems more adaptable to changes in requirements and emerging technologies, and extends the life span of a system. A closed system strategy is one that uses privately held, proprietary standards and specifications that are only accessible to a single vendor, or a small group of favored vendors (Azani 2000). By using an open system strategy, systems engineers and information technology managers can use widely available open systems-based products rather than deal with products of proprietary technologies, standards, and specifications. Consequently, system upgrades can be accomplished faster and cheaper because an open architecture facilitates incremental technology insertion rather than large-scale system redesign. Systems will also be more supportable due to continuing access to competitive sources of supply throughout the system life cycle.

An effective system/architecture must apply open interface standards for most if not all the key interfaces used in a system. Key interfaces are common boundaries or connections between modules that are subject to rapid technology turnover and/or increased failure, or have requirement for commonality and/or interoperability (Azani and Khorramshahgol 2005b). When such interfaces are defined by open standards, they permit: (1) quick and effective communication among systems and subsystems comprising a system; (2) rapid configuration and reconfiguration of systems; (3) affordable development and supportability through continuous access to multiple sources of supply; and, (4) increased adaptability to upgrade and change as new technologies become available or requirements evolve. Figure 1 depicts the distinction between key and non-key interfaces within a system of systems construct.

**B. The Development Strategies**

The best means for effective implementation of an open system is implementation of a Modular Open Systems Approach (MOSA) process. MOSA is an
integrated business and technical strategy that employs a modular design and, where appropriate, defines key interfaces using widely supported, consensus-based standards that are published and maintained by a recognized industry standards organization (Azani and Flowers 2005). The MOSA process employs three major steps depicted in Figure 2. It first assesses the appropriateness of pursuing an open systems development strategy. Next, it utilizes five principles to develop an open systems architecture. Finally it verifies and validates the implementation progress.

The MOSA Process could be implemented via a traditional water fall model, a spiral development approach, or a “V” process model. The waterfall model introduced by Royce (1970), and initially used for software development. Waterfall strategy is a single-step-to-full-capability strategy. It is a simple sequential model in that there are clean phases which do not repeat processes carried out in previous phases. They are distinct in time. The outputs of one phase fall clearly into the input of the next. The waterfall model has been extended to other development efforts in various industries such as biotechnology. It is also being used in information systems, such as network design, and process reengineering efforts. The traditional Waterfall model does not allow concurrent (parallel) development and testing.

The spiral development model was originally developed by Barry Boehm (1986). This is commonly known as the spiral model because each development cycle progressively approaches some ideal solution. The spiral build-test-fix-test-deploy process is repeated several time till the product/system is fully developed. By cycling through the requirements, specifications, design, coding, and implementation to progressively refine the solution, the risks can be evaluated, quantified, and mitigated. The spiral development strategy reduces the development risk by incremental development, prototyping and testing, and then refining the design for improvement.

![Figure 1: Key versus Non-key Interfaces](image1)

![Figure 2: The Modular Open Systems Process](image2)

The “V” Process model was originally introduced by Paul Rook (1986) and is mainly used in developments which must be heavily decomposed for design and which is complex. In such cases, it is often necessary to check that the outputs of a stage not only satisfy the specifications of its inputs, but that those outputs meet the requirements in some way of the real world application. The “V” model allows parallel development and testing. The left-hand side of the “V” represents refinement of specification and the right-hand side represents concurrent testing. The advantage of this model lies in continuing feedback that exists between processes in both arms of the “V” because the correctness of each step is verified before proceeding to the next step.

**THE “V” Open Systems Development Model**

Figure 3 shows the principal steps for implementation of the MOSA process within a “V” development context. These phases/steps have been configured and constructed based on sound systems engineering, consulting and business experiences of the author, and examination of reasons for development project failures. The proposed Open System (OS) “V” Process is applicable to new as
well as legacy systems and should be implemented by an integrated product/process development team hereby referred to as Concurrent Engineering and Development (CED) team. The CED team must include all of the stakeholders involved in the acquisition and employment of the system. It should at a minimum include those who generate requirements, design, build, test, operate and maintain the system for its lifetime. The actual make up of a particular team is the responsibility of the organization executives.

a. When the organization experiences a high rate of growth and market expansion.

b. When the technology is not proven and is rapidly becoming obsolete.

c. When we need capability to quickly reconfigure systems in response to emerging needs.

d. When seamless and high-speed digital information exchange among diverse entities/elements is essential.

e. When business strategies call for diversification and quick modernization of legacy systems.

f. When the requirements are defined in terms that enable and encourage the use of commercial and non-developmental item equipment. Such requirements may address relative maturity, integration and modification requirements for non-developmental items.

g. When there is need for commonality of hardware, software, and support systems; continuing access to commercial technology/products from multiple suppliers; and simplified cost effective maintenance.

h. When requirements call for application of modular, reusable, portable, extensible, and non-proprietary hardware or software.

B. Make a Business Case for an Open System Design

Generally speaking, the user needs are expressed in requirement documents as capabilities rather than technical solutions and specifications. Such needs are then explored by a series of competitive, parallel, short-term concept studies focused on defining and evaluating the feasibility of alternative concepts and to provide a basis for assessing the relative merits (i.e., advantages and disadvantages, degree of risk, etc.) of these concepts. The overarching goal of using MOSA is to develop the best overall value solution over the system's life cycle that meets the user's and customers operational requirements. The fulfillment of this goal is dependent upon an effective assessment of the feasibility of using widely-supported commercial interface standards for the proposed system. Making a business case for use of open systems via a dynamic cost-estimating model will facilitate such feasibility (Azani and Khraa-Shahgol 2005a). Cost models used must consider differences between alternative open and closed systems.

Development of an open system is not risk/cost free. Consequently, the systems engineers and development project managers should not blindly follow the “OS “V” model and develop an open system. That is why the corresponding verification
and validation aspect of this phase (the right-hand side of the “V”) should be focused on risk assessment of a closed system alternative, application of dynamic cost models to estimate the cost savings resulting from an open system implementation, and final verification to ensure that the open systems benefits have been realized.

C. Establish an Enabling Environment

Effective implementation of the “V” OS Development Model is dependent upon establishment of a supportive environment. Such environment is characterized by supportive strategies such as technology assessment, technology transfer and development, technology insertion and integration, and technology support and sustainment strategies. For example, support and sustainment strategy should address non-developmental and/or commercial items whose design is not controlled by the organization, and the performance and interface specifications of which may be unilaterally changed by the suppliers. Employment of a standardized systems engineering process (e.g., IEEE 1220), adequate MOSA concept and “V” Process implementation training and experience, allocating adequate resources to the implementation of the open systems development process, and appointing an executive as a MOSA advocate are among other enabling factors needed for effective implementation of the “V” OS Development Model.

The corresponding verification and validation aspect of this step (the right-hand side of the “V”) should be focused on preparation of a checklist to verify/validate that all the enabling factors and strategies have been taken into consideration and are in place before the initiation of the development and implementation.

D. Apply Modular Design Tenets

Modular design is a design where functionality is partitioned into discrete, cohesive, and self-contained units with well-defined interfaces that permit substitution of such units with similar components or products from alternate sources with minimum impact on existing units (Azani and Khorraramshal gol 2005c). To design a system for change, the programs must adhere to four major modular design tenets identified in Figure 4. These tenets determine the degree to which modules are cohesive (contain well-focused and well-defined functionality); encapsulated (hide the internal workings of a module’s behavior and its data); self-contained (do not constrain other modules); and highly bound (use broad modular definitions to enable commonality and reuse). By following these tenets, each module will be designed for change and the interface to each module is defined in such a way as to reveal as little as possible about its inner workings which facilitate the standardization of modular interfaces.

![Figure 4: The Modular Design Tenets](image)

The corresponding verification and validation aspect of this step (the right-hand side of the “V”) should be focused on verifying that the designed system and its components are indeed encapsulated, decoupled, and self-contained. Modularity could be demonstrated by prototyping and by replacing the existing modules/ component with equivalent modules/component from competitive sources to ensure that the system complies with modular design tenets and could still functions without major redesign.

E. Partition the System Into Functional Modules

To undertake this step, we need to use the systems engineering process with greater reliance on interface control to support functional partitioning and modular design. We need to decompose the system/mission requirements into a small number of system building blocks using reference models and interface management to provide direction for the process (Azani 2001b). We also need to prototype the system, subsystems, and components to demonstrate the integration of the system using proposed interface standards/definitions. We also use prototypes to demonstrate standards and standards-compliant products. We need to demonstrate that
potential interface standards and specifications will achieve the required system performance.

The corresponding verification and validation aspect of this step (the right-hand side of the “V”) should be focused on demonstrating system functionality through modeling and simulation to display system capabilities, and through conducting trade-off analysis, prototyping, and reconfiguration of functions and modules.

F. Designate Key Interfaces

Early in the system definition effort, all key interfaces should be identified and well-defined. As mentioned earlier, key system interfaces include interfaces where the technology turnover is rapid on one or both sides of the interface, design risk is high on either side of the interface, and the system elements on one or both sides of the interface exhibit a high failure rate or are very expensive. We need to review and revise, if necessary, key interface identification and definitions. We also need to determine if there is an existing reference model we can use, or if we need to develop an appropriate one for the concept(s) under consideration. The reference model will be used to:

- Identify rapidly changing technologies applicable to the proposed concepts,
- Identify proposed subsystems which are likely to grow or evolve over each proposed concept’s life,
- Identify high lifecycle cost drivers,
- Identify interfaces likely to be affected,
- Establish a list of key interfaces, and
- Identify consensus based or de-facto standards that could potentially be used to define/control the key interfaces.

The corresponding verification and validation aspect of this step (the right-hand side of the “V”) should be focused on verifying that all the candidate key interfaces have appropriately been designated as such, are well defined, and their performance is properly demonstrated.

G. Define Key Interfaces by Open Standards

The preference is always on use of open standards those that are certified by recognized standards organizations and are widely used by the industry first, then de-facto standards, and finally proprietary standards. We need to evaluate the market acceptance and maturity of potential standards to determine if they support needed capabilities and mission requirements. Selected standards should provide access to non-developmental items and commercial items that are available from multiple sources. We also need to assess the impacts of new technologies to determine likely evolutions of standards. If emerging standards are used, then the organization should consider participating in appropriate standards bodies to ensure standards definitions meet the organizational requirements. We may ask the following questions when selecting standards:

- To what degrees are the candidate standards based on mature technology and are currently used in production?
- Are there current products available, built to the candidate standards?
- Are several vendors complying fully with the candidate standards?
- Do the candidate standards have a defined test suite or conformance criteria to eliminate the time and cost of testing?
- Are the candidate standards produced and maintained by a reputable accredited standards organization?
- Are the extensions to the standards by suppliers likely to make the system dependent on a single source of supply throughout the lifecycle?
- Are the standards selected compatible with one another? Do they overlap?

After the standards are selected we need to prepare system profiles. A system profile contains all of the individual standards, and interface requirements selected for a system. The profile also lists for every interface standard, the tailoring instructions and the selected optional extensions if applicable. Although the system profile references the interface standards at the desired levels of openness, the interfaces below the specified level may also be designated by open standards if the provider so desires. The level chosen to define the open interfaces should be at a level supported by the industry and consistent with supportability planning. For example in digital electronics, that level may be the line replaceable (LRL) and shop replaceable (SRU) level. We need to establish initial level of openness objectives consistent with interoperability, integrability, upgradeability, affordability objectives, and industry practice (based on market research).

The corresponding verification and validation aspect of this step (the right-hand side of the “V”) should be focused on demonstrating system openness using modeling and simulation and validating the openness of subsystems, and/or components at the levels specified. Following are examples of means for
fulfilling this objective:

- If contractors or consultants used, require contractors/consultants to certify that they have used widely accepted consensus standards for key interfaces at and above the specified levels of openness.
- Performing conformance and compatibility testing at and above the specified levels of openness.
- Asking independent test facilities to verify the use of open standards at and above the specified levels of openness.
- Developing innovative means such as indices e.g., a color-coded scheme, percentage, or numerical value to determine the extent of openness of system/subsystems.
- Ensuring that extensions to the standards by suppliers will not make the system dependent on a single source of supply throughout the lifecycle.
- Ensuring standards selected are compatible with one another.
- Demonstrating that the selected NDI or COTS products meet operational environment requirements, and the selected NDI or COTS products conform to the selected interface standards.
- Prototype systems, subsystems, and components to ensure their openness.

H. Develop an Open Systems Architecture

At this stage of the process, all the modules will be connected together via open interfaces to create an adaptable and flexible modular structure or architecture for the system. Architecture means different things to different people. Some definitions are complex, confusing, and depicted in very long paragraphs. For example those in Software Architecture for Product Families: Principles and Practice (Jazayeri et.al. 2000), or the one proposed in the UML Modeling Language User Guide (Booch et al. 1999). Other definitions such as the ones proposed by Zachman (1993) and Rechtin and Maier (1997) are simpler and more concise definitions of architecture. The best definition is perhaps the definition by the Institute of Electrical and Electronics Engineers that defines architecture as the structure of components, their relationships, and the principles and guidelines governing their design and evolution.

Generally speaking, there seems to be a consensus that the architecture is the structure not only of the system, but of its functions, the environment in which it will live, and the process by which it will be built and operated (Rechtin 1991). It is the highest-level conception of a system in its environment and includes the structure and behavior of the whole system in that environment, to show how the system will meet its requirements. (Emery et al. 1996). Additionally, an architecture is believed to be a base for reasoning about a system and goes through transformations, not decomposition, and uses series of representations that have different motivations, uses, representations, semantics, etc (Zachman 1993).

An open architecture depicts the structure of functional and physical modules, their interrelationships through open key interfaces, and the principles governing the design and evolution of such structure in a flexible manner. Different organizations operate at different levels of open systems maturity which entails different level of maturity for their architecture (Azani 2002). Open architectures rely on physical modularity and functional partitioning of both hardware and software to create the flexibility needed for replacing specific subsystems and component without affecting others. The open architecture supports the functional baseline and system specifications and is an effective blueprint for developing and maintaining affordable and adaptable applications and systems. By developing an open architecture, the system integrators/architects will build flexibility into systems and will achieve enduring interoperability, integrability, affordability, adaptability, and supportability.

THE BENEFITS OF THE PROPOSED MODEL

Following are some examples of the benefits expected from implementation of an “V” OS Development Model.
Concurrent Development and Testing. The proposed model is a concurrent engineering and development model as it integrates development with testing and takes into consideration the overall life cycle issues of developing a system. This advantage is realized through the application of the "V" model itself.

Interoperability. Effective communication between subsystems in a platform and among platforms is one of the most important benefits realized by an "V" OS Development Model implementation.

Integrability. Systems and subsystems that can be tightly plugged into disparate elements must, by definition, have the attribute of integrability. By following the proposed model, subsystems and systems will more easily be integrated together. Integrability is the ability to quickly interconnect and assemble systems, subsystems, and components in order to construct new ones in a synergistic and affordable way as needed. Common components, standardized interfaces that comport to those used in the commercial world, and wide availability of parts used in a system are the necessary elements of integrability.

Affordability. Affordability has always been close to the top of executives' priorities lists, but with current process and projected budget constraints its importance has increased. The "V" OS Development Model should be stressed for its ability to reduce the cost of systems not just in initial acquisition, but over the entire life cycle. Elements of open systems that impact affordability include economies of scale from commonality and reuse, flexibility to accept components from a wide variety of COTS sources, and competitive sourcing.

Adaptability. By following the "V" OS Development Model, a system will be designed in such a manner that can adapt to new requirements, systems, components and technology with minimal effort and cost. The following attributes are among the integral characteristics of adaptable systems:

1. Obsolescence mitigation. Obsolescence of both systems and components has long been a problem. With technology turnover cycles currently observed, this problem reaches unprecedented proportions. By managing to the natural cycle rates of encompassing technologies, an "V" OS Development Model can keep obsolescence from being a major problem.

2. Evolvability. Because both competitive threats and technology changes at an unprecedented rate a system must have the ability to evolve to new designs, including insertion of new technologies, replacement of obsolete technologies, and the accretion of new capabilities. All of these capabilities will become possible by following the OS "V" Development Model.

3. Structural Flexibility. Designs should be selected for the lack of dependence on fixed partitioning schemes. The fixed backbone of a system should have an adaptable structure to allow variation in partitioning and the specific collection of modules used in a system or system of systems. Use of modular design tenets by the model will enable such flexibility.

4. Design Robustness. Designs should be able to withstand unforeseen variation in the specific modules used, different manufacturers of the same module, and conditions under which the system is used. The end product of the model is an open architecture which by definition is a robust structure.

5. Intra-system Integrability. The system should be designed such that it can be easily matched to other systems used in a system of systems context. The proposed development model through parallel development and testing is an effective system of systems development model.

6. Re-use. One of the factors that affects the cost and other factors of system design is the degree to which it re-uses architecture, technology and products proven on other systems. Not only should systems be evaluated according to the degree to which they re-use previous technologies, but also the degree to which new or unique technology will be usable on other systems. The emphasis on applying the lessons learned from previous development efforts ensures ample opportunity for commonality and reuse by the proposed model.

Supportability. Through the application of a concurrent engineering process, the "V" OS Development Model can enable performance-based supportability. Issues to consider are the number of sources of supply, the maturity level of standards selected, and the projected support life of the system. Supportability should be given greater weight when programs are evaluated. Supportability requires consideration of the long-term impact, and uncovering possible unintended consequences, of
decisions made early in the program.

THE GUIDING PRINCIPLES FOR EFFECTIVE IMPLEMENTATION OF THE MODEL

Achieving the benefits of concurrent engineering and development and effective application of the “V” OS Development Model will be contingent upon adherence to the following guiding principles:

1. Provide incentives and appoint open systems champion
   The incentives offered must foster the cultural change necessary to realize the key open systems capabilities.

2. Involve the stakeholders in planning and implementation of the “V” OS Development Model
   Involvement breeds acceptance. We must ensure that those responsible for the “V” OS Development Model planning and implementation, as well as those being impacted by such capability or lack of it participate in the decision making process and take ownership for the ensuing changes.

3. Plan for organizational and cultural changes needed for implementing the Process
   The realization of the benefits of open systems requires changes in acquisition strategy, process, and program management. The acquisition process must concentrate on interrelationships among systems being acquired rather than on acquiring systems in isolation from each other. The acquisition process emphasis should be shifted from:
   - consideration of short term cost of system development to total costs of ownership of systems capable to plug & play and plug & integrate;
   - requirements frozen early in the acquisition cycle of a system to flexible and evolving plug & integrate and plug & play capabilities for system of systems;
   - unaffordable supportability to Just in Time (JIT) supportability enabled through modularity, economies of scale and continuous access to multiple suppliers; and to
   - technologies available during the early phases of the acquisition cycle to the ability to insert new technology, as it becomes available.

4. Create a fully synergistic partnership among departments, suppliers, original equipment manufacturers, distributors, contractors, and system developers
   Realization of the open systems benefits also demands a full partnership among various stakeholders. The implementation of an “V” OS Development Model and realization of open systems capabilities require constant change, and unless change becomes indoctrinated within the organization culture such capabilities will not be realized. Indoctrination will become a reality through involvement and commitment of the people responsible for realization of the OS Process benefits.

5. Ensure a Widespread use of Open Standards
   The architectural flexibility required for plug & integration and plug & play is maintained through the application of open standards (i.e., widely used consensus-based international standards) for selected interfaces within a system. However, open systems benefits evaporate when the standards selected are not in widespread use by the commercial industry. The benefits of openness are realized when there are a large number of vendors offering a wide range of products compliant with open standards. Thus, key concepts of openness must be explained before the benefits of the OS Process based on “V” model be fully realized.

6. Develop explicit risk management strategies
   We must also develop specific risk mitigation strategies to minimize the likelihood of occurrence and effectively deal with the risks associated with the implementation of the OS process. Some of the risks associated are:
   - Resistance to change
   - Creating more bureaucracy through additional organizational levels or reporting requirements.
   - Fear of failure due to betting on wrong standards and forecasting errors related to estimated cost, benefits, or performance of a plug & integration and plug & play capability.
   - Loss of control because the organization is no longer the driving force behind technological change
   - Lack of adequate resources to fulfill the goals.

7. Enable partitioning and modularity with minimum effort and cost
   The open systems benefits and capabilities can best be realized by suitable modular partitioning of the systems. If the interfaces are controlled at an appropriate level, then modularity consistent with the
best economic and engineering requirements can be achieved.

8. Use practical level of openness.
Mindlessly adhering to an open systems concept simply because it is what is required should be discouraged. A closed system, selected after due and diligent deliberation may be preferred to a perfectly open system that will not do the job.

9. Be attentive of the maturity of standards.
Standards require relatively long periods to mature, and then after reaching maturity have a relatively short half-life. Some attention must be given to the nature of the standards selected. One that is too mature, despite being widely supported, may well disappear under the onslaught of superior new technologies. On the other hand, juvenile standards may not achieve sufficient support to merit consideration. However, it must also be communicated that conscientiously selecting a youthful standard, and being wrong, is still usually cheaper and quicker than creating a military unique standard.

10. Verify progress on a continuing basis.
The program managers and other acquisition authorities must ensure that the system design and support conform to the premises of the “V” OS Development Model. The ability to accomplish this goal will require training and education of the personnel working on the program. Objective metrics must be provided for evaluating the program’s adherence to MOSA principles and the guiding principles discussed. Some examples of metrics are:

- **Obsolescence index.** The percentage of obsolete products, components, subsystems, etc. (measured in replacement pain, e.g., schedule and cost) in a system at a specific period of time (e.g. when the system is fielded or being designed). If the obsolescence index is greater than a specified threshold value, then the system may not be sufficiently open to meet evolving program objectives and may be more susceptible to obsolescence.

- **Affordability ratio.** The projected total ownership cost (TOC) of the proposed open system over the projected total ownership cost when the system is designed with closed interfaces. If the ratio is equal or less than one then make the system more affordable by making it open.

\[ \rho_{\text{Aff}} = \frac{\text{TOC (open)}}{\text{TOC (closed)}} \]

- **The degree of openness.** The percent, ratio, or number of key interfaces in a system/subsystem that are supported by consensus based and/or de facto standards, adjusted for the system’s/subsystem’s level of openness.

- **Technology insertion.** Number of latest technologies successfully migrated, at a specific period of time (e.g. when the system is fielded or being designed), to a program or an organization as a result of open architectures.

**CONCLUSION**

Through harnessing the benefits of the “V” OS Development Model implementation, organizations will be empowered to effectively:

- Reduce the total ownership costs of systems through economies of scale.
- Plug and play based on standards-based and supplier neutral architectures.
- Upgrade systems components with minimum disruption in readiness as soon as technology changes and commercial products become available.
- Repair and maintain systems and components more easily and efficiently through application of Commercial Off The Shelf products that are readily available in the market place.
- Balance performance and affordability. As a result of using plug & play-based systems the need to sacrifice performance for affordability and/or supportability will be reduced.
- Build a more synergistic partnership among stakeholders through concurrent development, testing, and production. Such partnership will require noticeable leveraging of modern reanagement practices exercised by other organizations and cooperation on setting standards.

Finally, the “V” OS Development Model is supportive of an organization move into the mainstream of change from the unique proprietary and rigid environment of the past. Such move is necessary in order to leverage the commercial investments in other countries and industries and quickly upgrade systems as needs and requirements
change. Furthermore, The “V” OS Development Model is also compatible with the standardization and modular interchangeable parts movements that begun during the industrial revolution. These movements were to a large extent responsible for making products more affordable and reliable for the public at large. By implementing the “V” OS Development Model, an organization would also be able to quickly capitalize on the opportunities brought about by these movements, reduce its total cost of doing business, and develop systems more quickly and effectively.
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ABSTRACT
This paper describes a project from the European Space  
Agency for the creation of a concurrent design server, the  
Open Concurrent Design Server (OCDS), using open data  
development standards.

Based on the ESA’s Concurrent Design Facility (CDF)  
methodology and Integrated Design Model (IDM) the OCDS  
has 2 main objectives a) the creation of a service to enable  
collaborative, concurrent and distributed engineering of  
space systems between different organizations, using  
standard object definitions b) an instantiation of a OCDS  
product to be distributed to the European Space Community  
as the first building block to implement their own  
concurrent design infrastructure.

BACKGROUND
The Concurrent Design Facility (CDF, www.esa.int/CDF) is  
a state of the art facility created at the European Space  
Research & Technology Centre (ESTEC) in Noordwijk (NL)  
with the main purpose of assessing and designing future  
space missions using modern concurrent engineering  
technologies and methodologies.

Since 1998 over 50 potential future missions, mostly  
scientific, but also related to Earth Observation and Human  
Spaceflight, have been assessed at conceptual design level,  
known as pre-Phase A/level 0, using the facility. In addition,  
the CDF infrastructure has been used to perform industrial  
work reviews, prepare specifications, and coordinate  
international project work.

The CDF infrastructure is based on the Integrated Design  
Model (IDM), an in-house developed tool, which allows  
integration of all the subsystem discipline tools and  
parameters in a consistent and effective design environment.

The ESA CDF IDM has also represented the means to  
capture the technical knowledge and to document the  
“engineering views” that are required to run the design  
processes. The techniques and tools developed are now well  
tuned and established for the in-house application to the  
preliminary phases of the space project life-cycle.  
Furthermore the know-how and the models developed in  
CDF have gained a lot of interest among institutional  
partners, academia and industry in the last years.

DISSEMINATION OF KNOW-HOW AND TOOLS
The IDM is highly requested by several ESA Institutional  
Partners and the nucleus of the IDM (CDF Core-IDM) has  
already been delivered to CNES (French Space Agency),  
ASI (Italian Space Agency) and CSA (Canadian Space  
Agency) at their request. It has been/is being used by these  
organizations as an initial building block for the creation of  
their own design facilities. The idea is to develop these  
centres using a common data structure and representation in  
order to facilitate future interoperability and interchange,  
joint project work, and linking of these facilities for future  
time cooperative (i.e. concurrent) engineering.
The CDF Core-IDM is a subset, the nucleus, of the CDF IDM, as illustrated in Figure 2.
The CDF Core-IDM consists of:
- Discipline workbooks: a MS Excel® workbooks representing disciplines and/or space system subsystems. The workbooks include input and output sheets and empty calculation and presentation sheets, except for the System workbook. The System workbook does include the ESA CDF IDM calculation and presentation sheets.
- Data exchange: a MS Excel® workbook used as a database to store scalars.
- Data Parking: a MS Excel® workbook used as a database to store matrices.
- All communication features and interfaces to allow exchange of data between above mentioned parts.

A wider distribution of this nucleus and the generalised and standardised use of a common data model/representation could highly contribute to the creation of a global E-collaborative environment for the design and development of space missions. Academia would also benefit of the usage of this tool and related methodology and, eventually, contribute to its improvement.

It is ESA’s intention to coordinate and integrate these efforts in Concurrent, Collaborative and Distributed Engineering actually on-going in the European space sector, sharing the experience of CDF with industry and other agencies. In order to achieve this goal ESA has taken the initiative to industrialise the CDF model into a product to be made available to the Space Community. ESA CDF has selected an Open Concurrent Design Server as the most appropriate way for the industrialization and distribution of a common data model, which will eventually fulfil the data sharing requirements in the Space Community.

OPEN CONCURRENT DESIGN SERVER

The OCDS activity will enhance the CDF Integrated Design Model and methodology by the introduction of standard information data models and Reference Data Libraries (RDL).

The activity will start with a review of the current CDF Core-IDM, taking into account the Space Industry’s feedback. Followed by the preparation and demonstration of a data model according to open data exchange standards describing the parameters and their function in the space system design process. Initially the OCDS targets the Level 0 and Phase A design activities. Further design phases in the life-cycle will be analysed to ensure the evolution and continuity of the data model where required.

Figure 3 shows the collaboration of different parties e.g. international partners and contractors using the OCDS. The OCDS will include data models and RDLs readily available for the users to download and or to consult. XML, UML and EXPRESS are some of the data representation and exchange formats envisaged.

The OCDS activity also includes the definition, organisation and implementation of the infrastructure to support the delivery, maintenance and redistribution of the OCDS in the form of Community Software (i.e. “Open Source” restricted to the institutional partners of the Agency). One possible implementation of OCDS or a part of OCDS can be via a dedicated website.

STANDARDS

Standards envisaged to be used in OCDS activity are ECSS-E10 Part 7A (European Cooperation for Space Standardization, see [RD 1]), STEP-NRF (see [RD 2]) and ISO 10303 (see [RD 3]) which includes support for XML (Part 28) and an interface with UML (Part 25) and possibly ISO 15926 (see [RD 4]) which defines a complete information architecture that enables the interoperability of software applications (engineering disciplines) for the entire product life-cycle.

An important complementary activity has been undertaken by the ECSS Working Group (WG) in charge of the development of the Level 3 standard E-10-0A1 -
"Engineering design model data exchange (CDF)". The Terms of Reference of this WG include:
- the initiation of a global perspective of the parameter sets required to cover all project design phases,
- the creation of a list of system parameters, definitions and units having a common application for phase 0/A analysis and design reviews,
- the creation of a merged set of parameters, agreed by all Agencies and partner industry and institutes, defining a standard for model based data exchange.

**BENEFITS**

Other industrial sectors have achieved major quality and productivity improvements through the use of object model technology based on open standards for interoperability. Figure 4 shows a snapshot of a Reference Data Library explorer (browser-like interface incl. data model representation in EXPRESS) made available to the users via a website.

![Figure 4: an RDL explorer view.](image)

These methods and technology are now available to the Space Industry in the form of interoperable space information modelling objects. Interoperable object model technology also allows automated standards checking and cost estimating to better control project scope, schedule and cost.

This solution will help the European Space Community to:
- Increase Data Management Capabilities, including Life-cycle Data Management
- Support the information longevity objective
- Achieve a hardware and software independent solution
- Optimise the design process
- Consolidate Design Models in a repository based on open standards
- Improve communication to contractors and partners, using Open and publicly available standards (e.g. ISO, ECSV, …)
- Streamline the communications to other ESA corporate applications using model based integration
- Connect data to product assurance (PA/QA) activities.

**CONCLUSION**

The OCDS combines experiences from the application in CDF of concurrent engineering to initial phases of space projects with the data modelling and standardisation used in product data handling and interchange processes.

The OCDS product represents the reference data model for the European Space Community and the first building block to create their concurrent design centres. It also can be seen as a platform for cooperation and an interoperability gateway for engineering data.

The OCDS project is the first milestone for the creation of a collaborative CE environment for the design and development of complex space systems at European level.
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Abstract: The correct selection of an optimal combination of joining technologies at the body in white process planning stage is critical for the overall quality and cost of a new car. This paper considers cost analysis of new design concepts in the preliminary phase of the automotive Product Development Process (PDP) followed by further optimal selection of appropriate joining technology. An optimisation approach to facilitate the design process will be discussed. The proposed approach can be useful for design and process planning engineers when selecting different joining technology combinations in the process of designing an automotive manufacturing system. It can lead to significant reduction of the manufacturing costs.

1. Introduction

Optimisation of the manufacturing cost management process plays an ever-increasing role in the global automotive industry. In particular, the development of new designs accounts for a great percentage of the final cost of a car [1]. A significant saving could be achieved if at the end of the design process of a particular subsystem, designers have in their disposal a method to help with the comparison of future manufacturing costs of different design options. Present practice in estimating the cost of new designs follows a lengthy procedure of adding up different costs that can take up to several months and requires input from several different departments. In the same time the real need at this stage is for a method that can contrast different newly developed designs in sense of cost and rank them appropriately according to specified criteria. The optimisation procedure discussed in this paper focuses on an approach that can become a vehicle for solving this important manufacturing problem. It focuses on the body in white process and more specifically on the selection of a correct combination of joining technologies taking into account investment, technology acquisition and variable manufacturing cost that has to be allocated to different joining stages from a constrained budget. This process can be followed later on by more accurate calculation based on process plans and information concerning the operation of the manufacturing facility. The aim of the proposed approach is to help with the cost analysis of different manufacturing options and to focus experts’ effort on the most promising ones saving time, funds and increasing the overall quality of the product.

2. Overview of the Automotive Product Development Process

2.1 Product Development Process (PDP)

To successfully manage the entire vehicle development process, automotive companies use structured Product Development Process (PDP) approach. PDP allows for the overall synchronisation and control of the development processes in a specified timeframe, which varies among different automotive manufacturers. A typical example of the main activities is shown in figure 1. The PDP is subdivided into several phases starting with the Preliminary Phase, known as Early Phase of development, and finishing with the Start of Production (SOP) phase.

![Figure 1: Example of the main activities involved Product Development Process.](image)

An important part of the Early Phase of the PDP is the Concept Phase. Within the Concept Phase, that is, the first stage of the Early Phase, a Design trend definition on the basis of an initial design model can be provided. The problem in this part of the PDP is the lack of data and information concerning future costs of new materials, manufacturing processes, joining techniques etc. Under such circumstances of uncertainty a designer cannot make
an informed decision concerning the future manufacturing costs of a new design concept without extra input from Process Planners and Plant Managers, which is a lengthy process [3]. In the same time almost 90% of the future product costs are predefined at the Early Phase of the PDP by the Design and Planning Department at the Concept Phase [4].

2.2 Body-in-white design process

At the early stage of development a coherent technical design concepts are introduced. This comprises the configuration of the vehicle, design characteristics and design trends, innovation concepts, component concepts and system concepts. Body-in-white (BIW) design is considered to be the most complicated part at the preliminary phase of the automotive PDP. This is one of the core competences of the automotive industry that is not normally outsourced. The integration of the design and planning activities at this stage are of critical importance and there is a need of techno economical models to serve as an interface between these product development activities. The idea behind the proposed approach is to use working contents available from the conceptual design concept, to calculate the investment costs for different joining technologies. Figure 2 shows a schematic of joining sides and materials that have to be transformed into working contents and joining techniques.

![Figure 2: Schematic of a wheelhouse and joining sides.](image)

Fig. 3 shows the general idea of using working contents as a link between the design and production process. They are a „common denominator“ between the design, planning and finance departments because WC has technical and economical interpretation. They can be linked to joining techniques and therewith with cycle times.

1.) A designer knows that the individual BIW parts of his design concept have to be joined together by means of JT’s and he can calculate the total number of WC’s at the end of the BIW design process.

2.) A planner designing a production line aims optimising cycle time. Considering the number of WC’s for the BIW joining process one can identify the cycle time diagram.

3.) Once the number of WC’s has been ascertained for a given production line, the finance department is in a position to calculate the total investment and manufacturing cost by integrating cycle times with the various WC’s.

The discrete nature of the joining process containing number of sequential stages suggests that dynamic programming can be used for the purposes of process optimisation. A designer has to make a decision regarding the optimal combination of joining techniques in respect of the manufacturing cost incurred. The optimisation procedure begins with the identification of the sides that have to be joined together, their joining length, and the material of the participating parts - as shown in Fig. 2 followed by the selection of appropriate joining techniques for each joining side, as it is indicated in figure 5.

3. Optimisation of the Joining Process Selection

Because of the space limitation the proposed optimisation method is explained below on the basis of a generic joining techniques case study.

3.1 Initial considerations of the joining technology selection

Considering the process of joining technology selection separately at every joining side, a designer has to choose among several alternative technically applicable joining technologies. Knowing the material required on each joining side, a list of joining techniques that are authorized for a particular joining side can be obtained. Following the cost estimation procedure indicated in Fig.3 a cost tables containing investment and manufacturing costs for every joining technology can be created as it is shown in Fig. 4 and the cycle time for a particular operation can be calculated which allows for the calculation of the cost of a working content specific for this technology. The procedure has to be repeated for all of the candidate technologies. The next step of the proposed methodology is to account for the specifics of the design and manufacturing complexity. For this purpose a set of coefficients that reflect the
The technologies that are indicated in Fig. 5 are based on the example shown in Figure 2 representing a wheelhouse with 5 joining sides and its material diversity. The allocation process is illustrated by the dotted line arrows. In this example only subsets of authorised joining techniques selected using expert opinions have been considered. These feasible technologies are underlined in the figure. Taking into account the number of authorized joining techniques for every joining side, the possible number of joining technique combinations has been calculated as 14,400. When constraints on the investment budget are considered and the optimisation goal is to minimise the manufacturing costs even from this oversimplified example it is apparent that an optimisation procedure is needed to support the decision making process. To emphasise further this conclusion it is worth mentioning that, in reality, in an automotive BIW wheelhouse design the expectation is for approximately 200 joining sides, each with an average of 4 appropriate joining techniques - which increases the number of possible combination up to $4^{200}$ to find a global optimum by exhaustive enumeration appears to be impractical. As it has been mentioned above this paper proposes an optimisation procedure based on dynamic programming method.

### 3.2 Optimisation procedure for allocation of joining techniques to joining sides

Dynamic programming (DP) has been selected as a mathematical procedure to improve the computational efficiency of the allocation of joining techniques to joining sides problem. The idea behind DP is to decompose the global optimisation problem into smaller, and hence computationally simpler, sub-problems called stages. They are defined as the portions of the problem that possesses a set of mutually exclusive alternatives from which the best alternative is to be selected. In the example discussed above, stages represent the joining sides. The computations at the different stages are linked through recursive computations in a manner that yields a feasible optimal solution to the entire problem. Each sub-problem is then considered separately with the objective of reducing the volume and complexity of computations.
4. Conclusions

A central element of the proposed approach is the possibility of manufacturing cost estimation of different BIW design concepts in the preliminary work phase of the automotive PDP. This early cost estimation gives the BIW designer an opportunity to evaluate new design concepts in advance and to decide which will be best in terms of cost. Hence the design department will acquire a disclosure of the cost savings potential early in development process.

The development of a model linking working contents and joining techniques provides a common platform for decision making between the Design, Planning and Finance experts in the BIW design process. The use of Working Contents in the Early Phase of the design process also accelerates the process of data exchange between Design, Planning and Finance activities. Hence, the cooperation is intensified, and the number of time consuming information feedback loops is reduced.

The proposed generic joining techniques selection methodology considers the specific needs of the BIW design engineers. This methodology brings together a series of techniques, and provides a holistic procedure of optimal joining techniques selection. The computational procedure of the proposed selection method provides optimal combination of joining techniques for the design concept under scrutiny in terms of minimised manufacturing costs and compliance with technical and economic constrains.

The introduced DP optimisation procedure is applicable to a variety of optimisation and constraint criteria, such as the optimisation of the weight, energy, running costs etc. of the joining techniques process.

Optimisation at an early stage in the design and development process assists planning, finance and manufacturing experts in the selection of the most appropriate design concepts, subject to selected manufacturing criteria.
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