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Preface

It is our great pleasure to welcome you at IST Tecnico Lisboa, for our annual European Concurrent Engineering Conference (ECEC 2015), the FUture BUSiness TECHnology Conference (FUBUTEC 2015) and EUROMEDIA’2015, which are held from April 27th-29th, 2015 in the beautiful city of Lisbon, Portugal.

The accepted presentations for the conferences cover: Data Management, Logistics and Routing Optimization, Engineering Applications, VR Based Engineering, New Media Frontiers and Remote Education. The presentations provide an open forum for researchers from academia and other research communities to present, discuss and exchange related ideas, results, and experiences in these areas.

For the benefit of the participants and authors, we have endeavoured also to make the event an interesting one by inviting two high-level tutors to expand upon their research and share their knowledge for the general benefit of all those present.

The tutorials are by André Bigand of the Littoral University, Calais, France, who will give a tutorial on “Image Quality Assessment for Global Illumination Methods based on Machine Learning”, and by Paulo Goncalves of IDMEC/LAETA and Instituto Politecnico de Castelo Branco, Portugal, who will give a tutorial on “Robotic Assisted and Computer-Integrated Surgery”.

We would like to thank all the authors for submitting their research work within the conferences, as well as to the authors of accepted papers for their participation and presentation of the papers during this year’s event.

Furthermore, we also hope you have some free time after the conferences to enjoy the beautiful city of Lisbon and its surroundings.

We look forward to meet you all again in April 2016 for next year’s edition of the conferences!

Paulo Jorge Sequeira Gonçalves
and
Philippe Geril

FUBUTEC-ECEC-EUROMEDIA’2015
Conference Chairs
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ABSTRACT
Predicting bankruptcy and early identification of the financial crisis nowadays has become a field of particular interest in which various studies have been conducted. The consequences of business bankruptcy have a negative impact on the whole society. Signs of financial distress can be detected much earlier before bankruptcy occurs. For this reason, a variety of scientific methods have been developed for timely detection of the difficulties in the business.

The main purpose of this paper is to analyze quality prediction of business bankruptcy using the novel hybrid Case-based reasoning (CBR) model with a new approach of data classification. The hybrid model in its algorithm has integrated several methods of machine learning: Information Gain, K-means and Case-based reasoning. The principle of work of the hybrid model is based on the experts knowledge base, library of past cases and determined weight values of object features. The model in the process of prediction uses the entire information as a basic value and does not use features reduction methods. jCOLIBRI is used as a framework for the development of our hybrid CBR model and algorithm. Our experiment has achieved promising results and provides a good basis for future research.

INTRODUCTION
Today in the modern world business bankruptcy has become commonplace. Business bankruptcies and their frequency always have a significant negative impact on the whole society, especially on the social and economic component. The causes of business bankruptcy have been discussed by many authors, trying to identify indicators that will signal the possibility of negative scenarios in the business. Paul J. FitzPatrick identified five stages leading to business problems: incubation, financial embarrassment, financial insolvency, total insolvency, and confirmed insolvency (Fitzpatrick P.J. 1932). All these and similar efforts are focused at defining features that describe the business object and on the basis of their values predict business bankruptcy.

In order to prevent and predict such negative events different kind of research has been conducted. The machine learning is one of the scientific fields in which the concept of prediction has been explored and various algorithms have been developed in order to archive better prediction accuracy (Baldi et al. 2000), (Pandya and Virparia 2013). Modern bankruptcy prediction models often use various statistical analysis and various methods of machine learning in the field of data classification. In the studies based on statistical analyses, the methods such as logical regression, multivariate discriminant analysis and factor analysis were used (Ohlson 1980), (West 1985). Somewhat different approach in prediction are provided by the use of machine learning methods such as neural networks (Ravisankar et al. 2010), support vector machines (Jong and Kwon 2010), Bayesian network models (Sun and Shenoy 2007) and many others. To achieve the highest prediction accuracy, models that use several machine learning techniques fused in a single algorithm were developed. Such models are called hybrid models, and their complex algorithms regularly achieve better classification results than individual methods (Ping and Yongheng 2011), (De Andrés et al. 2011).

In order to achieve the highest possible prediction accuracy we have developed newer hybrid model and algorithm based on Case-based reasoning (CBR) method of classification. Our hybrid model provides a slightly different classification approach. The model has embedded three distinct processes with associated algorithms: generating weight values of features, clustering and classification.

Information Gain (IG) is a filter selection algorithm that is used for ranking the input attributes. The large number of features that are included in the prediction model can influence on the speed of prediction. The irrelevant features can also have influence on the prediction accuracy. IG measures entropy of features and ranks them according to the measured values (Beniwal and Arora 2012).

For the purposes of classification process K-means algorithm is used (An et al. 2008). K-means is one of the simplest unsupervised learning algorithms used for solving clustering problems. Clustering is the process of dividing data into smaller groups, clusters, associated on the basis of common properties. K-means algorithm is used to optimize the
clustering data, prepare for classification phase, all in order to improve the classification accuracy. The third process in the hybrid model is classification of objects. For the purposes of classification CBR method was used. CBR method in the classification process uses the methodology of solving new problems by determining the similarity from the past. Experiences are essential for CBR method and principle of its work. All collected experiences are written in the form of cases. CBR investigates cases from the past, and on the basis of similarity, functions propose solution to the current situation (Hullermeier and Cheng 2013). The CBR method based on the four cycles proposed by Aamodt and Plaza [1994] is a commonly accepted process model.

The rest of the paper is organized as follows: Research objectives section briefly describes research objectives, Overview of hybrid CBR model section deals with the concept of a novel hybrid algorithm and the knowledge database. In the Case study section presents the achieved results of the case study and Conclusion section presents conclusions and directions for further development.

**RESEARCH OBJECTIVES**

The main goal of this study is to analyze quality prediction of business bankruptcy using the novel hybrid CBR model with a new approach of data classification and implement classification of objects based on the features weight values and database knowledge from the domain of problem. In the process of predicting, we attempt to preserve all the objects information without reducing the number of their features. We wanted to measure maximum prediction accuracy and explore the dependence between the accuracy of prediction and the size of the dataset. Detect weak and the good characteristics of the hybrid model in the process of prediction.

**OVERVIEW OF HYBRID CBR MODEL**

During the years of research in various domains of problems we have witnessed that experience and knowledge can play an important role in making the final decision. Sometimes decisions based on experience can give better results than decisions based on scientific mathematical methods and algorithms. All this led to the idea of combining the experience and knowledge with the machine learning methods, all with the goal to achieve high accuracy in prediction of business bankruptcy.

The algorithm of our hybrid model prediction is carried out in three internal processes: generating weight values of features, clustering and classification. The process of generating the weight values is performed during model initialization. A generator uses the IG method for ranking the features of objects and performs aggregation of results with the data from domain driven model. The hybrid algorithm with the aggregation of information forms a weight vector which forwards in the process of classification. Two first processes in the hybrid algorithm provide additional information and thereby strives to increase the accuracy of classification. Figure 1 shows the concept of a hybrid CBR model.

**The weight generator**

The main purpose of the generator is to determine the weight values of features, the features which describe the objects in the dataset. The generator is composed of two components: IG method for ranking object features and domain driven model which contains knowledge of experts from the problem domain.

![Figure 1: The structure of the hybrid CBR model](image-url)

The domain driven model presents the knowledge of experts and their opinions about the importance of features that describe the business object. In the knowledge base weight value for each feature is written. The value indicates the importance of each prediction feature based on the opinion of experts; strength impact of features on the final result of prediction. Various studies in the classification field showed that the features have different influence on prediction results (Janecek and Gansterer 2008). Weight values in domain driven model were determined by experts, based on their experiences and opinions. In our study, the values were determined by surveying experts from various fields of economy who work in our institution. The values are in the range from 0-1, Table 1 shows meanings of the values. The experiences which we have obtained during our research has shown that sometimes the method of ranking the importance of features and their weight values could be incorrect. Therefore, Domain driven model was included in the algorithm as a corrective factor in the process of defining
weight vector. The hybrid algorithm performs correction of weight values, which has computed using IG method.

Table 1: Values in Domain driven model

<table>
<thead>
<tr>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>The feature is not important for the process of prediction and is not used. The attribute is ignored.</td>
</tr>
<tr>
<td>0&lt;x&lt;1</td>
<td>The value represents the corrective factor in the process of generating a weight vector.</td>
</tr>
<tr>
<td>1</td>
<td>The feature has a maximum impact on the result of prediction. The feature must come into the process of prediction.</td>
</tr>
</tbody>
</table>

Entropy is a measure of disorderliness of the system. Information Gain (IG) method calculates the value of the features information. Value is defined as the amount of information, provided by the feature items for the class. IG uses the following expression for the calculation:

$$IG(Class, Feature) = H(Class) - H(Class | Feature)$$

where H is entropy, which is defined by using the following equation (1).

$$Entropy(S) = -\sum_{j=1}^{m} p_j \log_2 p_j , \tag{1}$$

where p is probability, for which a particular value occurs in the sample space S.

Entropy value ranges from 0 to 1. Value 0 means that all variable instances have the same value, value 1 equals the number of instances of each value. Entropy shows how the attribute values are distributed and indicates "purity" of features. High entropy indicates the uniform distribution of attributes. Opposite to that, low entropy indicates the distribution which is concentrated around the point (Lei 2012).

Data clustering

K-means is one of the simplest unsupervised learning algorithms used for solving clustering problems. Let X=\{xi, i=1,...,n\} be the set of n dimensional objects which should be classified into k clusters, C=\{cj, j=1,...,k\}. The algorithm determines the quality of the clustering calculating square error between the mean of a cluster and the points in the cluster. The goal of algorithm is to minimize the sum of the squared error over all K clusters. The quality is determined by following the error function, as shown equation (2) (Jain 2010):

$$E = \sum_{j=1}^{k} \sum_{x \in C_j} |x - \mu_j|^2 , \tag{2}$$

where E is sum of the squared error of all objects, \(\mu_j\) indicates the average of cluster Cj. \(|x-\mu_j|^2\) is a chosen distance measure between data point xi and centroids value. The algorithm can use different methods to calculate the distance (Euclidean, Manhattan, Minkowski, etc.) (Kouser and Sunita 2013).

Data classification

The principle of CBR method is based on solving new problems by observing the similarity with the previous solved problems. CBR method uses a problem-solving approach analogous to the way of problem solving by man when he draws on his experiences (Klein 1999). Each CBR system contains embedded library of past cases that have been resolved in the past. This is something like collecting life experiences in the domain of the problem. Each case represents a description of the problem with its associated solution. CBR method with built-in function of similarities tries to find the most similar case from the library. The retrieved cases from the library are used to suggest a solution. If the proposed solution is not satisfactory, method tries to revised selected cases and find a new solution. The method adds a new revised case to the cases library and thereby expands the knowledge base. The whole execution cycle of algorithm can be divided into four main steps (Richter and Weber 2013):

1. **Retrieve** – retrieval is the first step in the cycle. The algorithm tries to find the best matching case(s). The case that will be selected among the retrieved cases depends on the similarity function which is used.

2. **Reuse** - If the new problem situation is exactly like the previous one then algorithm reuses the old case. If the retrieved cases do not offer acceptable solution for a new problem, the algorithm performs the adaptation of retrieved cases.

3. **Revise** - This step starts when a solution is proposed to solve a new problem. The aim of revise is to assess the acceptability of proposed solutions, the newly formed case.

4. **Retain** - In the retain step there are new useful cases in the case base for future reuse. In this way the CBR system has learned a new experience and retains the knowledge gained from solving the new problem.

Which cases to be retrieved is decided based on a given similarity threshold. CBR performs measurement of similarity on the local and global level. Local similarity refers to the measurement of similarity between pairs of features. Global similarity refers to a comparison of the similarity between all the features that make up the object. Measuring similarity can be shown by the following equation (3) (Najib and Ahmad 2012):

$$Similarity(T,S) = \sum_{i=1}^{n} f(T_i,S_i) \times w_i , \tag{3}$$

Where
T= target case
S= source case
n= number of features in each case
I= individual feature from 1 to n,
f= similarity function for features I in cases T and S,
w= importance weighting of feature I.

### CASE STUDY

#### Dataset

Business bankruptcy is a financial failure when a company or organization is unable to pay its financial obligations (Ohlson 1980). In order to implement the process of prediction it is necessary to detect the features by which the model will classify objects in the analysis. Features of objects which are used in prediction can be of financial and non-financial nature. In this research we used a validated and prepared datasets created by Jeffrey S. Simonoff (Simonoff 2003). Business companies have described with seven features. For the testing purposes we used a dataset of 50 instances. Table 2 shows an overview of the features (Simonoff 2003):

Table 2: Overview of features in the dataset

<table>
<thead>
<tr>
<th>No</th>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CN</td>
<td>Name of business entity.</td>
</tr>
<tr>
<td>2</td>
<td>WC/TA</td>
<td>Working capital as a percentage of total assets; the difference between current assets and liabilities, and is thus a measure of liquidity.</td>
</tr>
<tr>
<td>3</td>
<td>RE/TA</td>
<td>Retained earnings as a percentage of total assets; a measure of cumulative profitability over time, and is thus an indicator of profitability.</td>
</tr>
<tr>
<td>4</td>
<td>EBIT/TA</td>
<td>Earnings before interest and taxes as a percentage of total assets; a measure of the productivity of a firm's assets.</td>
</tr>
<tr>
<td>5</td>
<td>S/TA</td>
<td>Sales as a percentage of total assets; the standard capital turnover ratio, indicating the ability of a firm's assets to generate sales.</td>
</tr>
<tr>
<td>6</td>
<td>BVE/TL</td>
<td>Book value of equity divided by book value of total liabilities; ratio measures financial leverage, being the inverse of the debt to equity ratio</td>
</tr>
<tr>
<td>7</td>
<td>Class</td>
<td>B-Bankruptcy, NB-Non-Bankruptcy</td>
</tr>
</tbody>
</table>

#### Generating a weight values

In the initial phase of prediction, hybrid model begins with the generation of weight values for each feature from the dataset. Generating was performed in a few steps. IG method performs ranking of features and determines their importance, presence in the dataset. Parallel with this activity, algorithm collects information from domain driven model. In this study, the knowledge base is formed through a questionnaire conducted in the Polytechnic of Medimurje in Čakovec, Croatia. A survey was conducted over experts from various fields of economic science. Each expert assessed the importance of the features in the range from 0 to 5. Value 0 denotes that the feature is irrelevant for prediction and has no influence on business bankruptcy. Value 5 in the table indicates the attributes that are most important in the process of determining bankruptcy. On the basis of their opinions we formed a study knowledge database. The algorithm performs data aggregation by merging the results obtained by the IG method and the data from Domain driven model. Table 3 shows an overview of the aggregation results.

Table 3: Overview of the aggregation results

<table>
<thead>
<tr>
<th>No</th>
<th>Feature</th>
<th>IG</th>
<th>DDM</th>
<th>Aggre.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CN</td>
<td>1.00</td>
<td>0.0</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>WC/TA</td>
<td>1.18</td>
<td>0.73</td>
<td>0.96</td>
</tr>
<tr>
<td>3</td>
<td>RE/TA</td>
<td>0.55</td>
<td>0.60</td>
<td>0.58</td>
</tr>
<tr>
<td>4</td>
<td>EBIT/TA</td>
<td>0.45</td>
<td>0.67</td>
<td>0.61</td>
</tr>
<tr>
<td>5</td>
<td>S/TA</td>
<td>0.00</td>
<td>0.87</td>
<td>0.43</td>
</tr>
<tr>
<td>6</td>
<td>BVE/TL</td>
<td>0.36</td>
<td>1.00</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Table 3 shows: IG - values calculated with IG method, DDM - values obtained from a questionnaire survey, AGG - results of aggregation and final weight values of features. Indicative situation can be observed in Table 3, the situation where the IG method marked the name of the business entity as an important feature in the dataset. In the domain driven model, that feature was marked as irrelevant for the prediction business bankruptcy. In the process of determining the final weight value of feature, the marked feature was excluded from the prediction process. The opposite situation was created for BVE/TL feature. The results of conducted survey indicate a BVE/TL feature as something that should be necessarily used in the process of prediction. For other features, the algorithm performs a correction by reducing or increasing their values.

In order to evaluate contributions of the hybrid model, before testing the hybrid model an initial data classification has been performed. Classification of raw data was conducted using the Bayesian network method.

Table 4: Results of the initial classification

| ----- Bayesian network classification ----- |
| === Stratified cross-validation === |
| Summary === |
| Correctly Classified Instances | 86 % |
| Incorrectly Classified Instances | 14 % |
| Kappa statistic | 0.72 |
| Mean absolute error | 0.14 |
| Root mean squared error | 0.3198 |
| Relative absolute error | 28.42 % |
| Root relative squared error | 63.67 % |

During the initial classification of raw data from a dataset it was determined that the feature "Company name" is an irrelevant feature. We performed classification with and without "Company name" feature. The obtained measurement results are identical in both cases. When logically considering the situation, a personal name can not
have an impact on the outcome of prediction. Precisely because of such situations, a hybrid model uses knowledge and Domain driven model. To prevent incorrect classification due to an error in the definition of the input data. Table 4 shows obtained results of initial classification using Bayesian network method.

**Data clustering**

Parallel with the process of generating the weight values, hybrid algorithm performs clustering of objects using the K-means method. To achieve high accuracy of prediction it is necessary to define the optimal number of clusters. The initial number of clusters was determined using a simple rule of thumb shown in equation (4) (Madhulatha 2012):

\[
k \approx \sqrt{\frac{n}{2}}
\]  

(4)

where \( n \) is the number of objects.

According to equation (4) the initial number of clusters was determined and its value was 7. For measuring distances we used Manhattan function. K-means using a distance function measures dissimilarity between objects. Results of objects clustering are shown in Table 5:

**Table 5: K-means clustering results**

<table>
<thead>
<tr>
<th>Clusters</th>
<th>No Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>11 (22%)</td>
</tr>
<tr>
<td>1</td>
<td>3 (6%)</td>
</tr>
<tr>
<td>2</td>
<td>10 (20%)</td>
</tr>
<tr>
<td>3</td>
<td>5 (10%)</td>
</tr>
<tr>
<td>4</td>
<td>7 (14%)</td>
</tr>
<tr>
<td>5</td>
<td>8 (16%)</td>
</tr>
<tr>
<td>6</td>
<td>6 (12%)</td>
</tr>
</tbody>
</table>

The results present the distribution of objects, i.e., a similarity between the business entities based on their features values. The results show that the objects are relatively uniformly represented in the dataset and dataset does not have extreme cases.

**Data classification**

Such prepared data were forwarded to the final stage of prediction, classification with the CBR method. For the purpose of the case study, we used jCOLIBRI framework (Recio-Garcia at el. 2008) adapted to the domain of the problem. In the jCOLIBRI framework we have integrated our own classes adapted for measurement prediction of bankruptcy. Classification results show that the initial value of the number of clusters was well determined. The classification with such prepared data shows very good final prediction results, presented in Table 6. The results from Table 6 show that better results are achieved using the hybrid model compared to the initial classification obtained by the Bayesian network method. The hybrid model has achieved extraordinary good classification results. The achieved improvement of prediction exceeded our initial expectations. The prediction accuracy over 99% is excellent.

**Table 6: Classification results obtained with Hybrid CBR model**

<table>
<thead>
<tr>
<th>Stratified cross-validation</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Business Bankruptcy Accuracy:</strong> 99.6</td>
<td></td>
</tr>
<tr>
<td>Number of Cycles: 50</td>
<td></td>
</tr>
<tr>
<td>Time per Cycle: 15.26 ms</td>
<td></td>
</tr>
<tr>
<td>Total time: 763 ms</td>
<td></td>
</tr>
</tbody>
</table>

At the end of our study, we measured sensitivity of the hybrid model to the size of the dataset and number of cases. The original dataset consists of 50 objects. At the beginning of the testing and measurement accuracy of classification, we have reduced the number of objects to 40%. After that, the number gradually increased per step of 10 objects. Figure 2 shows obtained results of classification dependent on the number of objects.

**Figure 2: The accuracy of prediction depending on the number of objects**

From the achieved results it is evident that hybrid model achieves high accuracy of prediction also with a smaller number of objects. During gradual increase of the number of objects, the model has increased the prediction accuracy. The results present a relatively low sensitivity of the hybrid model to the dataset size. These model characteristics ensure its application in various fields of research.

**CONCLUSIONS**

In this paper we present a novel concept of hybrid model for prediction. The aim of our research was the development of a
new hybrid and Domain driven model based on CBR method. The model was focused on business bankruptcy prediction. According to the results achieved with a hybrid model, we can conclude that we have successfully designed a concept of a hybrid algorithm, combining the classical machine learning methods and experts knowledge from the problem domain.

The final results showed that with this model we can achieve significantly higher prediction accuracy compared to the conventional approach. The hybrid algorithm has proved stability in prediction. During testing, the model showed sensitivity in the prediction accuracy based on the defined weight values. Also, the model achieves high accuracy of prediction using a relatively small dataset. This feature of the model gives the possibility of its use in different areas which are not explored and where there is no large knowledge database. Our concept is certainly a good starting point for further development with various types of predictions. Future testing of different types of datasets will indicate the elements that will need to be modified, with the main purpose to achieve better results.
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ABSTRACT
A method of simulation model identification based on experimental industrial process data is suggested. Series of experiments are carried out. The results are analyzed. Using of first principles models for checking and adjustment of advanced identification algorithms is discussed.

INTRODUCTION
Last years are characterized by wide spreading of simulation tools which permit to create accurate models of complicate industrial processes (Dozortsev and Kreidlín 2010). It opens a prospect to solve important applied tasks requiring online intervention in operation of industrial object which is very undesirable or even impossible because of safety reasons, economic losses, amount of needed experiments, etc.

The identification of such models may be considered in paradigm of simulation models verification and validation (V&V) (Sargent 2011). Many of V&V methods are applicable to first principles industrial plant simulation models (face validity, traces, tuning test, etc.). At the same time the using of other techniques, such as event validation, historical data validation, sensitivity analysis (Iooss and Lemaitre 2015) are limited. The reasons are the huge number of variables (many dozens of input and many hundreds of output ones), the high dynamic complexity, and the occurrence of measured and not measured disturbances.

This paper is the first attempt to apply the real industrial process data to first principles simulation model tuning.

Technically the proposed approach is close to the simulation-optimization one (April et al. 2003; Ammeri et al. 2011) with the special criterion used for the evaluation of identification quality.

Two tasks are considered in this work. The first one is simulation model tuning based on data acquired from real industrial object. Model tuning method has been suggested and experimental research has been performed. The second task is input-output model parameter identification. A brief description is given for active identification using precise simulation model. Further development of effective algorithms in both fields is a task for the future.

TASK OF SIMULATION MODEL PARAMETER TUNING
Tightening of safety and product quality regulations leads to high demand for operator training systems (OTS). At once user requirements become stronger, and OTS producers have to continuously improve their solutions. In this work an approach described which permit to simplify simulation model tuning and reduce OTS price in some cases.

There are two types of OTS simulation models: standard and custom. Standard models are to simulate some process in principal without reference to any particular implementation. Custom models are created with account of real process configuration and should reproduce quantitative characteristics of the process accurately. Therewith extremely rigid demands are made on accuracy of custom training model because an incorrect training model may make operators acquire “false skills”.

Creation of custom models is an expensive process. In some cases standard model functionality may be enough for customer requirements, but it should be tuned to correspond to behavior of the modeled process. Another situation occurs if an existing simulation model stop to
imitate the object behavior enough accurately because of equipment replacement or operation mode changing. A procedure is described below which allow to approach behavior of a standard or a custom simulation model to behavior of a real process. Therefore, a compromise between model modernization cost and accuracy restrictions may be achieved.

Besides OTS application a high-accuracy simulation model may replace a real object during identification and checking of relatively simple regression models. Such models are applied, for example, in advanced process control (Coward 2008). Utilizing of a precise first principal model in this case permit to reduce affecting an actual process and hence to cut costs and to raise safety.

SIMULATION MODEL PARAMETER IDENTIFICATION

Consider a simulation model which is described by the following equation system

\[
\begin{align*}
\mathbf{x}_{i+1} &= f(x_i, u_i; \beta), \\
\mathbf{y}_i &= g(x_i, u_i), \\
\end{align*}
\]

(1)

where \( x_i = (x^{(i)}_1, ..., x^{(i)}_r) \) is the state vector, \( y_i = (y^{(i)}_1, ..., y^{(i)}_s) \) is the output vector, \( u_i \) is the control vector, \( \beta \) is the parameters vector.

Define a sequence \( \mathbf{U} = [u_i]_{i=0}^n \), which is called a control sequence. If the initial state \( x_0 \) is determined, then \( y_i \) depends on the sequence \( \mathbf{U} \) and the parameter vector \( \beta \) only. Define a sequence \( \mathbf{Y}(\mathbf{U}; \beta) = [y_i(\mathbf{U}; \beta)]_{i=0}^n \), which is called a response of the model \( (1) \) to control sequence \( \mathbf{U} \).

Let the real object described by the model \( (1) \) has the output vector \( \mathbf{z}(\mathbf{U}) = [z^{(i)}(\mathbf{U}), ..., z^{(m)}(\mathbf{U})] \). Define a sequence \( \mathbf{Z}(\mathbf{U}) = [z_i(\mathbf{U})]_{i=0}^n \), which is called a response of the object.

The task of identification of the model \( (1) \) is to find optimal value of the parameter vector \( \beta \), which provide the best fit of the model output to the object output:

\[ \hat{\beta}(\mathbf{U}, \mathbf{W}) = \arg \min_{\beta} C(\mathbf{U}, \beta, \mathbf{W}), \]

(2)

where \( C(\mathbf{U}, \beta, \mathbf{W}) \) is the loss function. For example, a quadratic criterion may be used:

\[ C(\mathbf{U}, \beta, \mathbf{W}) = E_\eta [\mathbf{Z}(\mathbf{U}) - \mathbf{Y}(\mathbf{U}; \beta), \mathbf{W}] = \sum_{i=0}^n \sum_{j=1}^s w_j^{(i)} \left( z_j^{(i)}(\mathbf{U}) - y_j^{(i)}(\mathbf{U}; \beta) \right)^2 \]

(3)

where \( w_j^{(i)} \) – elements of weight matrix \( \mathbf{W} \in \mathbb{R}^{s \times n} \).

MODEL TUNING BASED ON EXPERIMENTAL DATA

A model of a debutanizer (type of a distillation column) has been used as an example of the tuned model, because operation of a distillation column is studied well, and such equipment is wide-spread in industrial chemistry.

A distillation column consists of a set of trays (Fig. 1). Vapor phase contacts with liquid one on a tray, and mass exchange occurs. Light fractions in the liquid boil up to the vapor flow, and heavy fractions in the gas phase condense to the liquid flow.

Figure 1: Distillation Column Operation

Efficiency of mass exchange between the gas and liquid phases plays a very important role for the process of distillation. The model of a debutanizer has a parameter \( \beta \), which is called tray efficiency and has been chosen as the tuned parameter in this model. This parameter cannot be known a priori by a developer creating the simulation model. In addition, the efficiency may change during column operation. Therefore, tuning of the parameter \( \beta \) is required.

Tray efficiency \( \beta \) ranges from 0 to 1. If \( \beta = 0 \), there is no mass exchange, and compositions of the gas and liquid phases passing through a tray remain the same. If \( \beta = 1 \), phase equilibrium on a tray is attained instantaneously.

In order to conduct numerical experiments, a procedure for iterative search of the parameter \( \beta \) value has been written in MATLAB. It allows choosing a particular search algorithm depending on dimension of the parameter vector, type of considered process, a priori information, etc.

In this work a simple case of a scalar parameter (tray efficiency) tuning is considered. It is assumed, that there is no a priori information about dependence of model outputs on this parameter. In this case the most effective methods of parameter search are one-dimension ones. In suggested implementation the golden section technique
(Mathews and Fink 2004) is used, because in comparison with other methods of this type it requires minimum amount of optimized function value calculations. For model adequacy checking cross-validation is applied for two control sequences.

As carrying out experiments on a real object is expensive and dangerous, an auxiliary simulation model has been used instead. This model was considered as a black box, i.e. no information about the model structure and its parameter values was used during the conducted experiments. Further by the “object” is meant the mentioned auxiliary simulation model.

**EXPERIMENTAL STUDY RESULTS**

Several series of experiments have been performed. Two control sequences $U_1$ and $U_2$ in each experiment and two object responses $Z(U_1)$, $Z(U_2)$ were utilized respectively. Each experiment consists of two phases. In the first phase the sequence $U_1$ is used for determination of parameter $\beta$ (learning), and the sequence $U_2$ is used for checking model adequacy (exam). In the second phase the sequences swap over: $U_2$ is used for learning, and $U_1$ is used for exam. The final value of $\beta$ is chosen according to the following expression:

$$\beta = \beta_m, m = \arg \min_{j=1,2} \max_{i=1,2} C(U_j, \beta_j, W),$$  \hspace{1cm} (4)

where $\beta_j$ is the parameter value obtained by learning from the sequence $U_j$.

The composition and the temperature of the feed stream have been chosen as the control variables. Output variables in all experiments were the temperature and the butane fraction of the gas stream leaving the top tray.

Each series of experiments was aimed at testing how certain conditions influence identification quality.

1. The same simulation model both as the “object” and as the tuned model.

This series was performed in order to ascertain that the chosen algorithm works correctly and converges at different initial estimates. Other series dealt with various conditions which can affect identification precision:

2. Different number of considered output variables.
3. Additive output noise.
4. Structure divergence of “object” and “model”.
5. Using different types of learning and exam control samples.

The loss function (3) was used to evaluate identification quality. The elements of the weight matrix were determined in the following way:

$$w_{ij} = \left[ \frac{(n+1)(\Delta_i^j)^2}{(n,i,j=1,...,s)} \right],$$  \hspace{1cm} (5)

where $\Delta_i^j$ is the acceptable mean square tolerance for the output variable $y_i^j$. The value of $\Delta_i^j$ is determined by the accuracy requirements for given process and depends on the scale of the corresponding output variable variance. Then the identification quality criterion may be specified as

$$C(U, \beta, W) \leq 1.$$  \hspace{1cm} (6)

The plots of the “object” and model outputs for one of the experiments in series 5 (different types of learning and
exam samples) is shown on Fig. 2. From the face validity point of view (Sargent 2011) the model behavior meets “object” one. The quantitative results of the experiments are shown in Table 1. The first column corresponds to the series’ numbers listed above. Column Base shows the average value of the loss function (3) for the model before tuning. The last column displays the ratio of the loss function values on exam to those on learning. This parameter permits to evaluate the consistency of the parameter estimated value (if this ratio is much greater than 1, then overfitting occurred during learning, and the founded parameter value cannot be relied on).

Table 1: Average Values of the Loss Function

<table>
<thead>
<tr>
<th>#</th>
<th>Basic</th>
<th>Learning</th>
<th>Exam</th>
<th>Exm / Lrn</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.27E+03</td>
<td>6.06E-03</td>
<td>6.08E-03</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>1.57E+03</td>
<td>5.91E-03</td>
<td>5.99E-03</td>
<td>1.01</td>
</tr>
<tr>
<td>3</td>
<td>1.71E+02</td>
<td>3.75E-01</td>
<td>3.89E-01</td>
<td>1.04</td>
</tr>
<tr>
<td>4</td>
<td>1.43E+03</td>
<td>1.72E-01</td>
<td>2.51E-01</td>
<td>1.46</td>
</tr>
<tr>
<td>5</td>
<td>1.45E+03</td>
<td>2.06E-01</td>
<td>2.89E-01</td>
<td>1.40</td>
</tr>
</tbody>
</table>

Experimental data demonstrate that although the quality of identification decreases with experimental conditions’ toughening, applying of the proposed tuning procedure may significantly improve the model accuracy (Exam loss function values in comparison with Basic ones).

CHECKING IDENTIFICATION ALGORITHMS

Once an accurate first principles simulation model is built it may be used for engineering support of identification of input-output plant models and their testing. It can be especially important for active identification algorithms which require costly intervention into the object operation. During active identification a control signal is formed in such a way as to conduce to collecting information about the object along with leading to certain mode. These aims contradict each other; therefore the solution of the problem should be gained by compromise between them (Bar-Shalom and Tse 1976).

Consider following model sensitivity index to tuned parameter:

$$ J = \sum_i \left( \frac{\partial y_i(U;\beta)}{\partial \beta} \right)^T \mathbf{W}_i \left( \frac{\partial y_i(U;\beta)}{\partial \beta} \right) $$  \hspace{1cm} (7)

where $\mathbf{W}_i = \mathbf{w}_i(\mathbf{w}_i)^T$ – weight matrix similar to (3).

The sensitivity index is associated with Fisher information matrix (Mehra 1974). The more sensitive some output variable to evaluated parameter the more information can be obtained by variation of this variable.

Let control be chosen for inequation $J \geq r$, where $r$ – minimal pace of collecting information, to be satisfied. Such control leads to dual effect (Bar-Shalom and Tse 1976) and provides conditions for an active experiment. But applying active identification to real object is dangerous and leads to economical losses. So it is useful to test new identification algorithms using simulation model instead of real object. It should be noted that similar approach is used in advanced predictive control for input-output models to be created before process running (Coward 2008) or for intervention to process to be minimized (Dozortsev et al. 2000).

FIRST RESULTS AND FUTURE TASKS

Analyses of experimental results shows possibility of simulation model tuning based on experimental data in principal. Influence of factors usually occurring in practice on identification quality has been explored.

The main prospects in this field:

- testing of tuning algorithms by different model types;
- using created identification tools for model tuning based on data from real process and applying them in actual OTS projects;
- further checking new identification algorithms.
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ABSTRACT

3D simulation applications are often developed or employed in distributed and multidisciplinary teams. An important basis is a common language for data modeling and exchange to simplify or even permit a common understanding. The Extensible Markup Language (XML) provides an excellent basis technology to define a common modeling language. Such a language can either be customized to a specific problem domain like modular and reconfigurable satellites and their on-orbit-servicing (OOS) in a distributed R&D space project. Alternatively, a standardized modeling language like X3D or AutomationML can be used if it fits an application’s requirements. A common modeling language shall, however, not only be used for data exchange, but also as an application schema for participating systems to avoid “friction losses” due to translations. For that purpose, XML data binding techniques can be used to integrate XML schemata and data into object-oriented runtime systems. This allows for a tighter integration than generic interfaces like the Document Object Model (DOM) or the Simple API for XML (SAX).

INTRODUCTION

When collaboratively working on 3D simulation projects in distributed teams, special care has to be taken regarding the incorporated data. A well-defined, common data modeling language is needed to allow for consistent data management and exchange. It must be flexible and particularly extensible to accommodate to the different requirements of various applications and heterogeneous teams using different tools. For that purpose, XML provides an excellent basis technology. On the other hand, for applications from the 3D context like Geographic Information Systems (GIS), Computer-Aided Design (CAD), or other 3D software, an object-oriented modeling is advisable, as the corresponding data usually consists of a huge number of hierarchically structured parts with interdependencies (Elmasri and Navathe 2010).

To integrate both requirements, XML data has to be made available within object-oriented runtime systems. This can be done generically using techniques like DOM or the SAX. More intuitive is the so-called XML data binding approach. Here, the schema of the XML data is mapped to object-oriented classes and their attributes and XML data is made available in terms of corresponding objects. However, the challenge is the lack of standard mappings due to ambiguities in between the two domains (XML and object-orientation). Thus, the intended data model can only be preserved when the modeling conventions within the XML schema are understood and reasonably translated to object-oriented structures.

In this paper, we present two use cases of XML-based modeling languages and corresponding data binding solutions from the context of 3D simulation projects. The first considers the case of a customized base language for modeling general object-oriented 3D data in XML. Here, modeling conventions and object-oriented mappings are adopted from the well-defined Geography Modeling Language (GML). As a second use case, we present XML data binding approaches for established standard modeling languages using the example of the VRML successor X3D and AutomationML, a language for modeling plant engineering data.

As an example for the customized modeling language, we present a multidisciplinary R&D space project. Today’s satellites are mostly monolithic systems without the possibility for maintenance, repair or reconfiguration. The lifetime of individual components or the mission duration determines the lifetime of the whole satellite. At the end of its lifetime, the satellite becomes space debris that endangers other satellites, the international space station or even populated areas on the earth. To overcome this problem, the project iBOSS
(Weise et al. 2012) develops a concept for modular satellites that can be reconfigured, tugged to other orbits or deorbit in a controlled crash. Figure 1 shows the idea of the reconfiguration of such a modular satellite under investigation in a virtual environment.

Figure 1: Satellite Model based on the iBOSS Concept (Weise et al. 2012) in Virtual Reality

Part of the project is the generation of an extensible catalog describing all satellite components and payloads. Satellite configurations can be constructed from this catalog and analyzed with respect to technical constraints or reconfiguration scenarios. With a common XML-based modeling language for this catalog and the models constructed from it, the iBOSS project partners can effectively join their expertise on spacecrafts, robotics, lightweight construction, 3D simulation, and Virtual Reality.

STATE OF THE ART

XML is a widespread format for data modeling and exchange. XML data builds a tree-like hierarchical structure with complex elements as inner nodes and simple elements as leaf nodes.

Given a schema description, an XML document is called valid if it is well-formed (regarding the XML standard) and its contents comply with the schema. Common methods for describing an XML schema are Document Type Definitions (DTDs) and XML Schema Definitions (XSDs) (Skulschus and Wiederstein 2004). For various reasons, including their non-XML syntax, DTDs have been superseded by the more powerful yet more complex XSDs. The XML Schema Definition Language for describing an XSD is based on XML itself providing the advantage of tool reuse and rich modeling features. An XSD can define global elements for documents, complex or simple types, complex or simple content models for types, local elements and attributes of complex types (including their type and multiplicity), inheritance of types (by extension or restriction), substitutability between elements, and abstractness of elements and types.

To generically access and process XML documents, two common methods exist. Using DOM, an XML document is completely parsed into a tree structure in memory where it can be accessed and manipulated using a standard API. While this approach is convenient, it may be bad for large documents. Another method is SAX, an event-based approach where the calling program is notified of each start or end tag providing stream-based processing.

Using DOM or SAX, XML data can be accessed in a very generic way. A more intuitive approach, however, is to map the XML-represented data and the corresponding schema to an object-oriented representation, i.e., to object and class structures of the utilized runtime system. Such a mapping is called XML data binding (Bourret 2001; 2011). In a process called unmarshalling or deserialization, an XML document’s content is mapped to corresponding objects. To provide the necessary object-oriented structures, appropriate classes and attributes have to be derived, typically from a corresponding XSD. Different tools for XML data binding exist. However, the mapping from XSD to object-oriented structures is not as straightforward as it may seem.

This so-called impedance mismatch can be depicted with the example of XSD complex types and elements and their ambiguous mapping to the object-oriented class concept. Figure 2 gives a simplified XSD metamodel excerpt. On schema level, an Element has a ComplexType. The latter defines inheritance and a content model for the former. Both can independently be either abstract or not. On XML document level, instances of elements (ElementInstance) are used. Different approaches can be used to map Element and ComplexType to object-oriented class(es). A detailed survey can be found in (Bourret 2001).

Figure 2: Simplified XSD Metamodel: Relationship between XSD Complex Type and XSD Element Definitions as well as Element Instances in Documents
As a conclusion, a completely generic mapping between XML/XSD and object-oriented structures is inappropriate. Instead, in practical modeling languages, a limited set of modeling concepts and coding conventions is used for which specific semantics are defined. This can be seen in different standardized modeling languages in various fields of application like X3D for 3D and Virtual Reality data (Web3D Consortium 2014, Schwellenbach 2014), AutomationML for industrial automation (AutomationML association 2014, Konieczny 2014, Drath et al. 2008), and GML for geography information systems (Open Geospatial Consortium (OGC) 2014).

X3D is the XML-based successor of the Virtual Reality Modeling Language (VRML). An X3D document (or model) contains a scene graph describing the structure of the scene. X3D's object model comprises complex objects called nodes and their properties called fields describing a node's current state. A field either holds simple property values (that can also be used for event interchange) or contains other nodes. The latter is the basis for building up scene graph hierarchies. Using the special DEF and USE statements, nodes can be given unique names (DEF) by which they can be referenced (without copying) from other nodes (USE) allowing a node to have more than one parent. X3D object types are structured by inheritance in an interface hierarchy where only leaf classes are non-abstract. X3D's XML encoding is defined by an XML Schema Definition.

The Automation Modeling Language (AutomationML) is an XML-based language for modeling and interchanging engineering data for automation technology. It combines the existing languages CAEX (Computer Aided Engineering Exchange) for object structure and language integration (Fedai and Drath 2005), COLLADA (Collaborative Design Activity) for geometry and kinematics, and PLCopen XML for logic. CAEX provides various concepts of object-oriented modeling.

GML provides basic structures for modeling and interchanging geographic data using XML. It usually serves as a foundation for customized modeling languages or application schemata, e.g., CityGML (CityGML 2014) for city data or ForestGML (Rossmann et al. 2013a) for forest data. For that purpose, it provides base types and well-defined modeling conventions with specific semantics.

**USE CASE 1: CUSTOMIZED MODELING LANGUAGE**

As we have seen, there is a variety of XML-based languages for specific purposes. In our iBOSS application example, we have to combine spacecraft design, robotics and 3D simulation. None of the existing XML-based languages exactly fits our needs. Therefore, we developed a custom modeling language for modular satellites and their robotic on-orbit reconfiguration. In order to reuse our concept for other application scenarios, we separated the modeling conventions in three levels in the following sections. The basis is a generic modeling language for representing object-oriented data in XML. On the second level, we add advanced techniques that may be of use in various engineering fields and, finally, we add an application specific layer.

**General Modeling Conventions**

As previously stated, in general, the concepts of XML and object-orientation do not match one-to-one. However, in this context the aim is not to map arbitrary XML documents with each and every possible XML modeling technique to an object-oriented representation and vice versa (also called round-trip). Instead, a common schema definition is agreed on, where modeling techniques can be limited and corresponding semantics be defined. For this purpose, the approaches from the GML specification as mentioned above can be adopted. In a generalized form, GML's UML mappings are the conceptual basis for the following XSD modeling conventions.

One convention is to always define pairs of XSD global elements and corresponding complex types (Listing 1). In an object-oriented context, such a pair is mapped to a single class. Its base class is defined by the corresponding complex type's extension base type. XML child elements are used to model the class's attributes. In contrast, XML attributes are rather used for special properties of class attributes or objects like ids, id-based references or units of physical quantities. In the example, a class *Satellite* is defined using a global element definition and a corresponding complex type. The class is derived from class *Spacecraft* using the extension mechanism on type level. Here, a *Satellite* has two properties: an *orbit* (of type string) and a list of *components* (containing *Component* objects).

**Listing 1: Class Definition in XSD**

```xml
<xs:element name="Satellite" type="SatelliteType"/>
<xs:complexType name="SatelliteType">
    <xs:complexContent>
        <xs:extension base="SpacecraftType">
            <xs:sequence>
                <xs:element name="orbit" type="xs:string"/>
                <xs:element name="components" type="ComponentCompositionType"
                    minOccurs="0" maxOccurs="unbounded"/>
            </xs:sequence>
        </xs:extension>
    </xs:complexContent>
</xs:complexType>
```

In a mechanism for typed reference properties, one can differentiate between references with or without transitive deletion characteristics. The former corresponds to UML composite aggregations while the latter to UML shared aggregations or "normal" UML associations. Other than UML, relations are typically modeled without independent association
types but rather using references from one object to another. Also adopted from GML, two modeling techniques for such references are used.

As a component is usually only referenced by one composite at a time, the proposed composite reference mechanism only allows inline definition of target elements (Listing 2).

**Listing 2: Composite Reference Type in XSD**

```xml
<xs:complexType name="ComponentCompositionType">
  <xs:sequence minOccurs="0" maxOccurs="unbounded">
    <xs:element ref="Component"/>
  </xs:sequence>
</xs:complexType>
```

In contrast, for shared aggregations or simple cross references, targets may be referenced from several properties. Thus, an id-based mechanism is necessary. Adopted from GML, a generic reference type is defined that uses the XML Linking Language (XLink) (The World Wide Web Consortium (W3C) 2014) to refer to the target of the reference (Listing 3).

**Listing 3: Class Definition with Non-Composite Reference in XSD**

```xml
<xs:element name="Component" type="ComponentType"/>
<xs:complexType name="ComponentType">
  <xs:sequence>
    <xs:element name="neighbor" type="ReferenceType" minOccurs="0"/>
  </xs:annotation>
  <xs:appinfo>
    <targetElement>Component</targetElement>
  </xs:appinfo>
</xs:complexType>
```

An exemplary instance document conforming to the presented XSD definitions is given in Listing 4. The *id* XML attribute is defined in a super base class to consistently identify objects. The *mass* property shall be derived from a base class using an additional *init* XML attribute (see next section).

**Listing 4: Example for Instance of Class Satellite**

```xml
<Satellite id="satellite1">
  <mass unit="kg">1000</mass>
  <orbit>LED</orbit>
  <components>
    <Component id="component1">
      <neighbor xlink:href="#component2"/>
    </Component>
    <Component id="component2">
      <neighbor xlink:href="#component1"/>
    </Component>
    <Component id="component3"/>
  </components>
</Satellite>
```

### Advanced Modeling Techniques

Besides the aforementioned basic modeling rules, some more advanced techniques were also integrated into the approach. A variation of the previously introduced document-internal references are document-external references. In the context of 3D simulation models, such references can be used as an include mechanism for sub models from a catalog XML file. References are usually defined similar to compositions because sub models are interpreted as being instantiated as a part of a composite.

Another more advanced modeling technique similarly used in GML is to define physical quantities with units. Within the base schema, special derived simple types are defined, which combine a floating point value with a unit enumeration. An example is given in Listing 4 (*mass*).

### Application-specific Modeling

To support integration, a common data modeling language was defined using an XSD following the aforementioned conventions. This schema is used to create valid XML documents for data exchange between project partners. To modularize construction, the iBOSS application schema defines an abstract satellite building block. It has common properties like position, orientation, and its interfaces. An interface is another type that can be used to logically connect blocks. Therefore, an interface element has a non-composite reference to its neighbor interface it is connected to. Using the building block base type, specialized blocks like a thruster block or a payload block are derived. A catalog XML file is used to offer a predefined choice of building block instances and components.

Currently, we use a component catalog that is referenced from the building block catalog, which again is referenced from actual satellite models (see figure 3).

![Figure 3: Structure of Schema Definitions and Component / Building Block Catalogs](image-url)
All catalog and model files comply with the application-specific XSD, based on the generic XSD, and can be nested in unrestricted depth. References to objects in submodels can be encoded as idpaths, e.g. `xlink:href="#id1#id2#id3"`, where `#id1` references a submodel in the current file, `#id2` references a subsubmodel in the submodel and `#id3` references the target object in the subsubmodel. Other file types can be included as well, e.g., for geometric models (X3D, STEP, etc.). It depends on the software tool and its import capabilities whether these includes are resolved.

### 3D Simulation and Virtual Reality System

In the context of the R&D project iBOSS, data is modeled according to the modeling conventions presented in the last sections. To demonstrate the usability, we present three tools for different purposes that access the data with XML data binding approaches.

In 3D Simulation, data is typically structured hierarchically, i.e., in a scene graph. To represent arbitrary spatial and logical structures, the Versatile Active Simulation Database (VSD) offers graph-based object-oriented data structures. The VSD is part of the Virtual Environments and Robotics Simulation System (VEROSIM) (Rossmann et al. 2013b) we use in our projects (Figure 1).

VSD provides a meta system to access its schema (i.e., a reflection API). This facility is needed for dynamic XML data binding as described in the next section. In Figure 4, its (simplified) structure is shown. Each object class in VSD is represented by a `MetaInstance` containing `MetaMethods` and `MetaProperties` for describing its methods and attributes. Simple data types are represented by `MetaTypeVals`.

![Figure 4: Simplified Structure of VSD’s Meta System.](image)

All classes of the database (each described by a `MetaInstance`) are derived from a single class `Instance`. This base class provides mechanisms for the communication between instances and access to the meta system, i.e., the complete class hierarchy with properties and methods. For a concrete simulation model, these classes are instantiated.

### XML Data Binding

To integrate XML schema and data into VEROSIM, an XML data binding approach was realized. The XML schema file is used to adopt the schema in VSD. The pairs of XML global elements and complex type definitions are either mapped to existing VSD `MetaInstances` or new ones are created (and mapped as well) where necessary. Accordingly, XML child element definitions are mapped to VSD `MetaProperties`. These can either be value or reference `MetaProperties`. For value `MetaProperties`, the XML type is translated to the corresponding VSD `MetaTypeVal`. E.g., an `xs:integer` type is mapped to an `int` within VSD. Likewise, typed references are identified in their XSD representation and mapped to `MetaProperties` with the appropriate `MetaInstance` target type and with or without transitive deletion characteristics. The special types for physical quantities with units are mapped to value `MetaProperties` with units.

After adopting the schema from an XSD file, corresponding XML files can be unmarshalled to VSD instances. For each XML element, a loading mechanism retrieves the corresponding `MetaInstance` from the schema mapping. Accordingly, for child elements, corresponding `MetaProperties` are retrieved. The `MetaInstance` is instantiated to a VSD instance and value `MetaProperties` are loaded. Composite references are processed recursively to build up the object hierarchy. In a downstream secondary pass, non-composite references are resolved. Document-external references are resolved by opening the corresponding XML file, loading the referenced portion and attaching it to the object hierarchy.

Saving the contents of the VSD to an XML document (marshalling) also works recursively, beginning at the root instance. Each instance’s `MetaInstance` is retrieved and using the schema mapping an appropriate XML element is created. For each `MetaProperty`, XML child elements are added, which either contain simple values, further child elements representing target instances for composite references, xlink attribute values for internal non-composite references, or xlinks to external sub model elements.

### Computer Aided Satellite Design (CASD)

The automatic construction of mission specific satellite configurations from modular building blocks is one goal of the iBOSS project. Concerning the high complexity and huge variety of modular and reconfigurable satellites, we developed the Computer Aided Satellite Design (CASD) tool chain (Göller et al. 2012). The CASD tool enables operators and planners of new satellites to automatically generate satellite configurations from a standardized catalog of building blocks. The CASD synthesis process itself is internally divided into several steps to reduce the complexity of the overall optimization problem. Data has to be transferred and exchanged between the individual stages shown in Figure 5.
In the first step, mission specific parameters and resource specifications are used to select the required building blocks from the previously defined catalog. The outcome of the module selection is an XML file containing a list of selected building blocks referencing the catalog. The reasoning step uses this list of selected building blocks to infer rules and constraints for their placement. In the last step, the module arrangement uses these constraints to generate and optimize the satellite configuration consisting of the building blocks. The result of this optimization is a set of best fitting satellite configurations, which are written to separate XML files. With this representation, it is possible to easily exchange satellite configurations between all users of the overall tool chain. Furthermore, these satellite configurations are used to generate reconfiguration plans to describe the transformation from one configuration to another. These plans are stored in an XML file as well (Rühl et al. 2014).

For intuitive and simple handling of the XML data binding, we use the open-source and cross-platform tool CodeSynthesis XSD (Code Synthesis Tools CC 2014). It is a data binding compiler that generates C++ classes from XML Schema Definitions. The process of generating and compiling the C++ classes is integrated into our cmake based build framework. The generated data structure can be used to load, verify and save XML files complying to the XSD.

**Automated Model Generation & Parameterization**

The development of a modular satellite is in fact a variant of an optimization task: A module catalog has to be optimized until it fulfills the requirements of certain reference missions. This task is very complex and can only be done by iteratively building and testing satellites with different modules. As this process would take too much time when using real hardware, a sophisticated simulation is required, which can automate the task.

The simulation needs to be run with a large list of parameters for the configuration of the whole compound of the satellite as well as the building blocks themselves. The XML database contains these parameters ordered in three catalogs of modules, components and satellites.

The simulation model is based on the model description language **Modelica**. This language allows for a systematic and hierarchical integration of simulation models making the simulation architecture very modular. Figure 6 shows the model hierarchy used in the project. A library of components for subsystems of spacecraft like EPS (Electronic Power Subsystem), AOCS (Attitude and Orbit Control Subsystem), TCS (Thermal Control Subsystem) and DHS (Data Handling Subsystem) has been defined for this purpose in terms of Modelica packages.

Using the XML files, simulation models can now be generated automatically: First, a build tool parametrizes the models from the library with the information from the XML files and then stitches them together to form individual modules (for example, a model for a reaction-wheel module). In a second step, a connect tool analyzes the structure of a module compound and connects the individual modules accordingly to form a satellite. In a last step, the module is automatically compiled using a Modelica compiler.

(De-)serialization of the database between Python and XML is based on standard libraries (xml.etree.ElementTree) provided with Python 3.4. We do not use XSD-based generation tools (generateDS, PyXB, pyxsd), but wrote our own object-relational mapper (ORM) making extensive use of Python’s dynamically typed nature. XSD is mainly used for validity checks with our project partners. With this approach, we have more flexibility embedding the database into our own development chain.

**USE CASE 2: STANDARD MODELING LANGUAGES**

As a second use case, the modeling languages X3D and AutomationML were integrated into the simulation system VEROSIM. To apply an XML data binding approach, the basic modeling conventions of the respective XSDs have to be
identified. Subsequently, they have to be mapped to VSD’s modeling primitives, i.e., MetaInstance, MetaProperty, and MetaTypeVal. Given this general mapping, a corresponding data binding approach as presented above can be utilized to adopt the schema in the VSD and to load data from (and save data to) schema-compliant XML files.

After unmarshalling an instance document to the VSD, its contents are available to the components of the simulation system. However, the semantics or functionality of these objects are still unknown. For example, X3D or COLLADA geometry representations cannot immediately be interpreted by the simulation system’s render engine. Following (Hoppen et al. 2012), a functional data synchronization component can be developed to translate such representations online to the simulation system’s native format.

### X3D

Following the analysis of the X3D format in (Schwellenbach 2014), abstract X3D node types are represented by global abstract XSD complex types. In turn, concrete X3D node types are represented by global XSD element definitions with an embedded, anonymous complex type to realize the content model and inheritance. Inheritance is modeled using XSD complex type’s extension mechanism. X3D fields representing simple (i.e., non-node) values are represented by XML attributes with special XSD simple types derived by restriction from build-in basic types (e.g., SfBool derived from xs:boolean). X3D fields that contain other nodes are modeled as XSD child elements referencing the corresponding node’s global element definition. XSD groups and attribute groups are used to model recurring content models and reference them from respective complex type content models (mostly sequences). Finally, the aforementioned DEF/USE statements are modeled using XSD ID/IDREF attributes that are members of every base complex type and, thus, of every type and global element. This allows each and every complex child element to become a reference to another existing element of the same type that was declared somewhere else using a DEF statement.

These modeling concepts are then appropriately mapped to the VSD meta system. Using these mappings, the X3D schema and corresponding data can be loaded into the VSD. Based thereupon, a functional data synchronization approach was developed for a downstream translation of geometry representations, transformations, materials, and texture definitions. An example is given in Figure 7.

### AutomationML

As for X3D, the first step for an XML data binding approach for AutomationML is an analysis of the modeling conventions within the corresponding XML Schema Definitions.

In (Konieczny 2014), this is conducted with a focus on the CAEX root schema.

In general, CAEX uses a single global element definition CAEXfile with an anonymous complex type as an entry point to every document. Alongside, some basic global XSD complex types are defined. Within CAEXfile’s complex type, local elements with anonymous or named complex types are interleaved in a "Russian-doll" design. Besides, local elements as well as attributes with simple types are used to model non-complex properties. There are no abstract element or type definitions in the CAEX XSD.

Again, these modeling concepts are mapped to appropriate VSD structures. Using these mappings, the CAEX schema can be adopted within the VSD and corresponding instance documents can be unmarshalled.

### CONCLUSION AND OUTLOOK

We present an approach how XML-based modeling can be used to provide a common language for distributed teams working on or with 3D simulation applications. Depending on the application’s requirements, a customized or a standardized modeling language can be more advantageous. Furthermore, we show how XML data binding techniques can facilitate the integration of such a language into the different tools in heterogeneous teams. In particular, we illustrate how an XML Schema Definition for a customized language can be build up or how a standardized schema has to be analyzed to allow for a reasonable mapping to object-oriented structures. Altogether, this provides an excellent collaboration basis for distributed interdisciplinary research teams to cope with similar problems of data modeling and exchange.

Our aim is to develop standards for the integrated development of complex systems with 3D simulation techniques. We intend to support the whole life cycle of complex systems with electronic media, starting from system specification to design up to operation and maintenance. As the system spec-
ification is the first step that forms the basis, we currently work on a consistent evolution of a system design process starting from the specification. This evolution naturally contains iterations and parallel development, such that a consistent data management is a challenge. To this end, we want to combine the presented data structures for simulation with SysML for specification.
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ABSTRACT
In order to keep competitive, it is common for manufacturing companies in several industrial sectors to offer the possibility for product customization. However, the delivery times may become quite long, particularly if the utilization of resources is high. Therefore, in order to maintain delivery times short, products may be manufactured in two stages. In the first, standard components are made-to-stock. In the second, these components are customized into different end products. The paper investigates the impact of load-based order release to the second stage, when combined with a simple replenishment control policy at the first stage. We also investigate the impact of unbalanced workloads between the two stages. Results of a simulation study show that extra capacity at the first stage have a greater positive effect on the percentage of tardy orders, while extra capacity at the second stage, only slightly influence this.

INTRODUCTION
Worldwide competition is compelling manufacturing companies to shorten delivery times (Morikawa et al. 2014), while offering high product variety. The hybrid make-to-stock/make-to-order (MTS-MTO) manufacturing allows companies to exploit the benefits of delayed differentiation, reducing delivery times and inventory costs in comparison to the pure MTO and MTS strategies, respectively.

In this paper we consider the production carried out in two stages. In the first, standard components are manufactured and stocked as semi-finished products inventory. In the second, semi-finished products are assigned to orders for customization according to specific customer requirements. The semi-finished products inventory acts as a decoupling point between the two stages.

The hybrid MTS-MTO production is challenging. High inventory of semi-finished products means high holding costs, whereas low inventory may increase the waiting time of orders for semi-finished products. In addition to inventory decisions, order release and dispatching decisions at both stages determines the company capability to quote short and reliable delivery times, a strategy to keep up with market competition. In spite of this, most research on inventory positioning in supply chains ignores the intricacies of scheduling, typically assuming that orders are processed in the sequence in which they arrive to the production system (Kaminskya and Kayab 2008).

In this paper, we apply load-based order release combined with a simple CONWIP replenishment policy in order to satisfy customer orders within competitive delivery times and avoid the stock-outs of semi-finished products. Load-based order release ensures that orders are not released too early or too late to the second stage, while maintaining the workload at low and stable levels. CONWIP (Spearman et al. 1990) ensures that the semi-finished products' buffer is filled to the required level, without a rigid order release plan to the first stage.

Most of the load-based order release models found in the research literature refer to job shops and make-to-order (MTO) manufacturing, see e.g., Tatsiopoulos et al. (2008). Research effort in the area of workload control (WLC) for MTS-MTO flow shops is rather limited. Recently Fernandes et al. (2014) showed that WLC can be successfully applied to hybrid MTS-MTO general flow shop systems. The paper extends this work to pure flow shop systems. The paper investigates the impact of load-based order release when workloads between the two stages of production are balanced and when they are not. The paper employs discrete event simulation model and analyse the behaviour of this manufacturing system.

SIMULATION STUDY
Production System Configuration
We consider a hypothetical two stage production system with an intermediate buffer of semi-finished products. Stage one is a manufacturing stage of standard components and stage two is a customization stage for the components made, based on the customer requirements and specifications. Both stages have three machines organized as pure flow shops.

As customer orders arrive to the production system their due dates and operation times are identified. It is assumed that all orders are accepted and sufficient raw material inventory is always available in the beginning of the first stage. Orders inter-arrival times follow an exponential distribution and, as in previous studies (e.g. Oosterman et al. 2000), and due dates are market driven and set by assigning a uniformly distributed allowance at the time of order arrival. In this study, the allowance varies between 30 and 45 time units. This results in approximately 7.5% of orders being tardy with evenly balanced workloads between production stages, unrestricted release and 90% fill rate. This has been verified through preliminary simulation tests.

Operation processing times follow a truncated 2-Erlang distribution, with a mean of one time unit, and a maximum of
four times the mean value, also adopted by Thürer et al. (2014). The arrival rate combined with the routings and processing times ensures that the average machine utilisation is 90%. Moreover, we make some common assumptions: machines capacity remains constant over time and no breakdowns are considered; set-up times are assumed to be sequence-independent and included in the operation processing times; distances and transportation times between work centres are assumed to be negligible.

Order Release and Dispatching

In a MTS-MTO system, customer orders are satisfied from the semi-finished products buffer, here also referred as standard components. However, when a customer order arrives and finds this buffer empty, the order is backordered. Backorders are filled whenever the standard components become available at the intermediate buffer. Arriving orders consume standard components from the intermediate buffer and flow to a pre-shop pool, waiting its release to the second stage of production. They are considered for release according to their urgency, i.e., due date, and are released only if the resulting workload at machines of stage two does not exceed predefined workload norms or limits. The release procedure is as follows: (1) At fixed time intervals, of four time units in our study, workloads on the machines of the second stage are computed and orders are release until no further releases would allow the workload to remain below the norms in every machine; (2) between periodic releases an order ‘pulled’ release is carried whenever the workload of the first machine in this stage falls to zero. Machines’ workloads are calculated by the corrected aggregate load approach (Oosterman et al. 2000).

When an MTO order flows to the second stage for customization an MTS order is generated to the first stage for the replenishment of the semi-finished product buffer. A CONWIP control policy is applied at the first stage of processing. Thus, each time a semi-finished product is consumed by an order, the release of a new job (i.e., MTS order) to the first stage is authorized. CONWIP uses several cards of single type to control the total amount of work-in-process (WIP) allowed in the first processing stage. Cards are attached to the job at the beginning of the first stage and detached from the job (i.e., semi-finished product) when it is consumed by an MTO order.

Shop floor dispatching at the first stage is based on the first-come-first-served rule and at the second stage is based on the shortest operation due date rule.

Experimental Design

The experimental factors and simulated levels of the study are summarised in Table 1. Forty-two (7 workload norms; 2 levels of the fill rate; and 3 scenarios for workload balance between stages) simulation cases are tested, and each test case runs 100 replicates. The time horizon for a simulation case is 33000 time units and only data of the last 30000 time units are collected, i.e., a warm-up period of 3000 time units is considered.

<table>
<thead>
<tr>
<th>Table 1: Experimental factors and levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental Factor</td>
</tr>
<tr>
<td>Workload balance between stages</td>
</tr>
<tr>
<td>Order fill rate</td>
</tr>
<tr>
<td>Workload norms (N)</td>
</tr>
</tbody>
</table>

Workload balance between production stages was tested under 3 scenarios, by varying the level of protective capacity in each stage, namely: (I) 0% protective capacity; (II) 15% protective capacity at stage one (i.e., 5% per machine); and (III) 15% protective capacity at stage two (i.e., 5% per machine). Protective capacity is defined as a given amount of extra capacity used to protect against statistical fluctuations (Cox and Blackstone 2002).

The order fill rate, defined as the percentage of orders that is filled from the semi-finished products buffer, was tested at two levels, namely 90% and 99%. Note that the fill rate is expected to approach 100% as the semi-finished products inventory increases and tends to infinity. Thus, CONWIP aims at determining the minimum inventory at the intermediate buffer to achieve the desired fill rate, i.e., 90% and 99%. This was determined through pre-test simulation runs.

The method applied to release orders to the second stage of processing was tested at 7 workload norm levels of restriction by tightening the norm stepwise down from infinity.

RESULTS AND DISCUSSION

This section discusses the results of the simulation study described in the previous section. Tables 2 to 4 summarises the performance results in terms of the shop throughput time (Tt), the total throughput time (TTt), the standard deviation of lateness (SDt) and the percentage of tardy orders (Ptaréy) across scenarios I to III. Tt refers to the time that elapses between order release and order completion. This is computed from the moment the order is released to stage two until it is completed. TTt is the sum of the Tt, the waiting time before the release at the pre-shop pool and the waiting time for semi-finished products availability.

From Table 2 it can be observed that increasing the fill rate, from 90% to 99%, leads to a lower Ptaréy. A higher fill rate means a higher probability of orders being filled from the intermediate buffer of semi-finished products, and therefore, lower throughput times and lower percentages of tardy orders are likely to be obtained. However, this is obtained at the cost of having a higher WIP (semi-finished products or raw materials that have been released to stage one, but have not yet completed processing at this stage) on stage one. Once it is assumed that raw material inventory is always available, the number of cards exactly equals WIP. Thus, increasing the fill rate from 90% to 99% requires increasing WIP about 68%, i.e., from 31 to 52 units.

From Table 2 it can also be concluded that if workload norms are carefully set, this allows to reduce both, TTt and Ptaréy, independently of the level of the fill rate.
MTS stage does not influence these measures of performance. However, a higher protective capacity at the MTS stage allows for reducing the level of WIP on stage one. In particularly, increasing protective capacity from 0% to 15% reduces WIP about 29%, from 52 to 37, for a fill rate of 99% and from 31 to 22, for a fill rate of 90%.

**CONCLUDING REMARKS**

This study investigates the impact of load-based order release in a hybrid MTO-MTS two stages flow shop system. The study analyses the impact of load-based order release when workloads between stages is unbalanced. Results led us to conclude that: (1) Load-based order release contributes to reduce the total throughput time and the percentage of tardy orders in this production system; (2) The effect of protective capacity in the MTS and MTO stages of the production system is not symmetric. A higher protective capacity in the MTO stage has a greater positive effect on the percentage of tardy orders, than a higher protective capacity at the MTS stage.

Future research work should evaluate the impact of different replenishment control policies and shop configurations in context of this hybrid production.

**ACKNOWLEDGEMENTS**

This study had the financial support of FCT-Fundação para a Ciência e Tecnologia of Portugal under the project PEst-2015-2020: UID/CEC/00319/2013.

**REFERENCES**


---

Table 2: Performance Results for Scenario I

<table>
<thead>
<tr>
<th>Fill Rate</th>
<th>C₁</th>
<th>Release Method</th>
<th>T₁</th>
<th>Tₜ₁</th>
<th>Pₚardy</th>
</tr>
</thead>
<tbody>
<tr>
<td>99%</td>
<td>52</td>
<td>N=∞</td>
<td>17.7</td>
<td>19.7</td>
<td>7.2</td>
</tr>
<tr>
<td>99%</td>
<td>52</td>
<td>N=14.9</td>
<td>16.5</td>
<td>19.4</td>
<td>6.4</td>
</tr>
<tr>
<td>99%</td>
<td>52</td>
<td>N=12.4</td>
<td>15.9</td>
<td>19.3</td>
<td>6.2</td>
</tr>
<tr>
<td>99%</td>
<td>52</td>
<td>N=10.4</td>
<td>15.1</td>
<td>19.1</td>
<td>5.9</td>
</tr>
<tr>
<td>99%</td>
<td>52</td>
<td>N=8.6</td>
<td>14.2</td>
<td>19.0</td>
<td>5.8</td>
</tr>
<tr>
<td>99%</td>
<td>52</td>
<td>N=7.2</td>
<td>13.2</td>
<td>18.9</td>
<td>5.9</td>
</tr>
<tr>
<td>99%</td>
<td>52</td>
<td>N=6</td>
<td>12.2</td>
<td>18.9</td>
<td>6.1</td>
</tr>
</tbody>
</table>

Table 3: Performance Results for Scenario II

<table>
<thead>
<tr>
<th>Fill Rate</th>
<th>C₁</th>
<th>Release Method</th>
<th>T₁</th>
<th>Tₜ₁</th>
<th>Pₚardy</th>
</tr>
</thead>
<tbody>
<tr>
<td>99%</td>
<td>37</td>
<td>N=∞</td>
<td>17.7</td>
<td>19.6</td>
<td>7.1</td>
</tr>
<tr>
<td>99%</td>
<td>37</td>
<td>N=14.9</td>
<td>16.5</td>
<td>19.3</td>
<td>6.4</td>
</tr>
<tr>
<td>99%</td>
<td>37</td>
<td>N=12.4</td>
<td>15.9</td>
<td>19.2</td>
<td>6.1</td>
</tr>
<tr>
<td>99%</td>
<td>37</td>
<td>N=10.4</td>
<td>15.1</td>
<td>19.1</td>
<td>5.8</td>
</tr>
<tr>
<td>99%</td>
<td>37</td>
<td>N=8.6</td>
<td>14.1</td>
<td>19.0</td>
<td>5.7</td>
</tr>
<tr>
<td>99%</td>
<td>37</td>
<td>N=7.2</td>
<td>13.1</td>
<td>18.9</td>
<td>5.8</td>
</tr>
<tr>
<td>99%</td>
<td>37</td>
<td>N=6</td>
<td>12.3</td>
<td>18.9</td>
<td>6.1</td>
</tr>
</tbody>
</table>

Table 4: Performance Results for Scenario III

<table>
<thead>
<tr>
<th>Fill Rate</th>
<th>C₁</th>
<th>Release Method</th>
<th>T₁</th>
<th>Tₜ₁</th>
<th>Pₚardy</th>
</tr>
</thead>
<tbody>
<tr>
<td>99%</td>
<td>52</td>
<td>N=∞</td>
<td>12.3</td>
<td>14.2</td>
<td>1.21</td>
</tr>
<tr>
<td>99%</td>
<td>52</td>
<td>N=14.9</td>
<td>12.0</td>
<td>14.1</td>
<td>1.07</td>
</tr>
<tr>
<td>99%</td>
<td>52</td>
<td>N=12.4</td>
<td>11.8</td>
<td>14.1</td>
<td>1.00</td>
</tr>
<tr>
<td>99%</td>
<td>52</td>
<td>N=10.4</td>
<td>11.4</td>
<td>14.0</td>
<td>0.93</td>
</tr>
<tr>
<td>99%</td>
<td>52</td>
<td>N=8.6</td>
<td>11.0</td>
<td>13.9</td>
<td>0.91</td>
</tr>
<tr>
<td>99%</td>
<td>52</td>
<td>N=7.2</td>
<td>10.3</td>
<td>13.8</td>
<td>0.88</td>
</tr>
<tr>
<td>99%</td>
<td>52</td>
<td>N=6</td>
<td>9.8</td>
<td>13.7</td>
<td>0.88</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fill Rate</th>
<th>C₁</th>
<th>Release Method</th>
<th>T₁</th>
<th>Tₜ₁</th>
<th>Pₚardy</th>
</tr>
</thead>
<tbody>
<tr>
<td>90%</td>
<td>31</td>
<td>N=∞</td>
<td>11.9</td>
<td>14.5</td>
<td>1.52</td>
</tr>
<tr>
<td>90%</td>
<td>31</td>
<td>N=14.9</td>
<td>11.7</td>
<td>14.4</td>
<td>1.41</td>
</tr>
<tr>
<td>90%</td>
<td>31</td>
<td>N=12.4</td>
<td>11.5</td>
<td>14.4</td>
<td>1.36</td>
</tr>
<tr>
<td>90%</td>
<td>31</td>
<td>N=10.4</td>
<td>11.2</td>
<td>14.3</td>
<td>1.28</td>
</tr>
<tr>
<td>90%</td>
<td>31</td>
<td>N=8.6</td>
<td>10.7</td>
<td>14.2</td>
<td>1.23</td>
</tr>
<tr>
<td>90%</td>
<td>31</td>
<td>N=7.2</td>
<td>10.2</td>
<td>14.1</td>
<td>1.20</td>
</tr>
<tr>
<td>90%</td>
<td>31</td>
<td>N=6</td>
<td>9.5</td>
<td>14.0</td>
<td>1.18</td>
</tr>
</tbody>
</table>

C₁ = CONWIP cards for achieving the specified fill rate.

Analysing the influence of workloads between production stages, Tables 3 and 4, it can be concluded that a greater positive effect on Pₚardy results when there is protective capacity at the MTO stage, then when there is protective capacity at the MTS stage. In fact, increasing the level of protective capacity at this stage directly contributes to reduce T₁, and thus, Tₜ₁ and Pₚardy, while increasing capacity at the
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ABSTRACT
The operational planning decisions of a carrier consist of accepting transport requests of customers and constructing daily vehicle routes. Several customers may have less-than-truckload requests to be transported between two specified locations: these customers are consolidated into vehicle tours by the carrier. However, a carrier has only a limited capacity within his own vehicle fleet. Therefore he can only serve a selection of clients. Transport requests of clients are only accepted if they contribute to a higher total profit. A paired pickup and delivery selection problem is hardly investigated in literature. Due to long term contract or for other commercial reasons, some of the requests cannot be neglected, even if they do not contribute fully to profit. This practical aspect is modeled with the Pickup and Delivery with selection of customers. A mixed-integer programming formulation is given. It is indicated how the problem is solved by means of a meta-heuristic, more specifically a tabu-embedded simulated annealing algorithm.

INTRODUCTION
Road transport is performed in two modes: the 'own account' mode and the 'hire and reward' mode. In the 'own account' mode, the owner of the vehicles and of the moved goods are identical. But many companies outsource their transport activities to reduce overhead costs. Logistics service providers are hired to execute the transport. Such companies are called freight carriers, which operate in the 'hire and reward' mode. Operational planning problems relate to decisions as: crew scheduling (assignment of crews to vehicles or transshipment facilities); empty balancing (preparation of the operations for the next planning period, and vehicle routing and scheduling (scheduling of the services for the pickup and delivery phases).

Pickup and delivery planning problems comprise the allocation of resources for fulfilling the tasks within a region for a given planning period. A transportation plan many times is solved as a vehicle routing and scheduling problem. But, in fact, before the problem is solved, the carrier has to decide whether a certain transport request is accepted for completion and, if yes, also the mode of completion (own equipment or another carrier who receives a charge) is selected.

The request selection is evaluated by means of corresponding revenues and costs. The cost evaluation of a request requires the determination of a transportation plan (routing). In some cases, it is possible to decide for each transport request whether it is fulfilled by the carrier or by a third party LSP. But sometimes contracts prohibit to outsource specific transport requests to a LSP. The customer requires fulfillment of the transport request by the carrier. Such a request is called a 'compulsory request'.

Several actors are involved with the transport of goods. To model freight transport, the actors involved in the decision making process have to be represented. In Maes et al. (2011) a conceptual framework is presented to model freight transport. The key actors in the framework include firms, carriers, and forwarders. These actors allow the model to work on an activity-based level, focusing on the different activities of each actor. The decision making process of carriers is one of the key aspects in modelling logistic decisions in a behaviour based transportation model. When modelling at an activity-based level, the behaviour of carriers needs to be taken into account. One of the decisions a carrier has to make is whether or not to accept transport requests he receives. Furthermore, he needs to plan the sequence of pickups and deliveries to optimize the use of vehicles given time and capacity limitations.

A carrier faces the daily problem of optimally scheduling his transport orders. Each day a carrier receives transport requests from his clients, which have to be executed within a certain time period. To obtain a maximal profit, the carrier has to group certain orders and create an optimal sequence of paired pickup and delivery tasks. In literature, this problem is called a pickup and delivery problem (PDP). Within a PDP mostly it is assumed that all requests have to be fulfilled. In reality a carrier may refuse a transport order, when he believes the order is not profitable. Sometimes non-profitable orders are accepted, due to reasons of competition or long-term commitment to a client. In such a case a carrier accepts the transport order which is less or non profitable, because it will generate other requests with a profit sufficiently high to offset the loss of the first transport order. In our conceptual framework only current requests are taken into account and the
possible loss of future requests is ignored. Actors take decisions for one simulation period at a time. If a request is accepted, it will generate revenue when the transport is completed. When a carrier has to decide whether to accept a certain request, the problem is defined as a Pickup and Delivery Selection Problem (PDSP). This problem has been introduced by Schönberger et al. (2002).

LITERATURE REVIEW

The PDP is a generalization of the vehicle routing problem (VRP), which is a generalization of the traveling salesman problem (TSP) (Mitrovic-Minic, 1998). All of these problems have been widely investigated and numerous extensions have been developed. In a VRP generally all trip requests either originate or terminate at a single depot. In a PDP the trip requests are made between two locations that are outside the depot. In this section the division between paired and unpaired pickup and delivery points is used as in Parragh et al. (2008). Pickup and delivery vehicle routing problems are characterised with unpaired pickup and delivery locations. In this case an identical load is considered, and each unit picked up may be used to serve a delivery request. A classical pickup and delivery problem on the other hand, has paired pickup and delivery locations. Every request is associated with a paired origin and destination location and a specified load.

The focus of the literature review is on a specific case of the PDP, the pickup and delivery selection problem. In a PDSP not all transportation requests have to be fulfilled. A carrier receives transportation requests during the entire day. When additional requests are received, a decision has to be made whether the carrier will take the responsibility of the transport or not. The PDSP is NP-hard as it is a generalization of the travelling salesman problem. In literature this problem is not often investigated, but several variations on the problem exist. Two main bodies of routing literature are relevant for the PDSP. On the one hand the VRP with profits and on the other hand literature concerning PDP. The PDP is more relevant to the problem presented, however profit maximization has been more applied to VRP. In the next subsection first several vehicle routing problems with profits are presented, as the PDSP may be seen as a variation of these problems. Next, techniques used on the PDP are discussed which might be useful for the PDSP. To end this section the available literature on PDSP and variants of the problem are given.

VRP with profits

Feillet et al. (2005) give an overview of the TSP with profits. A distinction is made between three problem types, depending on the objective function. A first problem is called the profitable tour problem (PTP), which has as objective to simultaneously find a tour that minimizes travel cost and maximizes the collected profit. The problem studied in this paper, the PDSP, may be situated in this category. The second problem, the orienteering problem (OP), has as objective to maximize the collected profit while travel costs do not exceed a preset maximum cost. The last problem is known as the prize-collecting TSP (PCTSP). Here the collected profit is defined as a constraint, ensuring that the profit may not be smaller than a preset value.

Also vehicle routing problems exist for which it is not necessary to visit every node on the graph. The VRP with profits is the extension of a TSP with profits to multiple vehicles. Aksen and Arras (2005) study the single-depot capacitated VRP with profits and time deadlines (VRPPTD), in which it is not necessary to visit all customers. Their objective is to find the number and routes of vehicles to maximise the total profit.

The Multiple Tour Maximum Collection Problem (MTMCP) of Butt and Ryan (1999) is closely related to the VRP with profits. Due to limited availability of time not all nodes may be visited. Only nodes which give the highest contribution in terms of profit are selected. An optimal solution procedure for the MTMCP is described. This procedure is based on a generalized set-partitioning formulation and uses constraint branching and tour storage techniques to improve solution time.

Pickup and delivery problem

The pickup and delivery problem is used to find optimal routes, for a fleet of vehicles, to satisfy a set of transportation requests. Almost every practical PDP problem is restricted by several time constraints (Mitrovic-Minic, 1998). First, time windows determine when a load may be picked up or delivered at a certain location. Next, drivers of vehicles are restricted in their use by time windows. In most countries drivers may only drive a certain amount of time and are obligated to respect rest moments. In this section the main characteristics of paired or one-to-one pickup and delivery problems are presented. This means that each request originates at a single location and is meant for another destination (Cordeau, 2008).

Pickup and delivery problems may be divided into dynamic and static problems (Savelsbergh and Sol (1995). In a dynamic problem not all request are known in advance, but may be received during the entire simulated period. Routes are constructed with the requests known at that time. When a new transportation request becomes available at least one route has to be adjusted. In a static problem all requests are known when the routes are constructed and no later adjustments to the planning are required. In this chapter the PDSP is defined as a static problem, with all requests known in advance.

Within the PDP various objective functions are used, depending on the purpose or criteria of the research. In Savelsbergh and Sol (1995) an overview is given. The most common objective functions used by single vehicle problems are mainly related to minimizing duration, completion time, travelled time or client inconvenience. Problems with multiple vehicles mostly try to minimize the number of vehicles or maximize profit, this while minimizing the distance travelled or the travel time. This is also the case in Li and Lim (2001) their objective function exists of four elements. First the number of vehicles is
minimized, than total travel cost and total schedule duration and finally the drivers' total waiting time is minimized. The maximization of profit, leads us to the pickup and delivery selection problem, which is only rarely applied within PDP.

**Pickup and delivery selection problem**

Few research articles investigate ‘Paired pickup and delivery problems’ in which profits determine the acceptance of an order. The PDSP adds complexity to the traditional PDP as it requires selecting which subset of nodes in the graph to visit, as well as determining the order of visits in each tour. Another difficulty is added when the nodes are constrained by time windows. Schönberger et al. (2002) considers the PDP in which not all nodes have to be visited to maximize profit. In this problem orders may be less-than-truckload. A hybrid algorithm is presented to solve the problem. The hybrid algorithm is composed of a genetic algorithm that is seeded by a parallel route construction heuristic. The construction heuristic generates a feasible solution by assigning requests to vehicles based on their order on a time axis. Requests that violate the capacity or time window restrictions are removed from the routes. After the construction heuristic, improvements are made using a genetic algorithm. Schönberger (2005) divides requests into two categories: tactical requests and operational requests.

‘Tactical request’ acceptance problems require a general decision about the future acceptance of different requests. Mostly, this type comprises all requests of a certain customer. Due to the long-term acceptance of certain requests, it may be necessary to require medium- or long-term investments for additional transport or transshipment resources. The general acceptance is recommended only if the agreed revenues cover the sum of necessary investment and operation costs.

‘Operational request’ acceptance problems require that the carrier company has to decide about the acceptance of particular requests, which are not part of long-term contracts. Such a request is accepted if expected revenues cover expected additional costs caused by this additional request. If a carrier refuses a customer demand, it may be expected that also all other requests of this customer are lost for this carrier. According to Schönberger (2005) lost revenues cannot be adequately incorporated into the calculation of the profitability of a request. In Arda et al. (2008) a profitable PDP with time windows is presented. The authors study orders of full truckload and try to maximize global profit while respecting time windows. To solve this NP-hard problem genetic algorithms are used. First a parent of an ordered set of transportation orders is made. A feasible solution can be extracted by choosing successively the first order that fits the time windows constraints. Schönberger et al. (2002) and Arda et al. (2008) use homogenous vehicle fleets and propose static models. They do not take into account a fixed cost of using an additional vehicle. Also Frantzeskakis and Powell (1990) investigate the PDSP. In their case a dynamic aspect is added and only full truckloads are considered. The carrier decides which loads he will accept or refuse and how many vehicles to relocate in order to maximize the total expected profit over a planning horizon.

Verweij and Aardal (2003) study in their merchant subtour problem the selection of optimal locations to buy and sell products. A selection is made so that the merchant may optimize his profit. The problem is a variation of the PDSP, in which only a single vehicle is considered.

Kleywegt and Papastravou (1998) propose a problem in which transport is done between terminals in long haul shipments. Vehicles are either at a terminal or en route between two terminals. The selection of clients happens at a terminal after which their loads are consolidated into vehicles and direct transport to a terminal is conducted. This leads to a full truckload problem in which clients are concentrated at terminals and not spread out in the area.

In Ting and Liao (2012) a selective pickup and delivery problem (SPDP) is formulated. This may be seen as a variant of the PDSP in the case of ‘unpaired pickup and delivery nodes’. In the SPDP the constraint that all pickup nodes must be visited is relaxed. The objective is to find the shortest route for visiting all delivery nodes, without necessarily visiting all the pickup nodes as the nodes are not paired and only a single commodity is taken into account. The problem is solved using a memetic algorithm that allows to simultaneously deal with the selection of pickup nodes and the visiting order of nodes.

Another option within the PDP instead of not visiting all nodes is to outsource some of the requests to a third party logistic player. Schönberger (2005) investigates the possibility to make use of a logistic service provider (LSP). In this case all requests are divided between either the own vehicle fleet or the LSP. Routes have to be established for the own vehicles and the sum of charges to be paid for all externalized requests has to be minimized. Krajewska and Kopfer (2009) also study a PDP where the carrier has the possibility to outsource transport requests. They make use of a tabu search algorithm to solve their Integrated Transportation Planning Problem (ITPP). The main difference with other studies that include outsourcing is the use of three different outsourcing types instead of one. A first group of subcontractors works nearly exclusively for the carrier and is paid on tour basis. The second group of exclusively employed subcontractors is paid on a daily basis. The last group consists of independent subcontractors which are not employed exclusively.

This paper offers the following novelties compared to existing research. The traditional PDP is extended to a PDSP by allowing a selection of transportation requests. This leaves the carrier with the option to discard transportation requests which lead to a lower total profit. Next to the planning and scheduling of vehicles into routes as in a classical PDP, a selection within the transportation requests has to be made. The problem at hand considers more than one commodity and paired pickup and delivery locations. This is different to the study of Ting and Liao (2012) where a single commodity is considered and pickup and delivery are unpaired. Furthermore, multiple vehicles are considered and transport loads are less-than-truckloads.

In the study of Verweij and Aardal (2003) only a single vehicle is assumed and in the work of Arda et al.
(2008), Frantzeskakis and Powel (1990) and Kleywegt ad Papastravou (1998) full truckloads are investigated. The paired pickup and delivery locations, together with the multiple vehicles and less-than-truckload requests make the PDSP very hard to solve. The only paper that studies a PDSP with similar problem characteristics but in a different problem context is Schönhager et al. (2002). Their heuristic results are not compared to exact solutions or lower bounds and reported results are only briefly described. This hinders the comparison of computational results.

PROBLEM FORMULATION

In this section a mathematical representation of the problem is given. First, the key characteristics of a PDSP are described. Next, all symbols that are used are presented and the objective function and corresponding constraints are formulated. The problem is defined as a static PDSP problem. The formulation is an adaptation of the PDPTW formulation of Mitrovic-Minic (1998) and is extended to include the selection of requests.

Key characteristics of a PDSP

To represent logistic decisions within an activity based freight transportation model, the decisions of a carrier have to be modelled. First, the key characteristics related to this problem are presented. This allows formulating a PDSP model in the next subsection.

First of all, not all requests have to be accepted. Every fulfilled request leads to revenue. If a request is accepted, a reward is achieved when the transport is done successfully. For every request a time window is assigned to the pickup and delivery location. In the problem definition at hand, only hard time windows are considered. A request consists of less-than-truckloads. Furthermore, pickup has to occur before delivery of each request (Precedence constraint) and pickup and delivery have to be performed by the same vehicle (Pairing constraint). In our model multiple vehicles are used and it is assumed that capacity is the same for all vehicles. All vehicles depart from and return to a depot of the carrier. Finally, travel costs and travel times for each link are known and assumed to be constant.

Introduction of symbols

Requests A carrier receives a set $P$ of requests. Because the set of requests is equal to the number of pickup locations the same symbol is used in both cases. Each request $r \in P$ consists of a pickup location $p_r$, a delivery location $d_r$, a quantity to be shipped $q_r$ and a revenue $Rev_r$ if the request is completely satisfied. So each request is given as a quadruple. The quantity $q_r$ may either be a positive or negative number, depending on the type of operation, either a pickup or a delivery task.

Locations Three different types of locations may be distinguished, each with their own time window. A set of pickup locations $P=\{1, \ldots, n\}$ and a set of delivery locations $D=\{n+1, n+2, \ldots, 2n\}$ are included, each with an earliest operation time $e_i$, a latest operation time $l_i$ and a quantity $q_i$ that needs to be shipped or delivered. A single depot $O$ is available, where each vehicle starts and ends his route. If this is a start location, the depot is denoted as node 0. For an end location the notation $2n+1$ is used for the node.

Network A network $G(A,N)$ is given, with $N = P \cup D \cup O$, the set of nodes and $A$ a set of undirected arcs. Within the network the distance between two nodes $i$ and $j$ is given as $d_{ij}$. The travel cost $ct$, expresses the charge for travelling a single distance unit. The cost to travel a certain link is expressed as $ct_{ij}$. The last variable on the network is $t_{ij}$ which stands for the time needed to travel from node $i$ to node $j$.

Vehicles The carrier has a given homogenous fleet $K$ of own vehicles. Each vehicle $k$ has a maximum capacity of $Q_{max}$. Vehicles are bound in time by their driver, who is subject to legal driving time restrictions. Only the total amount of driving hours is checked, not the daily rest requirements. Making the assumption that a carrier has the same amount of drivers as vehicles, each vehicle has a start time $s_k$ and a finish time $f_k$. The difference between $f_k$ and $s_k$ may not exceed the legal driving time of the driver. To keep track of the content of the vehicle, so that it will not exceed the maximum capacity, load variables $L_k^t$ are introduced.

Operations A vehicle has to perform several operations on its route. Each pickup and delivery task takes a certain amount of operation time $ot_i$ to perform per unit that needs to be handled. The total time a vehicle spends at the pickup or delivery location, can be found as follows: $ot_i \cdot q_i$. Due to the hard time windows applied at each pickup and delivery location, a vehicle cannot start his pickup operation until after time $e_i$. The vehicle is allowed to arrive earlier at the location, but must then wait until the start of the time window. A vehicle may never arrive to a location after the end of the time window $l_i$. Different waiting protocols may be defined depending on the solution heuristic used. It may be preferred to drive first and wait at the arrival location or to wait first at the previous location and then drive. The empirical study of Mitrovic-Minic and Laporte (2004) shows that the wait first strategy has the potential to build shorter routes compared to drive first in case of dynamic planning problems. Waiting at the starting positions results in more requests being known at the time they leave and a better potential to optimize the route. On the other hand the study revealed that the wait first strategy requires much more vehicles for the same set of locations. Therefore, a new waiting strategy (advanced dynamic waiting) was introduced. Here the drive first and wait first strategy are combined by serving locations in one service zone according to the drive first strategy and apply the wait first strategy between different service zones. This strategy was able to outperform the common used drive-first waiting strategy (Mitrovic-Minic and Laporte, 2004). For static vehicle routing, as the problem at hand, drive first is the most commonly used waiting strategy and will be used for the PDSP.

Variables For this problem two sets of binary variables are defined.

$X_{ij}^t = 1$ if vehicle $k$ travels from $i$ to $j$; 0 else

$Y_{it}^k = 1$ if vehicle $k$ performs request $i$; 0 else

Next to these binary variables, two sets of continuous variables are introduced.
\[ T_i^k = \text{the time of vehicle } k \text{ after node } i \text{ is served} \]
\[ L_i^k = \text{the load of vehicle } k \text{ after node } i \text{ is served} \]

**Objective function**

The objective of the PDSP is to maximize the profit collected along the vehicle tours. Profit is defined as the sum of the total revenue collected on all the tours minus the total cost of performing the tours.

\[ \text{Profit} = \text{Revenue} - \text{Cost} \]

For the revenue, a table is created which stipulates the price of the transport order in function of the distance to be travelled. The total revenue is found by accumulating all revenues of the requests that are accepted and executed.

\[ \text{Rev}_{\text{tot}} = \sum_{k \in K} \sum_{i \in N} \text{Rev}_i \cdot X_i^k \]

The total cost (\( C_{\text{tot}} \)) is calculated as the sum of the costs of each link travelled by a certain vehicle \( k \). In this case the cost is only related to the distance being travelled. No fixed cost component is enclosed for the use of a vehicle. The assumption is made that a carrier has a fixed vehicle fleet at his disposition and no extra cost is imposed for the use of the vehicles.

\[ C_{\text{tot}} = \sum_{k \in K} \sum_{i \in N} \sum_{j \in N} c_{ij} \cdot d_{ij} \cdot X_i^k \]

The objective function which needs to be maximized is:

\[ \max[\text{Rev}_{\text{tot}} - C_{\text{tot}}]. \]

**Constraints**

In this section the constraints to which the objective function is subjected are formulated. The constraints are grouped according to their function.

**Flow conservation constraints** This constraint is introduced to make sure that vehicles entering a location will also leave this location.

\[ \sum_{j=1}^{N} X_{ij}^k - \sum_{j=1}^{N} X_{ji}^k = 0, \forall i \in N, \forall k \in K \]

**Vehicle constraints** Each vehicle starts and ends his tour in the depot \( O \). If a vehicle is not used it stays at the depot. This is represented by the following constraints.

\[ \sum_{i \in \text{dep}} X_{i}^k \leq 1, \forall k \in K \]
\[ \sum_{i \in i_{t_{(n+1)}}} X_{i}^k \leq 1, \forall k \in K \]

Every request may only be executed by at most one vehicle. Let the index \( f_{\text{comp}} \) be used for the requests which are compulsory and \( f_{\text{non-comp}} \) for those which are non-compulsory. The constraints to express this are:

\[ \sum_{k=1}^{K} Y_{i}^{f_{\text{comp}}} \leq 1, \forall i \in P \]
\[ \sum_{k=1}^{K} Y_{i}^{f_{\text{non-comp}}} = 1, \forall i \in P \]

A next constraint states that a vehicle cannot load more freight than its maximum capacity.

\[ l_i^k \leq Q_{\text{max}} \]

To keep track of the load of a vehicle at a certain moment, the following constraints are necessary. Each vehicle leaves and returns to the depot empty.

\[ L_i^k = 0, \forall k \in K \]
\[ L_i^k - L_i^k - |q_{ij}| \geq M_1, (1 - X_{ij}^k), \forall i, j \in N \text{ and } i \neq j, \forall k \in K \]

**Time window constraints**

Each node has to be served within its time window. The start of the operation, as well as the end of the operation has to fall within the time window.

\[ e_i + o_{ij}, |q_{ij}| \leq T_i^k \leq l_i, \forall i \in N, \forall k \in K \]

To keep track of time, a time variable is introduced. To start, the time variable is set equal to the start time of the vehicle.

\[ T_0^k = s_k, \forall k \in K \]

A vehicle may not exceed his finish time.

\[ s_k \leq T_i^k \leq f_k, \forall i \in N, \forall k \in K \]

The time variable is increased after every operation. The time after service at a certain node, is found by adding the travelling time and operation time to the time variable after serving the previous node. Also the time windows have to be respected, so that the arrival time at a node may not precede the earliest operation time allowed on that location. This is specified in the following constraint:

\[ T_i^k + t_{ij} - T_j^k + o_{ij}, |q_{ij}| \leq (1 - X_{ij}^k) \cdot M_2, \forall i, j \in N, \forall k \in K \]

Due to the time window constraint on \( T_i^k \), it is assured that the operation does not start before \( e_i \).

**Pairing and precedence constraints**

If a request is performed, then vehicle \( k \) has to finish its operations at the pickup location \( i \) before it can visit the associated delivery location \( n+i \). This is known as the precedence constraint, expressed as:

\[ T_i^k + t_{i(n+1)} - T_{n+i}^k \leq (1 - Y_{i}^k) \cdot M_2, \forall i \in P, \forall k \in K \]

It is not allowed to split a request over multiple vehicles. A vehicle has to perform both the pickup and the delivery activity. This is known as the pairing constraint, expressed as:

\[ \sum_{f \in \text{dep}} X_{if}^k = Y_{i}^k, \forall i \in P, \forall k \in K \]

and

\[ \sum_{f \in i_{t_{(n+1)}}} X_{if}^k = Y_{i}^k, \forall i \in P, \forall k \in K. \]

In the formulation two big \( M \)-values are used, where \( M \) stands for a sufficiently large number. The value of \( M_1 \) is set equal to the maximum load capacity of the vehicles, and the value of \( M_2 \) is set equal to the maximum length of a working day.
SOLUTION METHOD

The problem under study is solved by means of a metaheuristic. While this paper does not intend to explain detail the design of the metaheuristic, the experiments and the computational results, briefly a description is given.

The heuristic is based on the tabu-embedded simulated annealing algorithm of Li and Lim (2001). The algorithm starts with an insertion heuristic to create a first feasible solution. This solution is further improved by an improvement heuristic. Instead of repeating the tabu search until the procedure terminates, it is restarted from the current best solution after several iterations without improvement. At the same time the global annealing temperature is reset. After a number of restarts without improvement the algorithm is ended. The generation of new best solutions is done via a TABU Search algorithm. To avoid cycling, the visited solutions are recorded into a tabu list, which contains the total profit of a solution. As the probability of two different solutions having the same total profit is very small, it is sufficient to only keep track of total profit.

CONCLUSIONS

A variant of the Pick-up and Delivery Vehicle Routing Problem is investigated, in which the carrier can make a selection of customers to be served, depending on which transport requests offer profit. Furthermore a number of requests are compulsory and are not open to the question of selection. We have been able to formulate the optimization problems as a mixed-integer linear programming problem and have developed a meta-heuristic to solve the problem.
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ABSTRACT
Bicycle Sharing Systems represent an ecological urban mode of transportation allowing people to rent a bicycle at one of many automatic rental stations scattered around the city. In order to meet the users’ demands, bicycle sharing systems must be rebalanced regularly. The problem is to design (near-) optimal vehicles routes to visit and rebalance the stations so as to minimize the number of users who try to collect bikes from empty stations or to deliver bikes to full stations. This paper deals with the vehicles routing problem in the dynamic case by extending our previous work based on stochastic Petri net model coupled with a genetic algorithm. We consider the minimization of the uncomfortable situations overall network stations and the total operational cost simultaneously. The proposed simulation-optimization method is tested on a large set of instances and then applied to Cristolib, a real self-service bicycle system of Creteil city, France.

INTRODUCTION
Bike Sharing Systems (BSS) are a very popular means providing bicycles to users in a cheap and self service way. They are one of the solutions to face many public transportation problems, including traffic congestion, air pollution, global oil prices, and global warming. The systems can be described as a set of stations scattered around a city usually located 300 meters apart, and each one is equipped with a terminal and a limited bicycle stands. This systems are very useful for short travels around a city, a user can pick a bicycle at one of any station and return it to the same or any other station, provided that there is an empty locking berth. Although their apparent success in the world, the exploitation of such transport systems implies crucial challenges and one of them is to ensure users that they will be able to find a bicycle or to park it at each station all the day long. Indeed, some stations have more demand than others, especially during peak hours. Bicycles also tend to collect in stations located in the city centers and stay there. In these situations, if no action is taken by the service provider they rapidly fill or empty, thus preventing other users from collecting or delivering bicycle. At an operational level, in order to be able to meet users demands with a reasonable standard of quality, vehicles are used to balance the bicycles among the stations. The objective is to minimize the number of users who cannot be served, i.e., the number of users who try to take a bike from an empty station or to return it to a full station. In the practice, the rebalancing operation can be carried out in two different modes (Raviv et al. 2011). The first one is static, the bicycle redistribution operation can be carried out during the night when the usage rate of the BSS system is very low and the bicycle repositioning is performed based on the status of the system at that time and the demand forecast for the next day. This problem has been recently addressed in some works (Benchimol et al. 2011; Chemla et al. 2012; Kadri et al. 2014; Kadri et al. 2015; Raviv et al. 2013; Shu et al. 2010; Forma et al. 2010). The second mode is dynamic, the bicycle redistribution operation can be carried out during the day when the usage rate of the BSS is significant and bicycle repositioning is performed based on the current state of the station (Kadri et al. 2013; Kadri et al. 2014; Contardo et al. 2012; Sayarshad et al. 2012).

In our previous works (Labadi et al. 2010; Labadi et al. 2012), we developed a stochastic Petri nets based approach for modelling, control and performance analysis of BSS considered as discrete event systems. However, such models must be parameterized to provide a good performance of such systems. Therefore, we proposed in (Kadri et al. 2013; Kadri et al. 2014) an optimization approach considering these models with the aim of maximizing the QoS.

This paper deals with the vehicles routing problem in the dynamic mode and takes into account both the users satisfaction and the total operational cost. This work can be considered as an extension of our previous work (Kadri et al. 2013; Kadri et al. 2014), where we developed an integrated stochastic Petri net and genetic algorithm approach suitable for performance modeling and optimization for control and balancing purposes of such complex dynamical systems. To the best of our knowledge, except our works no other works has been undertaken on BSS modeling and performance optimization from a stochastic and discrete-event point of view. In (Kadri et al. 2013; Kadri et al. 2014), the objective was to optimize the quality of service in BSS by investigating the impact of the regulation thresholds on users satisfaction.
and by considering a fixed route for the regulation vehicles. In this work, we consider a known intervals of thresholds for each station of the system. In practice, they can be defined according to statistical analysis of data provided from a BSS survey during a given period of normal functioning.

The remainder of this paper is as follow: In section 2 we present a mathematical formulation for the problem and we define the objective and the constraints. We describe in section 3 our BSS Petri net model presented in our last works (Labadi et al. 2010; Labadi et al. 2012; Kadri et al. 2014). In section 4, we present an optimization approach based on coupling the Petri net model and a genetic algorithm. In section 5, we present the experimental results and discuss the efficiency of our approach. Finally, we conclude the paper with some discussions and perspectives.

MODEL FORMULATION

The problem is to design a dynamic routes for vehicles visiting the stations in order to rebalance them, so as to minimize the number of users who try to collect bikes from empty stations or to deliver bikes to full stations. Hence, our bi-objective function (1) includes a term which represents the users’ satisfaction defined as a sum of the critical times (empty and full stations), as well as a term representing operating cost which is proportional to the total distance traveled by the repositioning vehicles. The sum of the two components represents the objective to be minimized.

In this work, we consider only a single vehicle routing problem, since the regulation is done by area in real situations. We assume the existence of a depot as the starting point of each vehicle’s route. However, we note that the depot may be viewed as a regular station, except that it typically has a relatively large capacity, large initial inventory and no demand. The above decisions are subject to capacity constraints of the vehicles, the stations and the depot, as well as time constraints concerning the total traveling, loading and unloading times. The latter two components are assumed to be linear with the number of bicycles loaded/unloaded.

Additional modeling choices are associated with the permissible actions of the fleet of vehicles performing the repositioning operation, in particular, limitations on the allowed set of routes which the goal is to visit each station one and only one time in a tour.

Before presenting the mathematical formulation of our problem, we introduce first the following notations, variables, and parameters:

- $N$: A set of nodes including the network stations, indexed by $i = 1, \ldots, n$.
- $N_0$: A set of nodes, including the network stations and the depot (denoted by $i = 0$), $i = 0, \ldots, n$.
- $E_i$: Current number of bicycles at the station $i$ before the repositioning operation.
- $R_i^-$: Minimal level of the required number of bicycles at a station $i$.
- $R_i^+$: Maximal level of the required number of bicycles at a station $i$.
- $d_{ij}$: Vehicles traveling distance from a station $i$ to a station $j$.
- $t_i$: Arrival time of a vehicle to the station $i$, $i = 1, \ldots, n$.
- $i^{+}$: Represents the gap between $E_i$ and $R_i^+$, where:
  $i^{+} = R_i^+ - E_i$ if $E_i < R_i^+$.
- $i^{-}$: Represents the gap between $E_i$ and $R_i^-$, where:
  $i^{-} = E_i - R_i^-$ if $E_i > R_i^-$.
- $C_v$: Capacity of redistribution vehicle.
- $D_{V_i}$: Number of available bicycles in the vehicle at station $i$.
- $p_{ti}$: Parking time of the vehicle at a station $i$.
- $t_i$: Time required to remove a bicycle from a station and load it to the vehicle.
- $t_u$: Time required to unload a bicycle from the vehicle to a station.
- $T_{\text{run}}$: Total time of simulation.
- $M_i = 0$: Represents an unavailability event in a station $i$.
- $M_i = C_i$: Represents a saturation event in a station $i$.
- $T_{(M_i = 0)}$: Total time of unavailability of bicycles at station $i$ during the simulation (Empty station).
- $T_{(M_i = C_i)}$: Total time of saturation event at station $i$ during the simulation (Full station).
- $\Delta T$: Event duration.
- $x_{i,j}$: Binary variable which equal to 1 if a vehicle travels from $i$ to $j$, 0 otherwise.

Based on the notations, the following mathematical model can be formulated. First, we introduce the objective function that contains two components: first, the sum of the remaining times in critical situations (empty, full) over all stations $S_i \in N$, and second the total travel distance for the redistribution vehicle:

Minimize $\alpha_1 \sum_{i=1}^{n} (T_{(M_i = 0)} + T_{(M_i = C_i)}) + \alpha_2 \sum_{j=0}^{n} \sum_{j=0}^{n} d_{i,j} x_{i,j}$  

S.C.

$\sum_{j=1}^{n} x_{j,i} = 1$  

$\sum_{j=0}^{n} x_{j,0} = 1$  

$t_{b} = 0$  

$t_{i} \geq t_{i} + x_{i,j} d_{i,j} + \frac{t_{i}^{+}}{E_{i}} + \frac{t_{i}^{-}}{E_{i}} + p_{ti} + (x_{i,j} - 1) \cdot M$  

$\forall i \neq j, j \in N$  

$\forall i \in N_0$  

$\sum_{j=0}^{n} x_{j,i} = 1$  

$\forall j \in N_0, i \neq j$  

$\sum_{j=0}^{n} x_{j,i} = 1$  

$\forall j \in N_0, i \neq j$  

$\frac{E_{i}}{\sum_{j=0}^{n} d_{i,j}} \leq C_{i}$  

$\forall i \in N$  

$D_{V_i} \leq \frac{E_{i}}{\sum_{j=0}^{n} d_{i,j}}$  

$\forall i \in N$  

$T_{(M_i = 0)} = \sum_{i=0}^{n} (M_i = 0) \cdot \Delta T$  

$\forall i \in N$  

$T_{(M_i = C_i)} = \sum_{i=0}^{n} (M_i = C_i) \cdot \Delta T$  

$\forall i \in N$
\[ x_{ij} \in \{0, 1\} \]  \hspace{1cm} (12)
\[ \omega_i, \omega_j > 0 \]  \hspace{1cm} (13)

The equation (1) minimizes the weighted objective consisting of the sum of the remaining times of stations in the critical situations (empty and full) and the total distance traveled by the vehicle. The constraint (2) and (3) ensures the start and the end of a tour at the deposit. Constraint (4) represents the departure time of the vehicle from the depot, and constraints (5) insure the minimal time required for the displacement of the vehicle from a station \( i \) towards a station \( j \) including parking time when arriving to destination and unloading times. The latter two components are assumed to be linear in the number of bicycles picked/delivered. Constraints (6) (resp.,(7)) are vehicle flow-conservation equations (a station can be visited only one time by a vehicle, resp., only one vehicle can exit a station). Constraints (8) (resp.,(9)) are vehicle capacity constraints (available places in vehicle to pick up bicycles from a station, resp., available bicycle to delivery to a station). Constraints (10) (resp.,(11)) represent the remaining times of the stations in critical situations (empty stations, resp., full stations). Finally, (12) are binary constraints. The weighting values of the objective function are linked to the bike rental pricing and the vehicles cost travel measured by the total distance. This weights can be calculated using the Pareto techniques.

**PETRI NET MODEL FOR BSS**

As introduced, we already proposed a Petri net approach dedicated for BSS modeling and analysis for control purposes. We consider a BSS with \( n \) stations noted by \( S = \{ S_1, S_2, \ldots, S_n \} \). Each station \( S_i \) is equipped with \( C_i \) bicycle stands (the capacity of a station \( S_i \)). The system requires a constant control which consists in transporting bicycles from stations having excess of bicycles to stations that may run out of bicycles soon. In the general way, the main objective of the control system, performed by using redistribution vehicles, is to maintain a bicycle safety level at each station \( S_i \) to ensure the availability of a minimal number of bicycles for pick up denoted \( (R_i^-) \), thus the availability of \( (C_i - R_i^-) \) attachment points for return bicycle at each station.

The Petri Net model consists of three subnets (modules) representing three different functions indicated as follows: (a) the “station control” subnet; (b) the “bicycle flows” subnet; and (c) the “redistribution circuit” subnet. The main function of each subnet is described as follows:
- A “bicycle flows” subnet represents the bicycle traffic flows between the different stations of the network.
- A “station control” subnet represents the control function of the stations to ensure bicycles are available for pick up and vacant berths available for bicycle return at every station \( S_i \).
- A “redistribution circuit” subnet represents the path (circuit) to be followed by the redistribution vehicle in order to visit the different stations of the network.

More details on the dynamic of the developed modeling approach can be found in our previous papers (Labadi [12]-[13]).

**PN-GA OPTIMISATION APPROACH**

Motivated by the randomness of BSS and the NP hardness of the studied problem, we developed an approach based on the integration of the Petri net model for BSS and a genetic algorithm in order to solve the vehicles routing problem. Although Petri nets itself is not an optimization tool, it can provide a practical decision making tool, if it is combined with and enhanced by some optimization algorithms (Kadri et al. 2013; Kadri et al. 2014; Nodhi et al. 2012; Sauer and Xie 1993; Sharda and Bnejee 2013, Sadrieh et al. 2007). In this part of this work, a genetic algorithm is coupled with the Petri net model in order to solve the problem formulated previously. Our discrete event simulation/optimization approach is illustrated by the Figure 1.
**Data setting**

We tested our approach for a real case study for the BSS (Cristolib) of Creteil city, France (http://www.cristolib.fr). As shown in Figure 3, the network consists of 10 stations with a total of 130 bicycles. Each station is characterized by its capacity and an average regulation threshold ($R^*_i$, $R^*_j$), as indicated in Table 1. The travel times of vehicles between the different stations including the deposit, estimated using Google map application, are shown in Table 2. For this application, the capacity of the vehicle is fixed to 30 bicycles and the times allocated to a pickup or delivery operation are fixed to 10 seconds per bike. The average frequenceation of the stations, given in Table 3, represents user requests measured during a 10 days of normal functioning (excluding summer season, special events,...). We also specify that the total simulation time for the execution of the PN representing the system is fixed to two weeks. This time is relatively long, but it allows us to obtain a reliable estimation of the average performance of the system during one day’s service.

### Table 1: Stations Capacities
(Source: [http://www.cristolib.fr](http://www.cristolib.fr))

<table>
<thead>
<tr>
<th>Station</th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
<th>$S_6$</th>
<th>$S_7$</th>
<th>$S_8$</th>
<th>$S_9$</th>
<th>$S_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity</td>
<td>26</td>
<td>22</td>
<td>24</td>
<td>40</td>
<td>18</td>
<td>24</td>
<td>20</td>
<td>34</td>
<td>22</td>
<td>20</td>
</tr>
<tr>
<td>Averagethreshold</td>
<td>13</td>
<td>11</td>
<td>12</td>
<td>20</td>
<td>9</td>
<td>12</td>
<td>10</td>
<td>17</td>
<td>11</td>
<td>10</td>
</tr>
</tbody>
</table>

### Table 2: Estimation of displacement delays of a redistribution vehicle (in minutes), source Google map.

<table>
<thead>
<tr>
<th>Station</th>
<th>$D_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
<th>$S_6$</th>
<th>$S_7$</th>
<th>$S_8$</th>
<th>$S_9$</th>
<th>$S_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>0</td>
<td>5</td>
<td>8</td>
<td>9</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>12</td>
<td>15</td>
<td>18</td>
</tr>
<tr>
<td>$S_1$</td>
<td>5</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>$S_2$</td>
<td>8</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>$S_3$</td>
<td>9</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>6</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>$S_4$</td>
<td>12</td>
<td>4</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>$S_5$</td>
<td>14</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>$S_6$</td>
<td>16</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>0</td>
<td>5</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$S_7$</td>
<td>12</td>
<td>6</td>
<td>7</td>
<td>4</td>
<td>6</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>$S_8$</td>
<td>15</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>$S_9$</td>
<td>18</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>$S_{10}$</td>
<td>20</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>8</td>
<td>9</td>
<td>5</td>
<td>8</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

---

**A REAL APPLICATION CASE**

We describe in this section the numerical experiments carried out in order to evaluate our approach. To integrate the Petri net model and the genetic algorithm, we developed in C++ language a tool for both modeling, simulation, performances evaluation and parameters/decisions optimization of BSS. The experimentations were carried out on an Intel Core i7 2.7 GHz processor and 8 GB of RAM, under Windows 8 environment.

---

**Figure 2: Genetic Operators**

As shown in Figure 2(a), the chromosome representing a vehicle route constitutes sequence, the genes contain the assignments of jobs for a vehicle in their execution order, thus a job represents a displacement of a vehicle from a station $i$ to $j$. Different genetic operators are applied as crossovers and mutations under fixed probabilities. After evaluation, each individual has an adjustment level which presents the value of the bi-objective function defined in equation (1) of the mathematical formulation. The evaluation of the objective is done via the simulation of PN-model and the evaluation of simulation results. We note that this step is the most expensive in terms of execution time of our GA.

---

**Figure 3: Distribution of bike stations in the network**

(Source: [http://www.cristolib.fr](http://www.cristolib.fr))
Table 3: Average travel demand matrix, source: statistical average of user requests for a day.

<table>
<thead>
<tr>
<th>Station</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
<th>S8</th>
<th>S9</th>
<th>S10</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>18</td>
<td>13</td>
<td>4</td>
<td>4</td>
<td>14</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>S2</td>
<td>11</td>
<td>8</td>
<td>2</td>
<td>4</td>
<td>17</td>
<td>11</td>
<td>8</td>
<td>13</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>S3</td>
<td>15</td>
<td>15</td>
<td>5</td>
<td>11</td>
<td>13</td>
<td>19</td>
<td>17</td>
<td>13</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>S4</td>
<td>15</td>
<td>5</td>
<td>25</td>
<td>3</td>
<td>22</td>
<td>8</td>
<td>8</td>
<td>10</td>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>S5</td>
<td>6</td>
<td>18</td>
<td>3</td>
<td>31</td>
<td>4</td>
<td>6</td>
<td>18</td>
<td>9</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>S6</td>
<td>22</td>
<td>12</td>
<td>5</td>
<td>16</td>
<td>4</td>
<td>2</td>
<td>12</td>
<td>4</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>S7</td>
<td>10</td>
<td>14</td>
<td>17</td>
<td>14</td>
<td>9</td>
<td>18</td>
<td>5</td>
<td>16</td>
<td>17</td>
<td>12</td>
</tr>
<tr>
<td>S8</td>
<td>14</td>
<td>18</td>
<td>17</td>
<td>15</td>
<td>6</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>17</td>
<td>12</td>
</tr>
<tr>
<td>S9</td>
<td>13</td>
<td>9</td>
<td>30</td>
<td>5</td>
<td>8</td>
<td>8</td>
<td>11</td>
<td>13</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>S10</td>
<td>11</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>17</td>
<td>11</td>
<td>8</td>
<td>6</td>
<td>12</td>
<td></td>
</tr>
</tbody>
</table>

Algorithm Setting

We note that the variations of GA parameters can impact on the quality of solution. In this application, we set the GA parameters as following: the initial population size is set to 20, we consider a one point crossover with a probability (P_crossover=0.9) and we perform one mutation by swapping two elements in chromosomes with a probability (P_mutation=0.1). The iterations number is limited to 200.

We remember that setting the weights \(w_1\) (resp. \(w_2\)) of the bi-objective function weighting the critical times (resp. total distance) is a pricing cost problem since they are linked to the bike rental pricing and (resp. the operational cost of a vehicle which is measured by the total traveled distance).

One of the advantages of our Petri net model is its associated performance analysis methods which allow an efficient analysis and evaluation of the system behavior during simulation time. In these tables, several performance indices are given for each station such as:

- The average time (%) where a station remains in empty (resp. full) state is calculated by using the equations:

  \[
  \text{Empty rate} \ (S_i) = \frac{T_{sim} - \sum (t_i - t_{i+1}) \text{where } M(PS_i) = 0}{T_{sim}} \quad (14)
  \]

  \[
  \text{Full rate} \ (S_i) = \frac{T_{sim} - \sum (t_i - t_{i+1}) \text{where } M(PS_i) = C_i}{T_{sim}} \quad (15)
  \]

- The average number of bicycles (\(S_i\)) is calculated by the equation:

  \[
  \text{Average number of bicycles} \ (S_i) = \frac{\sum M(PS)}{T_{sim}} \quad (16)
  \]

The average critical time (%) where a station remains in empty or full states (i.e., the sum of the equations (14) and (15)). We define also the quality of service QoS for each station as the average service time (%) defined by the equation (17). The quality of service of the network is then \((\Sigma \text{QoS}) / n\).

\[
\text{QoS} = 1 - \left( \frac{T_{sim} - \sum (t_i - t_{i+1}) \text{where } M(PS_i) = 0}{T_{sim}} \right) \times 100 \quad (17)
\]

\[
\text{QoS} = 1 - \left( \frac{T_{sim} - \sum (t_i - t_{i+1}) \text{where } M(PS_i) = C_i}{T_{sim}} \right) \times 100
\]

Where \(T_{sim}\) is the total simulation time; \((t_i - t_{i+1})\) represents the cycle duration where the station \(S_i\) is empty (resp. full) (i.e., \(M(PS_i) = 0\) resp. \(M(PS_i) = C_i\) (where \(C_i\) represents the capacity of the station \(S_i\)).

Table 4: System performance with the best vehicle route.

<table>
<thead>
<tr>
<th>Station</th>
<th>Empty time</th>
<th>Saturation time</th>
<th>Critical time</th>
<th>QoS</th>
<th>Availability time</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0</td>
<td>19.44</td>
<td>19.44</td>
<td>80.56</td>
<td>20.26</td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>12.71</td>
<td>12.71</td>
<td>87.29</td>
<td>15.22</td>
</tr>
<tr>
<td>S3</td>
<td>4.96</td>
<td>1.53</td>
<td>6.49</td>
<td>93.51</td>
<td>10.24</td>
</tr>
<tr>
<td>S4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>20.40</td>
</tr>
<tr>
<td>S5</td>
<td>2.29</td>
<td>4.32</td>
<td>6.61</td>
<td>93.39</td>
<td>10.18</td>
</tr>
<tr>
<td>S6</td>
<td>1.99</td>
<td>0.89</td>
<td>2.88</td>
<td>97.12</td>
<td>10.24</td>
</tr>
<tr>
<td>S7</td>
<td>12.29</td>
<td>0</td>
<td>12.29</td>
<td>87.71</td>
<td>5.20</td>
</tr>
<tr>
<td>S8</td>
<td>11.20</td>
<td>0</td>
<td>11.2</td>
<td>88.8</td>
<td>8.34</td>
</tr>
<tr>
<td>S9</td>
<td>4.12</td>
<td>0.35</td>
<td>4.47</td>
<td>95.53</td>
<td>8.22</td>
</tr>
<tr>
<td>S10</td>
<td>0</td>
<td>9.55</td>
<td>9.55</td>
<td>90.45</td>
<td>14.20</td>
</tr>
</tbody>
</table>

Average 3.68 4.87 8.56 91.4 -

Algorithm convergence and results analysis

Table 4 provides the system performances when the total distance is favored \((w_1 = 0\); \(w_2 = 1\)). Different metrics of performances are given for each station such as empty times, full times, critical times, availability rate of bicycles and finally the QoS. The terms that comprise the objective (i.e., critical times and total distance) are assessed separately in table 5. However, the provided solution is not necessary optimal due to the used approach and the NP-hardness of the studied problem, but it can be a good initiative to optimize the objective in such stochastic systems.

To test the impact of the weights associated to the objective function on the quality of solutions, we test some variation of \(w_1\) and \(w_2\) by favoring one over the other, then we evaluate separately the cost of each term of the objective function (i.e. the total critical times and the total distance). The grounds that the quantity of the first term of the objective function is very smaller than the second term, the weighting of this last must be less than the first term except for cases where the QoS is not favored. For the considered tests, we keep the same input data. The different configurations and results are given in Table 5.

Table 5: Evaluation of the weightings impact on the bi-objective function.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Weights ((\alpha_1, \alpha_2))</th>
<th>Critical times (% of total service time)</th>
<th>Total Distance (vehicle)</th>
<th>Full Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>PN-GA</td>
<td>1, 0</td>
<td>3.21</td>
<td>5410</td>
<td>3.21</td>
</tr>
<tr>
<td>PN-GA</td>
<td>1500, 1</td>
<td>5.49</td>
<td>4970</td>
<td>13205</td>
</tr>
<tr>
<td>PN-GA</td>
<td>800, 1</td>
<td>4.91</td>
<td>4320</td>
<td>8248</td>
</tr>
<tr>
<td>PN-GA</td>
<td>100, 10</td>
<td>8.56</td>
<td>3300</td>
<td>3300</td>
</tr>
<tr>
<td>PN-GA</td>
<td>0, 1</td>
<td>8.56</td>
<td>3300</td>
<td>3300</td>
</tr>
<tr>
<td>Dijkstra - PN</td>
<td>-</td>
<td>8.56</td>
<td>3300</td>
<td>-</td>
</tr>
</tbody>
</table>

One can observe that the variation of weights can affect the objective, as we can observe it particularly when one of the weighting is set to zero. The weights impact definitely on the decisions related to the vehicles routes and the value of the objective function. Since, setting of weights depend on pricing policies that are linked to profits of each objective.
However, adjusting these settings manually is invalid. Hence, setting the weights becomes an auxiliary $NP$-hard problem. This can be separately solved by finding a Pareto optimal points for the corresponding bi-objective function (Mostaghim and Teichert 2005), which allow us to obtain a meaningful solution that meets the objectives. When solving this problem, the parameters related directly to the objective function must be known, such as the pricing rental of bicycles and the cost of route (for example $2\varepsilon$ for 1 Km).

In this work, we limit ourselves to the presentation of the modeling-optimization approach and we certainly intend to solve the Pareto optimal in future works.

As shown in figure 4, we observe the evolution of the best solution for the different configurations during the iteration number and therefore improving the objective. In our approach, we consider both the users satisfaction measured by the critical times and the operational cost measured by the total traveled distance by a rebalancing vehicle, and considering the stochastic demand of users.

**CONCLUSION**

Bicycle sharing systems have emerged around the world as a viable urban mobility alternative, being already widely spread. These systems have been quickly evolving in the last decades and currently they are integrated with other existing transportation modes in many cities. This study investigates the vehicles routing problem in bicycle sharing systems considering the dynamic case. We define and formulate a mathematical model taking into account the time required to perform the operation with the aim to minimize both the critical situations through the networks stations as well as the operational cost for the service providers.

Motivated by the randomness of BSS and the NP-hardness of the studied problem, we developed an integrated approach based on coupling between a genetic algorithm and BSS-stochastic Petri Net model in order to find the best possible routes for the redistribution vehicles that minimize the objective. The developed approach integrates the users satisfaction, the quality of service, as well as the operational cost. Our approach was tested for a real problem. According to the best of our knowledge, except our previous work, this approach is the first in literature based on coupling genetic algorithm with Petri nets model for solving the vehicles routing problem in BSS, such an approach, should be ranked among the predictive approaches investigating the operational problems in BSS. Finally, this work addresses both the design and the management of bicycle sharing systems considering the stochastic behaviour of such systems.

In future works, we aim to present some mathematical formulations investigating other operational problems in bicycle sharing systems and thereby the development of efficient metaheuristic methods and/or exact algorithms to solve problems of large sizes.
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ABSTRACT  
Quality of Service (QoS) support for Mobile Ad-hoc NETworks (MANETs) is a challenging task due to the dynamic topology and limited resources in MANETs, and the QoS model should be the first matter to consider as a system goal. The INSIGNIA framework, ASAP and DiffServ model can provide system-level QoS support for MANETs, but each have pros and cons in service precision and scalability. In this paper, we propose a hybrid QoS model for MANETs, called AMAN, which combines the per-flow granularity of INSIGNIA and ASAP and the per-class granularity of DiffServ, to provide a responsive, scalable, and flexible QoS support for MANETs. The simulation results show that AMAN can achieve effective service differentiation and offer the best QoS to the per-flow service under various mobility conditions.

INTRODUCTION  
Mobile ad-hoc networks represent future generation wireless networks, with a high degree of versatility and robustness, capable of being deployed quickly and economically at places lacking any infrastructure. The characteristics of these networks such as bandwidth scarcity and fluctuations, node mobility, hostile working conditions and battery power constraints, have hindered their development. Projected applications of such networks include defense-based, disaster relief operations, commercial applications and sensor networks. Many of these applications require a distinction in the quality of connections being supported in terms of bandwidth availability, end-to-end delay and jitter. As multimedia traffic finds its way into wireless networks, the use of the UDP transport layer protocol alone does not suffice to accommodate the needs of users.

Most multimedia traffic require a more stable throughput for them to be regarded useful. Therefore there is a dire need for a QoS model integrated within the nodes for such applications. The model must be able to distinguish flows based on their QoS needs and have mechanisms that work to meet those requirements. Since there is no central coordinator, the QoS model must operate in a fully distributed manner. The QoS framework should allow layers of the OSI model to interact and cooperate in providing a comprehensive quality of service to the traffic.

We propose a QoS model that differentiates traffic into classes and attempts to provide bandwidth and delay guarantees to flows of highest priority class. The framework relies on its strong adaptation algorithm to give more access to resources for the highest priority class of traffic whilst the least priority traffic cedes its share of bandwidth allocation to the highest priority until the time resources are available.

RELATED WORK  
The SWAN (Ahn, 2002) model differentiates traffic into real-time UDP traffic and best effort TCP traffic. It is a stateless and fully distributed model that provides soft QoS assurances to real-time traffic. It uses admission control for real-time traffic, rate control of TCP traffic and ECN congestion control mechanisms to ensure that real-time packets meet QoS bounds. Each node comprises an admission controller that maintains information about the status of the outgoing link in terms of the available bandwidth and amount of congestion. It does this by promiscuously listening to all packet transmissions within its range. The source node sends a probe message to the destination to find the bottleneck bandwidth along the path. If this value is greater than the requirements plus a threshold value, the flow is admitted; otherwise it is rejected and marked as best-effort. All TCP flows are considered as best-effort.

INSIGNIA (Lee, 98), (Lee 2000) is an in-band signaling system that supports adaptive reservation-based services in ad-hoc networks. All the control information is carried in-band with the data and encoded using the IP option field in datagrams. The signaling system supports a number of protocol commands that drive fast reservation, fast restoration and an end-to-end adaptation mechanism. This in-band information is snooped as data packets traverse intermediate nodes/routers and used to maintain soft-state reservations in support of flows/micro-flows. To establish reservation-based flows between source-destination pairs, source nodes initiate fast reservations by setting the appropriate fields in the INSIGNIA IP option field before forwarding packets. Reservation packets (i.e. data packet with the appropriate IP option set) traverse intermediate nodes, executing admission control modules, allocating resources and establishing soft-state reservation at all intermediate nodes between source-destination pairs. The reservations need to be periodically refreshed by the packets of the flows. In the event of a change in the path resulting
from movement of the nodes, the first packet along the new path makes fresh reservations along this path thereby performing a fast restoration. Reservations made along the old path are removed on a timeout. Flows in the network are expected to be adaptive to bandwidth availability. A flow that was allocated a MAX amount of bandwidth initially could be downgraded to a MIN amount or even to best-effort in the event of rerouting of a flow or if network conditions change. ASAP (Xue, 2003) is an adaptive reservation QoS protocol. When a flow requires service, it is soft-reserved first and later hard reserved. When the route has been established the resources are then hard-reserved to the flow. ASAP employs an adaptation method that will allow some flows to release bandwidth if the allocated bandwidth is more than their required minimum. It also has a route repair mechanism that allows self-healing by finding alternative routes when a route is broken, which happens frequently in wireless networks. ASAP adaptation helps to stabilise the throughput of flows in wireless ad-hoc networks.

Ramraj(2010) presented a bandwidth management protocol to demonstrate fair bandwidth sharing between nodes. One node is identified as the bandwidth manager and the bandwidth management protocol is invoked at flow establishment, flow teardown and when bandwidth adaptation is required. When the bandwidth manager node is inaccessible, a new manager node is elected. In our proposed approach we differ with Ramraj (2010) by performing the bandwidth management on all nodes so that we remove the problem of single point of failure. Pattanayak (2009) proposed a distributed cluster scheme for MANETs, in harsh environments, based on the concept of survivability to support QoS requirements and to protect bandwidth efficiently. With the incorporation of clustering algorithms in survivability technology, they employ a simple network configuration and expect to reduce occurrences of faults in MANETs. In (Bushehrian, 2014), the author proposed a reliability aware scheme in which clients rank service providers on their reliability and response time. They use a Hidden Markov Model for the service selection and choose the best service providers whilst avoiding poor providers; this managed to lower violations of the client service level agreement. We need a framework that optimizes assignment of bandwidth to flows according to the type and priority of traffic. The types of traffic have to be multiple unlike in some of the other frameworks which classify traffic into two classes only.

**PROPOSED QoS FRAMEWORK**

This section describes the proposed framework architecture, AMAN whose proposed architecture is illustrated in figure 1. The proposed QoS architecture has five basic modules namely Bandwidth Estimation, Bandwidth Adaptation, Congestion Control, Admission Control and Reservation. The implementation of the proposed traffic management scheme is supposed to fulfill these requirements:

i. Admission of a new flow into the network if there is enough bandwidth to carry the flow without interfering with other ongoing traffic.

ii. Increase in the available bandwidth by reducing the allocation of other ongoing applications in order to incorporate a new flow.

iii. Deny of a new flow, whose requested bandwidth is greater than the available bandwidth after Bandwidth Adaptation has been done.

**Traffic Differentiation**

For traffic differentiation we adopt the DiffServ model, (Nichols, 1998), for classification and marking packets. DiffServ provides QoS by dividing traffic into a number of classes and allocating network resources on per class basis. The class is marked directly on the packet in the 6 bit DiffServ Code Point (DSCP) field, which is part of the original type of service (ToS) field in the IPV4 header. The DiffServ field is split into the 6-bit DSCP field and a 2-bit field which is used for Explicit Congestion Notification (ECN) mechanisms.

We propose assigning priorities to different types of traffic, which are going to affect the treatment of traffic at nodes. We adopt the CISCO QoS Baseline as our classification model (Szigeti, 2013), see Table 1.

![Traffic Management Framework Architecture](image)

**Figure 1: Traffic Management Framework Architecture**

![The functions of Differentiated Services (DS) bits in class creation](image)

**Figure 2: The functions of Differentiated Services (DS) bits in class creation**

**Admission Control**

A new call for transmission will need to be admitted at each and every node in a path from source and a destination of
the call. This can only happen if the requested bandwidth of the new flow is smaller than the available bandwidth. Figure 3 below demonstrates what happens in the Admission Control Module. When a call for transmission is made by a new flow, its requested bandwidth (MinBw) is compared with the available bandwidth (AVbw). If the requested bandwidth is smaller than the available bandwidth then the flow is automatically admitted, otherwise the Bandwidth Adaptation Module is invoked to try to release extra bandwidth being used by other flows so that enough resources are freed to allow the new flow. The Adaptation module returns a modified (AVbw) available bandwidth value which is a sum of the old AVbw value together with the released bandwidth (RLbw) values. If the new value of available bandwidth is greater than the minimum requirement of the new flow, then it will be admitted, else the flow will be denied.

Table 1: Cisco QoS Baseline Classification, Marking, and Mapping Recommendations

<table>
<thead>
<tr>
<th>Application</th>
<th>Binary DSCP</th>
<th>CLASS OF SERVICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP Routing</td>
<td>110000</td>
<td>6</td>
</tr>
<tr>
<td>Voice</td>
<td>101110</td>
<td>5</td>
</tr>
<tr>
<td>Interactive Video</td>
<td>100010</td>
<td>4</td>
</tr>
<tr>
<td>Streaming Video</td>
<td>100000</td>
<td>4</td>
</tr>
<tr>
<td>Locally Defined Mission</td>
<td>011010</td>
<td>3</td>
</tr>
<tr>
<td>Critical Data</td>
<td>011000</td>
<td>3</td>
</tr>
<tr>
<td>Call Signalling</td>
<td>010010</td>
<td>2</td>
</tr>
<tr>
<td>Transactional Data</td>
<td>010000</td>
<td>2</td>
</tr>
<tr>
<td>Network Management</td>
<td>010000</td>
<td>2</td>
</tr>
<tr>
<td>Bulk Data</td>
<td>001010</td>
<td>1</td>
</tr>
<tr>
<td>Scavenger</td>
<td>001000</td>
<td>1</td>
</tr>
<tr>
<td>Best Effort</td>
<td>000000</td>
<td>0</td>
</tr>
</tbody>
</table>

QoS Signalling Method

AMAN is an in-band signalling system it uses the packet’s header to carry all its control information. In case of IPv6 this information can be transmitted within the base header and/or within any extension headers. AMAN uses the eight bits of the CLASS field to transmit its Message Type indicator and congestion notification. The IPv6 Hop-by-Hop options extension header will carry the request for reservation (RES), the minimum and maximum required bandwidth (MinBw and MaxBw) and the bandwidth reserved by a node for the specific flow (ActualBw). The QoS option has four fields, the reservation indicator (RES), Minimum and Maximum bandwidth fields (MinBw and MaxBw) and the Actual allocated bandwidth field (ActualBw).

The RES bit is set to 1 if the source is seeking a reservation for a new flow. At every intermediate node, there is an admission control procedure to ascertain whether the resources available can sustain a new flow without hindering ongoing communications. When the available bandwidth is not enough, then an intermediate node should not admit a new flow, otherwise it will interfere with ongoing flows whilst it does not meet its own minimum requirements.

Figure 3: The function of the Admission Control Module

Figure 4: Signalling messages embedded in the IPv6 Header

When the source node initiates a new flow, it fills all the fields with data and forwards the packet to the next node. Every intermediate node checks the MinBw and ActualBw and compares them with its AvailBw. If there are enough resources (that is AvailBw > MinBw), and if the ActualBw from the previous node is greater than AvailBw, the ActualBw field is updated to AvailBw otherwise the field is not changed. Every node in the network keep a QoS table to store the flow label, source address, DSCP and bandwidth allocated to the flow. Various values of ActualBw are reserved at various nodes along the path. This means that, for some time, there would be over-reservation of resources at some nodes. This is corrected by unicasting a RES report (QR) packet from destination node to the source node showing the bottleneck bandwidth for the flow. Figure 5 shows a source S sending data to destination D along a
certain path selected by the routing protocol. The bottleneck for the path is 150 Mbps at node X. Node D sends a RES report (QR 150) packet to the source node showing the bottleneck bandwidth. The RES report message does not have to follow the same path as the reservation message since this may not be possible in MANETs. The source will then change the ActualBw field to 150 Mbps and change the RES field to 0. All the nodes receiving the packets will now allocate this new value and release extra bandwidth they had allocated.

Bandwidth Adaptation

Adaptation ensures that a new flow can be admitted by accepting bandwidth released by other applications already in the network. Figure 7 illustrates the bandwidth adaptation algorithm. When the request for adaptation arrives, the priorities of ongoing applications are checked to get the flow with the least priority. The adaptation module must degrade the least priority flows to their minimum required bandwidth in order to free resources for the new flow. The module must be able to calculate the amount of bandwidth to be released by low priority flows before degrading them. If the highest priority flow asks for resources when the remaining resources are not enough, then we have to pause some of the least priority traffic to release resources.

Re-routing (Fast restoration).

Reservation-based flows are often rerouted within the lifetime of ongoing sessions due to node mobility, as illustrated in Figure 6. A node moves out of radio contact and the flow is re-routed through mobile node Y. The minimum reservation is immediately restored along the new path, while reservations along the old path are timed out and automatically removed and there is no change along the common path.

Rerouting active flows involves the MANET routing protocol (to determine new routes), admission control, and resource reservation for nodes along the “new path.” Soft-state timers are continually refreshed and reservations maintained as long as packets associated with a particular flow are periodically received at intermediate routing nodes between source-destination pairs.

Figure 7: Bandwidth Adaptation Algorithm

In case of network congestion notification, we can adapt the ongoing flows to reduce the allocations until the channel is no longer congested. The destination node informs the source of this congestion through a QoS report and the source scales down the transmission rate of flows to MinBw starting with the least priority. If congestion persists, then flows will be paused starting with the least priority flow. More flows will be stopped until the system has been restored to a non-congested state. We call this the panic mode. After a random back-off time a source with a throttled or paused flow can attempt to increase or re-admit the traffic flow. Node mobility or session dynamics may cause a flow routed via Y to be scaled up from minimum to maximum required service.

PERFORMANCE MODELLING OF AMAN

AMAN was evaluated through simulation. The system is written in C++ code that consists of several functions which will be called to perform different tasks including computing the available bandwidth. The code consists of a data structure called flows with five attributes namely:

- **Flow Priority** – Every flow is given a randomised priority value to resemble different real-time traffic, with the flow with the lowest value having the highest priority.
• **Flow ID/Address** - Each flow that enters the network has a Flow ID to uniquely identify all the flows in the network and also to keep track of the flows which were reduced to required minimum during bandwidth adaptation.

• **Reserved Bandwidth (RBW)** – When the flow is admitted into the network it is given its required bandwidth and this becomes the Reserved Bandwidth (RBW).

• **Required Minimum Bandwidth (RQmin)** – This is the minimum required bandwidth requirements of a flow in the network.

• **Releasable Bandwidth (RLBW)** – This is the difference between the reserved bandwidth and the required minimum. The bandwidth that can be released for other new flows to be admitted.

All these values will be randomised for the sake of the experimental studies. This random behaviour tries to mimic the random nature of traffic arriving and leaving the node. An array of up to 100 flows is defined and this will be used for different flows in the simulations. The Channel Capacity is assumed to be 2Mbps. A new flow will go through admission control, reservation and sometimes it might have to go through bandwidth adaptation first if the available bandwidth is not sufficient. As the simulations are run the results are written to output files where data was extracted for analysis. A flow can be admitted without need for adaptation, admitted after some adaptation has been done or denied admission even when adaptation has been done.

**RESULTS AND FINDINGS**

Data from the simulations help us to deduce various things among of which is to calculate the success rate of bandwidth adaptation in the resource reservation scheme. The success rate of the Bandwidth Adaptation process gives us a rough probability that when a new flow is initiated in a loaded network, the flow is admitted. We compared our results from adaptation simulations with a control experiment without adaptation for the purposes of comparison. We estimate the admission success rate of a scheme as:

\[
S = \frac{\text{No. of flows admitted}}{\text{Total No. of flows}} \times 100 \%
\]

![Figure 8: Comparison of the success rate of admitting a new flow for a network that does not do bandwidth adaptation to one that does adaptation.](image)

The success rate of the adaptation process is determined by the number of flows admitted after adaptation has taken place, and was found to be 73%. The success rate of a new flow to be admitted without adaptation was found to be 40% as shown in figure 8. This shows primarily that adaptation improves the chance of admitting a new flow by more than 30%. The results shows that most simulations with a new flow’s bandwidth requirements above a certain threshold value (in our case 0.75Mbps) have to undergo the adaptation process despite the size of the network. In this case network size is represented by the number of flows already in the network when a request is done.

The results also show that of those simulations, which required adaptation (22 out of the 30 simulations carried out), most of the simulations with new flow’s requirements above 1Mbps resulted in the new flow being denied admission. These simulation results highlight that the Adaptation process increases the chances of admission of flows that could have been denied by a factor of 0.73 or success rate of 73% as shown by the estimates of the Success rate of a scheme with bandwidth adaptation.
Figure 9: The variation of number of flows whose bandwidth is reduced to their required minimum during adaptation as the load in the network increase.

The results in Figure 9 show that the network size is exponentially proportional to the number of flows that have their reservation reduced to their minimum bandwidth requirement. The general trend highlights that as the network size increases the number of flows that will be reduced to working minimum also increases exponentially and this might have a negative effect on the quality of service of the flows reduced. However the performance will remain within acceptable range since the adaptation does not go below the minimum required bandwidth. Under congestion, in case of rerouted flows, adaptation and flow pausing might impact heavily on the network performance since some applications will be forced to stop operation.

Figure 10 shows the relationship between the number of flows in a network and the consumed bandwidth. For the network that does not do adaptation, a small number of nodes will consume a lot of bandwidth. This is attributed to the fact that flows will continue consuming bandwidth close to their maximum requirements, taking no regard to the congestion happening in the network. With adaptation, the network can accept more flows at the same time satisfying their minimum bandwidth requirements.

CONCLUSIONS
In this research we presented a scheme for traffic differentiation and management in Mobile Ad-hoc Networks (MANETs). The proposed scheme is intended to efficiently manage the reservation of bandwidth in MANETs based upon the available bandwidth within the network. The scheme also employs a Bandwidth Adaptation process, which is the novel part of the research, to increase the chances of admission of a new flow into the network. We have discussed in detail how the proposed scheme works and how it increases the available bandwidth in the network by reducing the allocations of other flows to required minimum requirements according to the priorities of the flows. The research also includes an empirical analysis of the behaviour of the scheme by conducting simulations under varying conditions of required bandwidth and priority of new flow, available bandwidth and the size of the network. The results presented for the proposed scheme demonstrates that Bandwidth Adaptation enhances the admission of flows with bandwidth requirements greater than the available bandwidth. Our scheme has an added attribute of a multi-level priority scheme, which treats traffic of various classes differently and gives an advantage to the highest priority traffic. In other schemes like INSIGNIA, ASAP and SWAN, traffic is differentiated into real-time and best-effort traffic only. This does not respect the idea that multimedia traffic that is flourishing in the internet these days have varying characteristics and varying importance. Our framework also differs with ASAP and INSIGNIA in that it does not allow traffic to be degraded to best effort in case of congestion but stop flows that fall below the minimum acceptable bandwidth. This is done to ensure that no multimedia traffic is allowed to flow in the network unless it can be found useful to the end users. The scheme has the potential of coming up with efficient and realistic reservations.
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ABSTRACT
The strong penetration of the composite materials in different fields as aerospace and automotive industries, civil engineering, and many other domains obliged the designers to assess the real static and dynamic behaviour of different types of mechanical components, buildings, bridges, petrochemical tanks etc. Obviously, the results of any sophisticated computations are far removed from the experimentally ones. The main source of such a discrepancy comes from the uncertain hypothesis on the co-operation between the reinforcement (shell), which is strong but brittle, and the matrix (or core), which is much weaker, but much lighter and flexible. A wide diversity of such materials is now spreading in the light buildings field, due to many qualities: small overall specific weight, good overall strength for flexure, very small specific heat, moderate price, and a lot of quick assembling possibilities by adhesives or fasteners.

INTRODUCTION
The aerospace and automotive extensive use of different types of composite materials generated a special interest for many types of applications in different unexpected field like civil engineering. The high degree of thermal insulation, the very low specific weight, the capability of mixing different components for obtaining different mechanical, thermal, and even aesthetic advantages led the engineering community to extensive studies of these modern materials. Now, composites are used in many industries today to enable high-performance products at economic advantage. These industries range from space to sports and include manufactured products for aircraft, transportation, energy, construction, sports, marine, and medical use. There are many materials, economic and to using composites, but a solid knowledge of the physical properties, including the mechanics, tooling, design, inspection & repair, and manufacturing options is required for working in this medium as they are intrinsically linked. (edX Inc 2015). This paper describes an attempt to explore the possibility of using composite materials for some important civil engineering objectives like water storage aerospace tanks for different purposes as in isolated residential houses (fig.1 and fig. 2). One of the most important properties of the double shielded materials in this case is the good resistance of the humidity and microorganisms, commonly found in water technology from any application. The practical computation was performed for a 6 cell water tank made of composite panels, in order to find out the resistance limit of a common composite material produced in U.S.A. (Manea, Sorohan and Vasiliu 2010).

Figure 1: House from composite panels only, designed as kindergarten (Manea, Sorohan and Vasiliu 2010)

Figure 2: The internal structure of the kindergarten from composite elements only (Manea, Sorohan and Vasiliu 2010)

SANDWICH BEAM COMPUTATION
In theory it can be considered that a composite beam, with weak core made out of polyurethane foam can ensure
flexural strength through the hard other shell, while the inner core ensure continuous support for the linings. The core sustains the shear stress and overcomes the buckling of the outer shell, or residual deformation in case of hard solicitation. The adhesive used, must withstand the stretch and shear stress that occurs at the interface between shell and core (Adams 1997). A realistic assessment imposes a good knowledge of the material properties. This information must be obtained experimentally. Even so, for a start, a simplified calculus can be made on the hypothesis that composite materials are similar to the isotropic material. For a sandwich beam, simply supported, and loaded with a uniformly distributed load (fig. 3), for which

\[\frac{d}{t} > 6 \quad \text{and} \quad \frac{E_f t d^2}{E_c c^2} > 17,\]

results the equation of maximum deformation (Jones 1998).

![Figure 3: Load diagram for a composite beam with a weak core](image)

\[W_{\text{max}} = \frac{5}{384} \frac{p l^4}{(E I)_{\text{sh}}} + \frac{1}{8} \frac{p l^2}{(G A)_{\text{sh}}} \]  \hspace{2cm} (1)

Here \((E I)_{\text{sh}} = \frac{b t (c + t)^2}{2} E_f\) and \((G A)_{\text{sh}} = b c G_c\),

where \(E_f\) is the Young’s modulus of the shell and \(G_c\) is the shear modulus of the core.

Maximum normal stress in the shell and core, can be determined using the equations:

\[\sigma_f^{\text{max}} = \frac{M}{b tc} h, \quad \sigma_c^{\text{max}} = \frac{M}{b tc} E_f,\]  \hspace{2cm} (2)

The maximum shear stress in the core can be determined using the relationship:

\[\tau_c^{\text{max}} = \frac{T}{b d}.\]  \hspace{2cm} (3)

For the following dimensions, \(b=1\ m, c=0.0814\ m,\) and \(t = 0.0013\ m,\) the material properties are:

a) shell:

\[E_f = 30000\ \text{MPa}; V_c = 0.3, \rho_f = 1600\ \text{kg/m}^3\]

b) core:

\[G_c = 3.5714\ \text{MPa}; \dot{E}_c = 10\ \text{MPa}; (V_c = 0.4) \rho_c = 32\ \text{kg/m}^3\]

From equation (1) we can obtain the load for which a maximum deformation of \(\ell/300\) (max allowed) is obtained. Furthermore, the maximum stress is obtained from equation (2) and (3). Table 1 presents synthetically the results obtained for various lengths of the beam.

<table>
<thead>
<tr>
<th>Length</th>
<th>Load &quot;p&quot; for which max. deformation is (\ell/300)</th>
<th>Max. stress in the shell</th>
<th>Max. stress in the core</th>
<th>Max. shear stress in the core</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\ell) [m]</td>
<td>(p) [N/m]</td>
<td>(\sigma_f^{\text{max}}) [MPa]</td>
<td>(\sigma_c^{\text{max}}) [kPa]</td>
<td>(\tau_c^{\text{max}}) [kPa]</td>
</tr>
<tr>
<td>1.0000</td>
<td>6317</td>
<td>7.7013</td>
<td>2.4876</td>
<td>38.197</td>
</tr>
<tr>
<td>1.5000</td>
<td>3420</td>
<td>9.3818</td>
<td>3.0305</td>
<td>31.022</td>
</tr>
<tr>
<td>2.0000</td>
<td>2031</td>
<td>9.9043</td>
<td>3.1992</td>
<td>24.562</td>
</tr>
<tr>
<td>3.0000</td>
<td>849</td>
<td>9.3147</td>
<td>3.0088</td>
<td>15.400</td>
</tr>
<tr>
<td>4.0000</td>
<td>418</td>
<td>8.1588</td>
<td>2.6354</td>
<td>10.117</td>
</tr>
</tbody>
</table>

Table 1. Maximum load, and stress for various lengths of the composite beam

If the mechanical properties \((E_c, G_c)\) of the core are reduced by 10 times, then the maximum load that produces the same deformation is reduced by 5.65 times. If the mechanical properties \((E_c, G_c)\) of the core are increased by 10 times, then the maximum load that produces the same deformation is increased by 1.89 times. If the mechanical properties of the shell \((E_f)\) are reduced by 3 times, then the maximum load that produces the same deformation is reduced by 1.95 times. If the mechanical properties of the shell \((E_f)\) are increased by 3 times, then the maximum load that produces the same deformation is increased by 1.46 times. The results in bold of the table above have been obtained using FEM tool (ANSYS 2014). FEM analysis can be an effective and realistic tool, if the mechanical properties of the polyurethane foam are known. For the shell, the estimations are much easier (Caillet et al. 2007, Hodgkinson 2000, Sorohan and Părăuşanu 2005), as the materials used to make it have a much narrow spectrum of mechanical properties than the foam.

**Preliminary analysis of a 6 cell water tank made of composite panels**

We consider a tank of 1200 m³ consisting of 6 vats made out of composite material, built on top of the ground. The tank is designed for storage and treatment of waste water, extracted from deep shafts. The purpose of the analysis is to determine maximum deformation and stress when all the vats are full with water. We consider composite panels, with a total 100 mm width, and 1.5 mm shells thickness.
The material is considered isotropic, with below properties:

<table>
<thead>
<tr>
<th>Material</th>
<th>Young’s modulus [MPa]</th>
<th>Poisson ratio [-]</th>
<th>Density [kg/m³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shell</td>
<td>30000</td>
<td>0.3</td>
<td>1600</td>
</tr>
<tr>
<td>Core</td>
<td>10</td>
<td>0.4</td>
<td>32</td>
</tr>
</tbody>
</table>

**FEM computational model**

In Fig. 2 is presented the basic layout of the tank, with its main components: base, honeycomb structure, vats and cover. We consider the middle plane of all the panels, which is modelled using “sandwich” type elements of an average element size of 250 mm. The complete computational model consists of 58121 finite elements and 162918 nodes. The computational model considers the structure continuous at joints (glued together). The mathematical model does not include joint details. This model cannot offer information about the crumpling of the shell, and the stress concentrators, even though part of the concentrator’s effect is included. The nominal stress in each panel is correctly estimated, especially in areas far from the mathematical joints. The mass of the model is 22986 kg. We consider a load generated by fluid with a density of 1200 kg/m³, from a height of 5.05 m from the base. The weight of the structure has also been included.

![Diagram](image1.png)

Figure 4: FEM – computational model of the 4 components: base, honeycomb structure, vats and cover

It is considered that the base is perfectly sustained by the concrete foundation (no point of the base leaves the foundation, even though this phenomenon could occur at the edges of the model). The base is anchored by the concrete with screws fixed along the red edges presented in Fig. 5, so the calculus model considers that this lined does not suffer any displacements on X and Y axis.

![Diagram](image2.png)

Figure 5: Complete fixture (bolted) to the ground; the rest floor is simply supported by the concrete foundation and no displacement along Z-vertical axis is allowed

**Results obtained from the simulation**

All the units have been considered in SI: m, kg and sec, so the results will be in m – for the displacements, N – for the forces, Pa – for the pressures and stresses. The load from waste water pressure and also the fixed displacement of some nodes is presented in Figure 6. Total vertical reaction force is $1331.6 \times 10^4$ N from the applied pressure and structural weight. Figure 7 presents the total elastic displacement distribution due to the applied load.

![Diagram](image3.png)

Figure 6: Hydrostatic pressure load in Pa, from all 6 vats full with waste water.

![Diagram](image4.png)

Figure 7: Total deformation of the model in m (displacement scale factor is 100)
Figure 8 shows the maximum von Mises stress distribution in the panels for all parts of the model, whereas figures 9...11 show the same stress but only for components.

Figure 8: Equivalent stress (von Mises) represented on the middle plane of the composites, as a maximum value from the two outer shells

Figure 9: Equivalent stress (von Mises) represented on the middle plane of the composites, as a maximum value from the two outer shells – only upper cover

Figure 10: Equivalent stress (von Mises) represented on the middle plane of the composites, as a maximum value from the two outer shells

Figure 11: Equivalent stress (von Mises) represented on the middle plane of the composites, as a maximum value from the two outer shells – only vats panels

Figure 12 presents the maximum principal stress distribution on the horizontal plates of the honeycomb structure to see where the structure is predisposed to crack development. Figure 13 presents the minimum principal stress distribution on the horizontal plates of the honeycomb structure to see where the sandwich faces are predisposed to elastic buckling.

Figure 12: Stretch stress (S1), represented on the middle plane of the composites, as a maximum value from the two outer shell (the view deformation is amplified 100 times) – only horizontal plates of the honeycomb structure
CONCLUSIONS

Maximum deformation in the model is around 15 mm, and maximum equivalent stress is 135 MPa. This value is obtained in the area where the honeycomb structure is fixed to the base. The main stress is compression, and in reality in that area the tendency is the floor to sink in the base. The computational model is not fully adequate for 100% trustworthy results. In a honeycomb structure, the stress (stretch and compression) is under 70 MPa, value that should be tolerated by a quality composite panel. This is a theoretical analysis, and in order to fully trust the results we have to completely characterise the composite material and know its mechanical properties: foam material, joint procedure, glue procedure between the core and the shell, yield strength and ultimate strength for both core and shell etc. The main problem of using composites in practice is their sensitivity to low velocity impact (Henkhaus and Ramirez 2004, Her and Liang 2004, Sekine et al. 1998, Shyr and Pan 2003).
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ABSTRACT
The wind energy industry continually evolves, and industry professionals have streamlined drivetrain design to a consensus configuration. This configuration and its design iteration have existed for many years; consequently, design and manufacturing flaws have been minimized sequentially. Regardless of the maturity of the drivetrain design and design process, however, most wind turbine downtime is attributed to gearbox-related issues. Moreover, driveline replacement and lubrication accounts for 38% of the parts cost of the entire turbine. The authors present an approach to modeling and simulation of the dynamic/life behavior of drivelines in wind turbines, based on practical experience gained in research projects related to the previously mentioned aspects. The following steps involved in the dynamic/life simulations of the wind turbine drivelines are explained by the following:
- Finite Element model updating of a full wind turbine, with the accent on the driveline model by component level correlation, and system level operational correlation;
- Comparative approaches for accurate drivetrain loads determination/application;
- Damage/Life prediction calculation applied to drive train components.

INTRODUCTION
Nowadays, manufacturers are pressured to deliver more complex products with increased quality in shorter development cycles. Engineering the performance of mechanical designs with traditional test only-based development processes is no longer an option. The only valid alternative is evaluating functional performance attributes on a CAE virtual prototype, employing methodologies previously validated by real file measurements. Any use of computer software to solve engineering problems is termed as Computer-Aided Engineering (CAE). A typical CAE program is made up of a number of mathematical models encoded by algorithms written in a programming language. The natural phenomena being analyzed are represented by an engineering model. The physical configuration is described by a geometric model. The results, together with the geometry, are made visible via a user interface on the display device and a rendering model. A wide range of technologies are used during different design phases in simulation driven product development, including structural finite element analysis, acoustics, crash analysis, fatigue and failure analysis, and computational fluid dynamics.

The main aspects of simulation and testing can be grouped as follows:
- 3D Virtual simulation: gear modeling, system modeling for noise, vibration and durability, fatigue life prediction;
- 1D Multi-Domain simulation: electric architecture comparison, control strategies studies, power grid connection optimization;
- Testing solutions: vibro-acoustic measurement and analysis, driveline operational measurements.

Figure 1: Evolution of applying CAE methods in the design process

FINITE ELEMENT MODEL UPDATING

The purpose is to validate individual/assembly Finite Element (FE) models starting for an initial FE model. The full wind turbine preliminary modelling methods were validated/refined in order to make sure that the FE model accurately estimates the dynamics of the actual wind turbine.

Component level correlation

Component level correlation was performed at either Modal Assurance Criterion (MAC) or Frequency
Response Function Assurance Criterion (FRAC) level. The MAC expresses the degree of relationship between a pair of vectors. These vectors can be the modal vectors (normal or complex mode shapes) or response vectors from a forced response for instance. It is practically a mathematical criterion, that enables comparison of the FE calculated and measured normal modes characterizing the dynamics of a component/structure. The FRAC provides a measure of the correlation between a set of test and FE frequency response functions. Besides the visual comparison of curves, the relationship between the functions can be expressed through the FRAC. This function expresses the comparison between the experimental and analytical functions. The FRAC results in a Frequency Factor, which is an indication of the global over or under estimation of the stiffness or mass of an FE structure.

Figure 2: Physical and FE model of the Main shaft

![Figure 2: Physical and FE model of the Main shaft](image)

Figure 3: MAC matrix for the main shaft

The MAC matrix for the Main Shaft, diagonal and values above 0.7 is indicative of a quite good correlation. Low frequency radial pumping modes were inverted with respect to test measured data, this being due to the fact that the respective mode is a repeated mode occurring due to axial symmetry of the shaft.

Blade correlation

As the MAC is best fit for low/medium modal density structures and given that the blades were expected to yield a rather large number of modes in the frequency range of interest, the FRF level correlation was chosen. The number and location of points used for measurement was determined using a Pre-Test Analysis. It allows defining an optimal measurement set-up in terms of number and location of sensors and excitation devices based on information from an existing FE model.

Even though the FE model used is not perfect, the technique generates good results. It makes sure that enough measurement points are use in order to capture the relevant modes of the structure (by evaluating the AutoMAC), as well as that the proper force input points are being used in order to excite the dynamic modes of interest (by evaluating the Driving Point Residues). The test configuration location selected for the blades is presented in the Figure 4. Blade root is positioned to the left of the picture.

Figure 4: Blade test wireframe

![Figure 4: Blade test wireframe](image)

For the correlation evaluation, individual FRF, as well as the overall sum of the measured FRFs were considered. Both individual and sum of FRFs showed a good correlation, both in terms of amplitude and phase of the FRFs, as presented in Figure 5.

Figure 5: Blade Frequency Response Function comparison (amplitude and phase)

System level operational correlation

Having validated the individual FE models for the most relevant parts of the wind turbine, the correlation in operational conditions was performed to further validate the virtual model. For evaluating the results, visual comparison and MAC applied to the forced response vectors (displacements, accelerations) were used. Overall correlation related to the drive train proved to be positive. Figure 6 presents a comparative deformation shape of the wind turbine drivetrain. The methods used for determining and applying the loads in performing the actual forced response, will be described in the Comparative Approaches for Drivetrain load Determination/ Application section.
Flexible Multi Body (MBS) simulation technique

It overcomes the shortcomings of the Rigid MBS approach, offering the best insight in the local deformations and stress levels. This technique is no straightforward adaptation of the traditional method, since it implies the inclusion of additional generalized DOFs to represent the deformations of an individual body. These DOFs are introduced as component modes, which are calculated by an FE analysis and subsequently synthesized into a global set of modes for one body, through the process known referred to as Component Mode Synthesis (CMS).

CMS uses the following type of modes to describe the dynamic behavior of a component:
- Normal modes: resulting from an eigenvalues problem and describing the dynamic flexibility of the component;
- Constraint/Attachment modes: describe the local stiffness of the connections of a body to the neighboring ones;
- Rigid modes: the rigid-body modes represent the gross motion of a substructure.

To model the gears meshing inside the gearbox, which is one of the main excitation sources in the drivetrain, two main approaches are available:
- an analytical one based on the CAI/ISO methodology for meshing stiffness calculation;
- an advanced, discrete method which combines a series of FE cases for calculating teeth deformation and an analytical definition of the tooth micro-geometry (fig. 7).

Load Identification technique

Load Identification problem is the inverse one of Forced Response: knowing the system responses and the transfer functions, the loads that caused this response are identified from the responses and the transfer or frequency response functions (FRFs). They are either measured, or computed, based on FE dynamically validated models, as a relationship between the structural responses
(displacements, velocities or accelerations) due to unit force at the input points. Finally, they can be assembled in a transfer function set. The transfer function set matrix is then inverted and combined with structural/acoustical operational responses gathered in a response function set, in order to obtain force estimation. For the identification of loads \( L_j \) at the \( j \)-th excitation DOF whereby \( 1 \leq j \leq N \) for given operational responses \( R_i \) at the \( i \)-th response DOF whereby \( 1 \leq i \leq M \), this gives:

\[
\begin{bmatrix}
H_{11} & \ldots & H_{1N} \\
\ldots & \ldots & \ldots \\
H_{M1} & \ldots & H_{MN}
\end{bmatrix} \begin{bmatrix}
R_1 \\
\ldots \\
R_M
\end{bmatrix} = \begin{bmatrix}
L_1 \\
\ldots \\
L_M
\end{bmatrix}
\]

\( H_{ij} \) is the transfer function between the \( i \)-th response DOF and the \( j \)-th excitation DOF. The sign + denotes the pseudo inversion operator. For square matrices, this corresponds to a classical inversion operator. In order to avoid numerical problems in the matrix pseudo inversion, singular value decomposition methods are used. The number of responses (\( M \)) should at least be equal to the number of input forces to be estimated (\( N \)), in order to have a unique solution for the operational forces. However, taking more responses than the unknown loads (\( M > N \)) allows you to over-determine the set of equations. This allows you to obtain a more accurate, least squares estimate result for the operational loads.

The following combinations of the previously presented methods were investigated:
- Load Identification using Fully Rigid MBS model;
- Load Identification using Partially Flexible MBS model;
- Load Identification using Test Measured Accelerations.

For the Load Identification based on Test measured accelerations, several acceleration sets combinations were considered: Main Shaft, Gear Box, Generator Area, and Blades. They all yielded similar results, with the highest responses for frequencies associated with gearbox operation.

Several operation conditions accelerations, like running at nominal speed, running at intermediate speeds and run-up were considered.

For Load Identification using Partially Flexible MBS model, only relevant parts from mass and stiffness perspective, were included as flexible parts: Blades, Main Shaft, Gearbox Housing.

Figure 8: Comparative overview force spectra for different methods

By comparing the acceleration responses obtained for different cases, it can be concluded that the Partially Flexible MBS simulation results were the closest to the ones measured on the actual wind turbine.

Since it was validated that the gearbox related frequency content was most present in the identified forces, the method of applying drivetrain forces to the full FE model of the turbine was scrutinized.

Two options were considered: applying the forces generated by each stage of the gearbox to separate point, and applying the forces gearbox generated forces to a single center point, connected to the relevant force transfer areas in the gearbox: bearings, gear shafts etc.

After evaluating the results, it was found that the applying the loadings at separate points, one for each stage of the gearbox resulted in the best predicted acceleration levels.

Be that as it may, the results of one point load application scheme was considered to be sufficiently accurate and it was preferred as it simplifies the load application for durability calculation, being fit to the single random load vibration fatigue approach.

Figure 9: Force application points for forced response
DURABILITY CALCULATION

The main steps involved in a virtual prototyping process for durability are as following.
Step 1: external loads to internal forces; from given external loads compute internal forces acting on components.
Step 2: internal forces to stress tensor spectra (fig.11); from given forces acting on the component, determine time history of the local pseudo stress tensor based on theory of elasticity.
If the loading frequency content is below lowest natural frequency we can use Quasi-static superposition approach. In this case, the influence coefficients c, which account for the stress concentration factors, due to individual loads, in the equivalent analytical formulation, are determined (figure 12).
If the loading frequency is above lowest natural frequency Modal superposition method is used. In this case the modal participation factors and modal influence coefficients c, are determined (figure 13).

Step 3: stress tensor to damage; fatigue damage is initiation and growth of short cracks, but different levels of detail are required for different applications. Two analysis approaches available are possible: long life (high cycle fatigue) approached by stress-life, and shorter life (low cycle fatigue) approached by strain-life.

For both methods, the stages involved are: determination of the local load histories from FE analyses; calculation of local Rainflow matrix; endurance limit correction; mean stress correction; damage calculation.

Regarding the dimensionality of the stress used for damage calculation, two approaches are available: equivalent stress and critical plane. Equivalent stress and strain approaches reduce the multi-axial stress or strain states to a single scalar value that can be used to calculate fatigue damage just as for a uniaxial state of stress.
When a structure is under cyclic multi-axial loading, it is necessary to use multi-axial fatigue criteria that account for the multi-axial loading. Critical plane analysis refers to the analysis of stresses as they are experienced by a particular plane in a material, as well as the identification of which plane is likely to experience the most extreme damage.
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ABSTRACT
The paper deals with a steady-state thermal analysis and thermo-elastic stress analysis of an auxiliary vehicle heater system using finite element modeling. A detailed FE model has been created for this purpose. The FE model consists of the main parts of the assembly, including a description of thermal and mechanical loads, and contact interaction between its parts and external boundary conditions. The model considers heat transfer coefficients from current literature, which are iteratively corrected to estimate the temperature distribution in the main parts according to the target power of the heater estimated to be around 4kW. The design was developed using Catia v5 r18, and analysis was carried out using the FE program ANSYS Workbench v15. The analysis is a very useful step in a concurrent design process of such a device.

INTRODUCTION
This paper presents a three dimensional simulations of the temperature distribution within an automotive additional heater, and then the thermo-elastic stresses that appears due to the non uniform temperature distribution. The computational approach attempts to avoid the challenging aspects of complicated physical and chemical interactions of the burning and flow aspects.

The design and analysis of gas auxiliary vehicle heating systems is based on combined theoretical and empirical approach and the design of combustion chamber is less than exact science. Modern auxiliary vehicle heaters (fig. 1) are very compact and have an extremely high energy conversion rate. Operating temperature range is usually between -40 to +40 °C. When the system is used as parking heater, it is activated by a remote control device, and it goes into start mode. The heater fan (blower) “washes” the burner with fresh air. Than the fuel is aspirated by a solenoid volumetric pump from the petrol tank and sent to the combustion chamber of the heater. The fuel-air mixture is ignited by a glow plug and the combustion chamber starts to warm up. A centrifugal circulating pump moves the cooling agent along a closed loop: from the parking heater to the car heater’s heat exchanger, then into the engine and back to the parking heater. The car heater’s heat exchanger send the heat into the cabin via the car’s fan. The cooling agent is also introduced in the car engine and warms it up as well.

![Figure 1: Auxiliary water heater system (WEBASTO).](image)

A detailed complex FE analysis provides valuable information about temperature distribution and mechanical stresses in the overall assembly of the auxiliary vehicle heater when are used together multi-physic (thermal and structural), combustion analysis and CFD. The biggest part of the thermal energy produced by the combustion process is transported with the exhaust gases and transferred to the heat exchanger boundaries of the combustion chamber by different heat transfer mechanisms: radiation, forced convection and conduction. For a heating output of about 4 kW, fuel consumption in a heating phase of 20 minutes at full load is around 0.2 l. The lower consumption of the preheated engine compensates up to 40 % of the heater fuel consumption.

MODELLING BY FEM
The target of the finite element analysis was to get the temperature distribution and maximum stresses generated in the components of the water heater system. Because the measuring of the temperatures is a very complex task and the CFD analysis is not yet available, for the first phase of
the design a simplified analysis was done. The complete temperature distribution in structural components can be obtained using an adequate finite element model in thermal analysis and neglecting the structural effects. Then, using the obtained temperature distribution as loads (Fig 2) a sequentially multi-physics coupled analysis may be developed.

A sequentially coupled physics analysis is the combination of analyses from different engineering disciplines which interact to solve a global engineering problem (Ansys 2004). The term sequentially coupled physics refers to solving one physics simulation after another. Results from one analysis become partially inputs for the next analysis. If the analyses are fully coupled, results of the second analysis will change some input to the first analysis. Due to some unknowns concerning the real boundary conditions in the thermal analysis, the steady state thermal analysis has a supplementary loop for convective load improvement to fit the imposed thermal boundary condition for partial validate the thermic balance. The steady-state thermal analysis was simplified, only conduction and equivalent surface convection from the air, water and combustion gases being included in the thermal balance. Radiation and mass transfer were neglected in theoretical formulation but they are considered through adequate surface convection coefficients. The global equation of the thermal model, in matrix form, is (Cook et al. 1989)

$$\left[ K_T \right] \{ T \} = \{ Q \} ,$$  \hspace{1cm} (1)

Here $\left[ K_T \right]$ is the thermal characteristic matrix, $\{ T \}$ is the vector of unknown nodal temperatures and $\{ Q \}$ is the thermal load vector. The thermal characteristic matrix has components from conductivity and from surface convection, while $\{ Q \}$ is obtained only from surface convection coefficients and bulk temperatures. The convective normal heat flow $q$ is obtained from the relation

$$q = h(T_s - T_B)$$  \hspace{1cm} (2)

where $h$ is the film coefficient, $T_B$ is the bulk temperature of the adjacent fluid and $T_S$ is the temperature at the surface of the model. A steady-state thermal analysis may be either linear, with constant material properties, or nonlinear, with material properties depending on temperature. The thermal properties of most materials do vary with temperature, so the analysis is usually nonlinear. The static structural analysis is described by an equation similar to (1),

$$\left[ K \right] \{ U \} = \{ F \} ,$$  \hspace{1cm} (3)

where $[K]$ is the stiffness matrix, $\{ U \}$ is the vector of unknown nodal displacements, and $\{ F \}$ is the global load vector obtained from internal pressure and thermal loading. Even for small displacements, the stiffness matrix is nonlinear because it is a function of mechanical material constants like Young’s modulus $E$, Poisson ratio $\nu$ etc., all of them depending of temperature.

The thermal expansion coefficient $\alpha$ of a material is function of temperature, and the thermal strain on a linear direction is obtained by

$$\varepsilon_{th} = \alpha \left( T - T_{ref} \right) ,$$  \hspace{1cm} (4)

where $\alpha$ is the secant coefficient of thermal expansion, $T$ is the current temperature and $T_{ref}$ is the reference (strain-free) temperature.

In the loop of improved convective loads module (see Fig. 2) of thermal analysis, we supposed that the temperature of fluids inside and outside the heater is unknown, also the convection film coefficients inside and outside the walls are unknown but their range correspond to the current literature (Baukal 2000; Gulder 1986; Heywood 1988; Incopera and DeWitt 2002; Kays and Crawford 2005). Starting with some guess values we can improve the unknowns to fit the estimated power of the heater. The project schematic of the analysis is presented in Figure 3.

**POWER OUTPUT ESTIMATION**

Net heating value of light oil (or diesel) is around of 36 MJ/l. If the fuel consumption in the water heating system is around of 0.65 l/h, results an average net generation
power from fuel burning around of 6.5 kW. The desired heat exchanger power is 4.3 kW, so the effective power of the heat exchanger is estimated to be around of 66%.

MATERIAL DATA

Design work of modern auxiliary vehicle heater requires accurate determination of temperature, in order to optimize the correlations between size, shape and properties of materials used for parts on one hand, and the thermo-mechanical applications, on the other. Adopting the aluminum alloy for heat exchanger and its housing can effectively reduce the total weight but the elastic modulus of aluminum alloy is far less than that of cast iron, the deformation amount of the aluminum and the corresponding stress can be too large for a proper design. In the combustion chamber, there are high values of combustion temperature in the order of 2000K - 2500K (Lefèvre and Ballal 2010; Matarazzo and Laget 2011). The maximum temperature of the proximity material is much lower and the regions around the combustion chamber need to be securely cooled to prevent overheating. These are key information in order to optimize the design of the heater.

The combustion chamber has to be tested under these operational conditions. This procedure is necessary but expensive, so numerical simulation is used to reduce costs and prevent costly design mistakes. Important information was also found in (Searth 2007) which stated that the highest temperature of any point in each component must not go more than 66% of the melting point temperature of the component material.

In the finite element model the heat exchanger was considered from an aluminum alloy but the flame guide and burner tube were considered from a refractory steel. Except the thermal conductivity and Young’s modulus which were considered as temperature functions (Figs. 4 - 7), the remaining properties were considered constant. The Poisson coefficient was considered 0.28 for steel and 0.33 for aluminum alloy, and the thermal expansion coefficient was considered $17 \times 10^{-6}$ 1/K for refractory steel and $23 \times 10^{-6}$ 1/K for aluminum alloy.

Figure 4: Thermal conductivity of aluminum alloy

Figure 5: Thermal conductivity of refractory steel

Figure 6: Young modulus of aluminum alloy

Figure 7: Young modulus of refractory steel

MESH DESCRIPTION

To optimize the analysis, we included in the finite element model only the main parts 1-7 from Figure 1 which indeed are important for thermal and structural analysis. Some parts as burner motor, blower, fuel lines, plastic covers, electronic devices, sensors etc. were neglected because their effect is not very important. Combustion gases or heat transfer medium were not explicitly modeled. Their effect upon structural parts was considered only as
boundary conditions. Due to irregular shape of the parts we adopt for mesh a tetrahedral finite element type, Solid87 for thermal analysis and Solid187 for structural analysis. A total of 205491 of nodes and 112178 finite elements result after the automatic mesh using maximum relevance of the mesh algorithm (Fig. 8). Some parts were further refined using a 2 mm element size criterion. The same mesh was used for thermal and for structural analysis.

Figure 8: Mesh of the finite element model using ten nodes tetrahedral elements

CONTACT ELEMENTS

Thermal interactions between parts were modeled by perfect non thermal resistance contact elements, whereas the structural contact elements were considered according to real interactions, (i.e. bonded or no separation). Linear contacts were introduced between involved surfaces, for example, the Figure 9 marks linear no separation contact between port housing and burner tube. The element type of contact used in Ansys was Conta174 and for target element was used Target170.

THERMAL BOUNDARY CONDITIONS

The thermal loads were applied iteratively on surfaces, with the updated values mentioned in Table 1. The model was iterated until the desired result was obtained - the heat exchange power for heat exchanger around of 4 kW. Figure 10 shows the areas of convective boundary condition between combustion gases and the heat exchanger and Figure 11 shows the areas of convective boundary condition between heat transfer medium-water and the heat exchanger body.

<table>
<thead>
<tr>
<th>Part</th>
<th>Location</th>
<th>$h$ [W/m²K]</th>
<th>$T_g$ [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Blower cover</td>
<td>Interior</td>
<td>45</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Exterior</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>2-Ports housing</td>
<td>Interior near motor</td>
<td>45</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Exterior</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>To burner</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>To outlet</td>
<td>100</td>
<td>400</td>
</tr>
<tr>
<td>3-Heat exchange</td>
<td>Exterior to air</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>housing</td>
<td>Interior to water</td>
<td>1500</td>
<td>100</td>
</tr>
<tr>
<td>5-Heat exchange</td>
<td>Exterior to water</td>
<td>1500</td>
<td>100</td>
</tr>
<tr>
<td>body</td>
<td>Interior to combustion</td>
<td>150</td>
<td>700</td>
</tr>
<tr>
<td></td>
<td>gases</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-Flame guide</td>
<td>Exterior to admission air</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Interior to flame</td>
<td>200</td>
<td>720</td>
</tr>
<tr>
<td>7-Burner tube</td>
<td>Interior to admission air</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Interior to combustion</td>
<td>150</td>
<td>700</td>
</tr>
<tr>
<td></td>
<td>gases</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exterior to combustion</td>
<td>150</td>
<td>700</td>
</tr>
<tr>
<td></td>
<td>gases</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flange to outlet</td>
<td>100</td>
<td>500</td>
</tr>
</tbody>
</table>

Figure 9: Example of contact between bodies

Figure 10: The convective boundary condition between combustion gases and the heat exchanger
Figure 11: The convective boundary condition between heat transfer medium-water and the heat exchanger body

THERMAL RESULTS

For the boundary conditions from Table 1 it was obtained a power of 4.53 kW for convective heat transfer between combustion gases and heat exchanger body and 4.16 kW for convective heat transfer between heat transfer medium (water) and heat exchanger body. The temperature distribution in structural parts varies between 77 °C and 700 °C (Figure 12).

Figure 12: Temperature distribution on all model. (Maximum temperature is inside; here the top legend is not uniform, it was modified for improving clarity)

Figures 13 - 15 present the temperature distribution in the main components of combustion chamber. The gray shadow correspond to unselected parts for which the results are not plotted.

STRUCTURAL BOUNDARY CONDITIONS

The mechanical connection using long bolts between blower cover and heat exchange housing were included as special connection using Beam188 for bolt and constraint equations to transfer loads to area of direct contact between parts.

Figure 13: Temperature distribution on the heat exchanger only

Figure 14: Temperature distribution on the flame support part

Figure 15: Temperature distribution on the burning tube part
one fixed point on three direction was chosen (dark blue area).

Figure 18: Total displacement distribution for thermo-elastic analysis

The axial deformation of the burner tube is around of 1 mm (Fig. 19) because the maximum temperature in the cylindrical tube is large.

Figure 19: Axial displacements for burner tube

The maximum von Mises stress in the heat exchanger body is not very large, only some picks of 103 MPa can be observed (Fig. 20), whereas in the burning tube, due to the high gradient of the temperature, the maximum von Mises stress is around of 306 MPa (Fig. 21).

Figure 20: Von Mises stress distribution for heat exchanger body

**STATIC STRUCTURAL RESULTS**

The reaction forces were very small (max 32 N) due to adequate fixing the model.

The total displacement distribution for thermo-elastic analysis for all components is presented in figure 18 where the legend is not uniform because the maximum displacement is inside of the heater. It can be seen where
CONCLUSIONS

A very simple procedure, using finite element modeling and simulations, for temperature distribution in a water heater system is presented and the obtained results are in accordance with the current literature. Based on this temperature distribution, the stress distribution in the model is effortless to obtain. The presented methodology can be improved if some experimental data became available. Then the convection coefficients and bulk temperature can be considered spatially variables and an optimization module can be used for power balance of heat flow in the model. At this stage important results were obtained only by careful trials of different thermal boundary condition from the literature until the desired power output was reached (Jonathan et al. 2007).
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ABSTRACT
The article deals with the capabilities and utilization of Virtual and Augmented Reality technologies in the product creation process. Starting with defining Virtual Reality (VR) and Augmented Reality (AR), possibilities and features of these technologies are illustrated. The paper contains the previous integration of the VR and AR technologies in the process orientated approach of Virtual Engineering. On the basis of broadly applied technologies, the potential of new AR technologies, in detail such as Microsoft Hololens, will be drafted. Several applications in conjunction to the V-model of mechatronic engineering development methodology will be mentioned and explained.

INTRODUCTION
Engineers in the product creation process face new challenges in the development of innovative and complex products. Especially mechatronic manufactures have many domain specific requirements and properties of mechanics, electronics and informatics for example (VDI 2206 2004). Because of the cross-disciplinary character of the development it increases the importance to structure and support the product creation process with approaches like Systems Engineering and Virtual Engineering. Another important point is the increased competition in industries which focuses the product creation process on lower development costs and shorter time-to-market for complex products (Stark et al. 2010). This aim can be reached by the substitution of physical by virtual prototypes which are developed with different software solutions like Computer Aided Design (CAD), Finite Element Method (FEM), Computational Fluid Dynamics (CFD) and Multi Body Simulation (MBS) (Mandić and Čosić 2011). For the concept of Virtual Prototyping, the VR and AR technologies have a crucial role. With the help of these technologies several purposes like the visualization of the prototype for property validation can be handled. In the product creation process of complex products with many interdisciplinary parts VR and AR are necessary tools which help to check the status and progress of development continuously. The implementation of product behaviors and properties for the virtual product reduces the necessary amount of physical prototyping. In automotive industry crash tests of virtual prototypes to validate the concept of the product with a minimal quantity of physical prototypes are used (Zorriassatine et al. 2003). To establish VR/AR technology and approaches of Virtual Prototyping and Virtual Engineering in industrial development, this article shows technologies which are already used in the product creation process. Especially the using of VR/AR technologies which includes all VR devices during the whole process of product engineering shows a high relevance for the actual and future processes in industries. Development potential is seen in a new AR visualization system, the Microsoft Hololens, which can support the product creation process by using it for communication, design and production. Finally several application scenarios are described for the multiple usage of the Hololens. Thus the potential of this new AR technology is illustrated.

STATE OF THE ART
Virtual Reality
Virtual Reality is characterized by BURDEA and COIFFET as a real-time simulation using computer graphics. The aim is the creation of a realistic environment which should be generated by visual, auditive, tactile and olfactoric modalities (Burdea and Coiffet 2003).
The P model, which was generated by Burdea and Coiffet, shows the important columns which define the concept of VR: Immersion, Interaction and Imagination (Figure 1). Immersion describes the rate of the user inclusion in the virtual environment. Interaction is the possibility to interact in a virtual environment. Imagination means the ability to immerse the user into a virtual world. Compared to other visualization technologies, VR is a real-time operating system. The expression real-time means the accomplishment to predict results and provide them in a short, defined and constant interval (Dörner et al. 2013). The virtual rendering is computed continuously with graphical algorithms.

![Figure 1: P model for VR (Burdea and Coiffet 2003)](image)

Augmented Reality

Augmented Reality is characterized by Azuma as a variation of Virtual Reality (Azuma 1997). Whereas VR immerses a user in a virtual environment, AR connects the reality with virtual objects which are embedded in it. AR systems are defined by (Azuma 1997):

- The combination of real and virtual world
- Interaction of the user in real world
- Registration in three dimensions

Thus, Augmented Reality is classified between reality and Virtual Reality (Figure 2). Another characterization of AR is “augmenting natural feedback to the operator with simulated cues” (Milgram et al. 1994).

![Figure 2: Overview of VR and AR (based on (Milgram et al. 1994))](image)

BROLL categorizes AR in five steps (Dörner et al. 2013):

- Video shot: Streaming the reality with a calibrated camera
- Tracking: Computing the position and orientation of the virtual content
- Registration: Implementing virtual content in reality
- Visualization: Rendering the virtual content
- Output: Illustrating the virtual content on the screen

Following these five steps, an AR scene is implemented.

Virtual Engineering model

For a better organization and structure different approaches of Virtual Engineering were generated. Virtual Engineering describes the early and continuous support of the product creation process. The support is characterized by coordination, assessment and concretization of development results with the help of virtual prototypes (Ovtcharova 2009). The approach of OVTCHAROVA is an iterative process-oriented view (Figure 3). Product Lifecycle Management (PLM) systems deal with the global product program. They include all variants and versions of a product in the definition and feedback phase. Changes of product properties are adjusted during the iterative process (Ovtcharova 2009).

Using CAX-software is important to create the product geometry, mechanical bearing structure and installation space by CAD in the creation phase and simulate functional structures and properties by FEM, CFD and MBS etc. in the analysis phase. The substitution of physical prototypes by deploying these IT solutions for virtual prototypes is called Virtual Prototyping. (Wang 2002)

Virtual Reality takes an important role in the virtualization and validation phase of the Virtual Engineering model. The technology has variable usage possibilities in these two phases. In the virtualization phase the main task is the creation of an immersive representation of the virtual prototype. The virtual design review is a technique to present a product in a three dimensional display.
Objectives are the evaluation of design or the presentation of the different product variant alternatives and versions. Geometrical properties are only important for a design review. It is useful to investigate surfaces, distances and clearance of the virtual prototype for an accurate design. Another important technique which is used in the visualization phase is the ergonomics analysis with VR. With the investigation of ergonomics visual obstructions, interferences of comfort or other influencing problems can be identified. The space conditions of a car are affected by virtual human models for example. In the validation phase simulations of the product and production processes are validated. The interconnection of simulations like FEM, CFD and visualization technologies VR and AR is a useful possibility to show the results of the simulations (Barbieri et al. 2008). These outputs help to edit the structure of simulations in the analysis phase. After the completion of simulations the product idea has a designed geometry with assigned realistic properties like kinematics, dynamics and strength etc. The cycle of the approach which includes all stages shows the iterative character. The developed product passes the product creation cycle several times until the maturity phase. Finally the approach displays the implementation of several IT tools like PLM systems, CAD/CAE systems and VR/AR systems in an iterative product creation process.

**Virtual Reality visualization systems in the product creation**

VR systems are used in the product creation process to visualize prototypes. The paper includes main systems like powerwalls, CAVE Automatic Virtual Environment (CAVE), multi-touch tables, VR and AR glasses. These systems are conventional tools in product creation process. Powerwalls work with HD projectors which visualize 3D models on a screen. With the application of several HD projectors a stereoscopic illustration can be generated.
The tracking and interaction systems are variable for both VR systems. It can be used with head tracking or natural user interfaces by using a Microsoft Kinect as interaction possibility for example. The Kinect perceives three dimensional point clouds. The exact functionality of both systems are described in following literature (Jung et al. 2011) (Dörner et al. 2013).

Virtual tables are another visualization application. The conjunction of a 2D and 3D view is implemented in the system of virtual tables. The projectors visualize an object on the surface of the table. This application is an ideal possibility to plan a manufacturing process. Another visualization system for the product creation are VR and AR glasses (Figure 5). An established example is the Oculus Rift for VR glasses. It is characterized by a high rate of immersion which is generated by closed glasses within displays. The tracking system is based on sensors which are integrated in the glasses.

![Google Glass](image)

Figure 5: Google Glass (Wired 2015)

One of the first industrial application of AR glasses is produced by Google which combines transparent glasses with displayed information on it.

**NEW POTENTIALS OF VIRTUAL REALITY TECHNOLOGIES IN THE PRODUCT CREATION**

The previous section has shown the temporarily used VR and AR systems in the product creation process. 

Certainly new VR/AR systems, which have the potential to support the product creation process, are in progress.

The most promising device for the establishment of Virtual Engineering and the penetration of the product creation process is the Microsoft Hololens which will be put on the market in 2015 (Microsoft 2015). The Hololens is an AR glass which is based on holographic and volumetric displays. After the economic flop of Google Glass the Hololens may provide a new chance of AR technology in engineering.

The technical details are not completely known yet. The hardware consists of a Central Processing Unit (CPU), Graphic Processing Unit (GPU) and a Holographic Processing Unit (HPU). The 3D objects are generated on transparent glasses. It supports stereophonic sound and includes a natural user interface which allows an operating with gestures. Another function is a voice control which permits verbal communication. 3D objects could be generated with the new Microsoft system software Windows 10. Holostudio is the required software of Windows to create 3D objects (Microsoft FAQ 2015).

**USAGE OF THE HOLOLENS IN THE PRODUCT CREATION**

After the short description of the new AR visualization system Hololens this article deals with different applications of the new AR device. For the classification of the scenarios the mechatronic V-model described in VDI 2206 is taken (VDI 2206 2004).

In Figure 6 the three application scenarios are assigned to the appropriate stages of the Product Lifecycle Management Backbone (Eigner et al. 2014).

The first scenario is a support of the Requirements definition and Product planning stages. It deals with the application in the field of global communication for development project groups. In world-wide operating companies the development departments of domain specific fields must communicate to create an interdisciplinary product. This communication is achieved by tele- and videoconferences. These possibilities are not useful for a visualization of prototypes.

The Microsoft Hololens provides the opportunity of communication for virtual development teams. The implementation of virtual video displays on the transparent glasses of the Hololens are already shown in a commercial spot of Microsoft (Microsoft 2015). This application can be extended by the visualization of a virtual video display or an avatar for every project team member. With an avatar, which is a virtual projection of a person, the gestures and instructions of a project team member can be visualized clearly. Figure 7 shows an example of interaction between two persons. Additionally, the picture illustrates the visualization of instructions. Conjunctions of different AR glasses all over the world can create a virtual room within which all project team members can interact with each other. 

With the help of this interconnection of every Hololens everybody will see the same virtual prototype and interact with it. The two possibilities show the potential in the first two stages of the PLM Backbone. Product requirements could be discussed via virtual video displays and avatars with every project member. The product planning would be simplified by the visualization and interaction of the virtual prototype in real-time without being at the same place.

The second application scenario deals with the support of the Design stage in the PLM Backbone.
The design of a complex product is an interdisciplinary development (Peterson et al. 2007). Because of this fact different domain specific departments like mechanics or electronics are involved in the product creation process (VDI 2206 2004). These departments use different software applications. For example a mechanical engineer uses a CAD software to create the geometry of a product.

The results can be visualized on a normal PC screen or virtually on a powerwall or in a CAVE. For a perfect 3D visualization in the real environment an interface between development software and Microsoft’s Hololens can be generated.

These connections between the AR glass and the software applications can visualize a 3D illustration of the prototype while the engineer develops the product.

Figure 8 shows an example which Microsoft uses in a commercial spot (Microsoft 2015). In this picture the product is visualized by the Hololens.

This will be a solution for the presentations of simulation results. Especially CAE data like FEM or CFD can be displayed in a similar kind of way.

A connection of the natural user interface, the voice control of the Hololens and the toolbox of the used development software have high potential to simplify the product creation process.

Figure 6: Applications of Hololens in V-model (based on (Eigner et al. 2014))

Figure 7: Communication and interaction (Microsoft 2015)

Figure 8: Visualization of geometries (Microsoft 2015)
With this combination an engineer might change the tool of the CAD software verbally and draw a surface design with his finger in the air.

The third application scenario of the Design stage is a hybrid combination of virtual and physical prototypes. Figure 9 shows a user who adjusts a hybrid prototype of a motorcycle. This possibility has a high potential in automotive industries. Car manufacturers use a platform design for the chassis. For different car models new body works must be designed. A famous example for the combination of standard chassis and individual body works is the Volkswagen Group.

![Figure 9: Hybrid of virtual and physical prototype (Microsoft 2015)](image)

With the help of the Hololens the design of a body work could be created virtually on the basis of real standard parts by mechanical engineers. A special aid for the designing process is the natural user interface which is mentioned in the development software integration.

A combination of operating CAD and CAE software and creating hybrid prototypes by the Hololens take an important step to decrease the time-to-market.

The last scenario of the AR glass which is mentioned in this paper finds uses in the production stage. In times of “Industry 4.0” the visualization of complex and variable production processes becomes more important. Using the AR glasses in the production process provides variable possibilities.

For example a construction of a new manufacturing factory can be visualized by the Hololens. The user regards an empty building and sees the complete production process by watching through the transparent glasses of the AR device. The natural user interface of the Hololens allows it to change the machine positions.

Another application possibility is to visualize the processing of the virtual prototype by real machines in the factory building. The production process of the virtual product could be simulated in this kind of way. This application has high potential to be a help to adjust the production process.

A user of the AR glass can use it to gain important information of the production process while walking through the shop-floor. For example specific values of different production machines can be visualized in the real environment by a created virtual information board.

A connection of production planning and control system (PPC system) and the Hololens might be a new usage possibility. The AR glass has the role to visualize the planned process. The interface of the software application and the AR device would be a presentation platform for people who are not experts for production planning.

CONCLUSION

The article shows the high potential which the new Augmented Reality device Hololens offers for the product creation process. The overview of the V-model, which is used for methodical product development of mechatronic systems, shows the usage of the Hololens in several fields of the product creation process.

It supports the Requirements definition and Product planning with a better interconnection of project team members all over the world.

The usage of Microsoft’s AR glass for the Virtual Prototyping and Engineering process would be interfaces between engineering software and the AR devices. The natural user interface and voice control are useful aids for development processes.

In production there are several usage fields like interfaces of PPC software or virtual constructions of manufacturing halls.

The mentioned application scenarios would decrease the development process of a product and production system. The development expenses would decrease because of the reduction of physical prototypes.

The low cost of the AR glass makes the application in all sizes of enterprises suitable. In comparison to a CAVE the AR glass is much cheaper. Probably the Hololens has a three-digit price, whereas the cost of a CAVE has a five- or six-digit value.

The lower cost of Hololens could accomplish a penetration of the visualization technology in product development departments of every industrial company independently of the enterprise size.
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ABSTRACT

In this paper the two core Systems Engineering approaches of the INCOSE handbook and the guideline of the U.S. Department of Transportation are compared with each other. The different steps of the two approaches are described and analysed up to the stage of implementation. This represents the left side of the mechatronic V-model, which both development approaches refer to in their guidelines. The paper shows the difference of the approaches in terms of granularity, context and points of focus. To have an illustrated model of the whole process, as in the U.S. Department of Transportation’s guideline, makes it easier to understand and to follow the approach, but removes flexibility of planning the procedure for using operators.

INTRODUCTION

The methodology of Systems Engineering is an interdisciplinary approach and means to enable the realization of successful systems (INCOSE 2011). It integrates all the disciplines and speciality groups into a team effort forming a structured development process that proceeds from concept to production to operation (INCOSE 2011). Systems Engineering is done by a variety of approaches and methods. First systematic users of Systems Engineering were the defence and aerospace industry in the 1940s. (Goode and Machol 1957) In 1962, Hall defined Systems Engineering as function with five phases (Hall 1962):

1. System studies or program planning
2. Exploratory planning, which includes problem definition, selecting objectives, systems synthesis, systems analysis, selecting the best system and communicating the results
3. Development planning, which repeats phase 2 in more detail
4. Studies during development, which includes the development of parts of the system and the integration and testing of these parts
5. Current engineering, which is what takes place while the system is operational and being refined

This approach of five phases was one of the first to describe the field of Systems Engineering for a commercial industry, in this case the telecommunication industry, aside from governmental organisations (Buede 2000, Hall 1962). Today there are a lot of different guidelines: First of all the handbook from INCOSE, the International Council of Systems Engineering. Additional to the INCOSE handbook there are other important guidelines, for example the handbook of NASA, the Systems Engineering Fundamentals of the U.S. Department of Defence or the Introduction for Transportation Professionals, published from the U.S. Department of Transportation. All the three examples are specific guidelines for Systems Engineers from the respective organisation, while the INCOSE handbook is a general and cross-industrial guideline (INCOSE 2011, NASA 2007, USDOD 2001, USDoT 2009.).

The goal of this paper is to introduce into two important approaches of Systems Engineering and to analyse the differences and the intersections. The most known and cited the INCOSE handbook and the guideline Introduction for Transportation Professionals from the U.S. Department of Transportation are chosen, because both allude to the V-model to explain the technical development methodology (USDOT 2009).

The paper will refer to the first steps of the development process and will end before the starting stage of the domain-specific design. This represents the left wing of the V-model. Both approaches refer to the V-model as an overview for the whole development process and explain the procedure with the illustration of the V-model (VDI 2206). The relation of both approaches to the V-model predestine them to find out differences and intersections between these two guidelines. The referred part of this paper is illustrated in the mechatronic V-model shown in Figure 1.
DESCRIPTION OF THE APPROACHES

INCOSE Handbook

The INCOSE Handbook v.3.2.2 dated October 2011 proposes the handbook scope, an overview of Systems Engineering and the explanation of the Generic Life-Cycle Stages. The V-model according to VDI 2206 is mentioned in chapter three as “a useful illustration of the Systems Engineering activities during the life-cycle stages” (INCOSE 2011). The following chapters provide a description of Technical-, Project-, Agreement-, Organizational- and Tailoring process activities performed by systems engineers. Chapter four, Technical Processes, starts with the explanation of the different process-stages. The most important processes for analysing and comparison in this paper, which are clear to be placed in the left wing of the V-model, are the first three described technical processes and supplemented to the development process the Project Planning Process, which is explained in chapter five, named Project processes, of the INCOSE handbook.

1. Project Planning Process
2. Stakeholder Requirement Definition Process
3. Requirements Analysis Process
4. Architectural Design Process

The four processes from the INCOSE handbook show no overall image of the left side of the V-model. INCOSE provides no fixed order or describes, which processes are necessary and which are not. Due to the technical based orientation of this paper, the technical processes are focused. The four stages correspond to the marked part in Figure 1. Every stage of the technical or project process is described with a context diagram. Figure 2 shows the structure of this diagram type. It contains the activities of the stage and fields of Input, Controls and Enablers, which have influences on the field of activities in the centre of the stage. Furthermore the Outputs are defined as the results of activities (INCOSE 2001).
United State Department of Transportation guideline

In the first chapter of “Systems Engineering for Intelligent Transporting Systems” guideline published in 2009 the following two questions are answered:

- Why is it useful to deploy Systems Engineering?
- How is Systems Engineering defined?

In chapter three the mechatronic V-model is introduced and explained that additional to the original mechatronic V-model according to the VDI 2206 there are wings added “as a part of its adaptation for Intelligent Transportation Systems (ITS) to show how project development fits within the broader ITS project life-cycle” (USDoT 2009).

In chapter three the “ITS Life cycle Processes” are introduced. This procedure and individual V-model were developed especially for the U.S. Department of Transportation, based on the ideas of the V-model-XT (extreme tailoring), which was published in 2005 for software development (RaBr 2005).

In Figure 3 the seven stages are mentioned, which are observed in this paper:

1. Regional Architecture
2. Concept Exploration
4. Concept of Operations
5. System Requirements
6. Subsystem Requirements Project Arch (HLD)
7. Component Level Design (Detailed)

It is important to distinguish between stages and phases, which are both covered in Figure 3: Phases describe the time line of the development process. Stages are the substantive areas of work, which start and end with a decision gate.

Every stage is described in a similar way as in the INCOSE handbook by using context diagrams as shown in Figure 2 above. The seven stages concern the same part of the V-model as shown in Figure 1 and also illustrated in Figure 3.

Figure 3: The U.S. Department of Transportations extended V-model with red-marked relevant part for comparison (USDoT 2009)
CONTENTS AND COMPARISON OF THE APPROACHES FROM INCOSE AND THE U.S. DEPARTMENT OF TRANSPORTATION

The first stage which is described in the U.S. Department of Transportation guideline is the regional architecture that deals with the status of regional infrastructure. This means to analyse the area of interest, which ITS-architecture is available, and to identify a portion of regional architecture. After this stage the V-model in Figure 3 shows a gap, which indicates that the first stage does not fit into the following development process. The gap is also described as an interruption in the timeline. Analysis of the regional architecture can take a very long period of time. This pre-development process is marked as phase (-1), that underlines the special early position of this stage. The project starts with the Kick-Off meeting after this phase. INCOSE does not refer to a timeline. The INCOSE handbook includes the analysis of the current status of a product or process to the stakeholder analysis in the development process this paper refers to later on.

The second stage of the U.S. Department of Transportation guideline is Concept Exploration. Important activities are to define goals and objectives of the project, identify constraints and alternative technical-and project concepts. In this “phase 0” the development process starts: The next stage Systems Engineering Management Plan Framework introduces the SEMP (Systems Engineering Master Plan), which contains timelines, schedules and resource planning. The SFMP contains far more than a project plan. SEMP compromises the approach of Systems Engineering which is necessary to manage and control the project in technical-, organizational and process aspects. Stage 4 of the U.S. Department of Transportation guideline, Concept of Operations, has the intention to create the ConOps (Concept of Operation) and the validation plan. Validation originally means checking the validity of a measuring method in empirical social research that is the extent to which test results actually register what is intended to be determined by the test. The ConOps describes the characteristics of a proposed system from the viewpoint of an individual, who will use that system. It is necessary to develop different application scenarios, define the vision of the project and develop and explore the ConOps. This stage concludes Phase 1 of Project Planning and Concept of Operations.

In comparison to the approach of the INCOSE handbook, these four steps are not described in the chapter of technical processes. INCOSE uses an extra chapter for Project Processes: This includes processes for Project Planning, Risk Management, Decision Management and other important management and organisational processes. The prime process for the comparison is the process of project planning, because this is equal to Phase 1 mentioned in the guideline of the U.S. Department of Transportation. One result of this process is the Systems Engineering Plan (SEP) also called Systems Engineering Management Plan (SEMP), which is equal to the Systems Engineering Master Plan (SEMP) from the U.S. Department of Transportation. The Project Planning Process defines the project, plans the resources and the technical- and quality-management.

The U.S. Department of Transportation guideline is much more detailed in the early phases of planning. The approach is clearly structured in one model. The INCOSE approach is divided into different categories. This paper refers to the two categories of Technical- and Project Planning. The extended V-model of the U.S. Department of Transportation shows the development process of the SEMP and the possibility to update the SEMP until the stage of Component Level Design (Detailed). ConOps must be prepared at the decision gate after Phase 1. INCOSE reduces the description to the process and defines no static positions for decision gates or milestones. These must be defined individually while creating the Systems Engineering Plan (SEP) for each individual project. This means, that the Systems Engineer has to define the sequence of the processes and define stages with a decision gate for beginning and ending.

In Phase 2, System Definition and Design, the following three stages of System Requirements, Subsystem Requirements Project Arch (High-Level Design) and Component Level Design (Detailed) are introduced. This part represents the three stages of the INCOSE Handbook, which describe the technical processes chosen here for comparison. INCOSE integrates the process of stakeholder analysis, which is discussed in the U.S. Department of Transportation guideline in Phase 0 into the Stakeholder Requirements Definition Process. The INCOSE handbook includes no individual process to detect the stakeholders. Both approaches elicit, analyse and define the stakeholder’s requirements. The INCOSE handbook adds the preparation of the validation plan to this stage of Stakeholder Requirement Definition Process, which connects the left- and the right side of the V-model.

In the U.S. Department of Transportation guideline this is covered in the earlier stage of creating the ConOps.

The stages of System Requirements in the U.S. Department of Transportation guideline and Requirements Analysis Process at INCOSE define the preparation of the process for verification. Verification means generally demonstrating the truth of statements (VDI 2206). Both define and document the requirements of the system and determine concepts for traceability of requirements. This part of the development process describes the function, the interfaces and the specification of the system. The approach of the U.S. Department of Transportation underlines in this case, that it should be
specified “What the Systems should do”, and not “How the Systems do it”.

The following stage in the U.S. Department of Transportation guideline specifies the requirements of the subsystem. It provides a verification plan for the subsystem requirements in the same way as the systems requirements from stage before. Additionally the high-level Design of the system is developed, based on the requirements from the previous stages. The high-level design equals the overall framework for the system. At this stage the updating process of SEMP must be finished.

In the seventh stage of the U.S. Department of Transportation guideline, Component-Level Design (Detailed), the single components are defined in detail, based on the derived requirements from the overall system, reviewed and scrutinized. Goals of this stage, at the end of the process of decomposition and definition, are detailed design for the components, selection of commercial-off-the-shelf elements (COTS) and the plan to validate and verify every component. In the INCOSE handbook the Architectural Design Process consolidates high-level- and detailed design from the U.S. Department of Transportation in one stage. The activities do not distinguish from the approach of the U.S. Department of Transportation. The analysis, evaluation, definition and documentation of the architecture are most important parts of this stage.

ANALYSIS AND DISCUSSION

The most striking difference between the two approaches is the number of stages for the process until reaching the stage of implementation at the bottom of the V-model.

The U.S. Department of Transportation guideline is more detailed and starts much earlier providing guidance in using the development approach of Systems Engineering. The U.S. Department of Transportation guideline illustrates an extended V-model to lead the user through the development process and to define stages with decision gates at the beginning and at the end of every stage. In the INCOSE handbook no overall process model is given. The INCOSE handbook contains the single processes that are due to realize Systems Engineering. The user of Systems Engineering approach according to INCOSE should be able to combine the technical and the project processes and develop an individual concept for each project.

Although the INCOSE handbook contains also project processes, it makes sense to integrate the planning process into an early stage of the development process. This recommendation leads to an oval process model again, that contains an exemplary overview for possible stages and phases, which refer to the aspect of time. This is realized in the guideline of the U.S. Department of Transportation by the illustrated extended V-model and helps to follow and to plan the Systems Engineering Project much more easily. INCOSE renounces an illustration or a clearly structured spreadsheet of the whole process. This would be an important and sensible improvement that helps to follow the described steps of the INCOSE handbook. This does not mean that there must be a model, which raises a generally valid claim. Much more should be attributed to an exemplary procedure or structure, as done in the life cycle stages in the previous chapter 3 of the INCOSE handbook.

Another important missing point as an inherent stage of the INCOSE approach is the analysis of stakeholders. The first process of INCOSE Systems Engineering approach are the technical processes with the definition of requirements. This stage includes the analysis of stakeholders and bases itself on information about stakeholders as an input of this stage. It is pointed out in the INCOSE handbook, that there is a high importance of requirements engineering, by dealing with requirements in two of the three relevant stages of the technical processes. But if the requirements and their description are undoubtedly very important, the detection of the right stakeholders is at least that important to come to the process of eliciting requirements.

Referring to the classic mechatronic V-model, published in VDI 2206, both approaches emphasize the early phases of planning and use the additional stages or processes outside the classic mechatronic V-model, often illustrated as additional wings. The classical idea of requirements as input and soon starting the design of the system, is not that intensive than the methodology of Systems Engineering needs. The phase of Design is only mentioned in two of the seven stages in the U.S. Department of Transportation guideline. At INCOSE one stage describes the design/architectural process. Summing up both approaches can be seen as an extended and modified V-model. In the U.S. Department of Transportation guideline the V-model is clearly illustrated and described by using a possible order of stages.

The idea of interfaces and restrictions from the right wing of the V-model is used in both development approaches. The validation and verification are important parts and are described in the results of the activities of different stages. The only difference is the adaption of additional verification processes, because of the different number of stages in guideline of the U.S. Department of Transportation.

The U.S. Department of Transportation approach illustrates a decision gate by the end of any stage. The INCOSE handbook does not describe such milestone positions, because of no illustrated approach model. The processes, which are described in context diagrams, include a decision management diagram. This is more flexible than in the U.S. Department of Transportation guideline, but does not deal with the positions and points in time, when it is useful or necessary to review the work.
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and the progress in a decision gate. The handbook does not refer milestones and decision gates to processes. By planning a Systems Engineering Plan (SEP) the important milestones and decision gates are to define in a way that it makes sense for the individual user and project.

**CONCLUSION AND FUTURE PERSPECTIVE**

The approach of the U.S. Department of Transportation is more detailed and specialised for the usage. Thereby the flexibility of the approach decreases but is simpler to follow and to understand for the operator. At the INCOSE handbook the operator has the options free to combine the technical, project and additional processes in an individual way. This could be useful, but contains additional work in planning the project. An illustration of a possible procedure could be helpful to understand better the INCOSE handbook and its objectives easier. This could be described as an abstract model or as an example. To develop a general concept of Systems Engineering this comparison of the left side from V-model shows many differences in their procedure. To generate an interdisciplinary approach for all users of Systems Engineering, it is necessary to compare the different approaches and to work out facts and discussable processes to implement Systems Engineering as the leading approach for the development of complex mechatronic systems. The comparison shows, that it would be important and helpful to define a degree of adaption to generalize the number of stages in Systems Engineering process.

Next steps of collecting information for a more general methodology of Systems Engineering would be to compare the bottom and the right wing of the V-model. Furthermore it is necessary to introduce additional approaches for example from NASA, the U.S. Department of Defence and guidelines from literature. It should be a goal of this comparisons to create an overview matrix, exemplary shown for the comparison of this paper in Table 1, for all the approaches, assessed by defined criteria, for example the degree of granularity, the use of a model or generic signficance. To create a consistent and global understanding of the ideas and objectives of Systems Engineering, it will be necessary to combine the existent approaches of different organisations and outline the strength and weaknesses of each guideline in order, to help the user to understand and to work with Systems Engineering.

**Table 4: Exemplary matrix for comparison of Systems Engineering approaches. In this case the comparison between the INCOSE handbook and the U.S. department of Transportation guideline, representing the left wing of the mechatronic V-model**

<table>
<thead>
<tr>
<th></th>
<th>INCOSE handbook v3.2.2</th>
<th>U.S. Department of Transportation guideline v3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model-based</strong></td>
<td>No</td>
<td>Yes, individual extended mechatronic V-model</td>
</tr>
<tr>
<td><strong>Degree of granularity for necessary technical processes</strong></td>
<td>Coarse, but many possible processes are described</td>
<td>Fine, clearly structured procedure and chronological order of processes</td>
</tr>
<tr>
<td><strong>Milestone and decision gates</strong></td>
<td>Yes, but individual to define and to plan</td>
<td>Yes, illustrated in V-model after every stage</td>
</tr>
<tr>
<td><strong>Proposed timeline</strong></td>
<td>No, individual planning for the project</td>
<td>Yes, phases in the V-model</td>
</tr>
<tr>
<td><strong>Generic use</strong></td>
<td>Yes</td>
<td>No, specific for ITS</td>
</tr>
<tr>
<td><strong>Description of the methodology</strong></td>
<td>Process-based</td>
<td>Model- and process-based, exemplary chronology</td>
</tr>
</tbody>
</table>
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ABSTRACT
Cost pressure, increasing quality requirements of dental products and the effects on the development and manufacturing of dental products demand efficient computer-aided methods and tools. The utilization of mediated reality solutions in dental technology opens up huge potentials for cost savings, automation of dental workflows and improvement of interoperability. The structural integration of electronics, sensors and actuators in the dental work area, digitalization of dental workflows and virtualization of dental products pave the way for a paradigm shift in dental technology and how dental technicians interact with dental products.

In this paper, a concept for the integration of mediated reality in dental technology is introduced. Based on the digital dental workflow, improvements for the context of use of dental technicians are proposed. The concept focuses on the utilization of visual and haptic feedback in the dental product design and manufacturing process. Elements of dental technicians’ future work places are analyzed and validated, resulting in a 3D dental Computer-Aided Vision and Design (CAVD) system with haptic feedback and visual motion tracking.

INTRODUCTION

In today’s process chain of denture creation, an indirect, plaster model-based procedure is applied. This procedure is characterized by media discontinuities and a low grade of individuality in denture design. This leads to high costs, long processing time, and unpredictable process uncertainties. Due to uncertainties in the dental design and manufacturing process, a consistent quality level can often not be ensured, resulting in dentures with low durability.

Improvements in dental technology and the integration of approved virtual methods enable the optimization of dental products and corresponding processes. Thereby it is essential, that the familiar work environment of dental technicians remains unchanged. Computer-aided approaches enable the fusion of real and virtual environment, resulting in a mediated reality for dental technicians (Barfield and Mann 2003).

In this paper, the concept for a CAVD system is introduced, which allows dental technicians to receive haptic and visual feedback while working on virtual 3D dental models. The CAVD system is characterized by sensomotoric movement patterns based on dental technicians handcraft skills. It enables the fully digital design of dentures with a high grade of individuality and avoids the shortcomings of conventional denture design and manufacturing. The underlying digital dental process chain is described hereafter.

DIGITAL DENTAL PROCESS CHAIN

Three main classes of dental process chains exist to develop patient individual dentures (Heister and Anderl 2013):
- ChairSide
- LabSide
- CenterSide

The ChairSide process chain is characterized by inserting the individual denture in just one session. So the patient is not required to leave the dental chair during the treatment. This is achieved by using an intraoral 3D scanner and an integrated development framework in order to reduce media discontinuities. With this technology only small scaled, low-complex dentures are producible, e.g. crowns, inlays and veneers (Mörmann 2006).

The most common process chain is the LabSide, as shown in Figure 1. By using this approach, almost every type of indication, every available material and every complexity grade is producible. The first step is the preparation of the damaged tooth. Afterwards, a dental cast is taken by the dentist and the plaster model is made by the dental technician. In the next step a media discontinuity occurs by the use of a 3D scanner for digitalization of the model. Thereby, the working method changes from physical into virtual. Based on the digitalized patients’ jaw, the denture can be designed by a specialized dental CAD (Computer Aided Design)
system. As output a CAD file in tessellated form (stored in the Standard Tessellation Language, STL format) of the reconstruction is generated. This file is processed by the use of a Computer Aided Manufacturing (CAM) system for production in a subtractive (e.g. milling) or additive (Selective Laser Melting, SLM) manufacturing process. Subsequently, a further media discontinuity back from digital into physical working methods appears. To finish the denture, a veneering is manufactured by coating the metal with ceramic. This is manually done by using a brush, ceramic substance and furnace. To ensure functionality and accuracy of fit, the denture is validated with an articulator. Finally, the denture is sent back to the dentist. In a dental treatment, the denture can be finalized and inserted (Beuer et al. 2008; Strietzel and Lahl 2007).

Today’s CAD systems provide the development of 3D parts in a virtual 3D environment. However, the presentation of the 3D representation is rendered on a 2D output device, e.g. a display. Common displays are not able to display virtual 3D parts in an autostereoscopic manner. Therefore, it is challenging to anticipate actual position and orientation of the shape manipulation features during work. Furthermore, accurate assessment of the dental design regarding functional and esthetical requirements is often insufficient (Jobst and Ellerbrock 2013). The human-machine-interface (HMI) of a dental CAD system is shown in Figure 2.

![Figure 2: HMI of Dental CAD Systems](image)

The last possibility to walk through the dental process chain is the CenterSide method. All steps are equal to the LabSide method, but only CAM processing and manufacturing process are outsourced to a specialized milling center. This paper focuses on the LabSide process chain.

USE CONTEXT OF THE DENTAL TECHNICIAN

Historically, the work of dental technicians is characterized by manual work. The first time digital technologies came up was in the 1970s. In the 1990s, digital dental technology had experienced a breakthrough due to the invention of the CEREC I system. Ever since, the adoption of digital dental work methods has been increased continuously. The advantages of these digital technologies are enhanced productivity, high accuracy as well as improved reliability (Strietzel and Lahl 2007).

 Despite all the advances, that have been developed, there are still some disadvantages in the use context of dental technicians:
- No 3D visual experience
- No 3D input interaction
- Lack of physical feedback during interaction
- Lack of digital working methods in education
- Reduced acceptance of non-intuitive digital systems by dental technicians

Besides the shortcomings in presentation of the virtual model, there is a lack in usability related to the user input. In contrast to intuitive manual movements in the physical denture shaping process, CAD-based denture design is most commonly performed by the use of a 2D computer mouse. The 2D position of the mouse cursor has to be mapped into 3D coordinates. Here, it is difficult to identify the precise 3D position through the 2D cursor, too.

In traditional manual work dental product designers receive direct and immediate feedback. By using digital design technology, designers only receive visual or acoustic feedback. Haptic feedback, comparable to the manual work, is completely missing. Especially for the design of high-accuracy freeform shapes, an immediate and intuitive feedback would contribute to an improved digital design process (Ellerbrock and Kordass 2011).

The German dental technician education is mainly characterized by traditional manual development methods. Digital work methods still play a minor role. As a result, newly qualified dental technicians have to be educated in digital CAD/CAM applications at the dental laboratory. Additionally, sensomotoric movement, which is well-trained during education, is not utilized when using state-of-the-art digital development methods.

CONCEPT FOR THE INTEGRATION OF MEDIATED REALITY IN DENTAL TECHNOLOGY

The integration of approved computer-aided methods and tools offer huge potentials for dental technology. The digitalization and automation of manual processes improve efficiency for the development of dental products and ensure a defined quality level (Christ et al.
A key enabler is the suitable integration of virtual 3D dental models in the digital dental design workflow. 3D dental models allow dental technicians to interact with the virtual representation of real dental products in a virtual 3D environment and pave the way for the further integration of virtual solutions.

For dental technicians the visual and haptic feedback from dental products is very important during the dental manufacturing process. Virtual 3D dental models enable the integration of established solutions like virtual reality applications and haptic devices. The combination of these approaches leads to a mediated reality for dental technicians. There are several approaches for the integration of mediated reality into dental technology. They range from haptic feedback devices to the utilization of camera systems as digital stereomicroscopes and the structural integration of sensors, actuators and electronics in dental input devices.

The innovation of the approach introduced in this paper is the user experience of virtual 3D dental models through the entire development and manufacturing process of dental products. A direct and fully digital procedure is applied to avoid media discontinuities and to increase individuality in denture design. The main objective is the deployment of a Computer-Aided Vison and Design (CAVD) system. Sensomotoric movement patterns based on the dental technicians handcraft skills are used for the interaction between dental technician and CAVD system and for the processing of the 3D dental model.

Architecture of the CAVD System
The proposed concept enables the interaction with 3D dental models and the superposition of virtual and real environments. The concept consists of three modules:

- Haptic feedback system,
- head-mounted display and camera, and
- dental input device.

The haptic feedback system enables dental technicians to receive a realistic tactile behavior during the interaction with the 3D dental model. In order to achieve a realistic functioning in the manufacturing of dentures, a pen-based haptic feedback system is used. The pen of the haptic feedback system represents the tools of the dental technician. The pen tip is represented in the CAVD system as cursor position. If the cursor touches the surface of the 3D dental model, a force is applied by the haptic feedback system. Haptic devices are usually intended to interact with 3D models without modification. In this concept, the modification of 3D dental models is one of the main functions of the CAVD system. The modification of the model geometry can be distinguished into operations that add material and remove material.

The head-mounted display and camera enables the application of virtual reality and augmented reality methods in the CAVD system. On one hand, scaling of 3D dental models is achieved in the form of a digital stereomicroscope. On the other hand, the display allows a superposition of additional information on 3D dental models by using see-through functionality. Additional information is assigned to the 3D dental model and aligned with the current view. The deployment of the head-mounted display and camera enables dental technicians to interact with dental models in a visual manner. The processing of 3D dental models in a pure virtual environment as well as in an environment that combines virtual and real objects is possible. The system can be used for education and training as well as in daily work for manufacturing and quality control of real dentures.

The dental input device is used by dental technicians for modeling of dentures. Usually dental input devices are tongue-shaped plastic plates without further functionality. In the denture manufacturing process, material is added to and removed from these plates. Current dental input devices do not fulfill the requirements of the CAVD system. Therefore, a structure integrated digital dental input device has been developed. Structure integrated sensors enable the continuous determination of position and orientation of the dental input device. For dental technicians the dental input device can be seen as black box: the outer shape remains unchanged, while the digital functionality is achieved with integrated electronics. Thus, the way how dental technicians work stays the same, but is efficiently supported by the virtual modeling system.

Integration of the CAVD System in Dental Workflows
The CAVD system includes the integration of electronic devices, particularly sensors and actuators, into the daily work of dental technicians. In order to integrate the electronic devices to the virtual modeling process, a computer-internal representation of the patient’s oral situation is required. Therefore, the oral situation has to be digitalized, as described above in the LabSide process chain. The digitalization is realized by using a 3D scanner, e.g. an intraoral scanner. From the 3D scan a 3D dental model is derived.

The dental technician uses this 3D dental model as basis for the denture modeling process. Standardized 3D teeth models can be loaded from teeth libraries. These teeth models represent relatively coarse geometries that have to be adapted to the individual patient’s oral situation by the dental technician. The current procedure is characterized by a variety of manual working tasks on physical objects, time-consuming error corrections and many media discontinuities (Heister and Anderl 2014). This can result in dentures that do not fit correctly and that have a low durability due to over stressing.

The CAVD system enables the digitalization of working procedures of dental technicians, which supports the concept of “cyberizing the physical” (Lee 2010) of Industrie 4.0 (Anderl 2014). Thus, the dental manufacturing process is based mainly on virtual methods. Starting from the 3D dental model, the precise design of dentures can be performed in a pure virtual 3D
environment. Scaling of 3D models and overlaying of additional information without interruption of the working process are deployed by the head-mounted display and camera. Besides the visualization, a haptic feedback can be retained by the haptic feedback system. The digitized dental input device completes the CAVD system as enriched platform for the virtual projection of the 3D dental models, resulting in a mediated reality in form of a smart environment for dental technicians.

Media discontinuities are minimized, while error corrections can be performed more efficiently. Functionality is improved by the individualized design and configuration of the dental technician’s tools in the virtual environment. The digitalization leads to time savings in the manufacturing process and to a cost reduction due to material savings compared to the physical dental design process.

Mediated Reality via Multi-sensual Interaction

To bring virtual dental models to a physical user experience, the partial systems

- haptic feedback system,
- head mounted display and camera,
- dental input device, and
- an additional computer with dental modeling software

are integrated to a CAVD system. Therefore, interfaces between these modules have to be harmonized.

The dental input device as well as the haptic feedback input device need to provide high sensor sampling rates for seamless and direct movements of the dental modeling tools. Input delay or lag lead to unnatural movements and modeling errors. To enable fluent and accurate motion, it is important to guarantee low latency transmission with high data rates. To cover the whole 60 full frames per second display output, at least 120 Hz input and output sample rate is recommended.

The modeling core of the CAVD system works with triangulated meshes for virtual constructions. For high accuracy in the dental industry high model resolutions are required. Common virtual dental models contain over 15,000 vertices and 30,000 faces per indication, e.g. a single crown model has a binary file size of about 2 MB (see Figure 3). To prepare the denture model, a 3D scan, stored in the STL file format, is loaded in a conventional dental CAD software and based on the individual situation, a standard denture is generated. Common dental CAD solutions provide a set of denture templates for each required indication and tooth. For modeling of a crown, the specific tooth is selected and the crown is generated by the difference of the existing tooth stump and the tooth template. From the predefined standard denture, the fine modeling is done in the CAVD system. To do so, the pre-designed denture is exported in triangulated form (STL) and loaded in the CAVD software. The data transfer between the systems is done without media discontinuities.

To perfectly fit the patient’s dental situation, the pre-designed denture has to be detailed manually. The goal is to fit the occlusion and preparation borders between denture and tooth stump for best functional, hygienic and esthetical results.

![Triangulated Dental CAD Model](image)

Figure 3: Triangulated Dental CAD Model

The CAVD integrates the linkage-based and pen-type haptic feedback device for both user input and tactile feedback. The input for 3D tool positioning with six degrees of freedom (DOF) is achieved by reading the encoders in the device joints and recalculating the input pen’s angular and linear positions. The robotic arm’s own weight and introduced momentum is compensated via a closed-loop control integrated in the device to minimize the actual tool weight for the dental technician and make modeling work less straining. The feedback is provided by putting linear force on the end joint of the pen when the virtual modeling tool is touching a surface of the denture model. If the tool is pushed further into the restraining surface, the force of the pen is linearly increased until a maximum value is exceeded. The increase of perceived force is achieved by applying torques to the motors at each joint. With this, forces in all 3D directions can be represented. In practice, a professional haptic feedback device is used for the proposed concept, and its high-level application programming interface (API) is used to cover both input and output streams. See the following section for details on the prototypical implementation.

In accordance to the common manual work the CAVD system is used with both hands. While the haptic feedback system is used with one hand, the dental input device is used with the other hand. The dental input device controls the virtual denture model by acquiring a live spatial position and orientation of the device and maps it to the virtual model in real time. On the model, the virtual presentation of the denture model is projected in a 3D environment. When the input device is moved or tilted, the model is moved and reprojected accordingly. The shape of the device is designed to match the shape of the dental modeling plate that dental technicians are used to. This traditional jaw-like shape provides the best functionality while being ergonomic for the particular dental modeling task. The dental input device does not provide a tactile feedback as the haptic feedback device. The tip of the haptic feedback system modeling pen is not intended to touch the dental input device as the virtual model is projected in between both devices.
The head mounted display and camera is the main module to achieve the mediated reality experience of the overall CAVD system. It is directly connected to the modeling computer, where the CAVD software is running on. The device is held on the head by a head mounting strap, so that the user is looking into the two displays. As displays, high-resolution near-to-eye micro displays are used for vision. The real workplace view is captured by wide angle cameras that are mounted in front of the display. The visual input of the cameras is then projected to the displays and overlaid with the virtual models. In order to detect the dental input device orientation, machine vision algorithms are used to complete the augmentation and gain accurate distance coordinates between viewer and dental input device. The scheme of the overall CAVD system is shown in Figure 4.

![Figure 4: Scheme of the CAVD System](image)

The mediated reality experience is then provided by the combination of the input and output devices to deliver a multi-sensual interaction with the user. The near-to-eye displays provide a natural, first-person visual perspective to the technician on the workplace. The virtual workplace is projected on the real workplace in a way that the augmentation provides a visual feedback to the user about the working process. This visual experience is supported and enriched by the tactile response provided by the haptic feedback system. The dental input device allows natural movements of the model in the virtual environment so that the overall CAVD system provides an immersive and intuitive way of dental work.

**PROOF OF CONCEPT**

In the proposed operating concept (see Figure 5), the dental technician uses the pen of the haptic feedback device and the dental input device as tools to modify the virtual data that overlay the real scene in the CAVD system (see Figure 6). The real scene is therefore captured by two similar cameras and projected on two similar displays. Both cameras of the CAVD system are connected to the computer via USB 3.0 interfaces and are able to capture images in 1920x1080 pixels (Full HD) resolution at a frame rate of 30 frames per second. The displays are able to show images in 1280x720 pixels (HD) resolution and are connected to the computer via DisplayPort interfaces. The dental input device communicates with the computer via a wireless interface and sends its position and orientation about 120 times per second over this connection. Further, the haptic feedback system with a sampling rate of 1000 Hz is connected over a FireWire (IEEE 1394) interface.

![Figure 5: Proposed Operating Concept](image)

The whole optical and mechanical system is optimized for a working distance (distance between the dental technicians head and the working scene) of 300 mm. The computer is thereby the main processing unit of the whole system. While the user or technician can see the live-view of the real scene, a 3D file in STL format is loaded into a 3D viewer based on the Open Graphics Library (OpenGL) and overlays the real scene. Most CAD systems only show the rendered virtual scene in a parallel projection. For a real time manipulation of 3D data, it is advantageous to render a scene with perspective projection. Therefore, a simple and transparent 3D viewer based on OpenGL has been developed in order to overlay the camera images from different points of view, see Figure 6. In addition to these 3D renderings, 3D annotations or other relevant information can be overlaid with the camera images.

The haptic feedback device has six degrees of freedom, a translational resolution of 0.055 mm and a maximum force feedback force of 3.3 N (SensAble 2008). The force feedback is computed and applied by the main processing unit. Therefore the actual position and orientation of the haptic feedback device is compared with the bounding box, nearest point distance and geometry of the loaded CAD model.

![Figure 6: Overlay of Digital 3D Scan Data](image)

For various tools of dental technicians different surface properties are applied by calculating a special and
individual force feedback. Thereby, it is possible to simulate the haptic behavior of actual und future real and virtual tools. By a basic magnification and almost lossless digital zoom technicians have a huge scope and many possibilities to modify the virtual data. Figure 7 demonstrates the interaction of a dental technician with an early prototype of the CAVD system.

![Image of a dental technician using a virtual reality system](image)

**Figure 7: Early Prototype of the CAVD System**

In first tests, the cameras have shown a latency/delay of approximately 200 milliseconds between capturing and displaying images which has to be optimized in future studies. The system has also a very good depth of field. The whole jaw model appears sharp in a wide focus range. Further practical tests and developments will show, whether the proposed operating concept is close to traditional manual development methods and can help dental technicians design and manufacture individual dentures.

**CONCLUSION AND OUTLOOK**

In this paper, the benefits and the necessity of digital dental technology are described. The technology allows vast improvements in quality and development time based on current physical dental modeling techniques. This provides a substantial business potential as well as increased health-care value for patients. However, the complex use context of dental technicians requires comprehensive digital integration to match the flexibility and physical experience of dental technicians work.

As a first step to achieve an integrated virtual environment for dental technicians and to leverage the digital modeling possibilities, a concept for a CAVD system is proposed. This system is based on a mediated reality setup with intuitive input devices and a tactile feedback through the haptic feedback system. The different system elements in combination with the CAVD software provide an immersive modeling experience. Due to the first-person point-of-view, the dental technician’s natural work context remains unchanged. To demonstrate and prove the usability and functionality of the proposed concept, a prototypical implementation that combines all modules of the CAVD system has been developed and discussed.

Future research will focus on the extension of the CAVD system as well as on the optimization of the current virtual environment. For example, actuators to provide tactile feedback should be integrated into the dental input device. Furthermore, additional information over the modeling process can be integrated into the user’s view through augmentation.
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ABSTRACT

The increasing weight of user-chooser participation in Cloud Computing and the Internet of Things (IoT) urges the making of conventions, terminologies and ontologies that may frame their usage in particular in what concerns tagging the objects of IoT. This labelling will be – is already – surpassing its mere cataloguing mission, being used to convey watever narratives the operator may want to associate them with. New tools give way to novel artistic practices, and a new aesthetics seems to be in the making. The trend towards Mixed Media demands a transdisciplinary dialogue between its performers and Digital Humanities’ practitioners. This paper intends to summarize some of the issues arising from the deficiency of conventions, and proposes – to be theoretically explored in future work – the hypotheses of including these novel storytelling practices into the field of Design Fiction.

INTRODUCTION

Artists, scientists and engineers are presently living the same «Desktop Revolution» that affects all fields of knowledge, a Kuhnian epistemological paradigm change already echoing in every human area. The Internet evolution allowed the development of Digital Humanities, embracing the new set of tools available, the new relationships between producers and users, interactivity and networking. The users’ number crescendo allows an anticipation of the need for clearer definitions of the utensils that are being used, and the possibilities they offer.

This paper intends to be a speculation over the main issues raised by the lack of clear terminology and ontologies, natural of a period when new expressions, artistic and scientific, are in the making. Giving some practical examples of projects to illustrate some of the issues, it will propose – as a hypothesis to be developed in future work – that these new storytelling strategies do not fit within the existing literary conventions and categories, not even the ones developed by interactive fiction models, demanding to be included into the equally novel idea of Design Fiction.

NEW PRACTICES FOR A NEW PARADIGM

The model of the artist-engineer embodied by Leonardo da Vinci is not confined to the Renaissance. All artists, at all times, used their ingenuity as engineers, exploring the various scientific fields that might interest them to help themselves to the latest discoveries, findings, the most recent advances (even proposing some hypotheses) in the very physical and scientific area of materials, and media used to manufacture their works (Barbas, 2011). In that same way engineers and scientists in their practices are not devoid of aesthetical judgement (MacAllister, 1998). Presently, neurological studies of the human brain activity, through fMRI imaging experiments used to evaluate reactions to beautiful objects (paintings, musical excerpts) are starting to prove that the location of the brain’s aesthetical functions and reactions are identical in the human subjects tested (Ishizu 2011).

Artists, scientists and engineers are presently living the same «Desktop Revolution» (Johnson, 1977) that affects all fields of knowledge. This is an epistemological upheaval, attesting the formation of a new scientific paradigm (Kuhn, 1979), which is already echoing in human production, whatever the arena. Nowadays, no one can imagine working without a computer.

However, the tasks and usages are naturally different: «The humanistic turn of mind provides the historical perspective, interpretative skill, critical analysis, and narrative form required to articulate the significance of the scientific discoveries of an era, show how they change our sense of what it means to be human, and demarcate their continuity with or difference from existing ideologies» (Davidson 2008).

In the new Digital Humanities Era, Internet evolution has been carefully followed, and mainstream computer timelines and terminology duly adapted. Tim O'Reilly’s distinctions (O’Reilly 2005) between Web 1.0 (around 1991-2000) and Web 2.0 (from 2001 onwards) gave way to Humanities 2.0 as a practice embracing the new set of tools available, the new relationships between producers and users, interactivity and networking. All this echoing also in the artistic expression.
One of the first experiences in Portugal is «Alletsator XPTO – Kosmos.2001» (http://po-ex.net/alletsator) by Pedro Barbosa and Luis Carlos Petry, an opera libretto on electronic text synthesized in computer: «For actors, musicians and other animals».

A more recent example - theme of a poster presented at ACM WomEncourage 2014, and embodying a mixed media exhibition in Lisbon City Hall - is the series «Cloud Portraits of 22 Portuguese poets» by Alexandra Antunes-Couts (http://www.alexandraantunes.com/2012/11/herberto-helders-typographic-portrait.html), giving continuity to her MA poetry projects: «Máquina de Emaranhar paisagens» (https://sites.google.com/site/maquinadeemaranharpaisagens) and «Divertimento com Sinais Ortográficos» (https://sites.google.com/site/funnypunctuationmarks/home). The author uses specific software for word frequency which combined, generates word clouds from each poet lexicon, titles and texts, graphically executed with InDesign:

Consequently, the gradual democratization of access to data combined with a change in the approach from top down to bottom up, was detected. Humanistic users also inherited system administration tasks that «forced them to develop their own IT skills and sensitivities» (Yanosky 2008). This need to learn new tasks, paired with the liberty to choose software and platforms (and to adopt the ones sanctioning a steep learning curve), challenges the idea that users do not know what they want. With the increase of new user-chooser centred participation it has become harder for big IT departments and corporations to control what to offer and to whom. This issue is growing along with the anticipated number of global users:

![Figure 3: 2016 Expectations for web development](image)

Within these changes and due to their novelty, other questions arise concerning terminology and ontologies - namely the expressions used in the title: Cloud Computing, mobile storytelling, and Internet of Things - for which there are several definitions available, and not everyone agreeing with them.

**CLOUD COMPUTING**

Cloud Computing is a scientific metaphor for the Internet and a standardized cloud-like graphic shape used to denote a network with the implication that the specifics of how its endpoints are connected is not relevant for the purposes of understanding the diagram.

For Humanists it immediately recalls the comedy by Aristophanes - where he ridicules the great Greek philosophers. The Clouds (Nephelai) were also the nymphs bearing water to the heavens in cloudy pitchers, and nourishing the earth and rivers with their rains. So, only good things can be expected from the present internet-public clouds with its elasticity of, allegedly, free resources.

Recently, and in accordance with NIST regulations (http://www.nist.gov/itl/cloud/index.cfm), it is generally considered a rich itinerant computing technology that leverages unified flexible assets of wide-ranging Clouds and network structures toward limitless functionality, storage, and mobility. It will serve: «a multitude of mobile devices anywhere, anytime, through the channel of Ethernet or Internet regardless of heterogeneous environments and platforms based on the pay-as-you-use principle» (Sanaci 2014).

These enthusiastic definitions are balanced by counter-proposals such as the one presented by the design research IIC - Inhabiting and Interfacing the Clouds (http://www.iiclouds.org), that object to the current expression of Cloud Computing and big proprietary solutions - Cisco, Dropbox, Google Drive, Amazon S3 or CE2 - particularly in forms intended for private individuals and end users. ICC considers that these implementations have chiefly followed the logic of technical development, corporate
interests, and are paradoxically envisioned as a purely functional, centralized setup. They (Keller 2015; Nova 2014) defend the concept of Personal Cloud or OpenCloud. Their alternative model implies a cross-disciplinary approach that links interaction design, the architectural and territorial dimensions as well as ethnographic studies. This matter is still under discussion.

Open, Closed or Hybrid, Cloud allows user access through networked client devices and mobile collaboration via wireless, cellular, broadband technologies, sanctioning working and collaborating independently of space and time.

Users-choosers access Cloud computing via desktop computers, laptops, tablets and mainly smartphones. The latter, as Cloud clients, rely on Cloud computing for a great majority of their applications, becoming essentially useless without them.

MOBILE EMPOWERMENT

The advances in Cloud, wireless and mobile computing, together with the abilities of mobile devices, reached a point where compute-intensive applications can now run on mobile devices with limited computational capabilities. This is attained by using the communication power of mobile devices to establish high-speed connections to vast computational resources located in the Cloud.

This access and potential has originated a boom in the development and creation of Applications (Apps) for handheld devices, which are pre-installed, or delivered via web by request, to perform all imaginable tasks.

As an example, there are two Apps developed by CADA (http://www.cada1.net) a Lisbon-based art group that makes mobile software to explore ‘the interrelationship between the variable character of human beings and the spatial-temporal dimensions they create and negotiate in everyday life’. These Apps are for ambient and personal data visualization.

«Today» (2007) - (http://www.cada1.net/workstodayvisualize-your-calls-version-2-for-android/) - converts the amount and type of daily phone calls made and received by the user into a readable graphic. Each call or message generates a specific symbol which appears chronologically in real time. The result is an ever-changing, evolving image.

The second example - «Time Machine» (2007-2009) (http://www.cada1.net/works/timemachine/) - is the outcome of a project developed with Academia participation – CADA and CITI-FCT New University of Lisbon. It converts personal emotional and temporal patterns into a visual form, exploring colour. The output is a data visualization interface displayed on the phone, designed to produce a highly personal topology of time usage.


Apps developers, mainly recruited among the ‘geeky’ users, have to consider the amount and variety of platforms and operating systems available, and are contending in a fierce market. For consumers, competition assures that the most requested mobile phone Apps keep being low-priced or free.

The most novel experiences include crowdsourcing to help people with disabilities. Just launched, Be My EYES (http://www.bemyeyes.org) is an open source non-profit App that aims to help the visually impaired in everyday situations. The user sends a message to the contact. The latter receives a notification. They connect via live video and the volunteer can help by answering the questions asked.

Figure 6: Be My EYES - video data visualization App for crowdsourcing aid (2012-2015), H. J. Wiberg, Aarhus, Denmark
The outcome is a true empowerment of human users, and all the activities they will want to perform with their mobiles – namely new forms of storytelling in the Internet of Things.

OBJECTS TELLING STORIES
BEFORE THE INTERNET OF THINGS

Relying on RFID (Radio Frequency Identification) sensors and a tablet, «Noon - A Secret Told by Objects» (2007) (http://cargocollective.com/tiagomartins/Noon-A-Secret-Told-by-Objects) by Christina Heidecker from Linz, Austria and Tiago Martins from Caparica, Portugal, is a mobile storytelling project, an interactive installation using real objects to convey a narrative, which resorts to a bracer, a wearable interface for ubiquitous gaming based on gesture-driven and tangible interaction.

Embedded with motion, direction, pressure and RFID, this bracer can be connected with mobile devices and allows for freed gaming using real objects. The player has to unveil the origins of the tragic fire that claimed the lives of the Novak family accessing the memories embedded in the remaining objects.

Figure 7: Noon - A Secret Told by Objects (2007)
Interactive installation, Ch. Heidecker Linz, Austria and T. Martins, Caparica, Portugal

In 2013, Tiago Martins, with Vesela Mihaylova and the musician Claudio Pina developed another mobile storytelling project: «Tripo» (http://cargocollective.com/tiagomartins/Tripo).

Three interconnected short stories are delivered through an imaginary device inspired by the tin can radio. Technically, they resort to electronic modules, RFID tags. Participants are led on the exploration of an indoor space, to find hotspots where the device can be used. At each of the hotspots participants may use the object to listen to fragments of stories which evolve and intersect throughout the location, as if they were memories of the space itself.

Figure 8: Tripo – Interactive installation (2013) – V. Mihaylova, Linz, Austria, C. Pina, T. Martins, Portugal

The hypotheses of objects talking to each other transferring data between themselves and over a network operating in real time became possible due to the convergence of wireless technologies, micro-electric mechanical systems and the Internet.

INTERNET OF THINGS (IoT)

In general the term refers to a global system of exclusively detectable interconnected objects that can effortlessly interoperate using communication protocols like RFID, Bluetooth, NFC (Near Field Communication), barcodes, embedded sensors and actuator nodes.

The goal of IoT is: «that all daily life objects equipped with unique identifiers (having specific identities and virtual behaviours) can be linked to the Internet and therefore can be managed as well as connect, communicate and interoperate with each other» (Khosrow-Pour 2015). The concept was initially applied in RFID-tags to mark the Electronic Product Code (Auto-IDLab) (Chen 2012).

Alternative definitions are being suggested: IoT – Internet of Intelligent Things, as it deals with intelligent devices with adequate computing capacities (Chen 2012); Internet of Smart Things (O’Reilly 2005) as distributed intelligence is a part of it; Internet of Stuff (Bell 2015) due to the possible variety of things to be connected; or The Internet of You (Mins 2013) aiming to include a more affectionate relationship with the user. «The Internet of Things extends the Cloud Computing concept beyond computing and communication to include everything, particularly, the physical devices, Internet of intelligent things and robot as a service» (Khosrow-Pour 2015).

The point is that traditional boundaries between hardware and software are falling, and this disruption, this new software-enhanced, networked physical world needs a name. Internet of Things seems as good as any other.
THE THINGS – ENCHANTED OBJECTS

The Things of this IoT seem to be everything, in due course, and the (un)imaginable amount of objects and data are demanding organization, ontologies.

Efforts are being made concerning Machine to Machine (M2M) international standardization, and the three main groups involved are The Industrial Internet Consortium (http://www.iiconsortium.org), The Open Interconnect Consortium (http://openinterconnect.org) and the AllSeen Alliance community (https://allseenalliance.org), the latter offering the AllJoyn software, publicizing itself as: «the first truly collaborative, open ecosystem for interoperable products and services that will communicate engage and delight users in new, exciting and useful ways.» However, akin to what happens with Cloud Computing and Big Data issues, huge proprietary strategies are at stake: «German firms were trying to strike a balance between forming an international software standard for IoT while simultaneously representing German interests» (Geiger 2014).

As to the Things per se, some call them «enchanted objects» (Rose 2015) endowing them with magical qualities; others envision the objects subjectivity and humanization: «These Things have been called “enchanted objects” due to their capacity to contain their own stories, data-enabled to be actuated, connected, and “talk to other objects”» (Lloyd 2013). And these Things, endowed by humans with sensors and communication protocols, are invading everything. And the users, whenever they see it fit, cannot resist the temptation and will resort to anything to tell a story.

**Smart-code**

The above referred Auto-ID Labs (http://autoidlabs.org/) initial and primary research area was establishing standards for global commerce such as introducing barcodes to the retail industry. These were replaced by Quick Response (QR) codes, whose four information modes, fast readability and greater storage capacity, led them to be artistically used. There are two examples from 2012.

Felix Jung’s The «Chicago project - A Poem From Us» (http://avision.com/portfolio/a-poem-from-us) encouraged visitors to record themselves reading a favourite poem, and to share their videos and thoughts via the project website. It gave free stickers with customized QR code that would display a random poem.

The first enhanced reality QR code made from Portuguese cobblestone and embedded in the ground was created by BeQRious. It welcomes the user and takes her to a site that offers data about Lisbon’s Chiado and nearby places, including touristic and shopping information, local culture, commerce and cuisine.

Figure 10: Rua Garrett’s QR code (2012)
Urban information Lisbon, Portugal

**Smart-homes**

The utopian ideal of a smart-home is on the go, and listed in Forbes (Woolf 2014). Home-kit companies are already duelling for a huge future market. A smart-home kit accepts the connection of hundreds of objects among themselves, from the coffee-maker to door security locks.

The main issue is the connection system itself – either the recourse to http via wireless, or the creation of a hub-universal-translator capable of deciphering the multiple protocols and process it all in the Cloud. In all cases the user access is done via smartphone, and the multiple efforts to standardize how multiple connected objects talk to one another is under way.

**Smart-wearables**

The whole idea of wearable technology - objects that can be used by humans - being smartwatches, smart bracelets, smart glasses or hearing aid devices, is for people to be hands-free, online all the time, with seamless and portable access to the needed data when desired.

Concerning wearables - synonymous with M2M things - some industries, namely e-textiles, are still waiting for truly flexible-circuit boards, strong enough to withstand the demands of clothing and supply enough to contort with skin.
Bendable electronics will allow for a new range of applications, many of which are impossible to achieve using conventional methods.

While waiting for these advances, the hypotheses of some future new referents for «Pillow Talk» have been explored in two 2010 projects.

In the first one by Johanna Montgomery, Scotland, U.K. (http://www.joannamontgomery.com/Pillow-Talk) subject of a CNN news-story among other cases (http://youtu.be/PHRwi7rgxY), each user wears a ring, and a small speaker is placed inside the pillow case. The ring picks up real-time heartbeat and transmits it via smartphone App to the other pillow. The purpose is to hear the other’s heart-beat. The result aims to be an intimate interaction between two lovers, regardless of the distance between them.

![Figure 11: Pillow Talk - smart objects (2010)
J. Montgomery, Scotland, U.K.](image)

Smart-bodies

Body area networks (BANs) are emergent as enabling technology for many human-centred application domains such as health-care, sport, ergonomics, emergency, security and single assisted living. They consist of wireless wearable sensor nodes coordinated by a static or mobile. The data generated can be processed in real-time by the coordinator, transmitted to a server for processing and storing.

Due to the advance of flexible ultrathin electronics, BANs are being printed directly on the skin and can be worn for an extended period of time, while performing normal daily activities. Bio-stamps, or stick-on electronic Tattoos (http://rogers.matse.illinois.edu/index.php) cling to the skin like a temporary tattoo and can measure electrical activity from the body, allowing medical diagnoses and monitoring health conditions noninvasively.

![Figure 13: Biostamps - stick-on electronic Tattoos (2011)
smart-objects, epidermal electronics, J. A. Rogers](image)

More intrusive is the aesthetical experience of Tiago Mesquita «The Heart of Living» (http://theartofliving.pt) winner of the Portuguese Young Artists Award (Jovens Criadores) 2014. Tiago implanted a chip on his chest, close to the heart, with a NFC (Near Field Communication) that only requires a smartphone to access the public website where he is recording his memories - images, videos and music at any time. Only he can delete or insert new content.

![Figure 14: The Heart of Living – smart-body experience,
chip implant (2014) T. Mesquita, Portugal – Winner of the Portuguese Award Young Artists (Jovens Criadores) 2014](image)
INTERNET OF THINGS AWARDS

Started in 2011, the IoT Awards (http://postscapes.com/internet-of-things-award/2014/index) is aiming to honour the year’s best project, companies, and ideas helping to create the Internet of Things in several areas (including the above referred) - connected: Body, City, DIY, Home, Industry & Environment, Open Source, and Technical. These could be considered the main arrays of public and corporate interests. This year’s 4th. edition reached 22 categories. Design Fiction type was accepted from the first moment: «The results may only be props or prototypes — but the best ones, as recognized by the Design Fiction award, end up helping us navigate our near futures and the stories they contain» receiving storytelling devices. The 2011 third runner up was a «Storytelling and Poetry Reciting Chair» (http://www.mia-kos.com/storytellingchair.html) by Mia Kos, Zagreb/Barcelona. A chair with sensors became enabled to tell stories and recite poetry when pressure was applied to the sitting part. Technically, was used a small system based on simple electronics and Arduino. The aim was to develop the concept of objects with alerted or enhanced behaviours.

Figure 15: – Storytelling and Poetry Reciting Chair (2011) Mia Kos, Zagreb/Barcelona - IoT Award 2011-2012

IoT AND STORYTELLING

All of the above mentioned projects and examples imply or refer a narrative and/or some kind of storytelling, but none can fit in the normal categories of fiction, even the latest modes of interactive fiction. The idea of things telling stories is not new, and the objects’ information content still requires human input and interaction, but new technologies used for storytelling have reached new heights and complexity, invoking the Macluhan equation «medium is the message» (Macluhan 1964).

The Internet of Things will have to shelter «a narrative architecture with the conventions and tools that will allow people to consume and create stories. Like any new media channel, those conventions might borrow from what came before (just like TV borrowed from live theatre) but we’ll soon discover the unique affordances of the technology and start to create something entirely new» (Thompson 2013).

If a Thing has the capacity to register information, it will surely be – as it has been – used to tell a story. And Things, even in non-artistic fields, have aesthetic aspirations. The struggle comes from existing conventions, short to embrace this kind of mixed Media. IoT fictions are non-linear, a-chronological and a-synchronous narratives, and could be incorporated in the concept of Design Fiction.

The concept of Design Fiction, itself in the making, also implies several and conflicting interpretations (Bleeker 2009; Sterling 2009; Tanenbaum 2012), but they seem open enough to come to include and embed the aesthetic requirements of this new kind of literary practice.

This hypothesis can be substantiated by two things: the fact that Design Fiction admits «narrative elements» having the concept of ‘diegesis’ at its heart, or: «Design Fictions are events enabling the coupling of things and words» (Hales 2013). One of the globally accepted models-examples of a Design Fiction object is the NewsPad from «2001: A Space Odyssey» (1968) – the novel-film signed by Arthur C. Clark and Stanley Kubrick.

Figure 16: 2001: A Space Odyssey NewsPad (1968)
A. C. Clark, Stanley Kubrik

The main issue would be to unfetter the concept from the field of Science-Fiction allowing it to include/enlarge itself to comprehend all other kinds of fiction, from novels to IoT narratives.

CONCLUSION

The theories and practical examples itemized above allow a glimpse of the speed at which things are changing in the new fields of science invading everyday life.

The increasing weight of user-chooser participation in Cloud Computing and the Internet of Things urges the making of conventions, terminologies and ontologies that may frame their handling in particular in what concerns tagging the objects of IoT – already addressed by some Consortiums and crowdsourcing projects.

As for artistic practices, a new aesthetics seems to be in the making, and the trend towards Mixed Media would require a wider dialogue between its practitioners and Digital
Humanities, Literature (and its branch Science-Fiction) Interactive Fiction and Cyber art.

In itself, the concept of Design Fiction also implies several contradictory interpretations but they are open and new enough to come to include and embed the aesthetic requirements of this new kind of storytelling practice.
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ABSTRACT
Cinema industry has chosen Digital Cinema Package (DCP) as encoding format for the distribution of digital films. DCP uses JPEG2000 for video compression. An efficient implementation of coding and decoding for this format is complex, however. Currently deployed equipment is expensive and has high maintenance costs, preventing art-house cinema theaters from acquiring it. Therefore, we conduct this research activity in cooperation with Utopia cinemas, a group of art-house cinemas, whose main requirement (besides functional ones) is to provide Free and Open Source Software (FOSS). This paper presents a solution that achieves real-time JPEG2000 decoding and DCP presentation based on widespread open source multimedia tools, namely VLC and libavcodec library. We present the improvements that were made in VLC to support the DCP packaging format, as well as details on JPEG2000 decoding inside libavcodec (optimization and lossy decoding). We also evaluate the performance of the decoding chain.

I. INTRODUCTION

Cinema theaters switched from 35 mm prints to digital era. The Digital Cinema System Specification (DCSS) [1], provided by the Digital Cinema Initiative (DCI), is now a world-wide standard. The specification describes how to create, distribute and project a Digital Cinema Package (DCP). It requires JPEG2000 as intra-frame codec for video, WAV for audio, and XML for subtitles. Image dimensions are specified for 2K and 4K, with three 12-bit color components sequenced with a frequency of at least 24 fps (frames per second). The DCP size is typically about 80–200 GB according to film duration or compression ratio.

Our research is conducted in collaboration with Utopia cinemas (five independent theaters in France). Those theaters initiated this project because they need to understand the implications of changing to digital. Primarily, they are concerned about becoming dependent on a single company’s technology for presentation, and want us to provide Free and Open Source Software (FOSS) for decoding films distributed in the DCP format.

The JPEG2000 [2] format was selected by DCI for video compression because of its compression efficiency. The implementation of a fast JPEG2000 encoder and decoder, however, is complex. Commercial equipment currently used by cinemas relies on VLSI hardware for decompressing DCP at the required frame rate. This kind of equipment is expensive, and not affordable for art-house cinema theaters. Our research goal is to lower the cost for DCP playback by developing a software that runs on today’s standard off-the-shelf hardware. There are already software solutions, such as Kakadu [3] and EasyDCP [4] for real-time JPEG2000 decompression, but these are not FOSS solutions. Kakadu is a JPEG2000 coder/decoder that supports all kinds of JPEG2000 profiles, but cannot playback DCP. EasyDCP is dedicated to DCP playback and can play DCP in real-time, but as Kakadu, the software is not FOSS.

Our selection of VLC (Video LAN Client) as the basis for our DCP decoder is due to its position as a FOSS solution with high flexibility, performance and proliferation. We have implemented a DCP module inside VLC, and a JPEG2000 decoder inside the libavcodec multimedia library (used by VLC).

In the next section, we review current fast software implementations for JPEG2000 decoding. Then, we present our projection system called OpenSMS (Screen Management System) in Section III. In Section IV we present the VLC architecture, and the design of our module. The JPEG2000 decoder (named J2K-libavcodec) implementation is detailed in Section V. In Section VI, validation and performance measurements of our solution are presented.

II. STATE OF THE ART – THE PROBLEM

The key point for DCP playback is to reach a frame rate of 24 fps with synchronized playout of audio, video and subtitles. The bottleneck for achieving this is the computational complexity of JPEG2000 decoding. Overcoming it in software requires parallel computation, and there are currently three dominant approaches to this: the use of multi-threading and processor-specific multimedia extensions like Streaming SIMD Extensions (SSE), the use of GPGPU, or a combination thereof. For example, Taubman [5] relies on multi-threading and SSE, the patented EasyDCP [6] relies on GPGPU to present a GOP (Group Of Pictures) approach based on similarity between codeblocks to avoid latency, Le [7] mixes both approaches. Le [8] and Matela [9] explain proposals for parallelizing EBCOT using GPGPU. Taubman [5] shows
that a decompression of 24 fps can be achieved with multi-threading and SSE instructions. This solution is implemented in Kakadu. Avoiding GPGPU reduces the decoder’s complexity and hardware dependence; the dependency on NVIDIA hardware due to the use of CUDA is a limitation of solutions by Le [8] and Matela [9]. Although OpenCL [7] is meant to be platform-agnostic, detailed hardware-specific tuning is required to achieve a high performance.

Another way to reduce the decompression time is to not completely decode all the compressed bitstream. In Jimenez [10], a method for visually lossless decompression is presented. The method is based on a perceptual model designed by the authors for compression. The proposed strategy is as follows for each codeblock: extract the most significant bitplanes from the codeblock header, compute a Visibility Threshold (VT), based on variance estimation and the author’s perceptual model. Then, during codeblock’s decompression, at each coding pass an error is compared to VT. If the error is lower than VT, remaining coding passes are skipped. Kakadu also proposes an option called “bitstream truncation” to achieve better decompression performance by stripping away coding passes.

We decided to implement a decoding solution that combines multi-threading, SSE instructions and basic skip of coding passes for least significant bitplanes codeblock’s coefficients. This decoding technique is a key component of our alternative projection system.

III. PROJECTION SYSTEM

The standard DCI projection system and our OpenSMS are juxtaposed in Figure 1. Our goal is not to propose a new projection system, but to provide a simpler version of an existing one. Table I presents the features of both systems. A DCI projection system is composed by a storage device (where the DCPs are ingested), connected to an Integrated Media Block (IMB) via a PCI-Express link. The IMB is in charge of media decryption and decompression. Plain decoded images are sent to the projector, the sound processor receives the plain audio channels.

Our OpenSMS system is composed by an off-the-shelf hardware and an “e-cinema” projector (Barco RLMW8, using tri-DLP as DCI projectors). For our system validation, we have defined two hardwares: a laptop with a quad core Intel i7 and for better performance, a bi-Xeon with 12 cores. The hardware and the projector are connected via a HDMI link, using HDCP encryption.

We have also decided to not implement all the security requirements described in specification [1]. The main reason is to reduce the system complexity and we think that the security constraints do not fit with the projection policy of art-house cinema. Nevertheless we are aware of content protection, and plan to implement playback of encrypted DCP.

Our OpenSMS software is based on VLC and is presented in Section IV.

After video decompression, to preserve correct color display in a monitor or a projector, we implemented a GLSL filter to convert from CIE 1931 XYZ to the required color space, usually sRGB.

IV. DCP PLAYBACK IN VLC

VLC is a widespread cross-platform FOSS media player, downloaded more than 1.4 billion times. VLC is essentially a multimedia framework, where you can dynamically load modules according to the input (files, network streams) and the outputs (audio or video, on screen or network). The framework’s core handles low-level operations like threading, timing and synchronization. It is also in charge of pipelining the media streams from input to output by connecting modules, used to do the media processing work. An example of modules loaded for the DCP case is illustrated in Figure 2. Each module has a type according to its purpose, like access, demux, codec, video_output, …

VLC depends on a large number of FOSS libraries including libavcodec.

Our first contribution is the creation of a DCP module, VLC had not handled it so far. JPEG2000 decoding is done by our decoder (J2K-libavcodec) implemented in libavcodec (cf. Section V). The OpenGL module was slightly modified to implement in GLSL the XYZ to sRGB conversion.

Next we present our module design. A DCP is a set of files stored in a folder, DCP meta-data are stored in XML files, while MXF containers are used to store the media essence (video, audio, subtitles). There is at least one MXF file per essence, but several audio and subtitles MXF files can be stored in the folder to handle several languages.

A DCP is a container (the folder) that in turn contains several other containers (the MXF files). Operations for access and demux are not easily separated, so an access_demux module was judged more suitable for DCP. The essence files are accessed via asdecplib external library. We chose this library because it supports MXF containers and DCP essence types, and it is popular in cinema tools. Once the essences are extracted, VLC Elementary Streams (ES) are created, and

<table>
<thead>
<tr>
<th>Feature</th>
<th>DCI</th>
<th>OpenSMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Picture Size</td>
<td>2K</td>
<td>2K interpolated</td>
</tr>
<tr>
<td>DCP 4K Support</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Picture Depth</td>
<td>12 bits</td>
<td>10 bits</td>
</tr>
<tr>
<td>Sound</td>
<td>PCM 24 bits</td>
<td>PCM 24 bits</td>
</tr>
<tr>
<td>Subtitle</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>DCP Decryption</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Security Manager</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Physical Security</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Secure Logging</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Forensic Watermarking</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

1To Be Implemented
sent to the decoders. ES, one per media, form the interface between the demuxers and the decoders.

VLC design is highly multi-threaded, modules are executed in separate threads. Consequently, demultiplexing, decoding and display are executed asynchronously. The synchronization of audio, video and subtitle is performed by a dating mechanism called Presentation Time Stamps. The date is set in the ES, through our module and the output modules use this date to play at the right time.

Our DCP module is publicly available in VLC master branch since December 2013.

Code for DCP VLC module is available in git.videolan.org, stored in directory modules/access/dcp (http://git.videolan.org/?p=vlc.git;a=tree;f=modules/access/dcp).

Even if the acceptance of the module required a painstaking work, it was a big step towards a FOSS DCP playback solution.

V. JPEG2000 DECODER IMPLEMENTATION

Our second contribution is a specific JPEG2000 decoder for libavcodec, a coder/decoder multimedia library. Like VLC, libavcodec is a FOSS and cross-platform project. Our JPEG2000 decoder is not the only one. Libavcodec can also use OpenJPEG library for decoding JPEG2000 files. OpenJPEG is a FOSS library that accepts all JPEG2000 profiles, but is mostly aimed at coding still images. In contrast to this, our codec is aimed at decoding JPEG2000 videos, especially for cinema. By specializing, we can achieve smaller structures and simpler code, avoiding OpenJPEG’s complex structure that is required to support all JPEG2000 options.

As the decoder is intra-frame, we decided to multi-thread the decoder at frame level with threading mechanisms provided by libavcodec primitives.

The inverse Discrete Wavelet Transform (DWT) and Main Component Transform (MCT) was optimized with SSE instruction set. The SSE optimization is widely inspired from OpenJPEG, and by focusing on structure size.

The lifting based 2D DWT is optimized by SSE instructions. The six steps of irreversible 1D filtering (cf. chapter F.2.8.2 in JPEG2000 standard [2]) are executed through two SSE functions. One function for the two first steps (linear computes), the other for the remaining steps (nonlinear computes). Implementing SSE instructions for MCT is easy, since it is a matrix multiplication.

Furthermore, for decoding, we increase the performance by
doing only once some parsing of JPEG2000 headers, as the digital cinema profiles force many parameters.

Our J2K-libavcodec is also publicly available in libavcodec. To get the released code clone git://git.libav.org/libav.git, the JPEG2000 decoder is stored in libavcodec directory, the decoder is stored in jpeg2000 directory. All the optimizations are not yet pushed in libavcodec, but are publicly available in our Gitorious account (clone git@gitorious.org:libav/miclosf-dondiego-libav.git and checkout expev2 branch for JPEG2000 decoders with all optimizations).

The decoder evaluation and comparison with OpenJPEG is presented in next section.

VI. EXPERIMENTAL VALIDATION

A. JPEG2000 Evaluation on libavcodec

The tests are made on two machines. Machine 1 is a laptop with an Intel Core i7-2820QM operating at 2.30 GHz, the processor has 4 cores for a total of 8 SMT threads (hyperthreads in Intel terminology). Machine 2 is a bi-Xeon E5-2620 operating at 2.0 GHz. Each chip has 6 physical cores, resulting in a total of 24 SMT threads. All tests are conducted with hyperthreading turned on. The tests are performed according to the number of CPU-threads and resolution levels. The tested DCP is the trailer of Moonrise Kingdom, and all numbers refer to decompression of the first 10 seconds (240 frames). The movie was encoded with a bit rate of 128 Mbits/s. Moonrise Kingdom image size is 1998 × 1080 with 5 resolution levels. The number N of resolution levels tested varies between 5 (2K format, 1998 × 1080) and 4 (1K format, 999 × 540).

In Figure 3, the comparison of J2K-libavcodec with OpenJPEG is presented (Machine 1). As the CPU has 8 SMT threads, the decoding performance with both decoders is limited to 8 libavcodec threads. A performance decrease has been observed if we use more libavcodec threads than the CPU has virtual cores. In 2K neither OpenJPEG nor J2K-libavcodec reaches the target (red line) of 24 fps; at least our decoder performs better. In 1K J2K-libavcodec reaches the target with 4 threads.

For Machine 2, the results are presented in Figure 4. All decoders, regardless the resolution level, reach the target of 24 fps: J2K-libavcodec reaches the target frame rate with 12 threads, OpenJPEG with 16 threads.

The fps gain of our decoder at 1K is high. There are two reasons. First, the image to decode is smaller (4 times smaller than 2K), so there are less codeblocks to decode. We cannot expect a gain close to 4 as the non-decoded codeblocks are the high frequency ones; EBCOT encodes high frequency codeblocks with less bits than low frequency. The other reason is memory usage and CPU cache management. With OpenJPEG, we achieve a gain of 1.5 between 2K and 1K, while ours is around 2. The main reason for this difference is memory management: we have smaller structures for decoding data flow, resulting in a reduction of cache misses and page faults.

Table II shows the evolution of the fps according to the compression bit rate. The selected movies are DCP trailers shown in movie theaters. The decoding is tested on the first 240 frames. As expected, lower compression bit rates lead to higher frame rates. For Spring Breakers and Django Unchained we have almost the same fps. Spring Breakers has many black images and completely decoding black images is fast for a JPEG2000 decoder.
B. Image Quality Measurements

We present here tests of video quality measurements. The used sample is the same as the one used for performance measurements. The reference is the full 2K sample of Moonrise Kingdom. To test performance of lossy decoding, we skip the last decoding passes of EBCOT, by this way we skip the least significant bits of codeblocks coefficients. In Figure 5 we present the PSNR for the 240 frames of the sample. The measures are made by skipping 5 and 20 passes, and also the PSNR of the J2K-libavcodec with decompression at 1K and a bicubic interpolation to reach 2K.

By visual inspection of the video with 5 passes skipped, the image quality is acceptable for projection. With 20 passes skipped the image quality is not acceptable. The 240 frames are decomposed as follows: black image, 2 logos, movie sequence, black image, and 3 movie sequences. The variation of PSNR shows the various decomposition of the video. For 2K interpolated during the same sequences, variations of PSNR are observed. This is due to the incrustation of subtitles in the input video. When PSNR goes down subtitles appear.

![PSNR Comparison](image)

Fig. 5: PSNR Comparison. A peak is present around frame 80; this is due to the display of incrusted subtitles in our sample.

<table>
<thead>
<tr>
<th>Machine</th>
<th>2K</th>
<th>2K interpolated (from 1K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (i7 / 4 cores)</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>2 (bi-Xeon / 12 cores)</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The evaluation results are reported in Table IV. We do not succeed to play the DCP at full scale, even with the decoding performances presented before. This is due to remaining work on our VLC module (pre-caching of video and limitation to 16 threads for decoding the video). We can play in interpolated 2K format. The codec provides 1K streams to VLC, the interpolation is made by VLC in the video_output module. The execution of the interpolation has no impact in DCP playback (no image freeze, no audio/video desynchronization). The samples used for those evaluations are available in http://utopialab.tetaneutral.net/DCPsamples/ website.

VII. CONCLUSION AND PERSPECTIVES

We have compared our decoder performance with OpenJPEG, the reference and fastest FOSS decoder. We have shown that our decoder is faster, and outperforms OpenJPEG when the highest frequency resolution level is skipped. Skipping some LSB decoding passes in EBCOT provides a great improvement on performances.

Our future work on the decoding part will consist in implementing multi-threaded at codeblock level and further reducing data structure size. The purpose of that is to have piece of code that depends only on local data (i.e. no reference to higher level data). In this way, data structure should be kept in L1 and L2 caches during the execution and reduce the data access.

We need also to validate the pass skipping and the 1K to 2K interpolation at system level to achieve that we will organize visual perceptions tests in cinema projection room. The tests will compare our system with current DCI projection system.

A comparison with closed-source software is more cumbersome and left for future work. Some performance results for Kakadu are presented on the official website, but a direct comparison is impossible because the sample sequences are not provided. The sample image size is 20% smaller, but the compression bit rate (244 Mbits/s) is twice higher than the one from our test sequence Moonrise Kingdom. On a bi-Xeon, Kakadu achieves a framerate of 24.24 fps (35.08 fps with the
separate "speed pack"). In comparison, we achieve 34.04 fps on the same kind of machine. Results for EasyDCP are not publicly available.

As the number of cores increases in current architectures, we expect to avoid the usage of GPGPU at decoding level. In the overall pipeline however, we will use GPGPU, in particular for filtering (color space change and/or image color corrections) after decoding.

At VLC level, we need to optimize the DCP module to handle audio, video and subtitle synchronization with video in full resolution. Asdeplib allows management of encrypted MXF files, so we will implement handling of encrypted DCP. This feature will also be very useful for cinema exhibitors.

We are not far, from the point of view of performance and functionality, from a complete FOSS solution for DCP playback, usable by movie distributors, to preview the DCP, and by exhibitors for DCP playback.
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ABSTRACT

This paper presents a learning intervention using mixed media visualisation (3D printing and Augmented Reality simulation) to enhance skills development for paramedic science students studying through distance education. Presented is a research methodology to evaluate the effectiveness of the mixed media visualisation techniques to provide more hands-on skill practice to paramedic science students studying the course at a distance. The context for this study is the skills acquisition and retention, focusing on Laryngoscopy with foreign body removal.

The project stems from a need, identified through course evaluations, for more opportunity for distance students to practice skills (currently, they can only be practiced in a five day hands on residential school). Selected students will be provided with 3D printed instruments and a mobile phone augmented reality simulation application that they can use to practice skills prior to arrival at the residential school. Additional training will also be provided to those students not selected using the tools during the residential school. Outcomes are expected to be an overall improvement in final skill level for all students.

INTRODUCTION

In 2001, Prensky (Prensky, 2001, 2009) foreshadowed the arrival of a generation of students that he dubbed “Digital Natives”, born and bred in a world immersed in digital technologies. Prensky argued that young people born after 1980 differed from previous generations not only in the degree to which they used technology but also in more qualitative ways, such as the way they interact with technologies and even the way they think and learn. He called for a radical overhaul of education systems because “Today’s students are no longer the people our education system was designed to teach” (Prensky, 2001, p.1).

Other papers have since argued against the use of the term “Digital Native” to describe a generation of students (Bennett & Maton, 2010), but it’s clear that new technology and innovation can now be used in the classroom that has never previously existed. Specifically, tools such as 3D printing and Augmented Reality (AR) are becoming available for use commercially and thus able to be incorporated into the classroom.

The use of visualization as positive learning support tools are well documented and accepted (Mayer, 2005). Numerous academic disciplines incorporate a variety of 2D and 3D visualisations and haptic manipulations including medical anatomy, architecture, geography, chemistry and media/game design (Freitas & Neumann, 2009). In addition, training has been improved in areas such as nuclear power plant operations and astronaut training (Dalgarno and Hedberg, 2001). The fundamental question is therefore not whether visualization affects learning but how to take advantage of the various visualization media, lesson sequencing and student reflection so that instructions and learning can be more effective (Kozma, 1991, 1994).

Meta-analytic studies of 2D and 3D visualization show positive improvements in learning outcomes among low and high spatial learners (Höffler, 2010). However, these studies are not consistent (Huk, 2006). While some learners learn better when provided with non-dynamic media affording them the opportunity to build their own mental model, other learners learn better through provided virtual dynamic models or physical haptic manipulation (Hwang & Hu, 2013).

No particular media is necessary for learning, nor is a particular method, however both media and methods of incorporation into a curriculum influence learning by influencing each other. Choices have to be made as media constrains and enables methods and methods take advantage of media capabilities (Kozma, 1991, 1994). Typical studies examine only single media coding of the visualization (Höffler, 2010) but secondary modality or multi-modal instruction is important (Mayer, 2002, 2005; Moreno & Mayer, 1999).

Visualization for teaching and learning is nearly ubiquitous. In many cases, visualizations represent either reality, or an approximation of a physical reality.

The specific context of this exploratory study is an introductory paramedic science class studied by many students at a distance. In this class, learning is considered to be an active process influenced by prerequisites of the learner (Mayer, 2002) and the class requires numerous “hands-on” exercises in learning to learn the skills required to be a paramedic. Yet, for many distance students, these skills cannot be provided until they attend residential school, often at the end of a semester of study in a location remote to the...
university, devoid of the tools needed for skills practice. This type of “hands on” visualization experience is difficult for students studying at a distance.

In this problem domain cutting edge Augmented Reality (AR) could hold the answer as objects can be explored in 3D space but even an object displayed using an augmented reality display can’t be touched and held. While haptic technology may hold out the promise of adding the dimension of touch to digital information, this is often difficult for large scale distance education and there is no substitute on the near-term horizon for gaining the knowledge that we gain by holding and manipulating a physical 3D object. 3D printing offers a way to bridge this gap between the virtual and the real (Loy, 2014).

This paper presents an intervention using Mixed Media 3D printing and an AR game to provide a sand box simulation for enhancing skills development for distance paramedic science students and outlines a research methodology to evaluate the effectiveness of 3D printing and augmented reality techniques. This intervention was developed through collaboration of staff from paramedic science, design science and educational technology from two Australian institutions.

BACKGROUND

The CQU Bachelor of Paramedic Science is designed to equip students with the skills to become a Paramedic. They develop foundation knowledge in sciences, human body systems, study and research skills and paramedic practice. The program is three years full time with each year broken down into the following focus areas: Pre Clinical, Transition to Clinical and Clinical (see Figure 1).

As part of this program, one of the first courses looks to develop skills in paramedic science, congruent with the skills required for Queensland Ambulance Service (QAS) paramedics and in line with the QAS procedures. An example is the QAS laryngoscopy procedure and related foreign object removal procedure, as outlined in Figure 2.

In addition, students develop an understanding of paramedic care through investigation of the underpinning theory and practice of procedural applications in the discipline.
This is managed to some extent by the program coordinator and course coordinators by intensive residential schools that teach practical skills over the course of a week for various courses, such as the aforementioned skills course, as well as through work integrated clinical courses in the 2nd and 3rd year of the program and the encouragement of students to volunteer for the St John’s Ambulance service. However, especially for the second year courses such as the skills development course, more opportunities for practical skill development could be useful for students, and this is discussed further in the next section.

PROBLEM

The CQUniversity paramedic science program seeks to equip students with the practical skills required to be a paramedic, but for distance students the amount of hands on time they have to practice skills can prove challenging. This project stems from a need, identified through course evaluations, for more opportunity for distance students to practice skills (currently, they can only be practiced in the five day residential school). An anonymous sample of the comments made by students in course evaluations is provided in Figure 3 supporting this assertion.

"I believe that because this course is a 'skills' learning course, that there should be a way for us to actually get more time doing skills. I feel that as distance students we are at a severe disadvantage because we spend 5 days doing them in the middle of term and then don't do them again until we hit our placement."

"There is no substitution for experience. Could the school look into either some kind of software or equipment that we could be supplied with so that we can at least go through the motions of doing the skills?"

"I believe that my confidence in performing the procedures and skills could have been improved with a little more 'hands-on' time."

"I feel as an external that I am missing out - they do scenarios every week, I did one or two during res school."

"Studying by distance you can read the skills and kinda do scenarios but it's hard to get feedback and to know if what you're doing is still right."

Figure 3: Examples Student Comments Relating to Hands-On Skills Practice

The proposed intervention seeks to resolve these issues highlighted by students. Selected students will be provided with 3D printed instruments and a mobile application that they can use to practice skills prior to arrival at the residential school. Additional training will also be provided to those students not selected using the tools during the residential school. Outcomes are expected to be an overall improvement in final skill level for all students and immediate attention to the issues raised in the comments in Figure 3. More details on this intervention are provided in the next section.

PURPOSE

The aim of this research is to provide more hands-on skill practice to students, as well as increase overall skill acquisition and retention, focusing on Laryngoscopy with foreign body removal, answering the question “How does the use of 3D printing and augmented reality simulation affect skills development in paramedic science?”. The expected outcome of this work is a greater understanding of how 3D printing and augmented reality can assist with skills development and insight into whether these techniques can lead to better learning outcomes.

Whilst previous work has been completed in the field of 3D printing and virtual simulation effect on learner perceptions (for example see Birt and Hovorka (2014)), this project represents a novel combination of the two technologies as a mechanism to test for enhanced skills development. Work in this area will move forward research into the areas of 3D printing and augmented reality for teaching applications and will ultimately benefit the teaching community by providing a greater understanding of how these technologies can be used in classroom practice.

PROPOSED INTERVENTION

Following an action research methodology (Kemmis, 2006), the proposed intervention will involve modifying practice for a subset of students studying the course, creating two learning groups – those with advanced access to the 3D tools and those without. The context of the simulation is a Laryngoscopy procedure with foreign body removal (See Figure 2). To assist in immersion and accuracy a 1:1 scale replication of the actual physical tools is required. In this case we require a 3D printed Laryngoscope with Mac Blade and Magill Forceps (Figure 4). Through the addition of AR markers, these physical models can be tracked and simulated in the virtual game environment (Figure 5).

Figure 4: 3D Models representing Forceps and Laryngoscope.

For the augmented reality game simulation the decision was made to use the game engine development platform Unity 3D, (Unity Technologies, San Francisco, CA) and Vuforia AR plugin for Unity 3D (Qualcomm Technologies, Inc). This software is primarily designed for working with object-oriented, multimedia game content and provides a rapid means for deployment to multiple operating systems and mobile device platforms (Figure 6).
To allow for the correct view point (looking down the throat of the airway manikin) and keeping the hands free (to use the printed tools with 3D augmented markers) the decision was made to design a 3D printed universal smartphone mount that could be attached to a hat the student wears (Figure 7).

RESEARCH METHOD

A stratified sample of 30 students (out of an approximately 120 student cohort) will be selected from the Term 1 2015 cohort to receive the 3D printed instruments (see Figure 5) and access to the augmented reality application (see Figure 7). These students will be given instructions on how to use the tools and will be encouraged to practice prior to the residential school scheduled for late in the term. When students arrive, a pre-test will be conducted with all students to assess skill competency prior to the residential school and to assess the difference between selected students and other students. The traditional “hands on” training will then be provided to all students in the residential school, with an intermediate skills test conducted after this training. Finally, students not selected for the trial will be given extra training using the 3D printed tools and augmented reality application. A final post test will then be conducted with all students and a survey issued to assess how they felt about the intervention methods and use of the tools.

Research data collected will be based on the skills assessment of the students as well as their responses to the survey administered at the end of the skills testing after the residential school. Time commitment from participants will be determined by the students, with the time commitment during the residential school remaining the same as in previous offerings and the only additional time commitment being the time students spent at home using the tools prior to attending the residential school.

Data collected from the skills test will be analysed using SPSS to determine correlations and cross-tabulations between the two groups. Data from the surveys will be analysed using a combination of SPSS for the closed questions and NVIVO for the open questions, with the SPSS data providing correlations between student answers and demographic data, whilst the NVIVO data allows for coding and categorisation and identification of key themes for further research.
EXPECTED RESULTS

It is expected that students using the 3D printed objects and simulation game application will perform better on the pre-test, with the selected students requiring less “time on task” teaching at the residential school. More generally, it is expected that there will be an overall improvement for all students in the post-test for final skills level.

CONCLUSION

This paper has presented a proposed intervention and research design to assess the applicability of 3D printing and an augmented reality game simulation to improve skills development for students studying paramedic science at a distance. Through the use of these interventions, it is theorised that students will have more time on task and therefore perform better with their skill development.

Through the use of an action research paradigm, several tests will be performed at various stages to assess this assertion and student skill levels in performing the task that has been simulated. In addition, a survey will be conducted to assess student attitude towards the intervention methods.

Future work will report on the results of this study and provide correlations of various factors related to student performance, showing whether the use of these interventions have improved skills development and whether the tools were accepted by the student cohort. Through this work, a greater understanding of the use of innovative technology tools and games simulation in the education space will be obtained, providing a foundation for future work in the area.
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ABSTRACT
This paper aims to grasp the changes that the operator experience during computer-based training, and how these changes could be measured. Tools for operator's conceptual model (CM) evolution investigation are discussed. These are 1) certain approaches to training results assessment, 2) preliminary operator training and experimental verification of its efficiency, 3) CM structure and criteria of its assessment, 4) correlation of training success and characteristics of operator's personal features. Results of the experimental research of the CM dynamics are given.

INTRODUCTION
Computer-based training of process operators is an acknowledged element of industrial safety. Dramatic number of accidents (The 100 Largest Losses. 1972-2011 2012), demographic problems and lack of high-skill personnel (Wilkins 2007) require effective methods of training. Achievements in the area of operator training systems (OTS) are significant: OTS market is huge (1 billion of dollars per year including related hi-tech issues of industrial automation http.arcweb.com) with all OTS components being highly-developed (mathematical models and management environments are complex and accurate, instruction tools are quite advanced (Orloff 2010)). OTS are good for investments into industrial safety. Average effect of using one training system during its lifecycle is estimated at 18 million dollars (Komulainen, et al. 2012), and annual effect, calculated on the basis of long-term statistics of accidents due to the operator's faults, reaches 0.5 dollar per ton of crude oil per year (Dozortsev 2009). However, despite of these achievements, OTS developers and users suffer shortage of its functionality. Lots of publications are devoted to the experience of development and usage of OTS, this is an area of spirited debates. Let us focus on the technique of computer-based training. Its influence on the quality of training is not investigated as deeply as the modeling aspects. In this context research efforts focus on the following: - classification of computer-based training systems, - structure and amount of training exercises, - estimation of the training results (Dozortsev 2009). But the question "How to measure the impact of training on operators?" is open. It is simple to assess the quality of coping with exercises and post-training tests. Based on the results one can formally evaluate operator's "actual" competency level. But this estimation gives no answer to the question stated above, because it does not guarantee operator's success in a different situation. The important questions are: how successfully will the skills learnt during the training process be transferred to the real practice, and will the structure of operator's knowledge change as a result of the training. Apart from that operator's success dependence on the personal features is of interest. All these issues are important for the people who are responsible for personnel training. They need reliable feedback from training system, which would reflect the objective level of operator's competency apart from the valid training itself. The research in area of knowledge structure and its characteristics assessments is quite rare. Serious efforts are summarized in the doctoral thesis (Burkolter 2010) with most experimental and practical application in the field of aerospace. The remainder of this paper is structured as follows. The section below describes different approaches to improve the quality of operator's training. Namely, the preliminary training and CM structure changes assessment (knowledge structure and cluster technique). The next section presents the experimental study of the CM evolution evaluation, the following section contains results discussion and future work outlines. The last section concludes this work.
Let us discuss the background and means of investigation of the CM dynamics.

INVESTIGATION OF THE CM DYNAMICS RESULTING FROM COMPUTER TRAINING

Training results assessment overview

The key principle of OTS quality assessment is the correspondence of operator's activity in training with the real activity. Modern training systems allow achieving the high level of this kind of similarity. They are precise in process modeling and the management environment can be simulated perfectly. Training methods are based on modern concepts of what the operator's cognition needs during the process control. The latter includes hierarchical structure of various skills and mental background (Dozortsev 2009).

High quality training system is prerequisite of operator's success but is not a guarantee. Much depends on training organization. One should be able to estimate a trainee progress and modify the training program on its basis. For instance, one can provide re-training in case of gaps in some of the program sections. Based on formal training results or quality of real process control, it can be regulated by training instructors.

There are known approaches to personnel professional skills assessment using the "responsibilities – competencies – behaviors – proficiency levels" (Pilon, Jonge and Ross 2012) structure. Operator's responsibilities can be described by competencies which are determined by the professional role (e.g. process control in normal mode, predict and react to the consequences of abnormal situations). Competencies comprise particular operator's behaviors. For instance, to control a process in normal state, console operator must read the transmitters, handle the controls, interact with other operators and etc. The latter could be measured by means of training scenarios, tests, etc. related to the behaviors.

Proficiency level (from "beginner" to "expert") is assigned with regard to the exercises performance measurements.

These assessments are significant in the operator's training, but they do not show the changes in trainee's cognitive characteristics as the training outcome.

A rare exception is the publication of (Burkolter 2010) that stated a question of how training can best support process control performance in consideration of individual differences. In particular, one of the goals of this work is to show connection between knowledge structure and training outcome in process control.

The approach presented in our work is based on studies of structural characteristics of operator's conceptual model (Oboznov, Chernenkaya and Bessonova 2013).

About operator preliminary training

How the operator's knowledge evolve during professional growth? After the set of initial trainings, one takes an exam for admission to work and fortiﬁes the skills further in the working practice. At some stage one may face the OTS training. However, complex computer-based training is meaningless for an unprepared person. First, one should develop basic control skills. Primarily, develop the understanding of cause-and-effect links in the system under control, and learn to diagnose causes of system failures.

There are technical means and methods of preliminary training that were implemented in various factory training centers (Dozortsev and Nazin 2011). Following is the "Diagnose" computer training system overview which was used in one of the experimental researches.

The trainee plays step-by-step game with "Diagnose" which imitates diagnostic decision making process in real practice. Game is based on a subset of process failures and measurable process state parameters. System randomly selects one of the failures and keeps it in a secret. The trainee is informed about one of the symptoms (parameter deviations from normal values) relevant to the unknown yet failure. Trainee's task is to identify the chosen failure. One can either choose one failure from the list and validate it (this action "costs" a lot of penalty in case of mistake) or examine the condition of other process parameters (this choice "costs" minimal penalty). Trainee's goal is to identify the hidden failure getting the minimum summary penalty.

In the beginning of the game many failures can be relevant to the initial picture of abnormal process state. In this case it is more profitable to request additional information about symptoms to narrow the candidates list. The key question at that point is "which parameter is better to request?", based on the preliminary understanding of each (candidates list) faults consequences in terms of process state deviation. The good answer to that question leads to a faster solution strategy.

Final score is calculated based on the comparison of obtained penalty points and points that could be gained if the trainee had examined all the process parameters symptoms. Note that the duration of game solution does not affect the score. The stress of time shortage in real life faults handling is replaced by the lack of information in the training game.

Verification of preliminary training efficiency

Objective changes of the operator's skills and professionalism during training and preliminary training can be measured. Experiment that proves reliable improvement of quality of fault diagnostics due to "Diagnose" system is described in paper (Oboznov, Dozortsev, et al. 2013). Here are the brief results.

Two groups of university graduates took part in the experiment (three people in each group). Groups were averaged over gender and work experience.

Experimental group was first trained with "Diagnose" system (training time is X) and then, after an hour break, tackled diagnostic problems using computer-based training system (8 problems were solved, average solution time is O1). After a two-week break this group tackled new series of tasks (average solution time is O2). Control group did not use "Diagnose" system and started with computer-based training. They had three series of tasks with an hour and two-week breaks (average solution time in series are O3, O4 and O5).
Table 1: Design of the Experiment

<table>
<thead>
<tr>
<th>Experimental Group</th>
<th>X</th>
<th>O₁</th>
<th>O₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control Group</td>
<td>O₃</td>
<td>O₄</td>
<td>O₅</td>
</tr>
</tbody>
</table>

The following statistically valid results were received (level of significance of Student's t-test was varied from 0.01 to 0.05 and sampling was 24 diagnostic problems for each group and series):
A) O₂< O₁ and O₃< O₂< O₁ (training effect that remains in both groups even with long breaks);
B) O₁< O₃ (preliminary training improves the results of the first computer-based training series). This result was quite expected because in addition to the hypothetical effect that we wanted to check, preliminary training gave additional acquaintance with the process.
C) O₁< O₂ and O₁< O₃ (preliminary training improves the first series of experimental group using OTS in comparison with the second and even the third series in control group). This is the main result that proves the utility of preliminary training.

Hence, improvements in operator's performance in particular tasks achieved by a specific training can be captured. But this result does not prove the fact of objective changes in operator's cognition.

About changes in CM of operator

During self-training and strengthening professional background several types of CM are formed: technological, topological, functional, informational, algorithmic and imaginative. Each of these model types is constructed of unique, semantically consistent units. For instance, technological semantically consistent units (SCU) contain types of CM (Galaktionov and Vavilov 1992). Thus, development of CM can be considered as the sequential inclusion of SCU of different types into initially formed CM. The aspect of operator's perception evolution of relations between semantically consistent CM units is especially important. In particular, cause-and-effect relations between SCU (concepts) of CM should be developed.

In one of the empirical studies nuclear plant engineers-operators were asked to estimate the level of interconnection between nuclear unit key-characteristics. 7 discrete values scale was used. Scores from 5 to 7 were used to express strong interconnection, i.e. the change in one characteristic always leads to the change in the other. Mean score (4 points) addressed the conditional connection, i.e. the change in one characteristic may lead to the change in the other. Low scores (1...3 points) regarded to the lowest chances to expect the change in one characteristic as the effect of change in the other. In the table 2 one can see non-linear relationship between operator's job experience and share of one's high values of key concepts interconnections in the whole set. This share is low when the operators have small (≤2 years) and big experience (10-25 years) compared to the operators having the average one (3-9 years) (Oboznov, Chernetskaya and Bessonova 2013).

The non-linear dependence of the high values share of cause-and-effect interconnections and operator job experience was explained through growing tendency to represent a nuclear unit functioning as determined and, therefore, controllable process. It takes a long time to create more detailed and adequate mental representation of nuclear unit functioning as a complex, ergatic (man-machine) system, consisting of many various sub-systems, with numerous connections and feasibility to exhibit

Table 2: Subjective scoring distribution (%) of interconnection values for nuclear plant key characteristics expressed by operators with different experience (averaged over the group)

<table>
<thead>
<tr>
<th>Job experience of an operator in the capacity of a lead engineer of reactor control</th>
<th>Subjective scoring of the interconnectedness of key concepts</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High (5...7 pts)</td>
<td>Mean (4 pts)</td>
</tr>
<tr>
<td>Last year students (nuclear engineers) that already had a practice, (no job experience)</td>
<td>20,0</td>
<td>25,0</td>
</tr>
<tr>
<td>Job experience ≤2 years</td>
<td>46,0</td>
<td>17,0</td>
</tr>
<tr>
<td>Job experience 3...4 years</td>
<td>53,0</td>
<td>16,0</td>
</tr>
<tr>
<td>Job experience 5...9 years</td>
<td>58,0</td>
<td>18,0</td>
</tr>
<tr>
<td>Job experience 10...25 years</td>
<td>37,0</td>
<td>21,0</td>
</tr>
</tbody>
</table>

High scores of interconnectedness are in bold

knowledge of certain process elements and engineering equipment (plant equipment, process sections, material and energy flows, etc). Functional SCU include knowledge of process elements conditions (switching equipment modes, execution of technological operations, etc). Different types of relations between SCU can be established: procedural, cause-and-effect, algorithmic and spatial. It is empirically approved that certain relations can correspond to certain unpredictable properties.

Study (Oboznov, Chernetskaya and Bessonova 2013) approach application to training efficiency assessment requires long-term research, because changes are happening in the long term and the factors affecting the training are tricky to capture. In paper (Oboznov, Dozortsev, et al. 2013) this approach was carried over "fast" training with the OTS. In present work which is a sequel to the research the idea of
CM dynamics measurement was verified in experiment. Therein operator's mental representations about object to control were strengthened by means of computer-based training. A number of applied and experimental problems were tackled for its realization:
— develop a new technique of CM structural changes estimation;
— prepare and conduct a proper psychological experiment;
— research the dependence of task success and CM characteristics dynamics on the trainee’s personal features.

About CM assessment (cluster technique)

Estimation of CM structural changes requires construction of formal quantitative measure of models' inequality. In this paper following method is used.

One of the components of CM is operator's concept of cause-and-effect relations between key characteristics (parameters) of the process. Such parameters define influence on abnormal states of certain process units on the functioning of other equipment. In the proposed approach "influence" is expressed in a 6-point scale: from "0" (no influence) to "6" (maximum influence).

Set of influences between all pairs of parameters forms n-by-n matrix \( E = (e_{ji}) \), where \( n \) is number of parameters.

Note that the essential property of influence is its asymmetry but further, for the estimation of "relation" between parameters, let's use symmetric matrixes:

\[
c_{ij} = c_{ji} = \frac{1}{2}(e_{ij} + e_{ji})
\]  

\hspace{1cm} (1)

Row-vectors of matrix \( C \) correspond to points in \( n \)-space. These points represent a figure with \( n \) vertices. Distance between vertices characterizes similarity of corresponding vectors.

Groups of close vertices (clusters) are the structural features of concept of parameters mutual interference.

To analyze the difference between cluster structures let's examine the following measure. Denote \( A_1, A_2, ..., A_{m_A} \) - clusters of the first matrix and \( B_1, B_2, ..., B_{m_B} \) - clusters of the second matrix, where \( m_A \) and \( m_B \) - corresponding number of clusters. Let's evaluate a fraction of common elements of set \( A_i \) and \( B_j \) relative to content of the set \( A_i \):

\[
f_{A_i,B_j} = \frac{n(A_i \cap B_j)}{n(A_i)}
\]

\hspace{1cm} (2)

Values of \( f_{A_i,B_j} \) and \( f_{B_j,A_i} \) depend on the number of clusters in \( A \) and \( B \) structures and their size. Therefore, to compare cluster difference regardless of values \( m_A, m_B, n(A_i), n(B_j) \) one should normalize \( f_{A_i,B_j} \) by the length of the vector of maximum entropy difference:

\[
f^* = 1 - \sqrt{\frac{f_{A_i,B_j}^2 + f_{B_j,A_i}^2}{f_{max(A_i,B_j)}^2 + f_{max(B_j,A_i)}^2}}, \quad f \in [0,1]
\]

\hspace{1cm} (3)

This value evaluates mutual similarity of two cluster structures \( A \) and \( B \) in the range from 0 to 1. Henceforth, this measure will be used in experimental study of the evolution of the process perception.

**EXPERIMENTAL STUDY OF THE CM DYNAMICS**

**Main hypotheses**

The basic hypotheses in the given approach are:
— operator's CM of the technological process evolves during computer-based training;
— mentioned changes can be estimated by investigation of cause-and-effect relations between the system elements.
— the CM evolution depends on the operator's personal features.

**Experiment description**

To verify hypotheses stated above the following experiment was carried out. 17 final year students from Russian State University of Oil and Gas took part in the experiment. Within the study program they explored the atmospheric distillation unit. The experiment was conducted in two steps, 4 hours each with two-week break in between. During the first lesson students led by tutor investigated organization and normal state of the unit. During the second lesson they practiced emergency stop procedure. In the beginning of the second lesson testees filled up a form of 16PF questionnaire.
In the end of each lesson students filled the matrix described above. Matrix consisted of 13 key parameters of the atmospheric distillation unit (crude oil flow, overhead temperature, etc). Students estimated impact of each parameter on each another parameter on a 6-point scale from "0" (no influence) to "6" (maximum influence). Since criterion of "proper" structure is unknown, evolution of the trainee's CM was estimated by using reference cluster structure that belongs to the tutor.

Experimental outcome

Changes in matrices structures

Table 3 shows changes between matrices of the first and the second training days. Strong impacts can be regarded as core in operator's process perception. Therefore, their share among all kind of impacts is an important property of CM.

Table 3: Changes in Matrices Structures

<table>
<thead>
<tr>
<th>Student No</th>
<th>Average grade</th>
<th>% of strong impacts (5..6)</th>
<th>% of strong differences from reference matrix</th>
<th>% of strong differences between 1st and 2nd day matrices</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1d</td>
<td>2d</td>
<td>1d</td>
</tr>
<tr>
<td>1</td>
<td>4,89</td>
<td>13</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>3,67</td>
<td>7</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>4,67</td>
<td>5</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>4</td>
<td>4,11</td>
<td>8</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>4,89</td>
<td>7</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>4,11</td>
<td>14</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>3,33</td>
<td>5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>4,78</td>
<td>11</td>
<td>29</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>28</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>10</td>
<td>4,89</td>
<td>6</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>3,89</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>17</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>13</td>
<td>4,78</td>
<td>5</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>14</td>
<td>3,89</td>
<td>26</td>
<td>33</td>
<td>19</td>
</tr>
<tr>
<td>15</td>
<td>3,33</td>
<td>14</td>
<td>29</td>
<td>15</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>10</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>17</td>
<td>4,11</td>
<td>12</td>
<td>20</td>
<td>9</td>
</tr>
<tr>
<td>Average</td>
<td>4,4</td>
<td>11</td>
<td>13,6</td>
<td>10</td>
</tr>
<tr>
<td>Std.</td>
<td>1</td>
<td>7</td>
<td>9</td>
<td>4</td>
</tr>
</tbody>
</table>

There are researching reports that share of strong impacts grows with operator experience, then reaches maximum and decreases to plateau (Oboznov, Chernetskaya and Bessonova 2013).

In a given study changes are captured in a micro-scale (2 weeks) and the average share of strong impact increases. However, these changes are not statistically significant. Despite of the remarkable positive change in the second day compared to the first one (7% of cases shows strong differences (≥4 points) between first and second training days), strong differences from reference matrix (≥4 points) change are insignificant (10% both days).

Cluster structures evolution

Clustering of the matrix vectors was conducted by hierarchical clustering procedure with complete linkage method. Values of the cluster similarity $F^*$ (4) are given in table 4. Average shift turned to be positive and Wilcoxon criterion showed statistical significance ($p=0.05$). This is a core result that shows that trainee's cluster structures are approaching the reference one after computer training.

Table 4: Cluster Similarity Measure

<table>
<thead>
<tr>
<th>Student No</th>
<th>Average grade</th>
<th>Measure of cluster similarity, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 day</td>
<td>2 day</td>
</tr>
<tr>
<td>1</td>
<td>4,89</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>3,67</td>
<td>38</td>
</tr>
<tr>
<td>3</td>
<td>4,67</td>
<td>42</td>
</tr>
<tr>
<td>4</td>
<td>4,11</td>
<td>59</td>
</tr>
<tr>
<td>5</td>
<td>4,89</td>
<td>62</td>
</tr>
<tr>
<td>6</td>
<td>4,11</td>
<td>36</td>
</tr>
<tr>
<td>7</td>
<td>3,33</td>
<td>61</td>
</tr>
<tr>
<td>8</td>
<td>4,78</td>
<td>65</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>47</td>
</tr>
<tr>
<td>10</td>
<td>4,89</td>
<td>26</td>
</tr>
<tr>
<td>11</td>
<td>3,89</td>
<td>13</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>66</td>
</tr>
<tr>
<td>13</td>
<td>4,78</td>
<td>31</td>
</tr>
<tr>
<td>14</td>
<td>3,89</td>
<td>40</td>
</tr>
<tr>
<td>15</td>
<td>3,33</td>
<td>41</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>39</td>
</tr>
<tr>
<td>17</td>
<td>4,11</td>
<td>39</td>
</tr>
<tr>
<td>Average</td>
<td>4</td>
<td>44</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>1</td>
<td>15</td>
</tr>
</tbody>
</table>

Personal characteristic and its influence on CM

Studies of contribution of personal characteristics to the construction of CM of sophisticated ergatic system operator are rare and insufficient. Nevertheless, such investigations are essential.

Present study uses 16PF questionnaire procedure (Gutsyikova 2011). Sample group of students was divided into three equal subgroups. People of first group have tendency to give ultimative (extreme high or low) assessments, testees of the second group - neutral assessments and the third group testees - mixed ones.

Comparison of these subgroups was fulfilled by means of Mann-Whitney test. According to the results, subgroups that gave ultimative and neutral marks statistically differ in Q2 factor ("self-reliant - self-sufficient") ($p=0.016$). In contrast, subgroups that gave neutral and mixed marks shows
statically significant difference in Q3 factor ("perfectionistic - self-sentimental") (p=0.023).
Analysis of personal features in these subgroups shows that students inclined to give ultimative assessments are more self-dependent in decision making. Students of this subgroup are less degree focused on group judgments; they enforce the more in decisions made and more responsible for them (Q2 factor). Such people have both feet on the ground (I factor), they behave correctly but detached, they often underestimate themselves and think of consequences (O and N factors).
Students inclined to give neutral marks are less self-containment in decision making and more focus on group judgments (Q2 factor). They are ready to cooperate (A factor) and have positive self-feeling (MD factor). Such people are well-disciplined and care about reputation (Q3 factor).
Therefore, human personality shows influence on the relations assessments between ergatic system parameters even at the initial stages of CM formation. These assessments are determined not only by comprehension of technological process but also by personal features of the operator, in particular, his dependence on group judgments.

DISCUSSION OF THE RESULTS
CM allows operator to act relying on understanding of what happened, what is happening and what will happen with the complex ergatic system. It contains knowledge about cause-and-effect relations in such a system and the share of strong cause-and-effect links increases in the beginning of the career. That is why the focus of operator computer-based training and preliminary training on the development of cause-and-effect understanding is reasonable and is expected to significantly decrease time to reach higher levels of understanding.
Investigation of operator's process perception in complex ergatic systems requires further study. The present work demonstrates only the first outcomes of ambitious research. However, it assures that objective changes in a mental representation do happen during training, and their essence is the technological process conceptual model formation and evolution which are determined by operator's personal features.

CONCLUSIONS
Modern standards of industrial safety demand the high quality operators’ training. Computer-based training is the acknowledged instrument to target this demand. To achieve maximum effect it can be complemented by preliminary training. An efficiency of such approach was shown in this paper. Another way to improve computer training methods is to study the explicit changes of CM during learning process. To assess those changes the cluster technique was suggested in this work. Statistically significant results were presented and discussed.
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ABSTRACT
During the last decade, additional teaching strategies have been developed by implementing Internet and Information Technology. One of the most challenging and attractive strategies is remote / online education applied to the traditional hands-on laboratories by two approaches: Remote and Virtual Laboratories (Ertugrul N., 2000, Ma J., Nickerson J.V., 2006, Z Aydogmus, O Aydogmus, 2009). New friendly development environments like graphical programming platforms, distributed and virtual systems became more attractive to promote advanced experiment based teaching. These environments facilitate the simulation of complex, expensive and dangerous equipment, the access to the conducted experiments for a large number of users regardless of their location and the improvement of quality of the experiments. In this paper, the authors describe an original way of using a remote laboratory, built on a LabVIEW platform, in order to teach fluid power systems in power, automotive, and aerospace engineering in the University POLITEHNICA of Bucharest.

INTRODUCTION
Current development of the education system along with the rapid implementation of Internet and Information Technology have generated a trend in developing new methods and techniques used for teaching and learning, leading to an efficient distance education (Ursuțiu D., Cotfas P., Samoiilă C., Cotfas D., 2007). Therefore, the need to develop open and distance learning became an indispensable part of educational systems and has had an enormous impact on engineering, freeing students from the constraints of time and place, and offering flexible learning opportunities to individuals and groups of learners (Ibrahim, W. and Morsi, R., 2005).

The hands-on laboratories are important elements in the technical education. They allow verification of theoretical knowledge and solve practical problems. The laboratory is often a complex structure, so that students cannot safely work directly with laboratory facilities. A high-level technical assistance is always needed.

Easier access to laboratory facilities is an ongoing concern in technical education, some important steps in this area have been made by prestigious universities but also by various software companies.

Additional teaching strategies such as simulation, interactive illustration, demonstration, experimentation, operation, communication and implementation of Virtual Instrumentation concepts have led to the development of special laboratories in the technical field called Remote Controlled Laboratories (Selmer et al. 2007).

New friendly development environments like graphical programming platforms such as LabVIEW (short for Laboratory Virtual Instrumentation Engineering Workbench), Matlab/Simulink, Java Applet, Flash or other software used to simulate the lab environment became more attractive to promote advanced experiment based teaching (Ertugrul N., 2000). All these facilitate the simulation of complex, expensive and dangerous equipment, and the access to the conducted experiments for a large number of users regardless of their location, along with the improvement of quality of experiments (Chen X., Song G. and Zhang Y., 2010, Kehtarnavaz, N. 2008)

In traditional fluid power systems laboratory, students have to identify the structure of the testing system, to generate various inputs, and finally to measure certain operational parameters using analog instruments, that requires a considerable amount of laboratory time in order to understand the influence of each parameter on the systems performances.

Modern fluid power systems laboratory implies the use of data acquisition systems implemented on industrial computers with real time control software conducted and controlled remotely through the Internet or a Local Network (Scheidt C., 2001).

The development of a unified user-friendly remote laboratory publishing tool for fluid power systems is a great demand because it implies big amount of knowledge in other different fields than the fluid power one: SCADA systems, sensors, transducers and digital control languages. These can be avoided by the aid of a friendly data acquisition interface with simple input entities, which reflects the test strategy only, and the data storage into relational database for a faster numerical and graphical presentation. (Vasiliu D., Vasiliu N. et al. 2014).

The goal of this paper is to imply a new modular education framework based on virtual instrumentation that allows the study of both static and dynamic behavior of the hydraulic systems and enables students to focus only on the main
objective of the laboratory. The paper is structured in three major parts: description of proposed laboratory framework, the remote application and experimental results presentation.

MODULAR REMOTE-BASED LABORATORY FRAMEWORK

The block diagram of the Remote Laboratory Framework is shown in Figure 1. Each test bench sensors is connected to a real time machine (PXI) through a NI data acquisition board. The PXI machine also works like real time communication server, web server, database server, media streaming server and content manage server. The camera allows the user to see the system response in real time.

![Figure 1: The Remote Laboratory Framework diagram](image)

**Hardware**

The hardware structure of the remote laboratory for hydraulic servomechanism was developed on a modern test bench. The hydraulic servomechanism receives input signals form an electrohydraulic servomechanism controlled by an analogue interface. The purpose of this arrangement is to obtain an accurate and repeatable input signal. Traditionally a signal generator commands this excitation servomechanism. The output of the servomechanism is applied to a rocker, which replace the load of the mechanism. The displacement of the rocker arm is measured by the data acquisition system with the help of a position transducer. In the remote laboratory arrangement LabVIEW programmable signal processor, controlled locally or remote by the end user supplies the command signal. Figure 2 presents a generic view of the test bench.

![Figure 2: Virtual laboratory for hydraulic servos](image)

**Software**

The control software of the platform was developed with LabVIEW graphical programming language. It consists of four independent modules: laboratory management, experiment control, data acquisition and data analysis. Out of the four modules, the remote user has access only to the control (signal generation module) and data analysis module. The data acquisition module works with a predetermined set of parameters adequate for the programmed test. Figure 4 presents the block diagram for the data analysis module.
The data analysis module accepts inputs supplied by the data acquisition module and data read from a previously logged file.

REMOTE LABORATORY APPLICATION

The remote laboratory software application has been developed based on LabVIEW software and MySQL database management system. The associated database contains tables with all the needed information for application’s operation, such as:
- Users: name, affiliation, login and contact data;
- Laboratories attributes: name, the necessary time to carry out tests, the initialization period;
- Planning work sessions: users, laboratory name, start date;
- Results after performing samples; each user has a defined area, the access to this area being restricted to other users.

The application manages the information from the database allowing its user’s to remote control the fluid power system laboratory stands and access the resulting data. Users can visualize and create defined reports for each completed laboratory. The application works in the same way whether is accessed through the web platform or directly from the laboratory bench and consists from five linked learning steps (figure 5).

Laboratory selection / planning

The selection / planning interface provides a large amount of information like user login name and affiliation, list of completed laboratories, list of laboratories that can be performed and their planning (Figure 6). Each logged user can view their performed laboratory list and by selecting one of them, the recorded data will be available for visualization and saving.

User authentication and documentation

The applications interface between users and remote laboratories module can be accessed through a web browser for each particularly user. Each must provide a valid username and password and after a successful authentication, they can request access to a stand or laboratory if entitled (based on a multi-level user access).

Laboratory procedure and experimental data visualization

The next step of the learning process is the stand control interface (Figure 7). The test bench can be viewed through a media-streaming server installed on the PXI machine. It provides high-resolution images at 30 frames per second published it the right area of main laboratory interface. Also, the interface contains a necessary parameters setting area such as: form, frequency and amplitude of the input signal.
Start button turns on the acquisition of experimental data. After the acquisition, experimental data is represented graphically in the upper right corner, and numerically in the lower right corner. The users can select the measurement to be represented on each axis. At the end of the experiment session users can simply stop the program by using the “Stop” button. This action does not save data on the database. In order to save data and return to the laboratory selection and planning interface they must press the “Finalize” button.

**EXPERIMENTAL RESULTS PRESENTATION**

The experimental results can be visualized on-line or the data files can be downloaded for offline processing. The figures 8 to 13 presents typical graph for the hydraulic servomechanism obtained form data acquired with the remote laboratory test bench.

Figure 7: Main laboratory interface.

Figure 9 presents a typical steady state characteristic obtained with a proper low frequency triangle shaped test signal. The test signal used is presented in figure 10. Improper use of the test bench is exemplified on figure 11 were a higher frequency test signal (figure 12) does not allow a steady state behavior of the servomechanism.

Figure 8: The steady state characteristic of the servomechanism on 0.1 Hz input signal frequency.

Figure 10: The steady state characteristic of the servomechanism on 0.5 Hz input signal frequency.

Thus, the graph in figure 11 is influenced by the overall response time of the servos, which is rather slow due to the high mass of the inertial load formed by the rocker arm. The test bench can be used to determine the response time of the servomechanism by applying a square wave input signal. The result of such a test is presented in figure 12. A typical sine input response is presented in figure 13.
Concurrent engineering approach implies a tight collaboration between specialists in many areas of expertise. They can rarely find the opportunity to be together in the same laboratory at the same time. A remote or virtual laboratory approach allows for an easier collaboration and shortens the development cycle of a product. Therefore it is important to expose students to such a laboratory environment early in their formative years.
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