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ABSTRACT

We present OptFerm, a computational platform for the simulation and optimization of fermentation processes. The aim of this project is to offer a platform-independent, user-friendly, open-source and extensible environment for Bioengineering process optimization that can be used to increase productivity. This tool is focused in optimizing a feeding trajectory to be fed into a fed-batch bioreactor and to calculate the best concentration of nutrients to initiate the fermentation. Also, a module for the estimation of kinetic and yield parameters has been developed, allowing the use of experimental data obtained from batch or fed-batch fermentations to reach the best possible model setup. The software was built using a component-based modular development methodology, using Java as the programming language. ALBench, a Model-View-Control based application framework was used as the basis to implement the different data objects and operations, as well as their graphical user interfaces. Also, this allows the tool to be easily extended with new modules, currently being developed.

INTRODUCTION

Nowadays, several products such as antibiotics, proteins, amino-acids and other chemicals are produced using fermentation processes. Due to the rise of petroleum prices and the incentive to replace petroleum derivatives by “green products”, many traditional processes have been replaced by new biotechnological ones. Consequently, an effort to improve biotechnological techniques has been verified. Recombinant DNA applications were conceived to produce new microorganisms, while several computational tools have been designed and implemented for modelling and simulation of metabolic pathways of the cell (Pettinen et al. 2005). All share a common purpose: to increase the production yield and get a higher purity of the final product. To optimize the productivity of a biological process, in the majority of the cases, two different steps have to be addressed: firstly, a selection and genetic improvement of the organism strain is accomplished; in a second step, the best conditions of the fermentation process are identified, such as the initial nutrient concentrations, operating modes, feeding profiles for fermentations, temperature and pH.

In industry, the second step is mostly done experimentally using trial-and-error heuristics (Kawohl et al. 2007). Although there are several tools to study, simulate and optimize cellular pathways, there is still a clear lack of tools to perform the optimization of fermentation processes. Fermentation processes are affected by biochemical and chemical phenomena such as the chemical interactions between components, concentrations of substrates, products and biomass, and environmental conditions like temperature, pH and dissolved oxygen concentration (Tzoneva 2006; Zhang 2008). The complex dynamic behavior and the unpredictable effects of these factors increase the difficulty of establishing accurate models to describe the real systems (Benjamin et al. 2008). However, new methods to control, predict and optimize bioprocesses have been proposed. The OptFerm platform was developed using the Java programming language, with the aim of being a user-friendly, extensible and platform-independent tool. It was designed to allow the user to evaluate and compare several different methods for the tasks of simulation, optimization and parameter estimation, in the context of fermentation processes. The aim is to allow users to improve process productivity, achieving better results in reduced times.

The available optimization algorithms in this tool were developed and validated in previous work by the authors, namely Evolutionary Algorithms (Rocha et al. 2004, 2007; Mendes et al. 2006, 2008), Differential Evolution (Mendes et al. 2006, 2008) and Simulated Annealing (Rocha et al. 2007). Any of these algorithms can be used in feed optimization or parameter estimation. Metaheuristic optimization approaches are used, since the underlying problems are typically quite complex. OptFerm is available in the following website: http://darwin.di.uminho.pt/optferm.

MAJOR FEATURES

The main aim of the OptFerm software is to provide specific computational tools for the simulation and optimization of fermentation processes. The tools should enable its users to use several methods and parameter configurations, thus saving time in performing expensive wet experiments.

Fermentation models

The basis for all operations available within OptFerm are the models of the fermentation processes. The internal representation of a model is based on ordinary differential equations (ODEs). In OptFerm, model information can be divided in two main entities, a Process and a Function:
- **Process** – contains information on the state variables such as names, initial values and upper and lower limits, and the objective function for optimization purposes.
- **Function** – keeps the kinetic parameters (names, values and limits), kinetic reactions and the ODEs that describe the current problem dynamics.

The kinetic reactions and the ODEs are defined separately, allowing any type of kinetic equations to be defined for a given set of ODEs. The user can apply constraints to limit or impose a condition when a value of a state variable or kinetic reaction is exceeded. The kinetics functions can be implemented using any of the control flow statements in Java, demanding some knowledge of the programming language, but allowing a greater flexibility.

The dynamical model describing the state variables behavior along time is described by a set of ODEs (see the case study). There are only two restrictions in the definition of the model: it is necessary to associate a substrate feeding rate parameter and a dilution rate factor has to be associated to all differential equations, with the exception of the equation describing volume/weight variations.

Currently, the ODEs and kinetics have to be written in the Java language. The definition of a new model requires the implementation of two classes: one for the Process and the other for the Function. The structure of these classes is always the same, since they are based on a common interface. After the compilation of a model, the different data values associated with it are considered as default data and cannot be modified. Nevertheless, new instances can be created with different sets of values for different parameters. Indeed, when a Project is created, new sets of initial values for state variables, model parameters and feeding profiles can be defined and kept for future use.

**Simulation**

Regarding the process simulation, the user has the ability to test various combinations of the initial values for state variables, parameters and experimental or hypothetical feeding trajectories along time. Furthermore, it is possible to perform simulations with feed trajectories obtained from optimization. Likewise, after executing the estimation of model parameters, the results are immediately accessible and can be used to perform a simulation. The simulation results can also be compared with experimental data. The results are displayed via graphs, where each state variable or kinetic rate can be visualized separately. These figures can be exported as JPEG files. Simulations are performed by running a numerical integration process, using a linearly implicit-explicit Runge-Kutta scheme or a constant Runge-Kutta scheme, included in OdeToJava (Ascher et al. 1997).

**Optimization**

Three types of operations can be performed: the optimization of a simple feeding trajectory, of the feeding trajectory plus initial conditions or of the feeding trajectory plus final time (Rocha et al., 2004). In the first case, the ideal amount of substrate to be fed into the reactor per time unit along time is determined; the second scenario allows determining the best initial concentrations for each selected state variable, while in the third case the optimal duration of the fermentation is also provided.

The minimum and maximum pump limits can be defined by the user and these values are used as constraints on the optimization operations. Some preferences related with the algorithms can be modified by the user, such as the number of iterations, the population size, the discretization step and an interpolation factor. This factor is used to reduce the solution size, so that feeding values are defined only at certain equally spaced points. A report on the optimization operations performed can be generated, describing the conditions that were used and the results obtained.

**Parameter estimation**

To perform the estimation of parameters, a simple GUI is available, where the various estimation options are easily understandable. It is possible to fix certain parameters or to assert that certain state variables should be ignored during the estimation (this is important because if a state variable has null values over time, the objective function is affected, causing a numerical error). The results are presented in graphs or tables and both can be saved to files. As with feed optimization, a report can be generated. The fitting is performed by minimizing a total cost function that represents the adjustment between experimental and simulated data:

$$Total\ Cost = \sum_{i=1}^{n} \left( \sum_{p \in P} \left( \frac{\xi_{\text{sim},ij} - \xi_{\text{exp},ij}}{\xi_{\text{exp},ij}} \right)^2 \right)$$

where $\xi_{\text{sim},ij}$ represents the simulated data and $\xi_{\text{exp},ij}$ the experimental data for the state variable $\xi$ ($n$ is the number of state variables) for every point ($p$ is the total of data points).

The difference is divided by an average value $\xi_{\text{exp},ij}$ with the purpose of giving the same importance to all state variables.

**IMPLEMENTATION ISSUES**

OptFerm is built in a modular way, using a component-based approach to software development. AIBench, a general purpose Java application framework for scientific software development, was used to manage the data objects and execute the operations, also making the linkage with the graphical interface. All information related with AIBench can be found in http://www.aibench.org/.

AIBench is a MVC (Model-View-Control) based Java application developed by the University of Vigo, with the collaboration of the authors. It uses a plug-in engine, which provides the capability to load or unload operations, allowing to create applications based in software modules. All applications developed with AIBench are structured through two main concepts: datatype, defining data structures used in the application and operations describing functions receiving input objects and creating output objects. To implement OptFerm, it was necessary to define the corresponding datatypes and operations. A general schema of OptFerm structure is shown in Figure 1.

A datatype is a Java class that specifies the internal representation of an object, in which simple data or complex data (other datatypes) are incorporated. It may be considered...
as a container. They can be used or created during the various operations.

In OptFerm, the datatypes were structured as (Figure 2):

- **Project** – it is the basic datatype; when a Project is created, each of the objects shown in Figure 2 is instantiated. A Project is directly related to a model (it has to contain one Model object and cannot contain more than a single one). A Project has a list of Simulation, Optimization and Parameter Estimation results. These lists are extended, during the execution of each operation.

- **Model** – Within each Model there are four different datatypes, as shown in Figure 2, namely: State Variables, Kinetic Parameters, Feed Data and Experimental Data. These datatypes are of type List, in which a new set of initial values for the state variables, parameters, feed profiles or an experimental dataset can be added to the list. Consequently, different combinations of state variables, feed profiles and kinetic parameters can be used in the simulation, optimization and parameter estimation operations, without the need to change the internal structure of the model.

- **Simulation, Optimization and Estimation Results** – these are datatypes of type List. After the execution of each of these operations, a new object is created containing the results. The conditions that were used in these operations are saved, such as state variables, model parameters, feed profiles and experimental data sets.

All datatypes are organized in a *Clipboard* and presented to the user as a tree. The data contained inside the datatypes can be accessed through viewers, graphical interfaces where data is presented in tables, graphics or other suitable means.

In terms of the source code organization, a main library gathers the various packages with the simulation, optimization and estimation functions and a description of the models. A module containing specific optimization routines were created for feed optimization and related tasks. This module uses JECOli (Java Evolutionary Computation Library; http://darwin.dl.uminho.pt/ecoli) that contains generic optimization routines based on metaheuristic search algorithms. Some adaptations had to be made to adapt these algorithms to support feed optimizations, as explained in Rocha et al (2004) and Mendes et al (2006). Three algorithms belonging to the main groups of Evolutionary Algorithms, Differential Evolution and Simulated Annealing are used to perform optimizations.

A package for kinetic parameter estimation was developed, using the same optimization routines. Some modifications were made to enable the user to perform estimations without needing to modify the internal structure of the models. Functions to import/export data were also implemented.

**CASE STUDY**

The case study is related to production of ethanol by *Saccharomyces cerevisiae*, described by Chen and Huang (1990). The purpose is to explain in a descriptive way the most important features of OptFerm and not to make any study of the used model. Due to space constraints only Simulation and Optimization operations are considered.

The model represents a fed-batch bioreactor system and encompasses the following equations (Chen e Hwang 1990):

\[
\frac{dx_1}{dt} = g_1 x_1 \frac{x_3 - u}{x_4} \tag{2}
\]

\[
\frac{dx_2}{dt} = -10g_1 x_1 u + u \frac{150 - x_2}{x_4} \tag{3}
\]

\[
\frac{dx_3}{dt} = g_2 x_1 \frac{x_3}{x_4} - u \frac{x_3}{x_4} \tag{4}
\]

\[
\frac{dx_4}{dt} = u \tag{5}
\]

where \(x_1, x_2\) and \(x_3\) are the cell mass, substrate and ethanol concentrations (g/L), \(x_4\) the volume of the reactor (L) and \(u\) the feeding rate (L/h). Kinetic variables are given by:

\[
g_1 = \frac{0.408 x_2}{1 + x_3 \frac{0.22 + x_2}{16}} \tag{6}
\]

\[
g_2 = \frac{1}{1 + x_3 \frac{0.44 + x_2}{71.5}} \tag{7}
\]

The objective function was set to obtain a maximum of \(x_3\) when the maximum of reactor capacity (\(x_4\)) is reached:

\[
prod = x_3(T_f) x_4(T_f) \tag{8}
\]

where \(T_f\) is the final time.
Model edition

The first step was to define the Process Java class and the Function Java class. The ODEs (equations 2 to 5) are converted into the equations presented in Figure 3. This represents a function that receives the present time value and an array of state variables calculated in the previous iteration. Next, it calls the `updateKineticCoefs(t)` method to calculate new values for the kinetic variables at time \( t \), and then it calculates and returns an array containing the new values for the state variables at time \( t \).

```
public double[] f(double t, double[] x)
{
    double[] xp = new double[x.length];
    updateKineticCoefs(t);
    kinetics(x[1], x[2]); // x2, x3
    double \( \dot{y} \) = feed(t);
    xp[0] = kCoeffs[0]*x[0] - \( \dot{y} \)*(x[0]/x[3]);
    xp[1] = kCoeffs[1]/modelPars[0]*x[0] + \( \dot{y} \)/x[3] * (modelPars[1]-x[1]);
    xp[2] = kCoeffs[0]*x[0] - \( \dot{y} \) * (x[2]/x[3]);
    xp[3] = \( \dot{y} \);
    return xp;
}
```

Figure 3: How ODEs are defined in the Function Java class

The kinetic equations 6 and 7 have to be converted to the Java language as shown in Figure 4. The variables \( g_1 \) and \( g_2 \) at each iteration are saved in an array \( kCoeffs \), and these values are used later in the ODEs. The \( modelPars \) are the kinetic parameters defined in the Function java class as well.

```
public void kinetics (double S, double P)
{
    kCoeffs[0] = modelPars[2]/(1.0 + (P/modelPars[3]));
    \( \dot{y} \) = (S/modelPars[7])/S;
}
```

Figure 4: How kinetic variables are defined in Java

An objective function must be defined, describing the purpose of the optimization. The aim was to obtain the maximum of ethanol \( (x_t) \) and equation 8 was used, being defined in the Process class as the `productivity` method:

```
public double productivity (double tf)
{
    double prod = u[2][endPoint] * u[3][endPoint];
    return prod;
}
```

Figure 5: The objective function in the Java language

OptFerm Clipboard

After defining the process and function classes, these are compiled and are ready to use in OptFerm. A new project is created and all initial Datatypes are displayed (Figure 6). They are presented as a tree structure, and the data contained can be viewed by simply clicking over the datatypes. All functionalities are displayed in the menus. Different sets of initial values for state variables, kinetic parameters, feeding profiles and experimental data can be created and added to the clipboard (Figure 7). Data can also be removed from the clipboard. The internal data of these new sets can be modified when necessary, and the user can save or load previously saved data.

![Figure 6: Example of OptFerm Clipboard](image)

Figure 6: Example of OptFerm Clipboard

![Figure 7: Menus and sub-menues of the OptFerm toolbox: example on how a new set of state variables can be created](image)

Simulation

An interface is presented to the user with all options to perform simulations (Figure 8). A Project, the initial values of state variables and kinetic parameters have to be selected. It is possible to select between feeding profiles that had been defined by the user and the ones resulting from optimization procedures. After performing a parameter estimation, the model parameters are also available to be used.

![Figure 8: The graphical interface to perform simulations](image)

Optimization

After performing a simulation, the results are displayed in a graph (Figure 9). The state variables or kinetic rates can be visualized. The right panel displays the parameters used.

To perform an optimization, a panel is presented (Figure 10). On this panel, several options can be selected and the available sets of initial values for state variables and model parameters are displayed.
reduce the number of trials that are necessary to achieve the best results. So, with this tool the user is able to analyze the robustness of a fed-batch model, compare simulated data with experimental data, determine unknown parameters and optimize a feeding profile to be fed into a bioreactor.

The current software version has a major limitation: the absence of a graphical interface to visualize and edit models. This feature will be available in a future version. The user can still create the corresponding Java classes describing the model by differential equations and kinetic reactions. In future versions, functions for exporting/importing models in SBML (System Biology Markup Language) format will be implemented. Because OptFerm is implemented inside AlBench framework that has a plug-in concept, new functionalities or algorithms can be easily integrated.
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ABSTRACT
We present a method for modeling livestock production systems (MLPS), based on unified modeling language. A livestock production system is viewed as having four aspects: production, decision, action and resource. A three-stage process is used. First, the main interactions between the production system and external systems are modeled for each aspect by means of use case diagrams. Second, internal processes detail these use cases with refined use case, sequence or activity diagrams. Third, the model is built. Package and class diagrams model its structure, while sequence, activity, statechart and time diagrams represent its dynamics. We applied MPLS to a simplified beef production example.

INTRODUCTION
The purpose of any livestock production system is animal production. Many models exist, focusing on the animal, the herd, or the whole farm system. Even with such scale differences, these models all simulate production (dairy or meat) through internal dynamics and structure. The use of a common method and formal representation would greatly simplify the construction of these models, and help to compare, develop and interconnect them.
Here we describe a method for modeling livestock production systems (MLPS). It uses the unified modeling language (UML) to formalize the model. First, we briefly present UML. MLPS is then detailed, along with the subset of UML used for the method. Finally, we apply MPLS to a simplified beef production example.

UNIFIED MODELING LANGUAGE
Unified modeling language is the international standard language in object-oriented software development (Rumbaugh et al. 2004). It aggregates (unified) main principles from more than 50 object-oriented methods of the 1990s. The Object Management Group, a consortium of major firms and institutes of the object community, normalized it in 1997. It affords 13 different types of diagram, each focusing on a particular aspect of the system. Although it was built for object software modeling, it can be used to model other types of domain (see for example Papajorgji and Pardalos 2006).

DESCRIPTION OF MLPS
Overview
The main goal of MLPS is to build a conceptual model of the studied system, represented by several UML diagrams. It is assumed that the objectives of the model have already been identified. MLPS can then be used in conformity with them.
The method models the whole system in terms of four aspects: production, decision, action and resource. Production covers every physical or flow process that builds or transforms products. Decision concerns either strategic or tactical management. It does not modify the system states. Humans or animals may take decisions. Action refers to the implementation of the decisions, and modifies the system’s states. Resource represents what is utilized by the three other aspects and may be limited or unavailable at a particular time (for example forages).
MLPS refines each aspect model in a three-phase process, each phase focusing on a specific abstract level. This breakdown is important in the method because it prevents problems with several levels of abstraction being confounded. For example, it is not important to detail the growth process of the animal if the main functions of the whole farm system are not identified.
The MLPS process
MLPS is composed of three phases by which the model is built up: external, refine and build.
It begins with the external phase, which models the exchanges between the production system and external systems. The issue here is which systems impact the production system, or are impacted by it. Using UML vocabulary, the external systems are actors, and the general description of the impact (exchange) is a use case. The exchanges are represented with UML use case diagrams (Figure 1).
At least one diagram for each aspect should be built. However, depending on model objectives, a particular aspect may have no external interactions. At least one interaction must appear: the sale of the product or the final building of it (it then exits the system). This is the main interaction that drives the rest of the modeling process. If a use case must be further explained, a sequence diagram can be used (Figure 2).

The sequence diagram shows the sequence of exchanges between the production system and one or more external systems necessary to implement the use case. If the sequence is too long, the interaction can be modeled by means of scenarios, each represented by one diagram.

The next step is the refine phase. It concerns the internal process needed to implement the previously described external interaction. For livestock production systems, it may be, for example, breeding process, feeding management or dairy milking. This phase employs use case diagrams, linking previous use case with secondary use cases (internal process). During this stage, main secondary use cases may be detailed with an activity diagram (Figure 3).

In Figure 3, Activity 1 will be implemented after Activity 3 if Event 1 happens and Condition is met. If time is important for a use case, timing diagrams may be used to show the system state changes over time. This type of diagram is not presented here owing to lack of space.

The last stage is the build phase. The first question here is: which internal parts of the system concern the use cases, and what are the links between these parts? For a livestock system they could be, for example, a farmer, a cow, and a culling action. Here the UML class diagram is used. It details the structure of the model. In UML, the internal parts are named classes (Figure 4).

In Figure 4, System part 1 composes System part 3 and System part 2 is a sub-type of System part 4. System part 1 has a link (association) with System part 2. The package diagram can show whether the whole system is a set of subsystems in interaction. Each package represents a subsystem, and is made up of interacting classes (Figure 5).
In Figure 5, Package 1 aggregates Packages 2 and 4, and depends on Package 3.

The next question concerns the necessary dynamics between the system’s parts to implement a use case. Here the sequence diagram is best, but the activity diagram can also be used. To model state changes in internal parts, the statechart diagram is used. It is based on a representation similar to the activity diagram. For specific time transition modeling, timing diagrams are also possible. During this last stage, especially modeling the dynamics, the interaction between aspects appears.

**EXAMPLE OF A BEEF COW PRODUCTION MODEL**

To illustrate the method, we present the use of MLPS for modeling an individual based simulator named SIMBAL (Pérochon et al. 2009). This simulator aims to predict the impact of farmer management on beef production. Two individual agents are modeled: the animal and the farmer. The diagrams presented have been simplified, retaining the important components.

**External Phase**

In accordance with the model objectives and simplification choices, we kept only three aspects: *production*, *action* and *decision*. Resource is considered to be not limited or to have been included directly in production process equations. We first define external systems: client for the *decision* aspect and climate for the *production* aspect (Figure 6). No external interactions are modeled for the *action* aspect. We then choose main interactions to be modeled: *sell animal*, *breeding* and *growth*.

In our model, the climate interacts with the breeding and growth processes through level of feeding or seasonal effects on reproduction (Blanc and Agabriel 2008)

These diagrams are very simple but they are very important. At this high level of abstraction, choices have been made that will impact on the rest of the modeling process: some potential external systems and interactions are not modeled. What is represented is important but also what is not. For example, for the *decision* aspect, only one actor is present: the client who buys or asks for animals, while in reality, the bank, the family, agricultural government policies, etc. also interact.

**Refine Phase**

Each external interaction is now detailed. As the most important is *sell animal* we present here the associated refined use case diagram (Figure 7). An internal process (secondary use case) appears: *animal production*. It concerns decisions taken to produce an animal. Among these, we consider that the main ones are *breeding* and *growth*.

Comparing Figures 6 and 7, we see the difference in levels of detail between the external and refine stages use case diagrams.

We considered that the animal production decision needed to be detailed for greater clarity. To do this we used an activity diagram (Figure 8).

This diagram introduces two new processes: watching the cattle and planning. These are the most important ones for the *decision* aspect. We can note that no actions on the cattle
appear. This is normal because it is the goal of the action aspect. Figure 9 shows an activity diagram detailing the farmer’s actions.

Figure 9: Activity Diagram for the Action Aspect

Build Phase

We now describe the internal structure of our model. First, instead of considering the model as a mere array of components, it is better to divide it into sub-systems; we use packages. The obvious way is to use aspects for our packages (Figure 10), three in our case study. But other sub-systems may exist.

Figure 10: Package Diagram of the Aspects in the Model

In Figure 10, we see that decision depends on every other aspect, while production depends only on action. Each package is then detailed in one or more class diagrams. The central role of the farmer appears in the decision package (Figure 11). It takes decisions and orders them in a schedule. Several types of decision exist: culling, weaning, feeding, breeding and selling.

Figure 11: Class Diagram of the Decision Aspect

The main classes in the production aspect (Figure 12) are the animal and the batch (of animal).

Figure 12: Example of Main Classes for the Production Aspect

To implement action or to take a decision, the farmer groups animals into batches (Ingrand et al., 2002), each specialized for a specific task. For example, the breeding heifer batch concerns previously selected heifers kept for future breeding to renew the herd. The culling bull batch is males to be sold after fattening.

Now that the structure is modeled (though possibly not fully) the dynamics between model parts may be modeled. When a farmer renews animals in the breeding cow batch, he selects what he considers to be the best cows in conformity with his own criteria. This task uses parts of our model derived from each aspect (Figure 13).
**Renew decision** is in the **decision** aspect, **building** is in the **resource** aspect, **selection action** is in the **action** aspect and the others are in the **production** aspect. As breeding states are important in this system, we modeled it using a statechart diagram (Figure 14).

**CONCLUSION**

The three important points of the method are (1) to model the system according to four specific aspects (**decision**, **production**, **action** and **resource**), (2) to split the analysis process into three stages (**external**, **refine** and **build**), each of which deals with a level of abstraction, and (3) to propose for each of them a UML subset. Using aspects to model an agronomical production system is not new. For example, Martin-Clouaire and Rellier (2003) used **manager**, **operative** and **productive** aspects. This method considers **resource** to be outside the operative system because managing resources is different from utilizing them. Van de Ven et al. (2003) chose **potential production**, **limited production** and **reduced production** aspects, which mainly covers our **production** aspect. Choosing a subset of UML was necessary because users often get lost among all the UML diagrams. This is why we give the subset together with suggestions about how to use it. MLPS approaches have been adapted for livestock production systems by the unified software development process method (Jacobson et al. 1999).
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ABSTRACT
Modelling and simulation of complex natural systems may involve incompatibilities when trying to perform data exchange between models defined by different domain specialists. During these exchanges some problems may appear according to the different types of data units or different time units used in the models involved in the overall modelling and simulation. This paper deals with a modelling scheme allowing to solve these problems. We will point out how we introduce different kinds of conversions functions into a special formalism based on DEVS called multilayer DEVS. We present also how we are validating this multilayer DEVS formalism through a Python implementation of the modelling and simulation of the hydrological behaviour of a catchment basin.

INTRODUCTION
Modelling complex natural systems involves the cooperation of scientists from various horizons. Each of them is able to make his own model; each resulting model will represent a point of view of the studied natural system. Each model will involve the definition of its own data units. In order to fully study the behaviour of a complex natural system the previously defined models must have to communicate between them for exchanging data or anything else. However since these models are defined independently several problems may occur during the data exchange. These problems can invalidate the entire simulation.

We propose here a framework able to integrate the different models and to perform a safe simulation. This framework is based on the DEVS formalism created by professor Zeigler [1] [2] [3] [4] [5]. We called our formalism multilayered DEVS modelling and simulation. A detailed presentation can be found in [6]. DEVS is a formalism allowing to model a discrete event system. Two kinds of models are defined: 1) basic models from which larger ones are built, and 2) coupled models which describe how these models are connected together in hierarchical fashion. Basic models (called atomic models) are defined by the following structure:
\[ CA = \langle X, S, Y, \delta_{\text{int}}, \delta_{\text{ext}}, \lambda, \tau \rangle \] where:

(i) \( X \) is the set of input values;
(ii) \( S \) is the set of sequential states;
(iii) \( Y \) is the set of output values;
(iv) \( \delta_{\text{int}} \) is the internal transition function dictating state transitions due to internal events;
(v) \( \delta_{\text{ext}} \) is the external transition function dictating state transitions due to external input events;
(vi) \( \lambda \) is the output function generating external events at the output, and
(vii) \( \tau \) is the time-advance function which allows to associate a life time to a given state.

The behaviour of an atomic model is illustrated as follows: the external transition function describes how the system changes state in response to an input. When an input is applied to the system, it is said that an external event has occurred. The next state \( s' \) is then calculated according to the current state \( s \). The internal transition function describes the autonomous (or internal) behaviour of the system. When the system changes state autonomously, an internal event is said to have occurred. The next state \( s' \) is therefore calculated only according to the current state \( s \). The output function generates the outputs of the system when an internal transition occurs. The time advance function determines the amount of time that must elapse before the next internal event occurs, assuming that no input arrives in the interim.

An atomic model enables us to specify the behaviour of a basic element of a given system.

A coupled model indicates how to couple (connect) several component models together to form a new model. This latter model can itself be employed as a component of a larger coupled model, thus giving rise to hierarchical construction. A simulator is associated with the DEVS formalism in order to execute a coupled model's instructions so as to actually generate its behaviour. The architecture of a DEVS simulation system is derived from the abstract simulator concepts (Zeigler and al. 2000) associated with the hierarchical and modular DEVS formalism. The abstract simulator allows the definition of a simulation tree whose root element is dedicated to the time advance management.

The rest of the paper is organised as follows. In the second section we present the multilayered DEVS formalism. Section 3 deals with the example used in order to validate
the proposed formalism. We will describe two models involved in the modelling of the behaviour of a catchment basin which have been defined independently by different modellers. The implementation and validation of the multilayered DEVS formalism will be described in detail in section 4. In the final paper we will present the obtained results which are going to be generated in the next weeks. Finally section 5 will briefly summarized some conclusions and will present future work.

THE MULTILAYERED DEVS FORMALISM
The multilayered DEVS formalism allows the modelling of a complex natural system by the integration of several kinds of models. These models created by different domain specialists are called behavioural models. In order to perform the integration of these models we have defined a DEVS model called Assembly Model. This coupled model is the central element of the proposed formalism. The Assembly model will treat every data shared by the models. This special component is a coupled model composed of two following main kinds of atomic models:

(i) The Driven models; these models are in charge of the data transmission. Each data shared between the behavioural model pass through the Assembly model. After received the data, a write order is send to the corresponding Storage models (describe below); furthermore the second role of the driven models is to transmit to an associated behavioural model the data received from the storage models. Each behavioural model is link to one and only one Driven model.

(ii) The Storage models; their role is to register the data shared between models. There is a storage model for each type of data.

The Assembly model also contains conversion functions. There are two kinds of functions:

(i) Details conversion functions: these functions act when there are some details scale problems (units problems); for example if a model use km as unit and another one cm, a function converts the data to the right units. These functions insure the validity of the data.

(ii) Temporal conversion functions: theses functions are based on the Jerome Euzenat’s theory [9]. These functions allow us to not redefine the classical DEVS simulator.

THE VALIDATION EXAMPLE: A CARCHMENT BASIN
A catchment basin can be decomposed into 2 different models: the hydrological model and the snow model

Hydrological model
GR3J is an hydrological model for the study of catchment. It performs good results by using a representation of the rainfall-runoff process as simple as possible and depending on very few parameters.
A complete description of GR3J can be found in [11].

Figure 1 represents the structure of the GR3J model. P and E are respectively the precipitations and the potential evaporation; the first transformation takes place in a reservoir called “interception” its capacity is null.
There are two functions:
- Production function: the soil reservoir which is defined by its capacity noted down here A and its

![Figure 1 GR3J model](image-url)
real level. S. S evolves with the rain Pn and the evaporation En. The input (Ps) and output (Es) flow take place when Pn and En are positive.

- Transfer function: the water which does not go to the soil reservoir represents the available water for runoff (Pn-Ps). This water is divided into two parts: the most important is the left part (90%) is transformed by a 1-day unit hydrograph (UH1) while 10% is transformed by a second unit hydrograph (UH2). The first part, after routing by UH1 is given as input to a reservoir whose storage is R. This reservoir is subject to an exchange of water F. Q represents the daily stream flow.

**Snow model**

For this model, the air temperature will be very important. In fact we can determine if there is some rain or some snow with the air temperature. Let us call the air temperature TA, the critical temperature below which it is snowing are call TLOW. If TA is higher than temperature TUP it is raining. If temperature is between TLOW and TUP it gives a mix of rain and snow. The reader will find below the corresponding equations.

\[
\begin{align*}
    f &= 1 \quad \text{if } T_A \geq T_{UP} \\
    f &= (T_A - T_{LOW}) / (T_{UP} - T_{LOW}) \quad \text{if } T_{LOW} \leq T_A \leq T_{UP} \\
    f &= 0 \quad \text{if } T_A \leq T_{LOW}
\end{align*}
\]

Snowmelt is calculated with these equations:

\[
\begin{align*}
    M &= K_M \times (T_A - T_{RM}) \\
    K_M &= K_{MIN} \times (1 + K_{CUM} \times M_{CUM})
\end{align*}
\]

Where M is the snowmelt, K the degree-day, Tₐ the average air temperature, Tₐₘ is temperature in which the snow melting. Mₐ is the melting accumulated during the season, Kₐ is the minimum of the degree-day, Kₐ is a parameter for some calibrations.

More details of this model can be found in [12].

**THE IMPLEMENTATION**

We have converted these models to DEVS model in order to use them with our multilayer framework.

**Hydrological model in DEVS**

The hydrological model can be converted into DEVS formalism. Figure 2 represents the coupled DEVS model derived from GR3J. All of the submodels are atomic models:

- Dispatcher handles the water distribution among the two unit-hydrographs
- Delay1 and Delay2 represent the unit-hydrographs. They calculate the amount of water to deliver and the associated delay.

- Cumul generates the streamflow, depending on the water delivered by Delay1 and Delay2.

![Figure 2 GR3J hydrological model in DEVS](image)

**Snow model in DEVS**

This model can easily be transform in an atomic model. The basic principle is the following one:

When an input is received (**δ₁₅**), the variables are updated, and the current state of the model is computed. The model is active in the following cases:

- The available liquid water is higher than the quantum
- The sum of liquid water and snow amounts is higher than the quantum and the current temperature allows snowmelt.

Then, the time advance function (**τ**ₐ) calculates the time before the next job to execute:

- If the model is in the passive state, this time is infinite
- If the available amount of water is higher than the quantum, the output is quantized.
- If snowmelt is necessary to have a water amount equal to the quantum, the time required to have a sufficient snowmelt is calculated.

The output function (**λ**) generates an output equal to the quantum. The internal transition function (**δₐ₁₅**) updates the model variables. If snowmelt is necessary to deliver a quantum amount of water, an output is planned for later, but we have taken into account the possibility for an input event to occur in the meantime. If necessary, the external transition function calculates the snowmelt for the given period.

These two models represent the views of two specialists; they are the behavioral models. They both link to the Assembly model.

We have implemented both the multilayered formalism and the DEVS coupled models and atomic models involved in the validation example of section 3 using the PythonDEVS simulator [7,8]. The Python-DEVS Modelling and Simulation package provides an implementation of the standard classic DEVS formalism described in section 1. The package consists of two files, DEV5.py and simulator.py. The first one provides class architecture that allows hierarchical classic DEVS models to be easily defined by subclassing the AtomicDEVS and CoupledDEVS classes. The Simulator engine (SE) is implemented in the second file. Based on the principles of simulation describe in section 1, it allows to perform discrete event simulation. Even if the PythonDEVS software involves a simulation engine which offers limited means to terminate a simulation and provides no easy model-reinitialisation possibilities we have been able to use it in order to efficiently test our approach.
RESULTS
The two models presented below have been transformed onto DEVS models and been linked through the assembly model, this section presents two curves representing some results. The curves (Figure 3) represent the comparison between the real observed measures and the computed measures. The first one presents results during a year and the second the results for 8 years.

We can see some differences between the two curves (red and blue), the first one (the blue one) show the results takes by a specialist. The red curve, presents the results obtain with our catchment model. We can see that there’s a difference between our results and the “real” results; we can explain that: our model is build from the GR3J model, some parameters must be defined as a constant because of its complex nature, so some details are not taking into account. Moreover as its explain in the GR3J presentation, the models is not provide for deal with flood. During a flood a lot of water runoff in a very short time so GR3J show this fact even better. Here we cover 8 years from 1969 to 1976, we can see here that our results even closer to reality.

CONCLUSION
We have presented here a way to modeling complex natural system. We use the multilayered DEVS formalism [6] [10]. We have implemented both the Assembly coupled model and the DEVS models involved by the validation example dealing with the behavior of a catchment basin. The validation example allows us to fully illustrate and test the exchange and sharing of data
between models that do not have the same data unit and the same time unit. We also made two curves to show the reliability of our results. These curves point out that our results are really close from the real measurements especially when the scale covers a large period.

Furthermore we are also implementing a complex application dealing with forest fire simulation using the multilayered DEVS formalism. We plan to develop a complete comparison between the simulation of forest fires using a classical DEVS model and simulation of forest fires using the multilayered DEVS formalism.
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ABSTRACT
In this paper, we propose a software component that implements a generator of regular numbers from primes when required by the simulation using refined descriptive sampling. The latter is regarded as the best sampling method. In order to validate the proposed component, an illustration of the uniformity is given together with the simulation of an M/M/1 queuing system. The simulation results were compared to those obtained using the generator rand() included in the C programming language under Linux. The best results are given by the proposed software component.

INTRODUCTION
Nowadays, simulation covers significant challenges in all areas of engineering (technical, commercial, financial ...) because it is a necessary aid to decision making and control of accuracy. When all else fails, then simulate. Monte Carlo simulation is a sampling experiment based on the succession of a large number of random draws. This method is well known and intensively used; nevertheless, it is still a research subject in three main areas:

1. The quality of the random generators used (Makato and Takukuji 1998).
2. The techniques of variance reduction (Henry and Flora 1998),
3. The techniques of behavioural model building (queuing network, stochastic Petri network...) that seek help to better formalize some problems before being processed.

But, its success was harmful. Indeed, Monte Carlo method was provided to solve any kind of problem. No study has been made for the type of problem for which it was particularly adapted. Nowadays, it is also used to generate the initial solution of other simulation techniques (taboo search, simulated annealing...). The simulation results obtained through a Monte Carlo method are of modest accuracy, this is due to the extremely slow convergence. Because of its limits, a new paradigm emerged; it is not always necessary to resort to randomness. Then, non-random sampling methods were derived from this paradigm. Descriptive sampling (DS) (Saliby 1990) and refined descriptive sampling (RDS) (Tari and Dahmani 2005a) are both with this paradigm. The efficiency of RDS over DS and RS is proved by several comparisons, on a flow shop system and a production system (Tari and Dahmani 2005b, 2005c).

This paper is in the quality of number generators used in a simulation. A software component is developed implementing the RDS method for the generation of input samples for simulators. The choice of the method is motivated by the supremacy of its quality (Tari and Dahmani 2006). An M/M/1 Simulator is also developed in order to validate the proposed software component and the performance measures of a simple queuing system are established for comparison with the C-language random number generator under Linux.

ALTERNATIVES TO MONTE CARLO SIMULATION
An algorithmic random number generator must satisfy a set of criteria such as:
Uniformity: The number stream shall pass the tests of a uniform distribution.
Independence: The full orbit and the particular sub-orbits must be independent.

The extended period: Given that the typical programs have execution times running from several hours to several months, the simulation programs running on supercomputers need random numbers. This imposes a lower limit to the period of generators.
Reproducibility: checking programs during their development, we must be able to reproduce exactly the generated stream of random variables
Portability: For reasons of verification, it is sometimes necessary to run the program on different machines, possibly with different word lengths.
Separate sub-streams: If a simulation is performed on a multiprocessor machine or if the computation is distributed across a network, then, the sub-stream used in each sub-task of the program must be independent.
Effectiveness: Since the call to the routine of the generator is done many times, it is then necessary that its
program is as simple as possible with required minimal operations.

**Refined descriptive sampling**

To reduce the risk of bias, RDS procedure was proposed as an alternative approach to Monte Carlo Simulation. This method is mainly concerned with a block of prime numbers which must be situated inside a generator aiming to distribute regular samples of prime size when required by the simulation. Compared to DS this approach removes the need to determine in advance the sample size.

Let \( p_1, q_1, q_2, \ldots \) be distinct prime numbers and a simulation experiment of \( M \) replicated runs, terminates when \( m_0 \) prime numbers have been used, which derives \( m_0 \) sub-runs. In this procedure, we present regular samples from \( p_1, p_2, \ldots \) and so on for any \( q \) in random order as required by the simulation. We terminate when the simulation terminates. Using RDS, subset values for the input random variable \( X \) are generated as required by the simulation.

The general method of the inverse transform produces regular subset values given by

\[
x_i = F^{-1}(r_i) \quad \text{for} \quad i = 1, 2, \ldots, p_{q_i}, \quad q = 1, 2, \ldots, m_j \quad \text{and} \quad j = 1, 2, \ldots, M
\]

where

\[
F^{-1}(r) \in [0,1]
\]

is the inverse cumulative input distribution and

\[
r_i = (i-0.5)/p_{q_i} \quad i = 1, 2, \ldots, p_{q_i}, \quad q = 1, 2, \ldots, m_j \quad \text{and} \quad j = 1, 2, \ldots, M
\]

and the sequence of each regular subset \( \{r_i, i = 1, 2, \ldots, p_{q_i}\} \) is randomised.

**PRESENTATION OF THE DEVELOPED COMPONENT**

A generator aiming to distribute regular samples of prime size, using RDS, when required by the simulation is developed. We illustrate the developed component in two figures representing the uniformity distribution of generated points. A set of 5000 regular numbers are generated by the developed component RDS, and represented over a plane (fig 1). Furthermore, the set of numbers is divided into two sub-sets of 2500 points which are represented over another plane (fig 2).

![Figure 1: Graph of 5000 numbers obtained by the use of getRDS showing the uniformity](image1)

![Figure 2: Graph of pairs of 2500 numbers obtained by the use of getRDS showing the uniformity](image2)

**Description and implementation**

The main file of the developed library, called “getRDS” contains the following four main functions:

- \( \text{alea min\_max()} \): This function generates a random integer between the respective integer MIN and MAX such as \( \text{MIN < MAX < 4294967295} \), these integers will be introduced by the user. MIN and MAX represent respectively the minimum and maximum.

- \( \text{Is\_Prime()} \): The aim of this function is to check if an integer \( N \) is a prime or not.

- \( \text{pgetrand()} \): This function generates a prime number randomly between the respective MIN and MAX such as \( \text{MIN < MAX < 4294967295} \), these integers will be introduced by the user.

- \( \text{ugetRDS()} \): The objective of this function is the generation of uniform numbers using RDS method.

The design of the developed component is special in two ways. First, the programmer can afford the service of each function individually or separately and is useful as all parameters are fixed by the user.

There are two possibilities for using this library, do either:

```c
#include "RDS.h": If this file is copied into the same directory of the program that it uses.
```

or

```c
#include <RDS.h>: If the file is copied into the directory standard library of C language under linux / usr / include.
```

In the first case, we will have a program of the following structure

```c
#include <stdio.h>
#include "RDS.h"
int main() { }
```

But, in the second case, we will have a program of the following structure

```c
#include<stdio.h>
#include <RDS.h>
```
int main() {}

The use of the developed component

Let’s show how to use the developed component. We create a program under the name example.c and the following source code:

```
#include <stdio.h>
#include <RDS.h> / * call the component, here the component is assumed to be recorded under the directory /usr/include /* /
int main()
{
    int i;
    printf("A stream of 5 integer random numbers between 2 and 50\n");
    for (i = 0; i < 5; i++)
        printf("%d", alea_min_max(2,50));
    printf("A stream of 5 prime numbers between 3 and 50\n");
    for (i = 0; i < 5; i++)
        printf("%d", pgtrand(3,50));
    printf("A stream of 5 regular numbers between 0 and 1\n");
    for (i = 0; i < 5; i++)
        printf("%d", ugetRDS(3,50));
    if(is_premier(11)) printf("11 is a prime number.\n");
    else printf("11 is not a prime number.\n");
    return 0;
```

An example of application

The developed component was validated by simulating a simple queuing system of type M/M/1. The same queuing system was also simulated using the random number generator rand() included in the C language under Linux. The considered input parameters of the studied queuing system are: The rate service time, μ, and the arrival rate, The output parameters are the mean waiting time (E(W)) and the mean stay time (E(T)). Then, an M/M/1 Simulator is developed and implemented with C-language under Linux, in order to validate the "getRDS" software component and to compare it with the random number generator rand() integrated by default in the C-language. The design of the simulator is special in two ways. First, it affords the comparison of both sampling methods and is useful as all parameters are fixed by the user. Given these input parameters, the simulator outperforms M=100 iterations for each sampling method to compute both performance measures of the system being studied. The results are given in the following table 1.

<table>
<thead>
<tr>
<th>Theoretical values</th>
<th>Parameters values given by getRDS and rand() for k = 1 and pG = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Int test</td>
<td>2nd test</td>
</tr>
<tr>
<td>0.00</td>
<td>0.26</td>
</tr>
<tr>
<td>0.01</td>
<td>0.472</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theoretical values</th>
<th>Parameters values given by getRDS and rand() for k = 2 and pG = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Int test</td>
<td>2nd test</td>
</tr>
<tr>
<td>0.00</td>
<td>0.698886</td>
</tr>
<tr>
<td>0.01</td>
<td>0.956</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theoretical values</th>
<th>Parameters values given by getRDS and rand() for k = 3 and pG = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Int test</td>
<td>2nd test</td>
</tr>
<tr>
<td>0.00</td>
<td>0.132222</td>
</tr>
<tr>
<td>0.01</td>
<td>0.132222</td>
</tr>
</tbody>
</table>

Table 1: Summary of an M/M/1 simulation results from different tests of 100 replicated runs using "getRDS" and rand() generators

CONCLUSION

We have proposed and implemented an RDS generator, then we have shown how it works and an example of application was given through an M/M/1 simulator. As shown in table 1, the experimental results demonstrate that all performance measures of the M/M/1 queuing system using the "getRDS" component are closer to the theoretical values than those obtained by rand() function. Therefore, these results strongly support the efficiency of RDS. The "M/M/1 simulator" affords a multitude of simulation experiments and shows that even with more than one output variable observed through simulation, the results from RDS are better than RS. Given, that rand() is a very good random number generator, this confirms that our getRDS component really is a good generator.
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ABSTRACT
In this paper we present a novel approach to specify and analyze complex systems using product-form models. The main strengths of this approach are its high modularity and its ability of dealing with a very large class of product-form models. This has been possible because the product-form analysis is based on two properties that are formulated at a very low level, i.e., the Markov implies Markov property and the Reversed Compound Agent Theorem. We propose a unifying framework for combining product-form models defined in terms of different formalisms and we give the conditions that allow the composition to be in product-form. The semantic of their combination is formally defined because the various sub-models are transformed into GSPNs with an equivalent underlying process. In particular, we illustrate with several examples that we can perform analysis of models with non-linear traffic equations, including those with some components being G-queues, product-form stochastic Petri nets, or multi-class queueing stations.

INTRODUCTION
Stochastic models have proved to play a pivotal role in the performance analysis of software and hardware architectures. The model of the system can be defined according to a large set of formalisms which ranges from Petri nets extensions to queueing systems and others. Generalized Stochastic Petri Nets (GSPNs) [Marsan et al. (1995)] are a well-known formalism capable of representing complex systems in a formal way. This formalism is a stochastic extension of Petri Nets (PNs) that had been introduced to describe systems with parallel computations. Informally, PNs consist of places, transitions and arcs that connect places to transitions or vice-versa. Tokens represent the state of the model and are associated with the places. The firing of the transitions change the state of the model. In the Stochastic Petri Nets (SPNs) the transition firing takes an exponentially distributed random time and, under a set of assumptions on the firing semantic, the marking process, i.e., the stochastic process that describes the state of the model along the time, is a Continuous Time Markov Chain (CTMC). GSPNs [Marsan et al. (1995)] can be seen as an extension of SPNs that admits two types of transitions: immediate and timed. The firing of the former ones occurs in a deterministically zero time, while the firing of the latter ones requires an exponentially distributed random delay. We summarize the main strengths of GSPNs.
- It has a strong semantic. Indeed, given a GSPN model with its initial marking, the underlying stochastic process is uniquely determined. This property is not shared with all the formalisms for the stochastic modeling, e.g., queueing networks are usually described by a high level language.
- It allows for qualitative analysis of the system, by the so-called structural analysis, e.g., using the net invariants.
- The state of the model and its structure are strongly separated. For instance, we can define a structurally finite model with an underlying process with infinite states.
- The formalism, with inhibitor arcs, is very expressive. Indeed, it is has been proved that PNs with inhibitor arcs are Turing-complete.
If the process underlying a GSPN has a steady state, then we can compute its stationary probability distribution. This plays a pivotal role in the performance evaluation field, because from the stationary distribution of a model we can derive a set of significant performance indices, such as the throughput, the response time distribution, the distribution of the number of tokens in a place, and so on. However, the analysis of a model defined in terms of GSPNs may easily become an unfeasible task. This is mainly due to two reasons: the first problem is shared with all PNs models, i.e., it is computationally expensive (when not impossible) to build the set of all the reachable states of the model given its initial state. Indeed, it is known that the reachability problem (given an initial marking, is a marking reachable after any number or sequence of transition firing?) for PNs without inhibitor arcs is EXPSPACE, while it is equivalent to the halting problem of the Turing machines for PNs with inhibitor arcs. The second prob-
lem concerns the calculation of the performance indices when the model admits a steady-state (i.e., when the underlying CTMC is ergodic). Indeed, even small models may have huge state spaces and, in the general case, the stationary state probability distribution is calculated as the solution of a linear system whose rank is the number of states of the model. Usually, this is computationally expensive and may soon lead to numerical instability of the algorithms. These problems are partially overcome by product-form models. These admit a decomposition in a set of interacting sub-models whose stationary distribution can be computed in isolation after an appropriate parameterization. Then, the stationary solution of the entire model is obtained as normalized product of the distributions of the sub-models. Although the most important example of product-form models is defined in terms of queueing networks, i.e., the BCMP theorem [Baskett et al. (1975)], the investigation of this property has involved almost all the other formalisms with an underlying CTMC. In the case of GSPNs a set of results are presented in [Coleman et al. (1996); Balbo et al. (2002)]. However, more recently, the problem of defining a unique framework for the product-form analysis of Markovian models has been investigated. In our opinion a major result is stated in [Harrison (2003)], where the author introduces the Reversed Compound Agent Theorem (RCAT) whose low-level formulation allows for its application despite of the formalism used to specify the interacting models. Using this result, and a generalization of the Markov implies Markov property [Muntz (1972)], in [Marin (2009)] we propose a unifying framework for combining product-form models defined in terms of different formalisms. In particular, we show how it is possible to model G-networks and multi-class queueing networks using GSPNs and then, we give conditions that allow the composition of these building-blocks such that the stationary solution is in product-form. This is useful to model complex systems in a framework where different types of sub-models can be combined maintaining the product-form solution. The various type of sub-models can be defined using different performance modeling formalisms, such as queueing networks and their extensions, GSPNs and some stochastic process algebra. The semantic of their combination is formally defined because the various sub-models are transformed in GSPNs with an equivalent underlying process. Moreover, we show how it is possible to compute the stationary distribution in product-form.

In this paper we present a novel approach to define a GSPN sub-model in product-form. In simple words, we aim to allow the modeler to store a library of product-form GSPN sub-models so that he can use them to describe complex architectures by specifying the way they cooperate. Note that we do not aim to define an automatic way to decide whether a sub-model is in product-form or not (although it can sometimes be done, e.g., [Coleman et al. (1996); Balbo et al. (2002)]), but we introduce the idea that given a library of models of which are known to satisfy a set of properties, and a system described as a composition of these models, we can automatically decide whether that system has a product-form solution, and calculate it. According to this approach the GSPNs have to be appropriately annotated with some information that we shall describe in details in the following sections. It is worthwhile pointing out that within this framework it is possible to specify models such as G-queues, SPNs, multi-class queueing stations and PEPA models that interact. Moreover, we discuss a practical contribution of the theoretical result just illustrated above. Since the modularization and standardization is really important in this approach (e.g., we would like that the modeler may define a GSPN with his favorite tool and then just add the data needed for the product-form analysis) we propose the guidelines for an implementation of this framework based on the Petri Net Markup Language (PNML) [Weber and Kindler (2003)] and its extension to the modules [Kindler and Weber (2001)]. Finally, as further practical contribution, we show how to define GSPN models equivalent to G-queues.

We shall now recall the GSPN definition and the modular composition of GSPN submodels. We start from an example of modular combination of G-queues. Then we introduce the two basic properties for product-form models, i.e., the Markov implies Markov property and the Reversed Compound Agent Theorem, formulated at the CTMC level. We present the proposed framework to combine different sub-models into a unique GSPN that maintains the product-form solution. The submodels can be defined in terms of different formalisms and can be combined because they can be transformed in GSPNs whose underlying process is equivalent. We discuss how to implement the framework by using PNML. Finally, we present some examples of application of the proposed technique.

**GSPN FORMALISM**

In this section we briefly recall the Generalized Stochastic Petri Nets (GSPN) definition. A GSPN is a 8-tuple:

\[
GSPN = (P, T, I(\cdot, \cdot), O(\cdot, \cdot), H(\cdot, \cdot), \Pi(\cdot), w(\cdot, \cdot), m_0)
\]

where: \(P = \{P_1, \ldots, P_M\}\) is the set of \(M\) places, \(T = \{t_1, \ldots, t_N\}\) is the set of \(N\) transitions (both immediate and timed), \(I(t_i, P_j) : T \times P \to \mathbb{N}\) is the input function, \(1 \leq i \leq N, 1 \leq j \leq M\), \(O(t_i, P_j) : T \times P \to \mathbb{N}\) is the output function, \(1 \leq i \leq N, 1 \leq j \leq M\), \(H(t_i, P_j) : T \times P \to \mathbb{N}\) is the inhibition function, \(1 \leq i \leq N, 1 \leq j \leq M\), \(\Pi(t_i) : T \to \mathbb{N}\) is a function that specifies the priority of transition \(t_i, 1 \leq i \leq N\), \(m \in \mathbb{N}\) denotes a marking or state of the net, where \(m_i\) represents the number of tokens in place \(P_i, 1 \leq i \leq N\), \(w(t_i, m) : T \times \mathbb{N} \to \mathbb{R}\) is the function which specifies for each timed transition \(t_i\) and each marking \(m\) a state
dependent firing rate, and for immediate transitions a state dependent weight, and finally \( m_0 \in \mathbb{N}^M \) represents the initial state of the GSPN, i.e., the number of tokens in each place at the initial state. For each transition \( t_i \) let us define the input vector \( I(t_i) \), the output vector \( O(t_i) \) and the inhibition vector \( H(t_i) \) as follows: \( I(t_i) = (i_1, \ldots, i_M) \), where \( i_j = I(t_j, P_j) \), \( O(t_i) = (o_1, \ldots, o_M) \), where \( o_j = O(t_i, P_j) \) and \( H(t_i) = (h_1, \ldots, h_M) \), where \( h_j = H(t_i, P_j) \). Function \( \Pi(t_i) \) associates a priority to transition \( t_i \). If \( \Pi(t_i) = 0 \) then \( t_i \) is a timed transition, i.e., it fires after an exponentially distributed firing time with mean \( 1/w(t_i, m) \), where \( m \) is the marking of the net. If \( \Pi(t_i) > 0 \) then \( t_i \) is an immediate transition and its firing time is zero. We say that transition \( t_i \) is enabled by marking \( m \) if \( m_i \geq I(t_i, P_i) \) and \( m_i > H(t_i, P_i) \) for \( i = 1, \ldots, M \) and no other transition of higher priority is enabled. The firing of transition \( t_i \) changes the state of the net from \( m \) to \( m - I(t_i) + O(t_i) \). The reachability set \( RS(m_0) \) of the net is defined as the set of all markings that can be reached in zero or more firings from \( m_0 \). We say that marking \( m \) is tangible if it enables only timed transitions and it is vanishing otherwise. For a vanishing marking \( m_0 \) let \( \tau_0 \) be the set of enabled immediate transitions. Then the firing probability for any transition \( t_i \in \tau_0 \) and any state \( m \) is proportional to its weight. Given a tangible marking \( m \), the transition with the lowest associated stochastic time fires. A GSPN is represented by a graph with the following conventions: timed transitions are white filled boxes, immediate transitions are black filled boxes, places are circles, if \( I(t_i, P_j) > 0 \) we draw an arrow from \( P_j \) to \( t_i \) labelled with \( I(t_i, P_j) \), if \( O(t_i, P_j) > 0 \) we draw an arrow from \( t_i \) to \( P_j \) labelled with \( O(t_i, P_j) \), if \( H(t_i, P_j) > 0 \) we draw an circle ending line from \( P_j \) to \( t_i \) labelled with the value of \( H(t_i, P_j) \), the marking \( m \) is represented by a set of \( m_i \) filled circles representing the tokens in place \( P_j \) for each \( j = 1, \ldots, M \). For ordinary nets we do not use labels for the arrows. If we do not specify the weight of immediate transitions it is assumed to be 1 (usually we do this when we are sure there are no conflicts among immediate transitions). GSPN analysis consists in finding the steady-state probability for each tangible marking of the reachability set, from which one can derive other average performance indices. Some analysis techniques are presented in Marsan et al. (1995).

**GSPNs AND MODULES**

The problem of giving a correct syntax and semantic of modular compositions of GSPNs has been addressed by several authors. In fact, the modularity allows for a definition of the models that is coherent with the principles of software and hardware engineering. In this paper, we use the module definition as proposed in [Kindler and Weber (2001)]. The main idea is that a module can be instantiated several times with possibly different parameters. It has an input and an output interfaces that allow the modeler to define how every instance interacts with the rest of the model, and an internal implementation that is invisible to the user. This approach could somehow be seen as the well-known procedure call schema implemented by most of the programming languages, where the input/output interfaces may be interpreted as the formal input/output parameters and the instances of a module as the procedure call. Within this interpretation, when the modeler connects the interfaces of a module with other elements of the model, he is defining the association between the actual and the formal parameters. In the following example we show a GSPN module whose underlying CTMC is equivalent to that of a G-queue, see [Gelenbe (1991)].

**Example 1 (GSPN model of a G-queue)**

**G-queues** are the smallest components of G-networks. They have been successfully used in a wide range of applications such as the analysis of database systems, communication networks or neural networks. In its simplest definition, a G-queue is a single-class queuing center with exponential service time distribution. Two arrival streams of customers are allowed: one for the so-called positive customers that exactly behave like ordinary customers in standard queuing stations, and the other for the negative customers. When one of these arrives to the station it can either delete a queued (positive) customer, if any is present, or simply vanish if the G-queue is empty. By now, we assume Poisson independent arrivals for positive and negative customers. Figure 1 illustrates a possible GSPN representation of a G-queue.

![Figure 1: GSPN module equivalent to a G-queue.](image)

The module consists of two input places \( P_1 \) and \( P_2 \). The former forms a token for each positive customer in the station, while the latter stores one token at a negative customer arrival epoch. Notice that if there is one token in \( P_2 \) then either immediate transition \( t_3 \) or \( t_4 \) is
enabled. The firing of $t_3$ consumes also a token from $P_1$ (positive customer deletion), while the firing of $t_4$ simply consumes the token in $P_2$ (i.e., the queue is empty and it vanishes). Moreover, it is immediate to observe that in every tangible marking of the net there are no tokens in $P_2$. Finally, $T_1$ and $T_2$ model the service of a customer. We use two transitions in order to straightforwardly model two different routings for customers served in such a station. For example $T_1$ may model the departure of a positive customer and $T_2$ the departure of a negative customer. Therefore, the service rate of the station is $\mu = w(T_1, \cdot) + w(T_2, \cdot)$. The input places are associated with places $P_{p1}$ and $P_{p2}$. $T_{p1}$ and $T_{p2}$ represent a hypothetical connection of a net with an instance of the module.

A brief introduction to concept of GSPN module. In order to keep this paper self-contained, in this part we review the main concepts concerning the idea of modularization that we refer to. For a formal definition of the syntax and of the semantic we refer to [Kindler and Weber (2001)]. Note that other approaches to PN modularization are available in literature, e.g., that used by Timenet [Zimmermann et al. (2000)], but the passage from one to the other is not complicated. Informally, we can say that a module is a net with an interface. We can create several instances of a module, but only the objects specified in its interface are accessible from outside the instance. What is not in the interface is called internal implementation. Referring to the Object Oriented Programming, this corresponds to the encapsulation feature. The interface consists of two parts: the input part (formed by the imported objects) and the output part (formed by the exported objects). Imported objects play the same role of formal parameters in the programming languages. Indeed, they are representatives of objects that are provided when the module is instantiated. Conversely, the objects that are exported are defined inside the implementation of a module (e.g., they may be provided as referred objects for an input interface of other module instances).

One can import and export three type of objects, i.e., places, transitions and symbols. The import and export of symbols allows us to define the parameterization of the modules. For instance, input symbols may be the transition rates, the number of tokens in a place of the internal implementation of the module and so on. The technique described in [Kindler and Weber (2001)] is really flexible, so one can just import or export functions, or anything else which can be useful for the modeler purposes. In the following we use input (output) object and imported (exported) object as synonymous.

Let us now reconsider the module defined in Example 1 and let us build a simple G-network using the GSPN modularization.

Example 2 (G-networks) A composition of $G$-queues is called G-network. These models have shown to be suitable for the analysis of several software and hardware architectures. Let us consider the G-network depicted in Figure 2-(A). The G-network consists of two nodes, $C_1$ and $C_2$, with service rates 3.0 and 2.0, respectively. When customers leave $C_1$ they can enter in $C_2$ either as positive or negative customers, with probability 0.9 and 0.1. Customers may arrive from outside to $C_2$ with rate $\lambda$. Once a customer is served by $C_2$ it can leave the system with probability 0.4 or go back to $C_1$ with probability 0.6.

In order to give a GSPN representation of such a network we use a composition of two instances of the module introduced in Example 1. Actually, we added two symbols in the input interface, $\mu$ and $\rho$, which represent the service rate of the node, and the probability of firing of $T_1$ with respect to $T_2$. Therefore, $\rho$ and $\mu$ are used in the module definition to specify the rates of $T_1$ and $T_2$ in an obvious way: $w(T_1, \cdot) = \rho \mu$ and $w(T_2, \cdot) = (1-\rho)\mu$. Figure 2-(B) illustrates two instances of the module, $m_1$ and $m_2$, that are equivalent to the G-network of Figure 2-(A). In particular, the dotted arrows associate an object of an input interface with a concrete object (e.g., place $P_1$ in $m_2$ with $P_3$, or $\mu$ in $m_1$ with 3.0). Note that, since the scope of the object names is the module instance itself, the net has no conflicts on names, e.g., $P_1$ in instance $m_1$ cannot be confused with $P_1$ of the net.
THE PRODUCT-FORM FRAMEWORK

In this section we present a framework to represent complex models combining different product-form sub-models into a unique GSPN that maintains the product-form solution. This work is based on two results, i.e., the Reversed Compound Agent Theorem (RCAT) [Harrison (2003)] and the Markov implies Markov property \((M \Rightarrow M)\) [Muntz (1972)]. After formally defining the composition rules of the module instances, we show that, although deciding whether a GSPN model satisfies \(M \Rightarrow M\) or RCAT conditions is generally very difficult to do algorithmically, it is possible to store some information in the module descriptions that will allow a tool to automatically decide if a composition of such models has product-form solution and then derive the stationary distribution. As already mentioned, this means that the modeler works with a library of product-form models that have been opportunistically annotated and that can be equivalent to G-queues, BCMP stations or other models that have been proved to be in product-form. GSPNs in product-form are studied in [Balbo et al. (2002)] and they are defined as GSPNs reducible to SPNs in Coleman et al. product-form [Coleman et al. (1996)].

RCAT and the \(M \Rightarrow M\) property. In this part we informally introduce RCAT and the \(M \Rightarrow M\) property. Since the product-form analysis requires to study each components as if it were in isolation, we give the definition of what we mean by an isolated instance of a module (IIM).

Definition 1 (Isolated instance of a module)

Given an instance of a module in a net, its IIM is defined as follows:

1. For each input transition \(T_i\) of the module we associate a transition with a null input vector and rate \(\chi_{1i}\).

2. For each input place \(P_j\) we associate a place which is fed by a transition \(T_{p_j}\) with a null input vector and an rate \(\chi_{p_j}\).

The rates \(\chi_{1i}\) and \(\chi_{p_j}\) for each input transition \(i\) and each input place \(P_j\) are the input rates of the IIM, and \(I\) is the set of input rates.

As an instance we can consider the net of Figure 1 where we can observe an IIM of the G-queue. The input rates are the rates of \(T_{p_1}\) and \(T_{p_2}\). We now introduce the set of reachable states of a module.

Definition 2 (Reachability set of a module) The reachability set of a module is the set of all the markings reachable from its IIMs.

Note that, in general, the reachability set of a module is not finite, and this is one of the reasons that makes the automatic decision of the following properties a very difficult task.

In order to simplify the formulation of RCAT and \(M \Rightarrow M\) for GSPN modules, we limit the output objects to be transitions or symbols. This can be done without loss of generality possibly using immediate transitions.

Definition 3 (RCAT-compatible IIM) We say that an IIM of a module is RCAT-compatible if and only if the following three conditions are satisfied:

1. For every tangible state, the instances of the input transitions must be always enabled. Informally, we can say that the module internal implementation cannot inhibit the input transition in any tangible marking.

2. Let \(\mathbf{m}\) be a tangible marking of the reachability set. Then, if \(T_o\) is an output transition there must exist one tangible marking \(\mathbf{m}'\) such that \(\mathbf{m}\) is reachable by \(\mathbf{m}'\) through the firing of \(T_o\).

3. For every pair of tangible marking \(\mathbf{m}\) and \(\mathbf{m}'\) such that \(\mathbf{m}\) is reachable from \(\mathbf{m}'\) through the firing of output transition \(T_o\) the following relation holds:

\[
\pi(\mathbf{m}')w(T_o, \mathbf{m}') = K_o \pi(\mathbf{m}),
\]

where \(\pi(\mathbf{m})\) is the stationary probability of marking \(\mathbf{m}\) and \(K_o \in \mathbb{R}^+\).

These three conditions are just a rewriting of RCAT conditions [Harrison (2003)]. Finally, we observe that \(K_o\) is a constant which is associated with each output transition \(T_o\) that in general depends on the structure of the module and the input rates.

Definition 4 (\(M \Rightarrow M\)-compatible module) We say that a module is \(M \Rightarrow M\)-compatible if and only if the following three conditions are satisfied:

1. See Condition 1 of RCAT-compatible definition.

2. See Condition 2 of RCAT-compatible definition.

3. Let \(\mathbf{m}\) be a tangible state reachable from \(M = \{\mathbf{m}'\}\) through the firing of an output transition \(T_o\). Then, the following relation holds:

\[
\sum_{\mathbf{m}' \in M} \pi(\mathbf{m}')w(T_o, \mathbf{m}') = K_o \pi(\mathbf{m}),
\]

where \(\pi(\mathbf{m})\) is the stationary probability of marking \(\mathbf{m}\) and \(K_o\) is a linear combination of the input rates.

In this case, it is not immediate to see that the conditions on the GSPN module are equivalent to the \(M \Rightarrow M\) property. Indeed, this property is formulated in the context of queueing theory, therefore it involves
concepts such as customers, class of customers, work-conserving an so on. The proof of the equivalence can be found in [Marin (2009)] and is based on a generalization of the $M \Rightarrow M$.

**Product-form composition and derivation of the stationary probabilities.** Let us introduce the problem of the product-form composition of the module instances with an example. Suppose that $m_1$ and $m_2$ are instances of RCAT-compatible module(s). Our aim is to define the appropriate input rates of the IIMs of $m_1$ and $m_2$ such that if $m = (m_1, m_2)$ is a state of the original net, and $m_1$ ($m_2$) the state of $m_1$ ($m_2$), then:

$$\pi(m) \propto \pi_1(m_1)\pi_2(m_2),$$

where $\pi(m)$, $\pi_1(m_1)$ and $\pi_2(m_2)$ are the stationary distributions of the whole net and of the IIMs of $m_1$ and $m_2$, respectively.

Obviously, these operations have not to be manually performed by the modeler, but we expect a tool to do them automatically. Indeed, the difficult task is the definition of the input rates.

Both $M \Rightarrow M$ and RCAT give a way to set these rates and they depend on the solution of a system called *traffic equation system*. Note that, in this framework it is not the case that the system of traffic equations is always linear as for example in BCMP queuing networks [Baskett et al. (1975)]. Therefore, we are able to study more general cases of product-form solutions than those based on the analysis of queuing networks.

The traffic equations depend on the way the module instances are connected. We allow two types of connections as specified by the following definition, where we consider that the arc weights are all 1.

**Definition 5 (Valid net)** A net consisting of instances of $M \Rightarrow M$-compatible or RCAT-compatible modules is valid if the connection among the instances of the modules are such that for each instance:

1. if $T_i$ is an input transition then it is associated with just one output transition of another instance or a transition with null input and output vector and vice-versa

2. each place of the net is associated with one input place and an output transition which is not associated with an input transition can have an outgoing arc to just one place.

In a valid net the interactions among the module instances are pairwise. In other words, at most two instances can change their markings as a consequence of the firing of a transition. Pairwise interactions are the only interactions that are considered both by RCAT and the $M \Rightarrow M$ property.

It is worthwhile pointing out that the validity of a net can be decided by a trivial algorithm. The implications of these definitions on the modelling of real systems are discussed in the original papers presenting the $M \Rightarrow M$ property and RCAT.

**THE FRAMEWORK IN PRACTICE**

In this section we illustrate how we use the theoretical results recalled in the previous section to specify complex systems with product-form solutions. Informally, we can say that once the modeler has chosen the modules to instantiate, he/she connects them in one of the two ways that have been described. This operation can be seen as a graphical way to specify the traffic equations.

We think that this is the key-point of our approach, i.e., the modeler uses a library of module whose behavior is known and when he connects them he is simply specifying the system of traffic equations. Note that, although this idea may seem trivial, it should be pointed out that it can be implemented thanks to the combination of the recent theoretical results about product-form such as RCAT and the idea of mapping each formalism into equivalent GSPNs.

What do we need to know about a module to be able to generate the system of traffic equations? As we already mentioned, the analysis of a single module with the aim of deciding whether it is RCAT-compatible or $M \Rightarrow M$-compatible may be a really hard task. Specifically, it can be often the case that the reachability set of the module is not finite. In order to overcome this problem, we introduce the concept of product-form GSPN module (PF-GSPN module). Let $\mathcal{I}$ be the set of the input rates and $\mathcal{V}$ be the set of the parameters of the module.

**Definition 6 (PF-GSPN module)** A PF-GSPN module is a module with the following features:

- $f_{\text{RCAT}} : \mathcal{I} \times \mathcal{V} \rightarrow \{\text{true}, \text{false}\}$ is a boolean function which assumes the value true if, for a given parameterization, the module is RCAT-compatible

- $f_{M \Rightarrow M} : \mathcal{I} \times \mathcal{V} \rightarrow \{\text{true}, \text{false}\}$ which assumes the value true if, for a given parameterization, the module is $M \Rightarrow M$-compatible.

- For each output transition $T_o$, $K_o : \mathcal{I} \times \mathcal{V} \rightarrow \mathbb{R}^+$ is the function which specifies the reversed rate of $T_o$ in case of RCAT-compatibility or the sum of the reversed rates in case of $M \Rightarrow M$-compatibility. Obviously $K_o$ is defined only if $f_{\text{RCAT}}(\mathcal{I}, \mathcal{V}) \lor f_{M \Rightarrow M}(\mathcal{I}, \mathcal{V})$ is true.

We now illustrate a set of example of PF-GSPN modules.

**Example 3 (G-queue)** Let us consider again the G-queue of Example 1. In this case we have $\mathcal{I} = \{\lambda_{p1}, \lambda_{p2}\}$ and $\mathcal{V} = \{\mu, p\}$. The station is known to be always in RCAT product-form, [Harrison (2003)], while if fulfills...
the $M \Rightarrow M$ property only if there are not negative customer arrival (i.e., it is a standard exponential queue), therefore, we have:

\[
\begin{align*}
  f_{\text{RCAT}}(\chi_{p1}, \chi_{p2}, \mu, p) &= \text{true} \quad \text{always} \\
  f_{M \Rightarrow M}(\chi_{p1}, \chi_{p2}, \mu, p) &= \text{true} \quad \text{if } \chi_{p2} = 0
\end{align*}
\]

From the G-network analysis [Gelenbe (1991)] the stationary probability of observing $m$ customers in $P_1$ is $(1-p)p^m$, where $p = \chi_{p1}/(\mu + \chi_{p2})$. Then, we straightforwardly obtain:

\[
\begin{align*}
  K_1(\chi_{p1}, \chi_{p2}, \mu, p) &= \frac{\chi_{p1}\mu}{\chi_{p2} + \mu} p \\
  K_2(\chi_{p1}, \chi_{p2}, \mu, p) &= \frac{\chi_{p1}\mu}{\chi_{p2} + \mu} (1-p)
\end{align*}
\]

**Example 4 (A model of a shared bus contention)**

In this example we address the problem introduced in [Afshari et al. (1982)], where the authors propose a queuing model to study the access to a shared bus of a set of customers that are clustered into $R$ classes. The authors assume that the bus is an channel to handle $K$ simultaneous transmissions. As soon as the channel of the bus becomes available, a waiting customer is chosen with uniform probability among the queued ones to get served. The service time distribution is exponential and identically distributed for all the customers. In the paper the authors study the stationary distribution and that the station satisfies the $M \Rightarrow M$ property.

In Figure 3 we propose a model of the queuing system considering $R = 2$ classes of customers. Customers of class 1 and 2 arrive to input places $P_1$ and $P_2$, respectively. Place $P_3$ contains as many tokens as the free channels of the bus are. Immediate transitions $t_3$ and $t_4$ model the contention policy of the bus, i.e., their weight function is $w(t_3, m) = m_1$ and $w(t_4, m) = m_2$, where $m = (m_1, \ldots, m_5)$ is a tangible marking and $m_i$ denotes the number of tokens in $P_i$. The rates of timed transition $T_1$ and $T_2$ are $\mu$. Finally, $K$ is the initial number of tokens in place $P_3$, i.e., the number of channels of the shared bus. In this case $I = \{\chi_{p1}, \chi_{p2}\}$ and $V = K, \mu$. As mentioned, in [Afshari et al. (1982)] the authors prove that the model satisfies the $M \Rightarrow M$ property, $f_{M \Rightarrow M}(I, V) = \text{true}$ always. In [Marin (2009)] we prove that it satisfies RCAT conditions if $K = 1$, i.e., $f_{\text{RCAT}}(I, V) = \text{true}$ if $K = 1$. Finally, $K_1(I, V) = \chi_{p1}$ and $K_2(I, V) = \chi_{p2}$.

**Automatic derivation of the traffic equations.**

In order to be able to decide whether a valid net is in product-form, and in this case provide the stationary solution, we need to generate and solve the set of traffic equations. The unknowns of these equations are the input rates of the module instances of the net. If we are able to solve the traffic equations we can check if they satisfy the conditions for the $M \Rightarrow M$ or RCAT application for each instance of the module using functions $f_{\text{RCAT}}$ and $f_{M \Rightarrow M}$. If this is the case, then we can derive the stationary distribution of the IIMs associated with every module instance using the input rates obtained by the solution of the traffic equations. Then, the stationary solution of the original net is proportional to the product of these stationary solutions.

In the following, in order to avoid conflicts of names in the equations, we use the notation instance.name.object (e.g., $m1, \chi_{p1}$). A valid net admits only two types of connections. Each of these generate the following equations:

- Suppose that output transition $T_o$ of instance $mk$ is the input transition $T_i$ of instance $mh$ with $mk \neq mh$. In this case we have $mh, \chi_{ti} = mk, K_o(gmk(I, mk, V))$.
- Suppose that the set output transitions $T^* = \{mk.T_o\}$ is such that all the elements $mk.T_o$ have an outgoing arc to $P_T$ that is an instance of input place $P_i$ of $mh$, with $mk \neq mh$. In this case we have that:

\[
mh, \chi_{ti} = \sum_{mk, T_o \in T^*} mk.K_o(mk, I, mk, V)
\]

It is out of the scope of this paper to address the problem of an efficient solution of such a system. However, using Muntz’s result [Muntz (1972)] we can state that the system is linear if all the instances of the modules are $M \Rightarrow M$-compatible. An approach used in [Argent-Katwala (2006)] is to export the equations in ASCII format and solve them using general purpose software on Mathematics. If all the used modules have a finite reachability set, then the algorithm presented in [Marin and Rota Bulò (2009)] may be used.

**EXAMPLE**

The purpose of the following example is to show how the technique previously described may be applied to study a system consisting of sub-components that cannot be modeled by ordinary queuing stations.
**System description.** Two classes of requests arrive through a communication line from two networks. The communication channel is bidirectional and has a waiting room where the packets are stored. When a transmission is completed a packet is chosen from the waiting room according to a random policy. Once transmitted, the requests are pre-processed by an ad-hoc system and finally sent to the database. Some of the requests of the first class may be converted into requests of the second class. In some cases, the pre-processing phase may decide to cancel a transaction that has already been sent to the database. Some transactions fail, and have to be sent back to the communication line to get processed again. The database answers are sent back to the clients through the channel. Figure 4 shows a sketch of this system.

![Figure 4: Software architecture analyzed in the Example section.]

**Model description** The modeling assumptions are the following. The channel behaves like a shared bus as described in Example 4 and the database is modeled by a G-queue as described in Example 1. This means that the service time distributions are exponential and class independent both for the database and the communication lines. The pre-processing of the requests is modeled by the Module of Figure 5. For brevity, we do not specify each phase of the processing, but it is important to note that fork-join constructs are present, and this makes the model impossible to be studied by most of the existing product-form analyzers. For this module, we have $\mathcal{I} = \{\lambda_{p1}, \lambda_{p2}\}$ and $\mathcal{V} = \emptyset$. In [Marin (2009)] is proved that $f_{M \rightarrow M}(\mathcal{I}) = f_{RCAT}(\mathcal{I}) = \text{true}$, and $K_4(\mathcal{I}) = \lambda_{p1}$ and $K_5(\mathcal{I}) = \lambda_{p2}$ (note that also the stationary distribution is provided). Another module that we use and that has not been previously described is a switching module. This simply routes the tokens that arrive to its incoming place according to a static probability as depicted by Figure 6. In our framework we can model the system as depicted by Figure 7, where $m1$ is an instance of the module of a shared bus described in Example 4, $m2$ is an instance of a router, $m3$ an instance of the SPN module of Figure 5 and, finally, $m4$ is an instance of a G-queue module described in Example 1. The model parameters are: the firing rates of $T_A$ ($\lambda_A$) and $T_B$ ($\lambda_B$), i.e., the arrival rates of the requests, $\mu_{TR}$, i.e., the transmission rate of one line of the channel, $p_{\text{switch}}$, i.e., the probability that a request of the first type becomes a request of the second type, $p_{\text{ERR}}$, i.e., the probability of reprocessing a transaction and finally $\mu_{SER}$, i.e., the service rate of the database.

![Figure 5: SPN module of the query pre-processing phase.]

![Figure 6: Simple router module. We have $\omega(t_1, \cdot) = p$ and $\omega(t_2, \cdot) = 1 - p$. $\mathcal{I} = \{\lambda_{p1}\}$ and $\mathcal{V} = \{p\}$. $f_{M \rightarrow M} = f_{RCAT} = \text{true}$ and $K_1(\mathcal{I}, \mathcal{V}) = p\lambda_{p1}$ and $K_2(\mathcal{I}, \mathcal{V}) = (1 - p)\lambda_{p1}$.]

**Traffic equations.** In our framework we can algorithmically derive the traffic equations using the rules presented in the previous sections, obtaining:

\[
\begin{align*}
    m1.\lambda_{p1} &= \lambda_A \\
    m1.\lambda_{p2} &= \lambda_B \\
    m1.\lambda_{p3} &= m4.K_2 = \frac{m4.\lambda_{p1}}{m4.\lambda_{p2} + \mu_{SER} - (1 - p_{\text{ERR}})\mu_{ERR}} \\
    m2.\lambda_{p1} &= m1.K_1 = m1.\lambda_{p1} \\
    m3.\lambda_{p1} &= m2.\lambda_{p1} = m2.\lambda_{p1} p_{\text{switch}} \\
    m3.\lambda_{p2} &= m2.K_1 + m1.\lambda_{p2} \\
    &= m2.\lambda_{p1}(1 - p_{\text{switch}}) + m1.\lambda_{p2} \\
    m4.\lambda_{p1} &= m3.K_1 = m3.\lambda_{p1} \\
    m4.\lambda_{p2} &= m3.K_2 = m3.\lambda_{p2}
\end{align*}
\]

Once derived the solution for the traffic equations, this is used to set the input rates of the IIMs of the module instances. Then, we observe that all the IIMs are RCAT-compatible and therefore the model is in product-form.
The stationary solution $\pi_i$ of each IIM for $i = 1, \ldots, 4$ is then derived and the stationary probabilities $\pi$ of the whole model are such that $\pi \propto \prod_{i=1}^{4} \pi_i$. Knowing the stationary distribution $\pi$ of the model allows us to compute some interesting performance indices, e.g., the mean response time of the database, or distribution of the number of customers in the communication line.

CONCLUSION

In this paper we have presented a novel approach to analyze product-form GSPNs. Its main strengths are the high modularity and the fact it is capable to deal with several product-form model classes, such as BCMP queueing networks, G-queues, product-form SPNs, and so on. The idea underlying this work is to use the module concept as defined in [Kindler and Weber (2001)] to define product-form models. These have to be annotated in order to allow a software tool to take advantage from the product-form property in the analysis phase. It can be shown that all this work may be implemented using PNML without violating the standard. Finally, it is worthwhile pointing out that in this framework, a modeller is not supposed to have particular knowledge about product-form models or GSPN modeling. Indeed, modellers just need to pick some modules from a library and then create and connect their instances according to the simple rules that we have described. Then, the steady state analysis and the derivation of the desired performance indices can be automatically computed. Further research efforts should have two directions. One is the implementation or the extension of an existing tool capable to perform such an analysis. This should not be hard, since it suffices to specify an appropriate PNML grammar and use a symbolic tool to solve the traffic equations. Another research open problem could deal with the possibility of connecting the module instances with arcs with arbitrary weights. This introduces some complex problems in the analysis but would enhance the flexibility of the framework.
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ABSTRACT
The main topic of the paper is the enhancement of originally purely discrete simulation executive that is part of the ABAsim architecture with the support for continuous simulation and run-time animation. The resulting combined simulation executive utilises modular design that enables to optionally employ only requested parts of the executive. In contrast to the discrete simulation module, the continuous simulation and animation modules are utilising activity scanning technique to execute and synchronise their activities. Some applications that use the proposed combined simulation executive design are also discussed.

INTRODUCTION
With the increasing need for simulation models that are able to reflect the reality (or thoughts) more precisely, the demand for continuous simulation support in simulation executives often arises. Even simulation models that have been designed to be purely discrete often need to be later enhanced with continuous, and thus more detailed, modelling of some activities (e.g. movement of vehicles). Since by the primary design of such models no continuous modelling was considered, the models are often based on proprietary architectures and discrete-only simulation executives, which are generally quite easy to implement but have limited modelling abilities. Due to a variety of reasons, the complete redesign of such models and utilisation of different simulation executive (or even architecture) might not always be feasible. Therefore, in order to be able to utilise existing parts of the model, the existing simulation executive has to be enhanced with the support for continuous simulation.

Nowadays, the animated graphical output has become an integral part of many simulation programs and tools and is often requested by clients of simulation studies. The animated graphical presentation of simulated activities during simulation run, so called run-time animation, provides simulation study clients as well as simulationists with clear and understandable indication of simulation model’s state (supporting model validation) and the possibility to immediately interact with the simulation model. In order to support run-time animation, the simulation executive has to provide means for the synchronised execution of animation activities that realise the animation of simulation model activities, regardless of their type. For example, even discrete activity that models the movement of a vehicle (i.e. the vehicle location attribute changes discretely at the activity end) has to be presented to the user as smooth vehicle movement (utilising average speed of the vehicle). The integration of the animation support into the simulation executive can ease the implementation of run-time animation in simulation models, especially discrete ones. However, the employment of the animation should be optional and the additional overhead caused by the integration of the animation into the executive should be kept as low as possible.

On an example of the simulation executive that belongs to the ABAsim architecture (Adamko 2004), this paper will present one of possible approaches to the creation of combined simulation executive by enhancing original discrete simulation executive with simple optional support for continuous simulation and run-time animation.

COMBINED SIMULATOR DESIGN
To guarantee the flexibility (e.g. optional execution) without changing the interface of the existing discrete simulator, and keeping the overhead as low as possible at the same time, modular design of the combined simulator has been proposed.

Two simulation modules create the base of the combined simulator – discrete simulation module (existing) and continuous simulation module, each responsible for the execution of respective types of activities. These modules are complemented by the animation module, which is responsible for the animation of simulated activities (and their presentation on the computer display), and interface module that intermediates the communication between simulation modules and the animation module.

DISCRETE SIMULATION MODULE
Due to the fact that the proposed combined simulator is an enhancement of existing discrete simulation executive, the discrete simulation module (DSM) will govern the
simulation and become the central controlling module of the combined simulator. The central module permits other modules to run by granting time quanta and for this limited time period hands the control of the simulation run over to them.

Prior to the description of discrete simulation module’s operation, let us first explain how discrete activities and processes are modelled. The process is a sequence of naturally adjacent activities that together create a logical unit. Each process is started by delivering a Start message to it. During the processing of the Start message, the process starts its first (discrete) activity by planning a Hold message that models the end point of the activity (Fig. 1). Since the duration of discrete activity is generally known by its start, the time stamp of the Hold message can be set to the respective value (current simulation time value plus the duration of the activity). The delivery of this Hold message symbolises the end of the activity and all respective state changes bound with the activity are realised at this time. After the message has been handled, the process can start its next activity or terminate own execution (if the just finished was the last activity of the process) by sending the Finish message to its controlling entity (in ABAsim architecture it is an agent).

Figure 1: Process composed of three activities

The discrete simulation module consists of discrete simulation kernel and a future event list (FEL) that holds messages to be delivered at times specified by their time-stamp information. The original discrete simulation kernel utilised standard event scanning technique to manage the simulation time and deliver messages – during each simulation loop, a message with lowest time stamp was removed from the future event list, the simulation time was updated to the time-stamp value and the message was delivered to the addressee for processing.

The new discrete simulation kernel is modified and works in the following way. Assuming that all messages that have to be delivered at the current simulation time \( t_0 \) are already delivered and processed, the discrete simulation module can identify the time quantum \( \Delta t \) (Fig. 2) that is equal to the time difference of current simulation time \( t_0 \) and the time stamp \( t_1 \) of first future message planned for delivery \( (\Delta t = t_1 - t_0) \). If this quantum is greater than zero, i.e. \( \Delta t > 0 \), then the simulation run control is handed over to the continuous simulation module with the time grant for \( \Delta t \) to execute its tasks. Notice, that the continuous simulation is active only during idle times of the discrete simulation module. After the CSM finishes, the simulation run control is returned back to the discrete simulation module that identifies the time difference \( \Delta t \) between current simulation time \( t_0 \) (notice that the simulation time of DSM is used) and the time stamp \( t_E \) of first future message planned for delivery \( (\Delta t = t_E - t_0) \). If the CSM fully consumed the granted time quantum (no message with time stamp \( t_C < t_0 + \Delta t \) has been planned by this module), then \( \Delta t = \Delta t \) and \( t_E = t_1 \).

Identified time quantum \( \Delta t \) is granted to the animator module and the simulation control is handed over to it. The animation module will execute “ex-post” animation for the simulation time interval \( [t_0, t_E] \).

After return of the control the DSM initiates flushing of the memory buffer (the records are either moved to the external disk memory for future use or are just deleted) and continues its operation (removing and processing the message with lowest time stamp and continuing with next simulation loop).

CONTINUOUS SIMULATION MODULE

The continuous simulation module (CSM) is responsible for the simulation of continuous activities of processes.

In order to start the execution of continuous activity, the process must first register the continuous activity with the continuous simulation module. The registration is initiated from the discrete part of the model during the processing of Start or Hold messages of the respective process – if the next activity is a continuous one, the process (instead of sending a Hold message as it is done by discrete activity modelling) registers this activity with the CSM, providing, among other parameters, a Hold message that is to be delivered after the activity finishes. Since the duration of continuous activities is generally not known in advance (it is determined by the continuous simulation computation during run-time) the Hold message cannot be planned for delivery at specified time but will be delivered to the process after the activity identifies that its finishing condition has been met.

During the registration, the CSM includes the activity to the list of registered continuous activities that are ready for execution. All registered activities (each process can register only one continuous activity at a time) are then executed by the continuous simulation kernel (during its active time) utilising the periodic activity scanning approach with scanning period \( t^F \). Besides the simple fixed step numerical integration methods, the application of variable step numerical integration methods is also possible; however this topic exceeds the scope of the paper.

Continuous simulation kernel is activated as described in previous chapter at current simulation time \( t_0 \) (Fig. 2) and it is granted a time quantum \( \Delta t \). Granted amount of time \( \Delta t \) is fully consumed only if no message was planned (to be delivered on time \( t_E \); \( t_C < t_0 + \Delta t \)) during the CSM processing (as a result of continuous activity execution). If a message was sent to be delivered at the time \( t_E \), then only part \( \Delta t \) of granted time quantum \( \Delta t \) is used by CSM, the reason for this is that the CSM can only be active when there are no messages delivered or executed in discrete part of the model (DSM).
After the activation of CSM (the execution control was transferred from discrete simulation module), the local simulation time of continuous simulation module \( (t_C) \) is set to the value \( t_C = t_D \) and **utilisable time quantum** \( \Delta t_2 \) is initialised to the value of granted amount of time \( \Delta t_2 = \Delta t_1 \).

If there are no continuous activities registered, the execution control returns immediately back to the discrete simulation module. If the continuous activity list is not empty, the CSM starts its execution – utilising classic activity scanning approach the registered activities are periodically scanned (usually involving some differential equation calculations) with scanning period equal to \( \tau^C \). Before each scan, the local simulation time of CSM is incremented by \( \tau^C \).

If the CSM realises that during the activity scanning a message with time stamp \( t_E < t_D + \Delta t_2 \) was sent, the time quantum \( \Delta t_2 \) is set to the value \( \Delta t_2 = t_E - t_D \). There are, in general, two possible reasons for the message to be sent:

- During the activity scanning a message activation condition was triggered or a situation that influences the discrete part of the model (e.g. threshold variable value was reached) occurred.
- One of registered activities finished its execution, causing a *Hold* message to be sent to the registering process (with time stamp \( t_E = t_C \)) and the exclusion of the activity from the continuous activity list. Notice, that continuous activity is finished by the delivery of the *Hold* message to the process, i.e. by exactly the same way as the discrete activities. The main difference being that by

![Combined simulation executive structure](image)

**Figure 2: Combined simulation executive structure**

If there are no continuous activities registered, the delivery time of the *Hold* message is known by the activity start, whereas by continuous activities the delivery time is a result of computations handled by CSM.

At the end of the second phase of the activity scanning, the CSM tests whether the finishing condition \( t_C - t_D = \Delta t_2 \) is met, i.e. the utilisable time quantum has been consumed. If the condition is met, the simulation control is returned back to the DSM, otherwise the CSM continues with next scanning period.

**INTERFACE MODULE**

The interface module separates the simulation model from its graphical output on the computer screen. This module incorporates a memory buffer that is filled with information from discrete and continuous activities executed in respective modules. Activities that request animation chronologically store all required data for the graphical output in the buffer memory. Animation kernel then (after its activation) reads this data and independently (although under the direction of DSM) performs animation calculations and the graphical output.
The data stored in memory buffer can be saved to an external memory (during the flush operation initiated by DSM) for later realization of post-run animation with proprietary solutions or utilizing third party tools, e.g. Proof Animation (Henriksen 2000) or Animation Toolbox (ISL 2007).

ANIMATION MODULE

The main task of the animation module (AM) is to execute registered animation activities resulting in the graphical presentation of simulation computation processes. Animation activity is a program routine (function) that performs the animation of given object by changing its attributes (e.g. position, colour, etc.) and optionally presenting its graphical representation on the computer screen.

The animation module is composed of the animation kernel that controls the animation and the list of registered animation activities that holds all currently active registered activities. Similarly to the continuous simulation module, the animation module is activated by the discrete simulation module kernel and it is granted the time quantum $\Delta t$. At the time of the AM activation, all actions (parts of activities) that should happen during time interval $(t_p, t_f)$ are already executed and the memory buffer of interface module contains animation data that were place here during this time interval by the discrete and/or continuous activities from respective modules.

Animation kernel first processes all relevant records from the interface module’s memory buffer that could be put there by any discrete or continuous activity of currently running processes. The records contain at least information about the code of the requested animation activity and the duration of the animation activity, which are usually accompanied by additional data regarding the animation (e.g. object to be animated, movement speed, animation colour, etc.). Based on the code, requested animation activity is created, initialized with additional parameters provided and registered with the module by adding it to the list of currently active registered animation activities. Special attention has to be paid to the registration of animation activities that originate in continuous simulation module – the memory buffer usually contains more records that are related to the same animation activity (one for each scanning period of CSM). Therefore these records have to be joined into single compound animation activity.

After all records have been processed, the animation kernel (similarly to the continuous simulation module) periodically scans the animation activities with scanning period $\tau^A$, called the animation step. During the evaluation phase of the activity scanning the animation activity executes the respective animation tasks (e.g. moves the vehicle on screen by the distance depending on the vehicle speed and duration of the scanning period). If any animation activity finishes, it is automatically removed from the list and its instance is destroyed. After consuming the granted time $\Delta t$, the animation module interrupts its execution and returns simulation control back to the discrete simulation module.

Let us present the basic animation principles on a very simple example. Typical animation activity is the movement activity that animates changes in position of an object. Imagine that we simulate the process of car movement utilising discrete simulation activity and we want to move the car from point A to point B over the distance of 200 m with an average speed of 5 m.s$^{-1}$. When the movement process is started (by a Start message) the time needed for the car to pass the distance is calculated (40 s in this case) and an appropriate Hold message is planned for delivery at the specified time. During the processing of this message, the car will change its position from the place A to the place B and the process finishes. To animate this simple movement, the process has to additionally put a record into the buffer of interface module to instruct the animation module about the movement animation request and to provide parameters for the animation (e.g. the object to be moved, the activity duration and the length of the movement) – this is done during the start of the process, i.e. before the process actually finishes (notice, however, that the finish time of the process is already known and planned). The animation module processes this record and creates respective animation activity instance, initialises its parameters and puts it into the list of active activities. The implementation of the animation activity is quite straightforward – the activity contains the animation method that is invoked by each scan of the animation activity (i.e. every $\tau^A$ time units). This method simply changes the position of the object by the distance that correspond to the movement during $\tau^A$ time units, in our example if the scanning period of animation module would be set to 0.1s, the animation activity would change the position of the car by 0.5 metres (the overall duration of the activity is 40 seconds and the car should move over 200 m in total, this means that during 0.1 second the car moves (0.1/40)*200 metres). The change in position can be immediately reflected on the computer screen (this approach is used by GDI drawing) or the screen output can be realised independently in asynchronous manner (typically used by DirectX or OpenGL visualisation).

The size of the scanning period $\tau^A$ of the AM controls the smoothness of the animation (this is very similar to the number of frames per second in a film) and indirectly also the speed of the simulation run – since the module execution is synchronised, the simulation modules cannot execute their activities before animation module finishes its tasks.

SYNCHRONISATION ALGORITHM OF THE COMBINED SIMULATION EXECUTIVE

The synchronisation algorithm of the combined simulation executive with run-time animation is summarized in following table.
The combined simulation executive (and the ABAsim architecture) has been used in large scale simulation models of transportation logistic systems, e.g. Villon (Adamko 2007). The experience with the simulation executive indicates that this solution provides efficient means for enhancement of existing, as well as newly designed, simulation models with simple continuous simulation and run-time animation. The chosen modular approach guarantees flexibility in optional employment of modules while keeping the simulation executive overhead low (if the additional modules are not utilised).

The proposed combined simulation executive design provides a simple and straightforward solution to the problem of the integration of continuous simulation and animation into existing simulation models and can be easily adapted to any discrete simulation executive that provides indication of the future event time stamp.
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<table>
<thead>
<tr>
<th>Module</th>
<th>Step</th>
<th>Task</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSM</td>
<td>0</td>
<td>Initialise the simulation time ( t_0 = 0 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>End simulation run</td>
<td>FEL is empty or the simulation time limit has been reached</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Take out first event from FEL</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Update the simulation time ( t_k = t_{k-1} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Process the event</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Identify and grant time quantum ( \Delta t )</td>
<td></td>
</tr>
<tr>
<td>CSM</td>
<td>6</td>
<td>Apply periodic time activity scanning (with scanning period ( \tau^r )) on all registered continuous activities ( \Delta t \neq 0 ) and the number of registered continuous activities ( n_c \neq 0 )</td>
<td></td>
</tr>
<tr>
<td>DSM</td>
<td>7</td>
<td>Identify and grant time quantum ( \Delta t )</td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>8</td>
<td>Process buffer records and register respective animation activities ( \Delta t \neq 0 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Apply periodic time activity scanning (with scanning period ( \tau^r )) on all registered animation activities till the ( \Delta t ) is consumed. ( \Delta t \neq 0 ) and the number of registered animation activities ( n_a \neq 0 )</td>
<td></td>
</tr>
<tr>
<td>DSM</td>
<td>10</td>
<td>Initiate the flushing of buffer memory</td>
<td></td>
</tr>
<tr>
<td>IM</td>
<td>11</td>
<td>Flush the buffer memory</td>
<td>Buffer is not empty</td>
</tr>
<tr>
<td>DSM</td>
<td>12</td>
<td>Go to step 1</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. The control algorithm of the combined simulation with run-time animation

CONCLUSIONS

The presented combined simulation executive has been implemented as a part of the ABAsim agent based simulation architecture support libraries. Besides its utilisation in teaching process at the University of Zilina,
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ABSTRACT
The main objective of this paper is to propose a general approach for assessing the validity of Modelling and Simulation (M&S) used during the development of embedded systems. This approach is an effort to improve confidence in the use of a simulation whose results are often questioned without consistent justification. Considering that the validity of a simulation is never assessed in isolation but always in relation to a target user, we have defined the problem of validity as the applicability of a given M&S product to a given simulation objective of use.

INTRODUCTION
In all fields, models are produced for the purpose of experimenting and predicting, attempting to approach and universalise the concepts of a system. Sociologists, biologists, ecologists and engineers all use the intellectual process of modelling with the aim of defining what constitutes and characterises a system and understanding its operation and its behaviour.

Simulation is already very widely used in engineering processes as an aid for decision-making. Estimating validity (correctness, fidelity, maturity, representativeness) is mandatory to formally evaluate the level of confidence that can be attributed to a simulation in view of its environment and its objectives of use. The question of the level of fidelity required for a need and, obviously, the effort required to reach this level of fidelity are the main issues for the embedded systems developments.

If we consider that a simulation is a model or a set of models subjected to an execution environment that gives life to this model over time, we create a distinction between the validity of the model and the correctness of the execution environment, i.e. the simulator. The execution environment adds further constraints, along with implementation errors, to the model validity. This environment is composed of complex computerised systems which are themselves composed of components (simulation models and real computers) and an infrastructure (real-time schedulers, digital processors, electronic interfaces and means of communication), all of which contribute to the level of simulation validity.

No level of confidence in a simulation has yet been formally defined and stated as an approved and standardised synthetic approach. This is obviously due to the recentness of the field. Numerous validation tests are carried out on all levels of simulation integration (non-regression testing, exhaustive testing of systems), with each engineering branch using its own resources and tools, but no coherent validation strategy has been defined.

In this contribution, we will be studying the M&S used for the development of embedded avionics systems. Within this context, a system is a physical element composed of two components: the avionics equipment itself (or "end system" in EIA-632 [1] jargon) and a set of systems used for the design, production, verification, operation, maintenance and recycling of the equipment ("enabling system").

We can associate with each of these systems a list of components that are physical objects, called the "system composition", as well as an environment. The same object cannot simultaneously belong to the system composition and the system environment. However, over time, it may move from the environment to the composition or vice versa. As regards an item of avionics equipment, the composition can always be given in terms of ports, processors, memories, specialised components, FPGAs, ASICs or analogue components.

These systems are characterised by a required level of reactivity and a relation to time (which may vary greatly depending on the field) which generally impose the capacity to memorise past behaviour in order to prepare present behaviour or even predict future evolutions.

Therefore, a system has structural properties related to static aspects (composition, connections, weight, dimensions, geometrical form) as well as behavioural properties related to dynamic aspects (processes occurring within the system, states, modes, actions on objects in the environment, reactions to actions of objects in the environment).

In relation to a Verification and Validation plan of a system, a simulation must be as close as possible to the system it represents while respecting the constraints of cost and timely availability. The simulations must be available before the systems themselves. If the level of validity is too low, the results required for the experiment can not be reached. If the level of validity is too high, time of modelling and calculation is unnecessarily spent.

Considering that the validity of a simulation is never assessed in isolation but always in relation to a target user,
we have defined the problem of validity as the applicability of a given M&S product for a given simulation objective of use.

DESCRIPTION OF THE APPROACH

We consider the problem of validity level as a hierarchy of model abstractions. We therefore proposed a model for describing properties of abstractions [2], called the conceptual model, which is the unifying language between user and developer of the simulation. It allows, first, to speak strictly the same thing when the term "validity" is mentioned, and secondly, to assess the compatibility between an expected validity level for the experience and a validity level provided by the simulation.

Then, we establish formal matching rules for mapping between an objective of use and a simulation described respectively as the conceptual model proposed. The problem of mapping is based on the principle that both are components, in the formal sense, i.e., they interact through their interfaces and only through their interfaces. We look at component-based engineering techniques to iteratively enrich the concept of "context validity" of a model by "symbolic concepts" and cover each property of the taxonomy of abstractions.

A conceptual model is prepared through abstractions. A variety of abstractions are used and they directly depend on the point of view from which the real world system is studied. The validity of a conceptual model is then evaluated from a given perspective. In DEVS and the M&S theory, B.P. Zeigler [3] proposed a way to supply a description of a model while questioning whether this model correctly reproduces the dynamic behaviour of the system from a given perspective.

The basic principle of the M&S process described by B.P. Zeigler involves the separation of the model and the simulator. The same principle is recommended by the MDA (Model Driven Architecture) approach proposed and supported by OMG [4]. The basic entities of the M&S process are the system, model and simulator (Figure 1).

![Figure 1. M&S process and its entities](image)

The system is the real or virtual element used as a source of observable data and subject to modelling. The model, also called the system substitute, is a representation of the system. It is usually a set of instructions, controls, equations or constraints to generate its behaviour. The simulator is an IT system used to execute the model and generate its behaviour based on model instructions and injected inputs.

This set is reorganised so as to integrate the concept of an experimental frame. The experimental frame is a specification of the conditions in which a system is observed or experimented on. It can be seen as a system that interacts with the system of interest to obtain the data of interest in given conditions. It is an operational formulation of the objectives which motivates the development of the M&S application. There may therefore be several experimental frames for the same system and the same experimental frame may be applied to several systems. In fact, we can have several objectives or perspectives or have a single objective that motivates the modelling of different systems.

An experimental frame has three components: a generator which generates a set of input segments for the system; an acceptor which selects the data of interest of the system while monitoring whether the desired experimental conditions are complied with and a transducer which observes and analyses the output segments of the system.

It should be remembered that the experimental frame transforms the objectives, which are used to focus model development on a particular point of view, into specific experimentation conditions. A model must be valid for a system in such an experimental frame. An operational formulation of the objectives is produced by matching the observed variables (system inputs and outputs) with measurements of the system's effectiveness in accomplishing its function. These measurements are called the result measurements. Matching between observed variables and result measurements is carried out by the transducer.

The relationship between a model, a system and an experimental frame is modelling. The validity of a model is the fundamental concept of the modelling relation. Validity refers to the degree to which a model faithfully represents a system in an experimental frame of interest.

The relation between a model and a simulator is simulation. The basic concept of this relation is the correctness of the simulator. A simulator correctly simulates a model if it guarantees to faithfully generate the model output values given the model state and the input values. This relation refers to the principle of separating preoccupations between model design and its implementation.

Besides the two basic relations presented above, B.P. Zeigler introduced two other relationships that are fundamental to our study: modelling as a valid simplification (valid abstraction in the terminology of F.K. Frantz [5]) and the relation of model applicability to an experimental frame.

"Successful" modelling can be seen as a valid simplification. It is necessary to simplify or reduce the complexity of a model so that it can be run on a simulator, considered a limited computing resource. A preservation relation or system morphism establishes a correspondence between a "concrete" system and an "abstract" or simplified system, the abstract model being the substitute of the concrete model. B.P. Zeigler uses the concepts of base model and lumped model. In this case, the concrete model is a model with more
capabilities, meaning that it can be used for a greater number of experimental frames. However, for a given experimental frame, the abstract model can be as capable as the concrete model. What must be remembered is that, for a given experimental frame, an abstract model must be as valid as the concrete model.

The applicability relation determines whether an experimental frame can be applied to a model. This relation is very important as it serves to state whether a use objective can be reached with a specific M&S application. Only models can implement experimentation conditions required by an experimental frame used to reach objectives and may possibly supply valid simulation results. The author also defines a derivability relation between experimental frames. This relation refers to the degree to which an experimental frame defines more restrictive conditions (which allow fewer observations) than another. Figure 2 below illustrates the morphism, applicability and derivability relations. Experimental frame EF4, not very restrictive, applies to models M1, M2 and M3. Model M4 is too abstract to accommodate EF4 as well as experimental frames EF1, EF2 and EF3 which are more restrictive than EF4. EF2 is applicable to M1, EF3, which is less restrictive than EF2 is therefore also applicable. In this case, we can say that M1 is too concrete or complex for the given experimental frame but not less valid. No models can accommodate EF1.

![Figure 2. Morphism, applicability and derivability relations](image)

**CHARACTERISING THE VALIDITY OF A SIMULATION**

The aircraft is a system composed of a set of subsystems which may themselves be broken down into a set of subsystems. The aircraft development process is therefore broken down into a set of subsystem development processes. Higher-level requirements are broken down into lower-level requirements for each function or subsystem. The requirements are then translated until the end product is obtained. Then, moving back up through the aircraft description hierarchy, the end products, each one responsible for an aircraft function, are integrated to satisfy the requirements described on the highest level of the hierarchy.

The primary systems (ATA) of an aircraft (flight control laws, warnings, fuel, hydraulics, communication, navigation, engines, etc.) and their subsystems (sub-ATA) must exchange data to carry out their respective functions. A subsystem is thus designed to operate in a given environment or context, i.e. a reference experimental frame which, in our case, is the real aircraft.

A model is built through abstractions. As system development progresses, these models become increasingly concrete. We will therefore consider a set of models of the same system, prioritised by a morphism relation. In this hierarchy, a high-level model is a more abstract model than the low-level model, meaning that it can be used for a smaller experimental frame. The physical system is found on the lowest level of the hierarchy. It is composed of a set of software applications, distributed over a group of real computers, themselves distributed through a network and other physical elements. The most abstract level is the idea. Between these two levels, a multitude of models with different forms and different configurations are created: conceptual (requirements), formal (Matlab, Scade, Saber), executable (C, C++). These models are run on various platforms.

At a given moment, the development of a system requires the initiation of an M&S project. The use objective defines the system of interest, i.e. an isolated part of the system, modelled for a specific V&V plan. This use objective is then used to derive a specification for the models interfacing with the system of interest with a necessary and sufficient level of abstraction. The full, detailed definition of a model interfacing with the system of interest is not always the best solution. More abstract models can thus be used for suitable simulations or observations of the system of interest.

As these interfacing systems are themselves undergoing development, a sufficiently detailed representation is not always available when required. Whether or not abstraction is desired, classes of abstractions must be identified to then be able to define the circumstances in which a model is a valid representation of the real system, i.e. the model usage domain. Describing such properties serves to ensure consistency and traceability between all the models of the same system and thus facilitate model updating.

As an M&S application is entirely dependent on a given objective of use and the validity of a model can only be measured for a given context, the evaluation must be conducted with the concept of experimental frame in mind. There are two experimental frames:

- **SOU**: Simulation Objectives of Use (SOU), the experimental frame that describes the way in which experimentation of the system of interest will be performed. This specification will be paired with the executable model to generate the expected results. This experimental frame must be enriched to specify the acceptable abstractions.

- **SDU**: Simulation Domain of Use (SDU), the experimental frame that describes the usage domain of a model, i.e. its properties and its limitations.
Through a verification and matching process between these two experimental frames, we propose verifying the compatibility between the scenario and the model. A simulation is valid if an SOU is applicable to an SDU. In this case, the concept of applicability is used with reference to B.P. Zeigler's concept mentioned previously.

This approach is used to evaluate validity:
- A priori: defining the necessary and sufficient SDU to satisfy a given SOU.
- A posteriori: defining whether an SDU already developed satisfies a given SOU.

**FORMAL DEFINITION OF SOU/SDU APPLICABILITY**

The principle of component-based software engineering (CBSE) consists in composing a software system which meets given requirements by using components. A software component is [6] a composition unit with specific contractual interfaces and explicit contextual dependencies. A software component can be deployed autonomously then subjected to a composition by third parties. Through its interfaces, the component is connected to its environment. The objective of the formal approaches of component-based software engineering is to specify the properties of a component for its interfaces. This consists in enhancing the interfaces by supplying a signature and a specification of the component [7]. The signature describes information on the type of component. It has the same role as a type signature in programming language. For example, it defines the type of input/output of a function or method. This includes the name of the function and the number of parameters and possibly the type of data returned by the function. The signature covers the static aspects of the component. The specification describes the dynamic behaviour of the component. More particularly, it characterises its semantics more than a simple signature, e.g. the order in which the component functions must be called up or the communication protocol used. A component can be specified using several methods. A common method of describing the specification of a component is to use Boolean assertions called pre- and post-conditions for each service provided, together with invariants to define general properties for consistent use of a component. A specification is then interpreted as follows: a client may draw up a request to a supplier only if the service required is in a state that does not contravene the invariant and the precondition related to the service. In return, the supplier guarantees that what is specified in the post-condition will be complied with, along with the invariant. The rights and duties of the client and supplier are clearly identified. This method initially originated from the Eiffel language [8], under the name of design by contract [9] [10]. It is now used in a large number of languages such as Java and also in UML, notably via OCL [11]. In [12], the authors use interface automata [13] to describe the specification of a component.

This serves to resolve a set of miscellaneous questions [7]:
- **Recovery:** How to recover a software library component based on its semantics rather than its syntactical structure?
- **Reuse:** How to adapt a software library component to suit the needs of a given subsystem?
- **Substitution:** When should a component be replaced by another one without affecting the observable behaviour of a system?
- **Subtype:** When is an object a sub-type of another object?

Given a set of experimental frames EF and A, a set of attribute values (e.g. bool, string, etc.). A property P is a function P: EF ——> 2^A, here 2^A is the set of all subsets of A. A property therefore assigns a specific attribute to an experimental frame. For example, a property is a function P which assigns to an experimental frame ef the names of input variables, e.g. P(ef) = altitude, MachNumber.

Given SOU and SDU, two components whose signature and specification are characterised by P(SOU) and P(SDU), respectively, the problem of applicability of a SOU to a SDU is defined by:

Applicability: P (SOU), C, P (SDU) ——> \{0,1\}

Given a property for an experimental frame SOU which characterises a set of simulation scenarios and the acceptable abstractions for reaching a use objective, a property for an experimental frame SDU which characterises the usage domain of a simulation product, and c \in C, an acceptability criterion, Applicability returns the value "1" if the SOU is applicable to SDU for this criterion, else "0".

**ILLUSTRATION**

We propose an illustration of this approach on the property called scope [2]. D.S. Weld [14] defines the scope of a model as the range of the system the model describes. A model has a larger scope than another if it gives a broader description of the system. Changing the scope of a model is equivalent to redefining the boundaries between the system (described by the model) and its environment. So, selecting the scope of the model implicitly includes selecting the exogenous parameters and determining their values.

An exogenous parameter is an external parameter on which the system depends. An endogenous parameter is an internal system parameter. To illustrate this property of scope, we will consider system A (Figure 3a) which has a set of endogenous parameters, represented by the "x"s and a set of exogenous parameters, represented by the circles. By reducing the scope of the model of system A, we get system B (Figure 3b) with a new (smaller) set of endogenous parameters and a new (larger) set of exogenous parameters.
The new exogenous parameters (black circles) then become parameters that can be controlled and/or observed by the simulation user to properly carry out his experimentation. They now belong to the experimental frame. We thus define the scope of an M&S application by the set of exogenous parameters of the system of interest.

The applicability criterion related to scope property consists in making sure that the scope of the M&S product covers the scope required by the simulation use objective.

At the lowest level of the specification hierarchy [2], an experimental frame is defined by the structure

\[ EF = \langle T, X_{EF}, Y_{EF} \rangle \]

where

- \( T \) is the time base
- \( X_{EF} \) is the set of input variables
- \( Y_{EF} \) is the set of output variables

We define the scope of an experimental frame \( EF \) as the set of input variables \( X_{EF} \) which influence the system and the set of output variables \( Y_{EF} \) which are controlled by the system:

\[ \text{scope}_{EF} = X_{EF} \cup Y_{EF} \]

SOU is applicable to SDU according to their respective scopes if, and only if

\[ \text{scope}_{SOU} \subseteq \text{scope}_{SDU} \]

If we consider the experimental frame of an experimentation defined by \( SOU = (T, X_{SOU}, Y_{SOU}) \) where

- \( T = e \cdot N \) for example (discrete-time)
- \( X_{SOU} = \{ X_{SOU1}, X_{SOU2} \} \) the set of variables observed
- \( Y_{SOU} = \{ Y_{SOU1}, Y_{SOU2} \} \) the set of stimuli injected

Consider a simulation model whose usage domain is defined by \( SDU = (T, X_{SDU}, Y_{SDU}) \) where

- \( T = e \cdot N \) for example
- \( X_{SDU} = \{ X_{SDU1}, X_{SDU2} \} \) the set of input variables
- \( Y_{SDU} = \{ Y_{SDU1}, Y_{SDU2}, Y_{SDU3} \} \) the set of output variables

The corresponding simulation product is presented in Figure 4a. Figures b., c. and d. illustrate the other possible configurations and their consequence on applicability.

In the case of Figure d., we consider that the scope of SOU is applicable to the scope of SDU. However, it is necessary to make sure that there is no dependence between \( X_{SDU1} \) and \( Y_{SOU1} \) or \( Y_{SDU2} \), in which case the simulation results could be biased.

We will illustrate the characteristic of this property with an example whose global system is a vehicle whose speed is adapted according to the distance separating it from the vehicle preceding it. We have decided to study the vehicle cruise controller in more depth [15]. In these conditions, we must define the exogenous parameters of the cruise controller. All other components of the global system now belong to the experimental frame to represent the environment of the cruise controller. Some of these elements can be abstracted or simplified if their contributions are not relevant to the cruise controller. The experimental frame then consists of input stimuli for the speed of the vehicle of interest (speedV1), the distance (distance) and the speed of the previous vehicle (speedV2). The simulation user makes the assumption that the aerodynamic form of the vehicles is not essential. The user wishes to observe the position of the throttle. Figure 5 shows the boundary between the experimental frame and the model of the system of interest for a cruise controller M&S application.

Now imagine that it is no longer the cruise controller being studied but its integration in the vehicle. In this case, speedV1 becomes an endogenous parameter of the system of interest. We can then imagine that we no longer inject the speed of the vehicle in the simulation but rather other (logical or physical) control elements such as the gas and brake pedals. New boundaries between the experimental frame and the model of the system of interest are defined (figure 6).
CONCLUSION

The aim of this study was to propose a general approach for evaluating the validity of an M&S application used for the development of embedded systems. This approach is part of a procedure intended to improve confidence in the use of a simulation, whose results are often questioned with no coherent justification. One contribution of this study was to define a context for justification.

By considering that the validity of a simulation is never evaluated directly but always with respect to an objectives of use, we have defined this issue of validity as the applicability of an objective to a simulation model.

The solution proposed was a validity evaluation system based on:

- an evaluation-oriented model describing the properties of the embedded systems and the simulation, i.e. used to match model elements.
- formal matching rules between a use objective and the usage domain of a model.

We based this model on the concept of experimental frame. We used this concept, proposed in the M&S theory, to address the problem within a well-founded methodological framework. It is important to note that the experimental frame can also describe, in addition to an experimentation framework and a validity framework, a reuse framework (description of the new use or experimentation context) and an interoperability framework (description of the way the model will communicate).

We have illustrated our approach on scope property. Further works aims at using the same approach, i.e. enriching the concept of experimental frame, for each property describing the level of abstraction of a model that we have informally developed in [2], including dynamic properties.
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ABSTRACT

Modern companies are nowadays confronted with an increasing demand of multiple products, where they need to perform more flexible every day. Cost-intensive decisions are to be confirmed in short times, in order to minimize risks and secure efficient production programs as well as material flows. Tools for this digital planning via simulation methods are one well established possibility to receive decision support. Nevertheless, the creation of the necessary simulation models is a complicated and error-prone process, where complexity of modeling, validation and verification depends on the used tool and its functionalities. This paper presents implemented concepts for an innovative user support in his tasks of verification and validation of simulation models during the execution of a simulation run. Time-intensive procedures like stopping simulation, parameterization and restarting within the problem analysis are simplified. So the user is able to focus on the real problem solving task.

1 INTRODUCTION

In times of proceeding industrialization and commercialization modern companies are facing markets pressure more than ever. For short as well as long-term success the needs for high flexibility to react on market changes and the customer demands is constantly growing. In line with the requirements to produce highly qualitative goods in time, each single processes within the affected company needs to be synchronized perfectly. By securing cost-intensive decisions via decision support methodologies like simulation, these results have to be available as fast as possible. Nevertheless, the necessary creation of the underlying models is a complex, time-intensive and error-prone process. With focus on the exemplary approach of model creation, described e.g. in (Sargent 2007), there is plenty of work to do until the finished, correct and validated model is available. Especially the late occurrence of errors during simulation execution is a problem, because late corrections need a “stepping back” to earlier steps within the modeling process. This paper introduces an approach to close this gap. Since actual solutions are separating modeling in different process steps, the presented approach embraces the earlier steps of modeling into the simulation execution. This results in a faster problem solving solution with fewer complications. Consequently the concept also focus on the continuation of an executed simulation run in order to achieve valid simulation results even after changing the underlying model.

2 STATE OF THE ART

Modeling as a process and its challenging nature is sometimes by far underestimated. It consists of the analysis of the underlying system, where all relevant parameters and processes have to be identified and gathered. Followed by the process mapping, which transforms the previous insights into a formal model relation, a validation and verification needs to be performed before a final model can be used for simulation experimentation. Basically a model

- is the mapping of a real system or environment,
- is not necessarily a complete representation of the reality.

The last statement is important because modeling is done by a simulation expert, who can choose the level of abstraction used for the model based on his experience. Nevertheless, a model is thereby also an interpretation of the modeler and of his perspective. So, a model can be correct for an intended purpose, but it does not have to match a model created by another expert for the same purpose. Depending on the interpretation of the modeler, many different models can exist for the same purpose. Just with focus on the process of modeling, there exist classically three views on realities’ examination. By choosing one of these views for the analysis process, this decision has a huge impact on the resulting model. These views describe an abstract worldview respectively an abstraction of the properly perception of the system by the observer (see (CarsonII 2005), (Overstreet and Nance 2004), (Pidd 2004)). These views are the Event-Scheduling-View (event view), Activity-Scanning-View (activity view) and Process-Interaction-View (process view).

3 MOTIVATION

With the intention to combine the detached steps of modeling, including validation and verification, and simulation, this work describes the developed concepts in order to support the simulation expert in his task of building correct models, especially regarding those modeling task,
which might lead to a significant state change in a simulation run. The tasks composed under the term of modeling are

- the creation of new simulation elements
- the instantiation of simulation elements
- the embedding of instantiated simulation elements
- the deletion of embedded or instantiated simulation elements
- the modification / expansion of created, embedded or instantiated simulation elements
- the replacement of created, embedded or instantiated simulation elements

In sum, all of these tasks have multiple impacts on a concrete simulation state. They need to be considered closely, when trying to preserve a valid simulation state during an interactive modeling approach. Looking at a simulation state, at any point in time only one concrete state occurrence exists. This concrete occurrence is only a subset of the larger state space, which includes all possible states. Problems occur, when the existing state space is reduced or partly replaced. Former existing states might not be reachable any more, which can cause an incomplete simulation run. In addition, executing an incorrect state transition can cause an incorrect state space, which could still allow to finish a running simulation, but with incomplete or erroneous results.

In traditional simulation and modeling, the modification of the functional behavior has to be done offline. The simulation needs to be stopped and restarted, just to see the results of the modifications. Instead of that, by using the approved concept, the user can make the modifications online and continue the simulation with the benefit of seeing his changes immediately and the opportunity of reaching a valid simulation result faster, more reliable and therefore in sum less costly.

4 CONCEPTS FOR METHODS IN MODELING

This section describes some ideas in the area of simulation modeling and how simulation tools and methodology could be enriched for an interactive validation and verification of simulation models during their execution in a simulation run.

4.1 Modeling supporting methods

Basic idea of some of the described approaches is the fact, that today it is more or less a standard for simulation tools, that the simulation expert can develop building blocks in a high level language like C++ or Java. In addition users can, without knowledge about complex programming languages, design highly functional building blocks by arranging simple predefined functions. This can be achieved, since commercial tools offer typically their own simulation language, which can be learned by an inexperienced user in a short period of time. These tools also include a large variety of predefined building blocks, which cover most of the standard applications in simulation. A great advantage is that these building blocks are already validated. On the other hand, by using predefined functions or building blocks the question occurs, if these elements are fully suitable for the special purpose they are intended for. A possible solution is a typification of predefined elements. The user is free to adjust these predefined elements in a restricted way, which will not violate their type. The modified building block would be an extension of the old one, with extended functionality.

Automatic Functional Analysis

With focus on the internal behavior of each simulation element there exist multiple problems to be dealt with. The presented example of typed elements is an ideal vision which seems to be achievable. By typifying a predefined element for example as a conveyor, the user must be assured, that its behavior is correct. If it behaves like a drill, a wrong typification was made, which will end in an incorrect model. Here the cognitive output of the modeler comes into play. Comparing the design for a specific element, done by two simulation experts, both elements can behave the same, but are implemented in completely different ways. A granular description of the detailed functions would be benefiting, due to the fact that this is the base for an automatic functional analysis. Staying with the example of the conveyor-element, its behavior could be splitted into single steps, whereas their composition would describe it completely. For example, these steps could be ‘workpiece entering’, ‘switching on motor’, ‘workpiece leaving’ and ‘switching off motor’. ‘Workpiece entering’ describes the state, where the workpiece enters the area of operations, from which point on its ment to be moved by the conveyor. The next step would be, that the conveyors motor is switched on, so that its band or belt starts moving, described by ‘switching on motor’. Once the workpiece leaves the conveyor, this state is described by ‘workpiece leaving’. The last step in this simple example is ‘switching off motor’ when the conveyors job is done. Definitely this description of a conveyors’ functional behavior is not nearly complete, it even does not handle any uncertainties, but it is good enough to point out the general idea. These steps can be described in such a granular manner, that an automatic analysis of the functional behavior comes into approach. Since an element of a simulation environment is still part of a computer program, without additional restrictions, the question, if a program will halt within finite time, cannot be answered. According to that, there is no way to derive from an elements programming code, how it will behave functionally. Focusing on programming languages with reduced functional complexity some automatic analysis of the functional behavior becomes possible. A complete decoding of the scope of operation of an element still is not possible, but statements like ‘the element is a token-creating building block’ or ‘the element alters tokens’ are conceivable. So the size of restrictions defines the area of applicable automatisms. Some tools (see Krah, D. 2003) distinct subsets of its predefined elements as ‘object moving’ or ‘object changing’. But to achieve such a functional description of an element, at first a formal definition of the building block is necessary. Such a
description must include the components of a building block as well as its functional structures. In the last years some research work concerning this topic (see (Roehl and Morgenstern 2007) or (Gustavson and Chase 2007)) was done. Nevertheless, there is still open work to achieve a standardized definition. Complete modeling freedom stays in contrast to a highly error-prone modeling process. With focus on other objectives like reusability and simplicity, the need for a more restrictive model development seems to be more beneficial. Restriction could mean that the developed models need to be minimal in their functional components, like atomic and indivisible methods. Such a component on its own has no great power, but the combination of these components becomes powerful. By applying these minimal components an automatic functional analysis becomes possible. Only the minimal components have to be analyzed and the whole model could be meta-tagged by the evaluated functional behaviors of its consisting elements.

Analysis, Verification and Validation

Before establishing a sustainable statement about the correctness or quality of a simulation model, some aspects of the internal logic and structure must be observed. When designing a building block conceptually, its error-proneness can be reduced by using minimal design-pattern. Resulting from this minimal approach, it is easier to evaluate incorrect components. Nevertheless, there is the need for additional methods, which will help in error prevention. Sargent describes (see Sargent 2007) how methods for validation and verification should look like ideally. There has to be a clear breakup between analysis and validation, since at first glance both seem to be very close. In this context, the way to the objective of analysis should extend the validation and be used as a supportive method. Validation means checking the model and its components for correctness, which includes also structural and logical correctness. Structural correctness describes the concrete implementation of code, whereas logical correctness describes the allegiant implementation of the correct behavior, so that produced results are also deductible in reality. Only if both points are checked and no errors were detected, the building block or entire simulation model may be accepted as correct. Analysis in its original intention means to face a problem of concern, under this context maybe the comparison of different functional behaviors for an element. For a validation of elements or entire models, the user can choose the classical alternative and test any single element under special criteria, by generating input, which has to be processed by the element and for which the resulting output is already known previously.

Here, an automatism helps to reduce the necessary time significantly. For all elements of the model, configurable testing sources and sinks can be generated, which must be connected to the elements. For each element, a testing source is connected to its input ports and a testing sink is connected to its output ports. The source is sending predefined input to the element in predefined time intervals, so that a correct surrounding is reproduced. When such a testing scenario is finished, the attained results can be evaluated with regard to a correct building block behavior. With this technique, a model can be checked for its logical correctness step by step with less expenditure of time. In addition, the reusability of elements is increased. This process of validation establishes the opportunity to gain supplementary results concerning the performance of an element or a model. Especially in the case of checking alternative strategies, methods of supportive analysis seem to be very helpful, due to fact that their results can help drawing conclusions from the source of failure.

Simulation Breakpoints

An additional method is the use of breakpoints. It allows the user the definition of simulation states, when the simulation has to pause automatically. In combination with the so called simulation-debugger, the user can continue the simulation step-by-step and observe relevant simulation or model parameters. In contrast to the area of software engineering, where concrete code sections are associated with breakpoints, the firing of events seems to be a supplorable counterpart when applying them to simulation. This seems to be obvious due to the fact, that they control the simulation execution with close relation to the simulation state.

Object Flow and Visualization Layer

When searching for errors, the knowledge about the movement of objects can be very helpful. For example, a common error is the slack flow of objects because of missing or wrong placed connections between the simulation elements. By logging the object flow, a mapping can be created, which shows the objects’ paths as well as their utilization. Such a logging function can be extended to a monitoring, which gives the user a greater insight into the dependencies by observing defined operation figures. For the field of model validation this information might help to find erroneous sections in the model itself. In the field of analysis, a simple visualization of the object flow can give interesting information, for example on different lengths of existing paths or their concrete capacity depending on the online data (e.g. Max-Flow algorithms). This might help to find bottlenecks, which are often the reason for an incorrect designed or parameterized. In combination with the modelers’ knowledge about the model and its intended functionality, it becomes easy to find incorrect sections of a model.

Event-Graph

Using the event view in simulation model development, the modeler may create a simulation event graph (see (Schruben 1983), (Schruben and Yucesan 1988), (Schruben and Yucesan 1989), (Schruben 1992), (Schruben and Yucesan 1992), (Schruben and Yucesan 1994)), which represents the event dependencies. This graph can serve as a source when creating and programming the building blocks and their events. This describes a classical and not
often practical approach when creating a simulation model. Typically, an event graph does not exist. This is not necessarily a problem, since the dependencies of the elements and events can also be pointed out by other means. But without such an event graph, the modeler misses an important and very helpful tool for model validation and analysis. With the intention to handle all possible states of the different elements and their relations among each other, a large complexity arises. It is evident, what dimensions an event graph can obtain, when more complex models are designed.

Additional to the obvious advantages of an event graph as a supportive method for the simulation expert, it can be also very helpful during model simulation. Here, the method of event logging can be used in combination to build an ‘online event graph’, which can be used for a matching with the ‘offline event graph’. This identifies non-firing events, which are intended to be executed during simulation runtime.

4.2 State Preserving Functions

With focus on a complete convertibility of simulation models during runtime, mechanisms are necessary for preserving the simulation state. These mechanisms can be either automatic or manual, depending on the problems the user is facing. A fundamental problem during model modification is the transformation of the old simulation state into a new one, since it is preferable to have not only a valid but also a correct state. Here valid means that the new simulation state is located in the existing state space, whereas correct means, that a concrete mapping exists, which leads to a correct simulation result. Often a valid state may be sufficient.

A first motivation for modification is the validation itself, which includes locating incorrect parts of the model and leads to a correct model by the use of model analysis. Additionally, the comparison of alternatives, which has the overall goal of identifying better system solutions, may be solved. With focus on these two motivations, a look on the consequences for the simulation state and its transformations seems appropriate.

Assuming, that the goal is to find and correct errors in the model, this implies that the model did not perform in its intended way. This means, that it did not reflect the intended system correctly, which directly leads to the assumption, that its produced results would not be applicable. In this respect, a modification during runtime helps producing a ‘more correct’ model behavior while already simulated periods have generated erroneous results. Then, only a complete restart of the simulation can generate correct overall results. But why should it be intended to create a correct state, which will hopefully lead to a correct result, when it is known, that a complete correct simulation result cannot be achieved because of already simulated wrong model sections? Here, a valid simulation state, based on a correct state transformation seems to be a more preferable goal, since this will lead to a modified model, which behaves correct from that point in time, when the modification has been done.

An elementary and necessary functionality is a method for saving and exchanging states. Ignoring the fact, that saving is memory and time consuming, an implementation is no real problem. But often a modification affects more than just a single component. Especially when affecting elements like tokens, which are representing workpieces or materials, it is very hard to apply automatic methods, because in these cases knowledge about the whole model and its intention is necessary. What are the consequences for tokens inside a building block when it is modified or exchanged? What does the modification of a building block imply for tokens inside of the simulation? These are some questions to deal with.

Possible solutions can be incremental state saving (see (Steinman 1993), (Feng and Lee 2006)) or an event-anti-event-based method. The incremental state saving works with predefined time intervals, at which boundaries a complete simulation state is saved. When necessary it allows loading an earlier simulation state, based on the states saved before. The idea is, that modifying a component initiates an automatic state rollback where the earliest state has to be chosen, before the component first interacted with the rest of the simulation model, which means for example the first time when a token passed this component. After modification, the simulation starts with the exchanged state, because now, no token has passed the component.

A method similar to the incremental state saving is the event-anti-event based approach. Here, no state saving is realized like before. Instead, the modeler has to differentiate between events, which allow a forward progress of the simulation and events which manage a backward progress. When simulating a model, every execution of a forward event is logged which allows to execute the backward events in reverse order. The advantage of this method is, that the system must not provide mechanisms for saving and transforming a state, because the simulation expert is in charge to provide the correct event pairs. This describes also the soft spot of the method, because more events exist and errors can creep in and cause incorrect functionality. Likewise the process of modeling is stretched in time because the modeler has to define twice the size of events as before.

5 PROOF OF CONCEPT

The developed concepts have been applied in research of the event-oriented simulation environment dFACTInsight at the University of Paderborn. Within the research work, the simulation kernel has been enhanced for achieving a full interchangeability of the simulation elements during simulation runtime. Based on that, a complete 3D-modeling and visualization tool was created, which encapsulated parts of the described functions and concepts. Figure 1 shows the main view of the visualization and editing component. A list of all stationary components gives the opportunity to navigate quickly to the components position.
Figure 1: 3D-Visualization and Editor

The model itself is displayed in the center. The user can move in all directions by using his keyboard and edit all components inside his perspective. The tool has been used for the creation of different models and helped to resolve a lot of common modeling errors in less time. Regardless if these errors are results of incorrect modeling or a correct mapping of the reality, applying the introduced methods leads to the problems’ origin and can be used for model correction.

Figure 2: Editing java code while runtime

For example checking the code (see Figure 2) may show wrong statements in the programmed events and the user can modify the java code directly, which causes the system to load the new code into the system. Immediately the components incorrect functionality is overwritten by its modified one and the user can observe that the objects are moving again without restarting the simulation.

6 CONCLUSION

The insight, that modeling is a complex and error-prone process, was the origin for this work. The task, to identify only the relevant and to ignore redundant information seems to be trivial but holds an enormous complexity on closer examination. Likewise is the creation of the simulation program, for which the model serves as a template, a creative process which builds on the knowledge and the experience of the involved experts. Existing methods are for offline-use, which can help to build and evolve the model, but still are time-consuming. Here, the presented approach tries to close the gap and develop concepts with focus on validation and verification during simulation runtime.

The introduced methods serve as a conceptual draft for possible modifications during runtime with focus on extensive modifications but without interrupting the simulation. The implementation of the methods and integrating these into the d’Fact insight-simulator has been a first step. In further research, we want to delve into this topic by exploring more concepts and elaborate the introduced ones. Also is the further development of the visualization- and modeling-tool part of future work, since this is the interface, which gives the user access to these methods.
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ABSTRACT

Understanding and evaluating TCP behaviour remain a challenging problem, because of the complexity of the protocol itself and the inherent complexity of the interactions between the protocol and the network. Several analytical models of the TCP behaviour have been proposed recently. Most of these models assume a fixed number of persistent TCP connections. A few of the recent studies on TCP look at non-persistent TCP connections but with many limiting assumptions. Moreover, nearly all non-persistent studies are macroscopic and not scalable. This paper introduces a scalable stochastic reward Petri nets (SRNs) model for non-persistent TCP sessions that share two bottleneck links in a wide area network (WAN). The suggested model is constructed in a microscopic approach which captures the essential protocol features of the congestion control mechanism used by the TCP Reno protocol. Several limiting assumptions have been relaxed by this model. The interference from other non-persistent sources is introduced to the model in an efficient way. Several performance metrics have been captured and compared to simulation results.
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INTRODUCTION

With the growing size and popularity of the Internet as a medium for exchanging information and conducting business, there has been growing interest in modelling and understanding Internet traffic. Accurate modelling of Internet traffic is also important from the perspective of deploying differentiated services since it is likely that best-effort traffic will comprise a significant portion of the Internet traffic in the foreseeable future. According to recent estimates, most of the traffic carried today over Internet uses TCP (Transmission Control Protocol) as transport protocol [Kurose and Ross 2005]. This figures the key rule that TCP plays in delivering a reliable service to the most common network applications such as email programs and Web browsers.

TCP has been subject to many performance studies based on simulations, measurements, and analytical models. Modelling the TCP behaviour using analytical paradigms is the key to obtain more general and parametric results and to achieve a better understanding of the TCP behaviour under different operating conditions. On the other hand, the development of accurate models of TCP is difficult, because of (1) the intrinsic complexity of the protocol algorithms, (2) the complex interactions between TCP and the underlying IP network.

Accurate modelling of individual TCP flows requires modelling of complex dynamics rising from the additive-increase/multiplicative-decrease (known as the congestion control) mechanism of TCP protocol, session dynamics, and heterogeneous round-trip delays in conjunction with the underlying network layer. As the size of state space explodes with the number of sessions, this represents a major obstacle to modelling the interaction of many TCP flows in a realistic setting. For the same reason, even numerical experiments become computationally prohibitive, and fail to provide an insight into the complex dynamics. The existing literature on TCP traffic modelling usually skirts these major obstacles by relying on ad hoc assumptions, which causes the model to be accurate only in certain regimes [Stevens 1994].

Extensive studies of TCP have provided detailed performance of the TCP and UDP of single TCP sessions in terms of their throughputs and delays. Several models have been also proposed for multiple TCP sessions. Multiple TCP sessions can be categorized to persistent and non-persistent connections [Kurose and Ross 2005]. Non-persistent models can be considered as a reasonable approximation for the Web traffic using HTTP. On the other hand, persistent models are useful for the files sent by e-mail or FTP servers. It can be noted the importance of both models. Few models have been proposed for non-persistent connections. However, the accuracy of these models in the real networks is limited by the assumptions made and the time scale at which one is looking at the performance. Moreover, most of the non-persistent models that have appeared in the literature so far consider the interaction among TCP connections that share one high-load link (called the bottleneck link), but assume independence among the behaviours of the TCP connections that share this link.

In this paper, our model presents a microscopic, i.e. showing the details of the TCP connection, scalable model for non-persistent TCP sessions that can be used to deeply understand how parameters, such as propagation delay, router’s bottleneck buffers, and rate of variation of the available bottleneck bandwidth, affect the performance indices of the Internet, such as the end-to-end throughput and delay. The model relaxes some of the limiting assumptions of other suggested models in the literature. We
assume that traffic flows through a bottlenecks routers which has real time TCP ON-OFF traffic and a stochastic flow of non-persistent TCP connections going through it. Our analysis is able to handle any number of TCP connections and still provides accurate performance metrics of each of these connections. We can assume different packet sizes, forward and backward round trip times and max window size for each of these connections. The model represents $N$ non-persistent TCP sessions. It is based on modelling one TCP session and the effect of the other sessions is included as a summed average number of segments implanted in the shared bottleneck channel. The model can be easily tailored to model also persistent TCP connections.

The rest of the paper is organized in six sections as follows: (1) Related work is described. (2) The congestion avoidance mechanisms are reviewed. (3) Model assumptions are discussed. (4) The suggested model is described. (5) The analytical and simulation results are presented. (6) The work is concluded.

**RELATED WORK**

Researchers have proposed a number of different models, from detailed single flow models to predict the throughput of a single flow as a function of round-trip delay and packet loss probability (Altman et al. 2000; Ranjan et al. 2004; Padhye et al. 2000) to linear and nonlinear macroscopic models, i.e. dynamics of TCP are aggregated, motivated by limit theorems to derive limiting traffic models (Hollot et al. 2001; Mathis et al. 1997). As a result, the behaviour of a single long-lived TCP flow is relatively well understood.

Recently, several models of multiple TCP sessions passing through the Internet have been analyzed (Nicky et al. 2007; Altman et al. 2005; Sharma and Gupta 2006; Marsan et al. 2000). However, most of the studies on multiple TCP sessions assume a fixed number of persistent TCP connections, where it is assumed that there are a fixed number of TCP sessions which always have packets to send (Abouzeid et al. 2000; Brown 2000; Nicky et al. 2007; Altman et al. 2005). These models can be considered a reasonable approximation if the TCP sessions are sending long files (e.g. FTP sessions). However, most of the WAN TCP traffic today consists of Web traffic which contains small files. Several models (non-persistent sessions), where TCP sessions arrive, send a finite file and then leave have been studied (Tinnakornrsiruphaph and La 2006; Sharma and Gupta 2006; Marsan et al. 2000). Models of non-persistent TCP connections usually utilize ON-OFF sources. It is to be noted that these models can be useful when an e-mail or FTP server is sending a small file.

In all the non-persistent studies, a single bottleneck queue is considered; there is no UDP traffic in the queue and the TCP parameters (propagation delays, maximum window size etc) are same for all the TCP connections. Furthermore, most of these studies (Tinnakornrsiruphaph and La 2006; Sharma and Gupta 2006) have formulated macroscopic models (ignoring the packet level details, in particular the packet lengths). Few of them have been conducted using microscopic models (Marsan et al. 2000). However, assumptions used in non-persistent studies have a significant impact on the performance model of the TCP connections.

In (Marsan et al. 2000), Marsan et al. developed a scalable microscopic model for the behaviour of a number of non-persistent TCP connections that share a bottleneck link, considering the synchronization among connections. The model is based on Markovian assumptions and on two GSPN (generalized stochastic Petri net (Marsan et al. 1995)) descriptions of the system. The two models are called the multi-user GSPN model and the single-user GSPN model. The two models are iteratively solved, until convergence of the average window size values. The TCP source model incorporates both slow-start and congestion avoidance. From the two GSPN descriptions, using a fixed-point algorithm, several interesting performance metrics of the TCP connections was derived. The model was validated through extensive comparisons of the model’s results with the output of the simulator “ns version 2” (VINIT Project 1997). In spite of its scalability, several assumptions were introduced. In Section 5, we will discuss several of these assumptions and how our model outperforms Marsan’s model. We consider this model the closest in spirit to our work due to its scalability and its microscopic view to the TCP behaviour hence we will compare our performance metrics to those obtained by (Marsan et al. 2000).

**THE CONGESTION CONTROL MECHANISM**

The congestion control mechanism, described in RFC 2581, allows the TCP congestion window size (denoted by $cwnd$) to increase according to two different mechanisms: slow start (SS), where $cwnd$ doubles every round-trip time, or congestion avoidance (CA), where $cwnd$ increases by one every round trip time. The congestion control mechanism also responds to three events namely: acknowledgment (Ack) reception, timeout and triple Ack reception. When the TCP connection is set up, the protocol starts in SS mode with $cwnd$ equal to 1, and enters CA mode as soon as $cwnd$ reaches a predefined threshold value (called $ssthresh$). The TCP window can grow up to a maximum allowable value that is denoted by $w_m$.

A timeout event allows the TCP source to detect segment losses. The timeout expiration ($RTO$) is computed as the average estimated round-trip time ($RTT$) plus four times the estimated round-trip time standard deviation. Whenever a segment loss is detected, the TCP threshold ($ssthresh$) is set to half the current window size, and the window size is set to 1 (i.e. $ssthresh = cwnd/2, cwnd = 1$). Moreover, the TCP enters the SS. The congestion control mechanism can be clarified in the following algorithm, where MSS is the maximum segment size:

<table>
<thead>
<tr>
<th>Congestion Control Mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>Begin at Init. Mode</td>
</tr>
<tr>
<td>• Initialization mode:</td>
</tr>
<tr>
<td>$cwnd = 1, ssthresh = 65,536$ B</td>
</tr>
<tr>
<td>Go to SS mode</td>
</tr>
<tr>
<td>• Slow Steady (SS) mode:</td>
</tr>
<tr>
<td>- If Ack. Received $cwnd &gt; cwnd$ + MSS</td>
</tr>
<tr>
<td>- If $cwnd &gt; ssthresh$ Go to CA model</td>
</tr>
<tr>
<td>- If Timeout event</td>
</tr>
<tr>
<td>$ssthresh =$cwnd/2, cwnd = 1 $MSS</td>
</tr>
<tr>
<td>Remain in SS mode</td>
</tr>
</tbody>
</table>
MODEL ASSUMPTIONS

We interested in studying the performance of TCP sources that their data packets pass through one of the most congested links in WAN and the acknowledgments of that packets pass through another congested link in the same WAN. It is important to study not only the effect of loosing data packets but also the acknowledgments packets, because they have the same effect in deterioration of the performance of TCP sources.

Figure 1: WAN with Forward and Backward Bottleneck

Figure 1 depicts the network model used in the following analysis and simulation. It consists of: (1) Wide area Network (WAN), (2) a TCP source called X that send data to a destination called Y on the other side of WAN, (3) (N-1) TCP source that send data to unknown destination in the other side of WAN, (4) (M-1) TCP sources that send data to unknown destination in the other side of WAN, (5) two routers, which are connected to the most congested links in WAN (called bottlenecks), router F (forward bottleneck) and router B (backward bottleneck). We supposed that all traffic of the N TCP sources (in the left of Figure 1) pass through the forward bottleneck and all traffic of the M TCP sources (in the right of Figure 1) pass through the backward bottleneck. Therefore, when the TCP source X send a data packet to the destination Y, the packet will pass through the forward bottleneck and the acknowledgment from Y to X will pass through the backward bottleneck.

We supposed that all sources use the web browsing applications in the application layer and utilize non-persistent TCP connections to send their data. Therefore, these sources use the TCP connections to send burst traffic during active periods (ON periods) of sources. When the web applications in these sources have no data to send, the TCP connection will be idle (OFF period). Hence, we call these sources ON/OFF TCP sources. Also we assumed that the time of ON period (Ton) and time of OFF period (Toff) of TCP connections are random variable with negative exponential distribution.

We have used SRN (stochastic reward net) for representing the complex behaviour of the congestion mechanism. SRNs are a variant of the GSPN (Marsan et al. 1995) which allow defining enabling and weight functions. Both the SRN and the GSPN are built on an underlying Markov process. The development of a model with Markovian characteristics requires the introduction of exponential assumptions for the time intervals of the model represented by transitions (denoted by $t_i$). Hence all transitions (SRN are built from transitions and places) listed in this section and the next section have an assumed exponential distribution. Moreover, the dynamics of the TCP window are governed by the TCP congestion control algorithms which are too complex to be exactly accounted for in an analytical model. Hence several assumptions were considered to elevate this complexity, which can be summarized in the following points:

- No fast retransmit/fast recovery mechanisms are considered. We will consider these mechanisms in future works.
- The TCP sources send a number of packets equal to $cwnd$ in a burst, and the acknowledgments return in a burst. This mean that the congestion window size approximately changes after a period of time equal to one round trip time.
- The TCP window size ($cwnd$) isn’t measured in bytes, as in real world networks, but it is measured using Maximum Segment Size (MSS), because it is more practical.
- The acknowledgments packets are piggybacked with data and their size equal the size of data packets.
- One of the features of TCP, that can be enabled or disabled, is the delayed Ack, which provides for sending one Ack for every two received packets. We didn’t take into account such feature, although the proposed model can easily be modified to adopt this feature.
- The propagation delays of all sources in the forward direction are equal. Also, the propagation delays of all sources in the backward direction are equal.

In the timeout mechanism, whenever a segment loss is detected, the TCP threshold $ssthresh$ is set to half the current window size, and the window size is set to 1. In (Marsan et al. 2000), the mechanism by which $ssthresh$ (denoted as $W_t$ in (Marsan et al. 2000)) is adjusted is simplified. It was assumed that the only values which $W_t$ can take are 1 and $1/2$ $W_m$ (i.e., the minimum and maximum allowed values of $W_t$ are considered). In our approach, no approximation was made with respect to the mechanism by which $ssthresh$ is adjusted. Also in (Marsan et al. 2000) to simplify the model they considered that for every packet received by destination the source will receive the corresponding Ack packet after half of the RTT. In the proposed model we suppose that the Ack packets may have different queuing delays than data packets and may be lost in the way to the source. It can be seen in Section 5 that our model allows supposing forward propagation time different from the backward propagation time. Similarly the model has the flexibility to assume different forward and backward bottlenecks. Moreover, it allows modelling of
**MODEL DESCRIPTION**

In this section, we will give a description of the suggested non-persistent TCP source model. The model represents $N$ non-persistent TCP sources. Figure 2 shows the suggested SRN model for non-persistent TCP sessions in an ON/OFF source through congestion control. It is based on modelling one TCP session in one ON/OFF source and the effect of the other sessions from other sources is included as a scaled or summed average number of segments implanted in the shared bottlenecks channel. Table 1 shows the arc weight functions of some arcs in the SRN shown in Figure 1, where $P_t$, $Q^f$ and $Q^b$ are the number of tokens in the place $P_t$, the forward bottleneck buffer size, and the backward bottleneck buffer size, respectively.

<table>
<thead>
<tr>
<th>weight</th>
<th>Arc weight Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_1$</td>
<td>$P_t - Q^f$</td>
</tr>
<tr>
<td>$w_2$</td>
<td>1 if $P_t = 0$</td>
</tr>
<tr>
<td></td>
<td>0 if $P_t = 1$</td>
</tr>
<tr>
<td>$w_3$</td>
<td>$P_t$</td>
</tr>
<tr>
<td>$w_4$</td>
<td>$P_t - Q^b$</td>
</tr>
<tr>
<td>$w_5$</td>
<td>1 if $P_{11} = 0$</td>
</tr>
<tr>
<td></td>
<td>0 if $P_{11} = 1$</td>
</tr>
</tbody>
</table>

Table 1: Arcs Weight Functions

Tokens in places $P_1$ and $P_2$ represent Off and On states of the TCP source respectively. The timed transitions $t_1$ and $t_2$ model the status change of the TCP source states. If $Ton$ and $Toff$ are the average ON and OFF time of TCP sources, thus the rates of $t_1$ and $t_2$ are $1/Ton$ and $1/Toff$ respectively. During ON periods, the TCP source is allowed to transmit segments according to the evolution of their TCP window. The number of tokens in place $P_{11}$ represents the current window size ($cwnd$). In the beginning $P_{11}$ is empty. Hence when the TCP source is in ON state (token in place $P_5$), transition $t_3$ is enabled. When the first TCP source becomes active, transition $t_4$ puts one token in $P_{11}$ which starts the TCP window growth mechanism ($cwnd = 1$).

Firing of $t_5$ places a token in $P_5$, that represents a temporary buffer for sent segments. It is assumed that all segments are sent in a short burst. Hence, accumulation of tokens in $P_3$ continues until it reaches $\#P_{11}$ ($cwnd$), where $\#P_{11}$ represents the number of token in $P_{11}$. Forward propagation delay ($D^f_{P}$) encountered by segments is represented by $t_4$, where its rate is evaluated by $1/D^f_{P}$. In our model, we have differentiated between forward and backward propagation delays. The bottleneck buffer is represented by $P_b$ which allows for modelling the transaction between several TCP sessions.

Segments (tokens in $P_3$) are subjected either to be correctly acknowledged or lost due to buffer overflow. Correct acknowledgment is handled by $t_6$ which model transmission of a packet from the TCP source. The rate of $t_6$ is calculated by $B^f/S_p$, where $B^f$ and $S_p$ represent the bandwidth of the forward bottleneck link and the packet size. The acknowledgment segment passes through $P_c$, $t_8$, $P_a$, $t_9$ in turn until it reaches $P_{10}$, where the acknowledgment segments are accumulated. Discussion of the function of $P_c$, $t_8$, $P_a$, $t_9$ is similar to the previous discussion of $P_3$, $t_6$, $P_a$, $t_8$ except that $D^f_{P}$ and $B^f$ are replaced by $D^b_{P}$ and $B^b$ (where $D^b_{P}$ and $B^b$ represent the backward propagation delay and bandwidth of the backward bottleneck link). It can be noted that any performance for the acknowledgment segments can be fulfilled especially if it is piggybacked by data.

Whenever a packet loss occurs (firing of transition $t_5$), one token is put in place $P_5$, whose marking represents the occurrence of at least one segment loss. The presence of a token in $P_5$ enables the timed transition $t_7$, which models the timeout expiration and loss detection. Transition $t_7$ has rate equal to $1/Tout$. The TCP protocol sets the timeout $Tout$ based on the estimation of the average or Round Trip Time (RTT). RTT is the time required for a packet to travel from source to destination and its Ack return back to the source. RTT can be computed as follows:
\[ \text{RTT} = D_F^F + D_Q^F + D_F^B + D_Q^B + D_F^E + D_T^E \]

where \( D_F^F \), \( D_Q^F \), \( D_F^B \) and \( D_T^B \) are the queuing delay in the forward bottleneck buffer, the queuing delay in the backward bottleneck buffer, the transmission time in the forward direction and the transmission time in the backward direction, respectively. \( D_F^F \) and \( D_T^B \) are neglected because they are very small compared to propagation and queuing delay. Because the RTT is a random variable, the TCP compute the timeout as follows: \( \text{Out} = A_{\text{RTT}} + 4 \sigma \), where \( A_{\text{RTT}} \) and \( \sigma \) are the average estimated round trip time and the round trip time standard deviation. The round trip time is modelled as an exponential random variable, therefore \( A_{\text{RTT}} = \sigma \), consequently \( \text{Out} = 5 A_{\text{RTT}} \).

Firing of \( t_3 \) causes halving the value of \( P_5 \), which represents the value of \( ssthresh \). It is to be noted that we have chosen a value of “40” which represents the initial value of packets in \( ssthresh \). This value comes from the fact that the max value of bytes in \( ssthresh \) is 65536 and the average size of a packet is “1500” (40 = 65536/1500). Moreover firing of transition \( t_5 \) represents the loss condition which causes putting a one in \( \text{cwnd} \) place (\( P_1 \)).

The marking of the place \( P_6 \) indicates the mode of growth of the TCP window (either slow start or congestion avoidance). Since only one mode of window growth is possible at a time. Presence of a token in \( P_6 \) indicates that it is in CA, otherwise, it is in the SS. When there is a token in place \( P_{10} \) and no tokens in \( P_6 \), the SS algorithm is initiated. Firing of \( t_{12} \) occurs when the condition (\( \text{cwnd} > ssthresh \)) (or \( P_{11} > P_5 \)) is fulfilled. This is in turn causes change in the congestion mode of the TCP session. Switching from SS to CA is done through \( t_{13} \) which places a token in \( P_6 \). In addition when the timeout is detected, transition \( t_{14} \) removes tokens from \( P_6 \), consequently the mode is switched from CA to SS. Transition \( t_{10} \) represents the activity of SS by incrementing exponentially \( \text{cwnd} \) through doubling tokens in \( P_{11} \) per RTT. Similarly transition \( t_{11} \) represents the activation of CA by incrementing linearly \( \text{cwnd} \) (tokens in \( P_{11} \)) by one unit per RTT.

Transition \( t_{14} \) prevents the number of tokens in \( P_{11} \) to increase over than the maximum window size \( w_{\text{in}} \). Transition \( t_{15} \) is enabled if the session ends (no tokens in \( P_2 \)). Firing of \( t_{15} \) causes flushing of \( P_2 \) and initializing of \( P_7 \) with “40”. Flow control (GO back N) is fulfilled through the enabling rule of \( t_3 \), where it is only enabled if acknowledgment is received for sent segments.

All TCP sources in the forward (or backward) direction are sharing the forward (or backward) bottleneck buffer size and link capacity. Therefore, in a TCP source model to model the effect of other TCP sources ((N-1) sources) we put stationary tokens (ST) in the forward (and backward) buffer which represent mean number of packets that all other source will send to the bottleneck buffer at any time. ST is a new type of tokens in Petri nets that don’t move to any other place. They can easily be configured by controlling the firing and enabling rules of transitions that their firing move ST to another place. The Number of tokens in forward and backward buffer bottleneck at any time and ST can be computed as follows:

\[ ST^F = \sum_{i=1}^{N-1} A_i \]
\[ ST^B = \sum_{i=1}^{N-1} A_i \]

where \( ST^F \), \( ST^B \), and \( A_i \) represent the ST in the forward bottleneck, ST in the backward bottleneck, and the average number of tokens in place \( P_i \) for all sessions of the TCP source \( i \). It is clear that if we assume that all TCP sources have the same parameters (propagation delay, maximum window size, packet size, ON/OFF time), equation 1 is modified to be

\[ ST^F = N \cdot A \]
\[ ST^B = M \cdot A \]

To reduce the computational efforts to compute ST when the TCP sources have different parameters, we compute the average value of these parameters which are used to solve the SRN model to compute A. After that, equation (3) is used to compute the number of ST. Tables 2, 3, and 4 list the rates, priorities and enabling rules of the timed and immediate transitions of the proposed model shown in Figure 2.

### Table 2: Transitions rates

<table>
<thead>
<tr>
<th>Transition</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_1 )</td>
<td>( 1/\text{Ton} )</td>
</tr>
<tr>
<td>( t_2 )</td>
<td>( 1/\text{Toff} )</td>
</tr>
<tr>
<td>( t_3 )</td>
<td>( 1/\text{Dp}^F )</td>
</tr>
<tr>
<td>( t_4 )</td>
<td>( 1/\text{Dq}^F = B^F/S^F )</td>
</tr>
<tr>
<td>( t_5 )</td>
<td>( 1/\text{Dp}^B )</td>
</tr>
<tr>
<td>( t_6 )</td>
<td>( 1/\text{Dq}^B = B^B/S^B )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transition</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_3 )</td>
<td>1</td>
</tr>
<tr>
<td>( t_5 )</td>
<td>1</td>
</tr>
<tr>
<td>( t_7 )</td>
<td>2</td>
</tr>
<tr>
<td>( t_9 )</td>
<td>1</td>
</tr>
<tr>
<td>( t_{10} )</td>
<td>2</td>
</tr>
<tr>
<td>( t_{12} )</td>
<td>1</td>
</tr>
<tr>
<td>( t_{14} )</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 4: Transitions enabling rules

<table>
<thead>
<tr>
<th>Transition</th>
<th>Enabling Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_3 )</td>
<td>( #P_3 &gt; #P_1 )</td>
</tr>
<tr>
<td>( t_5 )</td>
<td>( #P_3 &gt; #P_1 )</td>
</tr>
<tr>
<td>( t_7 )</td>
<td>( #P_5 \geq 1 \land #P_3 \geq 1 \land #P_6 \leq #P_5 + #P_6 + #P_8 - ST^F - ST^B = 0 )</td>
</tr>
<tr>
<td>( t_{10} )</td>
<td>( #P_{10} \geq #P_{11} )</td>
</tr>
<tr>
<td>( t_{11} )</td>
<td>( #P_{10} \geq #P_{11} )</td>
</tr>
<tr>
<td>( t_{13} )</td>
<td>( #P_1 \geq #P_5 \land #P_6 = 0 )</td>
</tr>
<tr>
<td>( t_{14} )</td>
<td>( #P_{11} &gt; w_{\text{in}} )</td>
</tr>
</tbody>
</table>

### RESULTS

In this section, we examine the accuracy of our proposed model by making extensive comparisons of its results with the results of simulation experiments. The simulation results were obtained by using ns-2 simulator (VINIT Project 1997). The ns2 is one of the most powerful tools for extracting accurate performance indices for different algorithms of TCP protocol. Also, it provides quite detailed descriptions of the dynamics of other Internet protocols.

Two fundamental measures are used to evaluate the proposed SRN model and compare it with simulation of TCP Tahoe, including all of its features: average segments
loss probability and the average TCP connections throughput. The throughput is average number of packets received and acknowledged by TCP destination. The segments loss probability and average throughput can be calculated from SRN model using the following equations

\[
\text{Segments loss probability} = Pr(\# P_s > 0)
\]

\[
\text{Average throughput} = \frac{A_w}{D^F + D^Q + D^S + D^Q}
\]

Where \( D^F = Th(t_0)/M(P_s) \), \( D^Q = Th(t_0)/M(P_s) \) and \( A_w = M(P_{t1}) \). \( A_w \) is the average congestion window size, \( Th(t_0) \) and \( Th(t_0) \) are the throughput of transitions \( t_0 \) and \( t_0 \) respectively, \( M(P_s) \) and \( M(P_s) \) are the mean number of tokens in places \( P_3 \) and \( P_3 \) respectively, and \( Pr(\# P_s > 0) \) is the probability that the number of tokens in place \( P_3 \) is greater than 0.

The simulated scenario consists of two sets of sources, one set in each direction, as shown in Figure 1. Each set of sources is either 10 or 20 non-homogeneous On/Off sources and multiplexed over a different bottleneck link. The packet size was assumed to be constant, equal to 1500 bytes, for all TCP connection. Also, the acknowledgment packet size was assumed to be 1500 byte, because we supposed that the acknowledgments carry data from destinations. The maximum congestion window size was considered to be 21 packets, corresponding to 32 KB, for all TCP connections. The bottlenecks buffer capacities of 50 and 100 packets were considered. The drop tail dropping policy was run in the bottlenecks buffer. We considered the cases of the bottleneck link capacity equal to either 100 or 400 Mbps. All simulations were run until the width of the 98% confidence intervals fell within 2% of each throughput estimate. In all figures, 3–9, solid lines refer to simulation results, while dashed lines represent SRN model results.

We first consider a scenario with 10 homogeneous ON/OFF sources in the forward direction and the same number in the backward direction, non-persistent TCP connections with forward propagation delay equal to the backward propagation delay, bottleneck buffer size in the forward and backward direction equal to 50 packets, the bandwidth of the bottleneck links in the forward and backward direction equal to 100 Mbps, the average ON period of all sources are 200 ms, the average OFF period of all sources equal either 200 or 400 ms. In Figures 3 and 4, the throughput and segments loss probability were plotted versus increasing value of the one-way propagation delay. To illustrate the effect of OFF period of TCP sources on the throughput and segments loss probability, we considered two cases. The first one, labelled “Sim Toff = 200” in the figures, the average OFF period equal to 200 ms; in the second case, labelled “Sim Toff = 400”, the average OFF period equal to 400 ms.

As shown in Figures 3 and 4, when the propagation delay increases the throughput and the segments loss probability decreases because increasing propagation delay means that the distance between transmitter and receiver increases which makes the dynamic growth of the window slow down consequently reducing the generated traffic. We can notice that the average throughput and segments loss probability decreases with increasing the average OFF period of TCP sources, since the increasing of OFF period of TCP sources means that the sources are inactive for a longer period, consequently decreases the traffic from sources to destinations. In Figures 3 and 4, it is clear that the analytical model captures the behaviour of each source, providing very accurate predictions, as can be seen from the comparison with simulation results. Also, we can notice that the accuracy of the analytical results increases with increasing the propagation delay because the effect of queuing delay in computing RTT decreases, so the estimated error of the average queuing delay becomes less influent.

![Figure 3: Segments Loss Probability for Different Values of One Way Propagation Delay, where \( M=10, Q=Q'=50, B=B'=100 \text{ Mbps}, T_{on}=200 \text{ ms}, T_{off}=200 \text{ and } 400 \text{ ms.} \)](image)

![Figure 4: Average Throughput for Different Values of One Way Propagation Delay, where \( M=M=10, Q=Q'=50, B=B'=100 \text{ Mbps}, T_{on}=200 \text{ ms}, T_{off}=200 \text{ and } 400 \text{ ms.} \)](image)

To investigate the effect of the number of TCP connections on the performance of the TCP sources, we set the bottleneck buffer size in the forward and backward direction equal to 50 packets, the bandwidth of the bottleneck link in the forward and backward direction equal to 100 Mbps, the average ON period of all sources are 200 ms, the average OFF period of all sources equal to 200 ms, the number of TCP connections equal either 10 or 20. We plot the segments loss probability and average throughput, in Figures 5 and 6 respectively, versus one way propagation delay, where the forward and backward propagation delays...
are equal. As expected, the packet loss probability and average throughput increase with increasing the number of TCP sources. Again, we can notice the accuracy of analytical performance predcitions compared to simulation is very high, especial for longer propagation delay. As clear in Figures 5 and 6, the accuracy of the analytical results didn’t affect much by increasing the number of TCP sources. This means that the proposed method for modelling the correlation between TCP sources is very accurate and doesn’t affect by the number of TCP sources.

One of the main advantages of our model is that the solution time of the model doesn’t increase much with increasing number of TCP sources, whereas the ns2 simulation time increases significantly with the increase in the number of TCP sources.

![Figure 5: Segments Loss Probability for Different Values of One Way Propagation Delay, where N = M = 10 and 20, Qf = Qb = 50, Bf = Bb = 100 Mbps, Ton = Toff = 200 ms.](image)

![Figure 6: Average Throughput for Different Values of One Way Propagation Delay, where N = M = 10 and 20, Qf = Qb = 50, Bf = Bb = 100 Mbps, Ton = Toff = 200 ms.](image)

To assess the sensitivity of the accuracy of the proposed model with changing the buffer size, in Figures 7 and 8 we plotted the segments loss probability and average throughput verses one way propagation delay where the forward and backward buffer size equal either 50 or 100 packets; the bandwidth of the bottleneck link in the forward and backward direction equal to 100 Mbps, both ON and OFF periods have an average value equals 200 ms, the number of forward or backward TCP sources equal 10. As shown in Figures 7 and 8, it is clear that the increasing of the buffer size decreased the packet loss probability and increased the average throughput, as expected. Decreasing the segments loss probability reduce the probability of the sudden decreasing of congestion window size to be equal one after timeout, which let sources generate more packets that pass through the network, consequently the throughput increases. Also in this scenario, the proposed model results are accurate compared to the simulation results.

![Figure 7: Segments Loss Probability for Different Values of One Way Propagation Delay, where N = M = 10, Qf = Qb = 50 and 100, Bf = Bb = 100 Mbps, Ton = Toff = 200 ms.](image)

![Figure 8: Average Throughput for Different Values of One Way Propagation Delay, where N = M = 10, Qf = Qb = 50 and 100, Bf = Bb = 100 Mbps, Ton = Toff = 200 ms.](image)

The model accuracy for different number of TCP connections can be further discussed by observing the results in Tables 5 and 6, which report the relative errors in average throughput and segments loss probability for the proposed model and Marsan’s model (Marsan et al. 2000) for different values of one way propagation delay. The model parameter were as follows: the buffer size equals 50 segments, the average ON period of TCP sources equals 200 ms, the average OFF period of TCP sources equals 200 ms, the bandwidth of bottleneck link equals 100 Mbps, the number of TCP sources equals either 10 or 20. The relative percentage error was computed using the following equation.
\[
\% \text{ Error} = \frac{\text{Simulation-M\text{-}Modelling}}{\text{Simulation}} \times 100
\]

Where Simulation and Modelling are the value of average throughput or the segments loss probability computed using simulation and analytical modelling, respectively. It can be noted from Tables 5 and 6 that the percentage errors in the estimation of the average TCP connections throughput always remain within an absolute band of roughly 10% compared to 20% for Marsan. Also errors in the estimation of the TCP segments loss probability always remain within a band of 40%, while that of Marsan can grow quite high, particularly in the case of a lower number of TCP connections.

### Table 5: Relative Percentage Error of Loss Probability

<table>
<thead>
<tr>
<th>Dp</th>
<th>(N = 10)</th>
<th>(N = 20)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Marsan’s Model</td>
<td>Proposed Model</td>
</tr>
<tr>
<td>1</td>
<td>-1511</td>
<td>-40.8</td>
</tr>
<tr>
<td>2</td>
<td>-2720</td>
<td>-15.9</td>
</tr>
<tr>
<td>3</td>
<td>-432</td>
<td>34.8</td>
</tr>
<tr>
<td>4</td>
<td>-250</td>
<td>41.6</td>
</tr>
<tr>
<td>5</td>
<td>-123</td>
<td>39.4</td>
</tr>
</tbody>
</table>

### Table 6: Relative Percentage Error of Throughput

<table>
<thead>
<tr>
<th>Dp</th>
<th>(N = 10)</th>
<th>(N = 20)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Marsan’s Model</td>
<td>Proposed Model</td>
</tr>
<tr>
<td>2</td>
<td>-21.1</td>
<td>3.7</td>
</tr>
<tr>
<td>4</td>
<td>-14.2</td>
<td>6.8</td>
</tr>
<tr>
<td>6</td>
<td>-6.3</td>
<td>13.7</td>
</tr>
<tr>
<td>8</td>
<td>18.6</td>
<td>14.4</td>
</tr>
<tr>
<td>10</td>
<td>17.7</td>
<td>9.4</td>
</tr>
<tr>
<td>12</td>
<td>15.3</td>
<td>7.4</td>
</tr>
<tr>
<td>14</td>
<td>14.9</td>
<td>6.5</td>
</tr>
<tr>
<td>16</td>
<td>14.4</td>
<td>6.2</td>
</tr>
<tr>
<td>18</td>
<td>13.9</td>
<td>5.3</td>
</tr>
</tbody>
</table>

In summary, after testing the proposed model for different values of all parameters that govern the model such as the buffer size, the number of TCP sources, and propagation delay, we found that the model is sensitive to any change in any of these parameters and provide a very accurate prediction of the average throughput compared to simulation. Although the prediction of segment loss probabilities is intrinsically more critical, nevertheless the proposed modelling approach still succeeds in providing reasonable accuracies.

### CONCLUSIONS

In this paper, we have presented a microscopic scalable model for non-persistent TCP sessions. The model relaxes some of the limiting assumptions of other suggested models in the literature. We assume bottleneck routers which have real time TCP ON-OFF traffic and a stochastic flow of non-persistent TCP connections going through them. Our analysis is able to handle any number of TCP connections and still provides accurate performance metrics of each of these connections. We can assume different parameters, such as ON/OFF time and forward and backward round trip times for each of these connections.

The model represents \( N \) non-persistent TCP sessions. It is based on modelling one TCP session using SRN and the effect of the other sessions is included as a summed average number of segments implanted in the shared bottlenecks channel. Several interesting performance metrics referring to the TCP connections can be derived. A careful validation of our modelling approach was conducted through extensive comparisons of the analytical results with the outputs of ns-2 “ns version 2”. Comparisons showed that our model succeeds in providing an accurate representation of the behaviour of TCP connections under several different settings. A comparison with a scalable model of the literature was also drawn to validate the efficiency of our model.
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Abstract

In this paper we present a new simulation model designed to evaluate the dependability in distributed systems. This model extends the MONARC simulation model with new capabilities for capturing reliability, safety, availability, security, and maintainability requirements. The model has been implemented as an extension of the multithreaded, process oriented simulator MONARC, which allows the realistic simulation of a wide-range of distributed system technologies, with respect to their specific components and characteristics. The extended simulation model includes the necessary components to inject various failure events, and provides the mechanisms to evaluate different strategies for replication, redundancy procedures, and security enforcement mechanisms, as well. The results obtained in simulation experiments presented in this paper probe that the use of discrete-event simulators, such as MONARC, in the design and development of distributed systems is appealing due to their efficiency and scalability.
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1. Introduction

Modeling and simulation were seen for long time as viable solutions to develop new algorithms and technologies and to enable the enhancement of large-scale distributed systems, where analytical validations are prohibited by the scale of the encountered problems. The use of discrete-event simulators in the design and development of large scale distributed systems is appealing due to their efficiency and scalability.

Together with the extension of the application domains, new requirements have emerged for large scale distributed systems; among these requirements, reliability, safety, availability, security and maintainability, in other words dependability [1], are needed by more and more modern distributed applications, not only by the critical ones.

However, building dependable distributed systems is one of the most challenging research activities. The characteristics of distributed systems make dependability a difficult problem from several points of view. The geographical distribution of resources and users that implies frequent remote operations and data transfers lead to a decrease in the system's safety and reliability and make it more vulnerable from the security point of view. Another problem is the volatility of the resources, which are usually available only for limited periods of time. The system must ensure the correct and complete execution of the applications even in the situations when the resources are introduced and removed dynamically, or when they are damaged. The management of distributed systems is also complicated by the constraints that the applications and the owners of the resources impose; in many cases there are conflicts between these constraints – for example, an application needs a long execution time and performs database operations, while the owner of the machine on which the application could be run only makes it available in a restricted time interval and does not allow database operations.

In this paper we present a simulation model designed to evaluate the dependability in distributed systems. The proposed model extends the MONARC simulation model [16] with new capabilities for capturing reliability, safety, availability, security, and maintainability requirements. The model has been implemented as an extension of the multithreaded, process oriented simulator MONARC, which allows the realistic simulation of a wide-range of distributed system technologies, with respect to their specific components and characteristics. The extended simulation model includes the necessary components to inject various failure events, and provides the mechanisms to evaluate different strategies for replication, redundancy procedures, and security enforcement mechanisms, as well. The paper extends the results presented in [10], introducing the simulation model designed for dependability of distributed systems. The results obtained in simulation experiments presented in this
paper probe that the use of discrete-event simulators, such as MONARC, in the design and development of distributed systems is appealing due to their efficiency and scalability.

The rest of this paper is structured as follows. Section 2 presents related work in the field of modeling distributed systems, with a special accent on the evaluation of dependability. Next we present the MONARC architecture. The next sections present the simulation model being proposed, together with its implementation within the MONARC simulator. In section 6 we present the obtained results. Finally, in section 7 we present some conclusions and future work.

2. Related work

SimGrid [2] is a simulation toolkit that provides core functionalities for the evaluation of scheduling algorithms in distributed applications in a heterogeneous, computational Grid environment. It aims at providing the right model and level of abstraction for studying Grid-based scheduling algorithms and generates correct and accurate simulation results. GridSim [3] is a grid simulation toolkit developed to investigate effective resource allocation techniques based on computational economy. OptorSim [4] is a Data Grid simulator project designed specifically for testing various optimization technologies to access data in Grid environments. OptorSim adopts a Grid structure based on a simplification of the architecture proposed by the EU DataGrid project. ChicagoSim [5] is a simulator designed to investigate scheduling strategies in conjunction with data location. It is designed to investigate scheduling strategies in conjunction with data location.

None of these projects present general solutions to modeling dependability technologies for large scale distributed systems. They tend to focus on providing evaluation methods for the traditional research in this domain, which up until recently targeted the development of functional infrastructures. However, lately, the importance of dependable distributed systems was widely recognized and this is demonstrated by the large number of research projects initiated in this domain. Our solution aims to provide the means to evaluate a wide-range of solutions for dependability in case of large scale distributed systems.

Security in particular has never been properly handled by any of these projects before. The only currently existing simulator that offers the possibility to evaluate security solutions designed for distributed systems is G3S (Grid Security Services Simulator) [6]. It was developed so as to support various authentication mechanisms including X.509 certificates or Kerberos tickets and includes mechanisms for disseminating security threats, for evaluating various access control policies, etc. The simulator is based on the simulation model found in GridSim. We too support all the mechanisms found in G3S and some others. In addition we offer the possibility of evaluating security in a more general context, considering the entire context of distributed systems, with its specific characteristics.

An issue here is related to the generic evaluation of dependable distributed systems. A fault occurring in such systems could lead to abnormal behavior of any of the system’s components. For this reason we argue that a correct evaluation of dependability in distributed systems should provide a complete state of the entire distributed system. Because of the complexity of the Grid systems, involving many resources and many jobs being concurrently executed in heterogeneous environments, there are not many simulation tools to address the general problem of Grid computing. The simulation instruments tend to narrow the range of simulation scenarios to specific subjects, such as scheduling or data replication. The simulation model provided by MONARC is more generic that others, as demonstrated in [7]. It is able to describe various actual distributed system technologies, and provides the mechanisms to describe concurrent network traffic, to evaluate different strategies in data replication, and to analyze job scheduling procedures.

3. MONARC Architecture

MONARC is built based on a process oriented approach for discrete event simulation, which is well suited to describe concurrent running programs, network traffic as well as all the stochastic arrival patterns, specific for such type of simulations [8]. Threaded objects or "Active Objects" (having an execution thread, program counter, stack...) allow a natural way to map the specific behavior of distributed data processing into the simulation program. However, as demonstrated in [9], because of the considered optimizations, the threaded implementation of the simulator can be used to experiment with scenarios consisting of thousands of processing nodes executing a large number of concurrent jobs or with thousands of network transfers happening simultaneously.

In order to provide a realistic simulation, all the components of the system and their interactions were abstracted. The chosen model is equivalent to the simulated system in all the important aspects. A first set of components was created for describing the physical resources of the distributed system under simulation. The largest one is the regional center (Figure 1), which contains a site of processing nodes (CPU units), database servers and mass storage units, as well as one or more local and wide area networks. Another set of components model the behavior of the applications and their interaction with users. Such components are the “Users” or “Activity” objects which are used to generate data processing jobs based on different scenarios.
The job is another basic component, simulated with the aid of an active object, and scheduled for execution on a CPU unit by a “Job Scheduler” object. Any regional center can dynamically instantiate a set of users or activity objects, which are used to generate data processing jobs based on different simulation scenarios. Inside a regional center different job scheduling policies may be used to distribute jobs to corresponding processing nodes. One of the strengths of MONARC is that it can be easily extended, even by users, and this is made possible by its layered structure. The first two layers contain the core of the simulator (called the “simulation engine”) and models for the basic components of a distributed system (CPU units, jobs, databases, networks, job schedulers etc.); these are the fixed parts on top of which some particular components (specific for the simulated systems) can be built. The different components can be different types of jobs, job schedulers with specific scheduling algorithms or database servers that support data replication. The diagram in Figure 2 presents the MONARC layers and the way they interact with a monitoring system. In fact, one advantage that MONARC have over other existing simulation instruments covering the same domain is that the modeling experiments can use real-world data collected by a monitoring instrument such as MonALISA, an aspect demonstrated in [11]. This is useful for example when designing experiments that are meant to experiment new conditions starting from existing real distributed infrastructures.

Using this structure it is possible to build a wide range of models, from the very centralized to the distributed system models, with an almost arbitrary level of complexity (multiple regional centers, each with different hardware configuration and possibly different sets of replicated data).

The maturity of the simulation model was demonstrated in previous work. For example, a number of data replications experiments were conducted in [8], presenting important results for the future LHC experiments, which will produce more than 1 PB of data per experiment and year, data that needs to be then processed. A series of scheduling simulation experiments were presented in [8], and [12].
or delivery of services). The simulation model accounts for both hardware, as well as software failures, modeling their occurrences and detection, as well as recovery and masking (redundancy) mechanisms [1].

![Figure 3. The dependable simulation model and its components.](image)

3. Fault tolerance model

At hardware level different distributed components can be modeled as failing: the processing unit, the network connectivity as well as the storage devices. At software level we consider the faults occurring in a middleware component (the scheduler behavior could be erroneous, the database server could return wrong values, etc.) or in the higher-level distributed application (for example the jobs could fail to return correct results).

For all the modeled components being considered by the simulation model we added specific mechanisms to inject faults. The injection of faults affects primarily the behavior of the components. In this way we are able to model different faults: crash faults, omission faults, time faults, as well as Byzantine faults [1]. In order to cover all possible faults, the model includes the use of any of two mechanisms, as follows.

In the first approach the user input into the simulation model values for the MTTF (mean time to failure) parameter in case of the various components involved in a specific simulation experiment. This parameter represents the basis for simulating the haphazardness stimuli coming from external and internal sources of influence that affect the characteristics of the modeled components and is seen as a probability measure of fault occurrence that is supposedly computed for each component prior to its deployment in the system. For modeling the fault injection mechanisms we use the MTTF together with a mathematical probability distribution (such as binomial, Poisson, Gaussian, standard uniform, etc). At random intervals of time, a component can therefore experience faulty behavior (failures), as well as possible recovery. Regarding the failures, a component can experience complete crash (the component will not recover anymore and will not be accessible by modeled entities), omissions (the network model will deliver only partial messages for example) or delays (the component will experience modeled delays).

The second proposed approach considers a completely random occurrence of fault events, without the user specifying any input value. This is useful in modeling the most disruptive faults, the Byzantine failures that occur arbitrary in the simulated system, such as in the case of transient hardware faults for example: they appear, do the damage, and then apparently just go away, leaving behind no obvious reason for their activation in the first place. For these types of errors the simulation model allows resuming the normal behavior of the affected component, as it is usually enough to allow successful completion of its execution.

The fault injection mechanisms are used together with various fault detection and recovery mechanisms. For that the model is augmented with a monitoring component. The monitoring component is responsible with receiving data of interest (such as fault occurrence triggered events), taking actions to update the state of the distributed system being modeled and possible inform interested components of the events occurrences. This component can track resource faults in the system and generate appropriate controlling actions. For example, based on various fault injection mechanisms, we can trigger the generation of a crash of a processing unit. The trigger translates in the generation of a special simulation event that is received by the monitoring component. Next the monitoring unit removes the processing unit from the modeled system (it will no longer be visible and all its on-going tasks will be forced to stop – the state update action) and inform all interested components of the occurrence of the event. In this approach a scheduler that is interesting in monitoring the state of the processing unit on which it deployed a task for execution would register with the monitoring component and, upon triggering of the crash event, will be informed of the failure so that to take the appropriate correction actions).

We actually included in the model (and in the implementation in MONARC) an implementation of a DAG scheduling algorithm that is capable of taking appropriate rescheduling decisions when faults occur. Such a component is useful for example when evaluating different recovery schemes for distributed systems.

In this model an omission fault example is the simulation of a crashed network link, where the monitoring unit is responsible with generating corresponding interrupt events for the still-running tasks that were using that modeled link.

For modeling timing faults the monitoring unit also plays an important role. In the simulation model the boundaries of the action (start of the execution of a task, termination of a task, etc.) are modeled using simulation events. When the monitoring unit receives a timing fault triggering event it will simply modify termination events so that to be triggered at a later time in the future. In this
way we simply change the default behavior so that a task will not end when it was supposed to end, but sometimes later in the future. A modeled fault-tolerant software component could then use timing checks (deadlines) to look for deviations from the acceptable behavior. For example, the scheduler also implements a fault-tolerant mechanism, according to which whenever a new job is submitted the scheduler also produces a special simulation event that triggers when the timeout occurs (where by timeout we mean an amount of time dependant on the user specification that will be triggered if the job fails to return results in due time). The scheduler will then be interrupted by one of two actions: either the job finishes or the timeout event occurs (which one happens faster in the simulation timeline). The same mechanisms are implemented by the network simulation model, a job being informed if a transfer failed to finished in a specified amount of time (possible due to network congestion for example) in order to consider taking appropriate measures (such as canceling the transfer for example).

We state that the described extension to MONARC’s simulation model is useful for testing both reactive and proactive fault tolerance existing techniques [13]. In case of the reactive fault tolerant systems the fault monitoring systems is informed after the detection of the failure in order to start the corresponding recovery processes. The predictive (proactive) fault tolerant systems predict a fault before its occurrence. Predictive systems are based on the assumption that faults do show some disruptive effect on the performance of the system. In our approach the user can evaluate the performance of the distributed system in the presence of various predictive fault tolerance techniques by augmenting the monitoring component with various prediction algorithms.

In order to allow the evaluation of a wide-range of dependability technologies, the simulation model also includes the mechanisms to allow the modeling of check-pointing or logging of the system’s state. These mechanisms are implemented based on the simulation events and the state of the objects used to simulate the modeled components. For that the job interface provides a method that, when called, results in the saving of the serialized objects as well as the state of the simulation on the local disk storage. This is useful in experiments dealing with both static and dynamic check-pointing strategies.

The simulation model also includes the evaluation of various replication and redundancy mechanisms. The replication provides mechanisms for using multiple identical instances of the same system or subsystems and choosing the result based on quorum. The simulation model allows the simulation of DAG distributed activities. This construction is also useful in modeling the replication of the jobs, where the same job would be executed on multiple processing units and another job is used to receive the outputs and select the correct result.

Redundancy results were demonstrated by the experiments described in [8]. In the experiments we describe how the simulation model already deals with replicating database storages. We also added replication mechanism to in case of the simulated jobs and scheduler as well.

4. Security model

Distributed systems are more vulnerable to security threats than traditional ones due to aspects such as the need for distributed access control, remote access to resources or the wide spread of resources, located in different administrative domains. We present the extension to the original MONARC’s model designed to consider the evaluation of security in distributed systems.

In the case of distributed systems the main security threats try to exploit the weaknesses of the protocols and operating systems underneath them, but also the ones exploiting higher levels such as the ones implying attacks over databases, file sharing or multimedia applications, etc. Therefore, a complete security model must consider security aspects ranging from confidentiality of the data, authentication, non-repudiation, data integrity, access control, as well as key management [14].

![Fig. 4. The modeling of virtual organizations.](image)

The starting point in designing the security model was the one available in the real-life middleware Globus Toolkit [15]. The model allows the definition of virtual organizations (VOs), each one can being able to share resources belonging to different regional centers. The model assumes authentication based on X.509 certificates, as in case of Globus. The users submitting jobs must therefore present a valid certificate used to verify their identity within the relation with the different entities throughout the modeled system.

The security model also allows mutual authentication, much like in case of GSI [15], for the initial phase of the communication. The model considers the default SSL mutual authentication protocol. But the security model is extensible, allowing for example also the use of unidirectional authentication, or the protection of messages using a user-defined SSL-like encryption
protocol. The access authorization to the resources of the system is also part of the model, being simulated through the use of security policies at the level of components belonging to VOs.

The main mechanisms considered for the security model are: the possibility to create virtual organizations, security policies for VOs, the use of authentication, authorization, the possibility to protect messages using cryptographic protocols, to secure data transfer or to filter traffic. The proposed model therefore describes a wide range of security solutions, such as GSI, PKI, SSL, cryptographic solutions, etc., and is adequate for modeling attacks ranging from DoS to detecting attacks using cryptographic messages or authentication and authorization protocols, as well as the modeling of possible reactions to such attacks.

![Diagram of the security model](image)

*Fig. 5. The components of the security model.*

In order to implement the model within MONARC all basic components were extended (Figure 5): the processing CPU unit, the job, the database server, the job scheduler – they were all added the mechanisms for authentication, access control and job scheduling according to the restrictions imposed by the VO where the jobs should be executed.

The secured job identify the job submitted for execution within a VO (the default mechanism is based on the use of certificate, but other user-defined mechanisms can also be used). For that we added the possibility to define the VO, as well as added the mechanisms for authentication within the system (and delegation as well).

The secured job scheduler schedules jobs for execution based on access control policies defined using various mechanisms (such as the mapping of certificates versus VOs).

The processing unit was also extended such that to specify the VO to which it belongs. By default for each VO the secured processing unit has an associated security policy and access control method. We actually evaluated in different scenarios access control methods based on the required processing power or memory needed for successful processing. When a job is submitted for execution on a processing unit a series of tests for the determination of identity and authorization, as well as the existence of proper access rights are executed. A regional center can have multiple processing units, shared within one or more virtual organization, as well as processing units that do not belong to any virtual organization (not shared within the cloud).

The database server was also extended to support the sending and receiving of secured messages, as well as various access control policies defined for the access to the data locally stored. In this case the database server maintains a mapping between virtual organizations and access policies. When one tries to access the data on the server a series of tests are being automatically executed, having the role of determining the identity and access roles and, based on the type of operation and data, determine if the user has the right to access the secured data or not. Such a mechanism can be used to model various types of security access solutions, from distributed file systems to user-oriented operating system access control policies.

Also the security model considers the use of cryptographic protocols (such as SSL) to encrypt communication. Such mechanisms are especially useful for ensuring security and confidentiality of the data transferred being model within a simulation scenario. The user has also the possibility to define its own data transfer security protocol, as well as cryptographic algorithms being used.

Finally, in the model we added the possibility of traffic filtering (like in the case of firewalls or routers) within each component. The filtering is based on rules defined statically or dynamically (at simulation time) by the user. To complete the model, we also defined a series of patterns for attacks (such as DoS), useful for the evaluation of various user-defined security mechanisms.

### 5. Results

In a first series of experiments we evaluated the capability of the simulation model to cope with fault tolerance solution in different parts of a scenario. We first evaluated the capability of producing and recovering from failures in the network layer. For these experiments we considered a scenario composed of four regional centers all connected to each others. Within each regional center we considered the existence of a LAN, while between the WANs connecting the regional centers we assumed the existence of two modeled routers.

The network traffic was generated so that the packets would traverse at least one router. In the experiments faults were generated in the LANs, as well as in the routers. We were particularly interested in the correlation between the number of lost packets in the network and the probability coefficients of failures occurrences in the intermediary components.
The retransmission is accomplished by the upper-level protocols – TCP in this case. In the first experiment we simulated the failure of the link port interfaces. When the interface experiences transient faults, after several attempts, the messages are correctly delivered. The results in case of permanent crashes are presented in Figure 6.

![Figure 6. The influence of modeled failures over a network transmission in a LAN.](image)

We next experimented with faults occurring in the routers. The failure of one routers leads to an interruption in the communication. As in the previous experiment, the transient failures only leads to an increase in the time needed to transfer the messages, but eventually the transmission ends correctly. The influence of crash failures is presented in Figure 7.

![Figure 7. The influence of modeled failures in a router over a network transmission.](image)

A first series of simulation experiments evaluated the fault-tolerant scheduling algorithm for DAGs that is part of the model. The experiments considered the case of several complex DAG dependent tasks that were submitted for execution, and the cases when faults occur or not. We first analyzed the report between the finalized versus submitted tasks for both cases.

We conducted these experiments on the conditions and algorithms proposed in [12]. The results are presented in Figure 8.

In figure 8 the difference between the submitted jobs and the finalized ones represents the number of jobs that were successfully rescheduled (when faults occurred).

An experiment designed to evaluate the security model considered the case of two regional centers (Figure 9) sharing several processing units and a database server within a virtual organization. The purpose of this scenario was to demonstrate the functionality of an access policy within the secured database server and to identify flows within the model.

![Figure 8. Results obtained when evaluating the fault-tolerant scheduling algorithms – the case of running the CCF, ETF and MCP scheduling algorithms [12].](image)

For this simulation experiment we defined two jobs, one requests the creation of a database and writes data in it and the other one connects to the server and requests the data matching a specific pattern.

![Figure 9. The scenario configuration.](image)

We associated a security policy resembling the UNIX file access policies to the database server belonging to the VO. We next considered that the members of the VO have read and write rights over the database server. Any get operation will be ignored and the operation is considered an implicit attack on the database server.

The experiment consisted in the insertion of many jobs of the types previously presented. The obtained results, presented in Figure 10, demonstrate that, as
expected, during an attack the throughput increases, in contrast with the initial conditions of the experiments. Also, the number of received connections increases during an attack. The results demonstrate the validity of the proposed security model, as they are well mapped with the analytical results expected from the experiment. We also conducted a number of other experiments, trying to evaluate the components proposed within the security model, ranging from securing communication to imposing access control at virtual organization level.

![Graphs showing results]

**Fig. 10. Results obtained in case of the security simulation experiment.**

6. Conclusions

As society increasingly becomes dependent of distributed systems (Grid, P2P, network-based), it is becoming more and more imperative to engineer solutions to achieve reasonable levels of dependability for such systems. Simulation plays an important part in building and evaluating dependable distributed systems.

In this paper we presented a new simulation model designed to evaluate the dependability in distributed systems. This model extends the MONARC simulation model with new capabilities for capturing reliability, safety, availability, security, and maintainability requirements. The model has been implemented as an extension of the multithreaded, process oriented simulator MONARC, which allows the realistic simulation of a wide-range of distributed system technologies, with respect to their specific components and characteristics.

The extended simulation model includes the necessary components to inject various failure events, and provides the mechanisms to evaluate different strategies for replication, redundancy procedures, and security enforcement mechanisms, as well. The results obtained in simulation experiments presented in this paper probe that the use of discrete-event simulators, such as MONARC, in the design and development of distributed systems is appealing due to their efficiency and scalability.
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ABSTRACT
Monte Carlo and Latin Hypercube methods are two
famous computational algorithms for simulating some
problems with significant stochasticity. The main dif-
ference between them is the Latin Hypercube method
takes into account the full coverage sampling. In this
work, both methods are compared via a real example,
the study of one apple quality attribute called the solu-
ble solids content.

INTRODUCTION
Up to date a deterministic approach is not realistic for
simulating some problems with significant uncertainties
or randomness. Stochastic approaches must be consid-
ered. Moreover, the booming of super computers with
huge memory and multiprocessors has allowed to com-
putational algorithms to become the only alternative in
simulation of physical phenomena reducing in that way
the cost of a real experiment.

Monte Carlo Method (MCM) (Hammersley and Hand-
scomb 1964, Kalos and Whitlock 1986, Rubinstein 1981,
Soból 1981) is a well known computational method for
generating random numbers used for simulating random
phenomena. This method is used to generate uniform
random numbers using for instance the "roulette" or
some mathematical formulae such the famous con-
gruence methods. To generate non uniform random
numbers, different methods exist such as Inverse Trans-
form method, Acceptance Rejection method (whose
the famous Importance sampling method), stratified
sampling method, Convolution method, Composition
method, etc...

Although this method is easy to implement the MCM
method has two major drawbacks. First, it needs a
paramount number of random samples to recreate a
certain distribution leading to a growth of time con-
suming and memory, and secondly, it doesn’t guarantee
good random numbers distribution in which a complete
sampling is often needed.

The Latin hypercube method (LHM) (McKay et al.
1979) is another technique used to generate random
numbers or more precisely another way to sample
like Stratified sampling Method (SSM). This method
provides an efficient way of sampling by a full coverage
of the range of each variable by maximally stratifying
the input distribution. Latin Hypercube Sampling,
developed by McKay, Conover, and Beckman (1979),
selects \( n \) different values from each of \( k \) variables \( X_1, X_2, ..., X_k \) in the following manner. The range
of each variable is divided into \( n \) nonoverlapping intervals
on the basis of equal probability. One value from
each interval is selected at random with respect to
the probability density in the interval. The \( n \) values
obtained for \( X_1 \) are paired in a random manner (equally
likely combinations) with the \( n \) values of \( X_2 \). These
\( n \) pairs are in turn, combined in a random manner
with the \( n \) values of \( X_3 \) to form a triplets, and so on,
until \( n \) \( k \)-uplets are formed. Because of its lesser time
consuming cost and its full coverage sampling, the
LHM has generated a strong interest. We can cite for
instance (Hossein et al. 2006, Minasny and McBratney
2006, Pebesma and Heuvelink 1999, Zhang and Pinder
2003).

In this paper, both methods will be considered and com-
pared by studying a real problem: the apple storage.
Indeed, recently (Mziou 2009) the basics dynamics of
fruit characteristics have been modeled by a stochas-
tic approach. The time evolution of apple quality at-
tributes was represented by means of a system of dif-
ferential equations in which the initial conditions and
model parameters are both random. The case study
considered in this paper, is one apple quality attribute
called the soluble solids content. For this apple charac-
teristic, the system of differential equations is linear and
the state variable and the parameters are represented as
random variables with their statistical properties (mean
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values, variances, covariances, joint probability density function) known at the initial time. The Monte Carlo and Latin Hypercube Methods were developed to obtain a numerical expression of the dynamic behavior of this statistical quantity and particularly to follow the time evolution of joint probability density function which represents one of the best mean to characterize random phenomena linked with fruit quality attributes.

**PROBLEM STATEMENT**

In order to follow the time evolution of apple maturity and determine the optimal picking date at the harvest, a major fruit quality attribute is used to quantify apple sweetness: the soluble solids content $B(t)$ which characterizes the sugar rate in apple (component of taste).

A Jonagold apple quality attribute was followed during the 2001 harvest season. Apples were carefully hand harvested from a commercial orchard (Schotsmans apple grower, Rummen, Belgium). During three months before harvest, twenty apples were weekly collected. After picking, the fruits were transported to the laboratory where the soluble solid content was measured with a digital refractometer (Stable Micro Systems Texture Analyser, Surrey, England, UK). The unit chosen for this measurement is $^\circ$Brix which correspond to the dissolved sugar-to-water mass ratio of a liquid. For example a 15$^\circ$Brix solution is 15% (w/w), with 15 grams of sugar per 100 grams of solution. The measurement data are shown in Figure 1.

Figure 1 shows the time evolution during apple maturation of the soluble solids content obtained from experiments and the parametric model used to represent their dynamic behavior. The parametric model chosen is usually a linear one.

The soluble solids content $B(t)$ which depends on time, satisfies a system of linear differential equations (1-4) with model parameters and initial conditions at time $t_0$. This system (Mzioni 2009) is given by

\[
\frac{dB(t)}{dt} = k ; \quad t \in T ,
\]
\[
\frac{dk}{dt} = 0 ,
\]
\[
B(t_0) = B_0 ,
\]
\[
k(t_0) = k_0 = k ,
\]

where $k$ is the model parameter, $B_0$ and $k_0$ are the initial conditions, and $T = [t_0, t_{\text{max}}] \subset \mathbb{R}_+$ is the time interval of analysis with $t_0$ (initial time) and $t_{\text{max}}$ (final time) are such that $t_0 < t_{\text{max}}$.

The measurement data shown in Figure 1 indicate that the variability in the dynamic behavior of the soluble solids content is determined by the initial condition and parameter (slope) which are both random. Hence, for each fruit quality attribute, the stochastic parametric model needs to take into account this variability which will be introduced via the initial conditions and the parameters. Consequently, in equations (1-4), the initial condition $B_0$ of the state variable $B(t)$ and the model parameter $k$ will be quantified as random variables with their joint density probability functions, their mean values and their covariance matrices. However, according to equation (2), we assume that the model parameter (i.e $k$) do not change in time.

**RESULTS AND DISCUSSION**

The initial condition $B_0$ and the parameter $k$ are assumed Gaussian random variables with mean values $\mu_{B_0} = 8.47^\circ$Brix, $\mu_k = 0.45^\circ$/week and respective standard deviation $\sigma_{B_0} = 0.36^\circ$Brix, $\sigma_k = 0.05^\circ$/Brix (Mzioni 2009). From measurement data it was estimated that at the initial time $t_0$, the initial condition $B_0$ and the parameter $k$ are correlated with a given covariance equal to $C_{k,B_0} = -0.014^\circ$Brix/week (Mzioni 2009). The joint probability density function is given by

\[
p_{\theta}(\alpha) = \frac{1}{2\pi (\det C_{\theta})^{\frac{1}{2}}} e^{-\frac{1}{2}[(\alpha-\mu_{\theta})^T C_{\theta}^{-1} (\alpha-\mu_{\theta})]} ,
\]

where $\alpha = [B_0 \ k]^T$, $\mu_{\theta} = [\mu_{B_0} \ \mu_k]^T$ and $C_{\theta} = \begin{bmatrix} C_{B_0,B_0} & C_{B_0,k} \\ C_{k,B_0} & C_{k,k} \end{bmatrix}$.

Figure 2 shows the time evolution of the solution $B(t)$ on the interval $T = [0 : 20]$ weeks when the initial condition $B_0$ and the parameter $k$ are both Gaussian random variables. For each of these random variables,
the number $n_{MC}$ of generated random numbers is equal to 50000. The grey line represents the time evolution of the mean value of the stochastic process $B(t)$ (Friedman 1975, Gukhman and Skorokhod 1979, Melsa and Sage 1973, Papoulis 1991).

The variance propagation algorithm (Melsa and Sage 1973, Nicolaï and Baerdemaeker 1999, Scheerlinck et al. 2001) applied to the soluble solid content model (Eqs. 1-4) gives in this case the exact dynamic behavior of the mean values, the variances and the covariance between the state variable $B(t)$ and the model parameter $k$. These statistical quantities satisfy the following equations

\[
\frac{d\mu_k(t)}{dt} = \mu_k ; \quad \frac{d\mu_k(t)}{dt} = 0 ;
\]

\[
\frac{dC_k(t)}{dt} = 0 ; \quad \frac{dC_{\alpha\beta}(t)}{dt} = C_{\alpha\beta}(t) ; \quad \frac{dC_{\alpha\beta}(t)}{dt} = 2 C_{\alpha\beta}(t);
\]

with initial conditions

\[
\mu_k(t_0) = \mu_{k_0} \quad \text{and} \quad \mu_k(t_0) = \mu_k,
\]

\[
C_k(t_0) = C_{k_0} ; \quad C_{\alpha\beta}(t_0) = C_{\alpha\beta_0} \quad \text{and} \quad C_k(t_0) = C_k,
\]

and whose trivial solutions are given by

\[
\mu_k(t) = \mu_{k_0} + (t - t_0) \mu_k ,
\]

\[
\mu_k(t) = \mu_k = \text{constant} ,
\]

\[
C_k(t) = C_k = \sigma_k^2 = \text{constant} ,
\]

\[
C_{\alpha\beta}(t) = C_{\alpha\beta_0} + (t - t_0) C_k ,
\]

\[
C_{\alpha\beta}(t) = C_{\alpha\beta_0} + (t - t_0) C_{\alpha\beta_0} + (t - t_0)^2 C_k ,
\]

Eqs. (10-14) show that the mean value $\mu_k(t)$ and covariance $C_{\alpha\beta}(t)$ are linear functions whereas the variance $C_k(t)$ is quadratic one.

Consequently, the stochastic process $Y(t) = [B(t), k]^T$ has a mean value and a covariance given by

\[
\mu_k(t) = \begin{bmatrix} \mu_{k_0} \\ \mu_k \end{bmatrix} ,
\]

\[
C_k(t) = \begin{bmatrix} C_{k_0} & C_{k_{\alpha\beta}}(t) \\ C_{k_{\alpha\beta}}(t) & C_k \end{bmatrix} ,
\]

and a joint probability density function, which is gaussian, given by

\[
p_{\alpha\beta}(\alpha, t) = \frac{1}{(2\pi)^{\frac{n}{2}} |\text{det}(C_{\alpha\beta}(t))|^{\frac{1}{2}}} \exp \left( -\frac{1}{2} \frac{[\alpha - \mu_k(t)]^T (C_{\alpha\beta}(t))^{-1} [\alpha - \mu_k(t)]}{|\text{det}(C_{\alpha\beta}(t))|^{\frac{1}{2}}} \right).
\]

The characteristic functions method (Melsa and Sage 1973) is used to derive a solution for the distribution of the solution $B(t)$ at each time instance. As $Y_\theta$ is Gaussian, its characteristic function is given by

\[
\Gamma_{Y_\theta}(u) = e^{<u, A_\theta Y_\theta>} ,
\]

where $<u, v>_n = u^T v$ denotes the scalar product on $\mathbb{R}^n$.

The characteristic function of $Y(t)$ (see Melsa and Sage 1973) is given by

\[
\Gamma_{Y(t)}(u, t) = \Gamma_{Y_\theta}(A_T Y(t)) ,
\]

in which $A_t = \begin{bmatrix} 1 & (t - t_0) \\ 0 & 1 \end{bmatrix}$ is defined from the following relation $Y(t) = A_t Y_\theta$.

By taking $u_k = 0$ in $u = [u_\theta, u_k]^T$ and by introducing this value of $u$ into (Eq. 19), we obtain that the characteristic function of the solution $B(t)$ is given by

\[
\Gamma_{B(t)}(u_\theta, t) = e^{<u_\theta, A_T (t - t_0) C_{k}(t) u_\theta>} .
\]

Consequently, the solution $B(t)$ is Gaussian with mean value $\mu_k(t)$ and variance $C_k(t)$ and its probability density function is given by

\[
p_{B(t)}(\alpha, t) = \frac{1}{(2\pi)^{\frac{n}{2}} C_{k}(t)} \exp \left( -\frac{1}{2} \frac{[\alpha - \mu_k(t)]^2}{C_{k}(t)} \right) .
\]

An analytical expression such as (Eq. 21) is rarely obtained and numerical approaches to estimate the joint probability density function are usually needed for more complex models. Anyway, an analytical expression is useful to test numerical approaches. In this work two numerical techniques, the Monte Carlo and Latin Hypercube methods are considered and compared (Figures 3 and 4) in order to compute the joint probability density function $p_{B(t)}(\alpha, t)$ between
the parameter $k$ and the solution $B(t)$, at six different times $t = 0$ week, $t = 4$ weeks, $t = 8$ weeks, $t = 12$ weeks, $t = 16$ weeks and $t = 20$ weeks. For both methods, the number of random samples selected are $n = 10000$ and $n = 100000$. MATLAB 6.1 (The Mathworks, Natick, USA) was used to perform all computations and simulations. In addition, we have assumed that at the initial time $t_0$, the random variables $B_0$ and $k$ are correlated Gaussian random variables with a given coefficient of correlation, which is obtained by experimental and statistical means. Moreover, an adaptable meshing is chosen which consist in meshing at each time instance each joint probability density function separately from each other. Indeed, at each time of interest, intervals for $k$ and for $B(t)$ are given and are divided into 20 subintervals which constitute the plane meshing. These intervals are obtained by considering a 99.7% confidence interval ($\pm 3\sigma$) for both $k$ and $B(t)$ around their mean values at each time instance.

Figure (3) shows the joint probability density functions obtained analytically (above subfigures) and by the Monte Carlo method (below subfigures). We have respectively considered $10000$ (left below subfigure) and $100000$ (right below subfigure) generated random numbers. We can see that the joint probability density functions obtained by this method are not good at all excepted two of them.

Figure (4) shows the joint probability density functions obtained analytically (above subfigures) and by the Latin Hypercube method (below subfigures). We have respectively considered $10000$ (left below subfigure) and $100000$ (right below subfigure) generated random numbers. We can see that the joint probability density functions obtained by this method are very good.

Figure (5) shows the Mean Square Error with 100000 generated random numbers, by using respectively the

Latin Hypercube (full line) and Monte Carlo (dashed line) methods. We can observe that the Latin Hypercube Method is more accurate than the Monte Carlo method.

Figure 5: Root Mean square Error by using Monte Carlo and Latin Hypercube methods with 100000 samples

**CONCLUSION**

In this work two famous computational techniques, the Monte Carlo and Latin Hypercube methods, are used and compared to estimate the joint probability density functions of the soluble solids content at different time instance. We can observe that for this study case, the Latin Hypercube method is more efficient and more accurate than the Monte Carlo method due essentially that it takes into account the full coverage sampling (one sample is selected in each sampling interval) leading to a better random numbers generation. Furthermore, we can notice that when the time increases, the joint probability density function rotates counterclockwise in the Y-axis direction. All the state variables considered in this example are gaussian. It will be interesting to extend it to other kind of probabilities. Moreover, we have assumed that the model parameter do not change in time.
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ABSTRACT
There are number of software environments available to conduct lighting simulation to support researchers and designers. This paper compares and analyses performance of four lighting simulation programs, they are, AGI32, DIALux, RADIANCE and RELux. Along with the evaluation of modelling ability and output features, two significant aspects of lighting calculation focussed in this study are accuracy in calculating illumination level and luminaire number for interior spaces. Illumination level calculation is validated by Commission International de Eclairage (CIE) recommended methodology known as CIE test cases. Another virtual space is used to evaluate luminaire number calculation capability. Modelling and simulation were conducted by all four packages. Validation was done by comparing simulation results with analytical and manual method calculation.

INTRODUCTION
Lighting is a significant built environment design criteria, and architects/designers always keen to expend effort to deliver optimal lighting solution. Along with the daylighting, artificial or electric lighting is now obligatory to meet building lighting requirement. Computer simulation packages exist to support lighting designers through facilitating prediction and evaluation ability of design decisions. A number of lighting simulation packages exists to support designers and their capabilities vary in modelling, calculation and output features.

A comprehensive review of few earlier validation studies can be found in Roy (2000). Beside academic researchers, assessment of simulation accuracy also found form individual organizations engaged with tool development (DIALux, INTEGRA). Comparatively more validation studies are focused on day lighting as variability of natural light intensity made it more complex to model appropriate daylight environment (Ashmore and Richens 2001). However considerable interests also exist in modelling and simulating artificial lighting and it can be suggested that simulation tools play vital role in designing artificial lighting environment. Li and Tsang (2004) studied the agreement of lighting simulation output with daylight and artificial lighting with RADIANCE and achieved satisfactory results. They also concluded that computer simulation can play important role in designing energy efficient lighting design. Evangelos and David (2005) reviewed four lighting simulation tools includes Desktop RADIANCE, Rayfront, RELux 2004 Vision and Lightscape based on measured daylight data, user interface and help manuals. A systematic study under International Energy Agency (IEA) Task 31 (IEA 2005) evaluated two lighting computer programs (RELux Professional and Lightscape) and introduced the application of the CIE test cases methodology. This study included 32 test scenarios to evaluate accuracy of lighting calculation programs for artificial and day lighting (Maamari et al. 2006). The study is based on theoretical principles and reference data, and established the test scenarios as a strong methodology to evaluate lighting computer programs. Most of the studies primarily focused on assessing illumination level (Li and Tsang 2004; Evangelos and David 2005; Maamari 2006), few studies also attempted to evaluate luminaire environment (Roy 2000) with measurement. Apart from the simulation tools mentioned above newer tools are also developed and existing tools are updated with the advancement of software and hardware technology. A list of existing lighting simulation programs with brief description can be found in Department of Energy - Building Technologies Program (DOE 2008) website. This paper studies and compares four contemporary lighting simulation programs. Evaluation criteria included the accuracy of calculation output (illumination level and luminaire number); ability to model light source and scene geometry; and flexibility in data manipulation.

SELECTION OF SIMULATION PACKAGES

For this study primary focus in considering simulation programs were ability to model and calculate artificial lighting. Four simulation tools were selected based on wide use, acceptability, availability and previous references. Selected lighting simulation packages for this study are:

- AGI32 v2.04
- DIALux 4.6
- Ecotect 5.5 + Radiance
- Relux Professional 2007

AGI32 is a lighting simulation tool for daylight and artificial lighting, developed and distributed by Lighting Analyst Inc. This program has integrated ‘raytrace’ and ‘radiosity’ based calculation engine to produce lighting calculations and photorealistic images. Ecotect is a building simulation program introduced by Square One Research. The program is a building performance analysis tool to use at the earlier stage of design. The program is capable of using RADIANCE for lighting calculations and provides
illuminance and luminance values over a customized analysis grid, or image output. Combination of Ecotect and RADIANCE is more used in academic research rather than professional lighting design. Radiance is a ray-traced based lighting simulation program and uses backward raytracing process for simulation, developed by Lawrence Berkeley Laboratory (Larson 1998). Developed by DIAL GmbH DIALux is a widely used commercial package in lighting design, which is available for free through lighting manufacturers’ websites. This program is customized for interior and road lighting. Relux Professional is developed by Informatik AG, can be used both for interior and exterior. This program uses average indirect fraction methodology for calculation and can produce photorealistic image output by RADIANCE through Relux Vision interface.

**COMPARISON OF SIMULATION TOOLS**

**Scene Modeling**

All packages used in this research are capable of modeling 3D environment. RADIANCE does not provide any 3D modelling interface. Ecotect is capable modelling of 3D geometry and compatible to export to RADIANCE format precisely. DIALux, Relux and AGI32 provide their own library for preset 3d objects. In some cases preset object libraries are an advantage; on the other hand they can limit number of polygons and detail definitions.

<table>
<thead>
<tr>
<th>Component</th>
<th>Ecotect</th>
<th>DIALux</th>
<th>Relux</th>
<th>AGI32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dxf</td>
<td>✓</td>
<td>- ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dwg</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3ds</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>VRML/Object</td>
<td>✓ ✓</td>
<td>✓ ✓</td>
<td>✓ ✓</td>
<td>✓ ✓</td>
</tr>
</tbody>
</table>

1 Imports as lines only, no 3d surface or object.

One of the important aspects of 3D modelling is importing ability of standard 3D formats, because there is a considerable interest found among the users to use models built for other purposes. In some cases complex models are desired to be modelled by standard CAD packages (Roy 2000). Differences are found in importing and handling ability of these formats among the packages. A comparison is shown in Table 1 of standard 3D model importability among the packages. Images demonstrated in Figure 5 are rendered by importing same models in all four packages developed in a standard CAD package.

**Luminaire Modeling**

Defining the luminaire shape and light source appropriately is the key to get accurate output in lighting simulation. Along with the capability of accurately reading photometry files, it is desired to get enough opportunities to modify parameters separately to model the desired luminaire, such as, lamp colour, lamp loss factor or correction factor etc. All four programs evaluated in this study well accept IESNA photometric format. AGI32, DIALux and Relux can take luminaire definition in greater detail by online or downloadable catalogues from manufacturers.

In case of Ecotect + RADIANCE the IESNA photometric profile file needs to be converted by ‘ies2rad.exe’ program to be readable by RADIANCE. Ecotect v5.5 itself can import photometry files but unable to import intensity distribution of multiple horizontal axis. Also it fails to import luminous flux and dimensional form from the photometry. These inabilitys can be resolved by converting IESNA photometry by ‘ies2rad.exe’ program and using it from external RADIANCE readable light definition file. DIALux, Relux, AGI32 also afford opportunity to modify the parameters of luminaire definition like, luminous flux output, lamp colour, dimension, mounting height etc. The output multiplier can be modified by ‘correction factor’ in DIALux and ‘Lamp Loss Factor’ parameters in AGI32.

**Output Features**

Comparisons of few output features are given in Table 2 desired by a standard lighting simulation package, which helps in lighting design. These selections of features are referred by Ashmore and Richens (2001). Two significant output features are generation of photorealistic rendered image and data visualization.

<table>
<thead>
<tr>
<th>Output features</th>
<th>Ecotect + RAD</th>
<th>DIALux</th>
<th>Relux</th>
<th>AGI32</th>
</tr>
</thead>
<tbody>
<tr>
<td>View of working plane with iso-illuminance contours</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>View iso-illuminance contours in scene</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>False colour in camera view</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Illuminance at a reference point</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Photorealistic renderings</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Luminance at a reference point</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Virtual Reality Markup Language</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Walkthrough animation (rendered)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Luminaire and illuminance level with pointer scene or camera</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Simulation data manipulation in scene</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Simulation data export</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

The selected packages use radiosity and raytrace based rendering technology to generate simulated images, where appropriate use of parameters can produce photo-realistic images. A comparison of rendered images by four simulation programs is presented in Figure 5 with a test case of single bed patient room.

Besides generating camera views visualization of data is mentioned as one of the important criteria of simulation tools. Visualization of data is possible over reference grid points for all the packages with graphically rendered iso-illuminance contours. In case of AGI32, DIALux and RELux this data is not exportable to other formats. Ecotect is capable to save analysis grid data in delimited text format,
which provides further opportunity in data handling through external applications. Along with this Ecotec also provides opportunity to save multiple data in one analysis grid, which provides improved manipulation ability of simulation data.

**Calculation of Illumination Level**

Illumination level calculation is one of the primary objectives of lighting simulation programs and is integrated with lighting design. In this study validation of illuminance value calculation by four selected packages are conducted by applying two CIE test case scenarios. Detail methodologies are described in the following sections.

**Application of the CIE Test Case**

Commission Internationale de Eclairage (CIE) established an evaluation procedure of the output performance of lighting simulation packages published as IEA SHC Task 31 (Maamari 2005). The validation approach is based on testing different aspects of lighting simulation by individual test scenarios. The approach includes validation procedure for both artificial and day-lighting and based on theoretical principals where comparison is done with analytically calculated reference data to avoid uncertainties (Maamari et al. 2006). In this study conducted two experiments have been conducted with the CIE test case scenarios, they are, artificial direct lighting calculation for point light and area light source.

**Simulation Parameters**

Following simulation parameters were used for this test, some of the parameters stated here do not affect illuminance level calculation but radiosity/raytrace based image generation.

**Ecotec + Radiance:**

RADIANCE export parameters:
- Model detail: High
- Light variability: High
- Image quality: High
- Indirect reflections: 4

**AGI32:**
- Mesh level: 1.1 - 3.2 (depending on the size of the plane)
- Calculation mode: full
- Radiosity Convergence: Maximum Steps: 1000
- Stopping Criterion (Convergence): 0.01
- Display Interval: 10
- Electric and Day lighting for All other surfaces
- Maximum Subdivision Level: 5 (level 3 is adequate in most cases)
- Minimum Element Area (Sq.M.): 0.0465
- Element Luminance Threshold: 1.5

**DIALux:**
- Calculation options: very accurate
- Calculation method: standard
- POV Ray settings:
  - Smooth edges: On
- Indirect calculation: High
- Radiosity settings: Count 70; error bound 1.800; pretrace_start 0.800; pretrace_end 0.040; gray_threshold 0.200
- Relux:

**Calculation parameters:**
- Precision: High indirect fraction
- Raster: 0.7
- Active Dynamic Raster: on, fine

**Artificial direct lighting – point light source**

Scenario used for this test is as same as described in CIE test case conducted by Maamari (2006) and illustrated in Figure 1. The virtual space is a 4m x 4m in dimension with height of 3m. A point light source is located at the centre at 3m high and analytical reference data were calculated in horizontal surface at floor level.

![Figure 1: CIE test case suggested reference points’ position for point light source as described by IEA (2005).](image1)

Analytical reference data are calculated by the equation:

\[ E = \frac{I \cos \theta}{d^2} \]

Here, \( E \) is the horizontal illuminance (lux), \( I \) is the intensity (candela) of the point light source in the direction of the reference point; \( \theta \) is the incident angle of the light arriving to the reference point from the light source (radians); \( d \) is the distance between light source and the reference point. Simulation results are presented in Figure 2, which demonstrates very identical results among four simulation programs with analytical reference data and maximum deviation is found within 0.46%.

![Figure 2: Comparison of illuminance level simulation with analytical results by point light source.](image2)

**Artificial direct lighting – area light sources**

This test evaluates capability of the lighting program to calculate illuminance level from an area light source. Test scenario is a square space (4mx4mx3m), where analytical reference data is calculated horizontally as explained in
Figure 3: Light source is a 1m x 1m in size with uniform intensity distribution.

Figure 3: Model description of CIE test case for area light source as described by IEA (2005).

Reference values are calculated by following equation:

$$E_1 = M_2 \times F_{12}$$

Here, $E_1$ is the direct illuminance at any reference point received from the area light source; $M_2$ is the luminous existence or emittance of the area light source (lumen/meter$^2$); $F_{12}$ is the configuration factor between the receiving area and the light source. Details of the calculation procedure can be found in Maamari (2006). Figure 4 represents the result of this test and demonstrates that simulation programs are well equivalent with the analytically derived reference data.

The virtual space dimension is 15m(length) x 25m(width) x 2.7m (height). Surface reflectances are: Wall 0.50, Floor 0.20, Ceiling 0.70. Target maintained illuminance level is 500 lux (horizontal) over working plane height (0.75m).

**Computer and Manual Method Calculation**

Luminaire model used for this study is QuattroC 3x18w T26 HF EFL Dif manufactured by Thorn Lighting. Utilisation factors were taken from luminaire manufacturer’s catalogue available in Thorn Lighting website. IES photometry of this luminaire is used in all programs to derive required luminaire number in all lighting programs. Results are described in Table 3 and discussed in section 4. Manual calculation by Lumen Method (CIBSE 2002) is described in the following section:

**Room definition:**

Length (L) = 25 m; Width (W) = 15 m;
Height (H) = 2.7 m
Height of working plane = 0.75m;
$h_{(\text{ceiling height - working plane height})} = 1.95$

Room index ($K$) = $L^aW^b/(L+W)^c h_{(\text{ceiling height})}$ = 4.807

Target Illuminance level ($E$) = 500lux
Area ($A$) = 375 sqm
Flux output of one lamp ($F$) = 1350
Number of lamps ($n$) = 3

Maintenance Factor (MF) = 0.80
Utilisation factors (UF) = 0.58 [derived from datasheet using Room Index]
Number of luminaires, $n = E \times A / F \times n \times MF \times UF$
$n = 99.78 \sim 100$

**Table 3: Comparison of luminaire number calculation between different packages and manual methods.**

<table>
<thead>
<tr>
<th>Name of the program</th>
<th>Calculation method</th>
<th>Luminaire number calculated</th>
<th>Luminaire used in design</th>
<th>Configuration</th>
<th>Consider ceiling grid in arrangement</th>
</tr>
</thead>
<tbody>
<tr>
<td>RELux</td>
<td>Average Indirect Fraction</td>
<td>102</td>
<td>110</td>
<td>11x10</td>
<td>No</td>
</tr>
<tr>
<td>DIALux</td>
<td>Efficiency Method</td>
<td>Not showing</td>
<td>110</td>
<td>11x10</td>
<td>No</td>
</tr>
<tr>
<td>AGIS2</td>
<td>Zonal Cavity Method</td>
<td>104</td>
<td>104</td>
<td>13x8</td>
<td>Yes</td>
</tr>
<tr>
<td>Manual Calculation</td>
<td>Lumen Method (CIBSE)</td>
<td>100</td>
<td>104</td>
<td>13x8</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**RESULTS AND DISCUSSIONS**

**Illumination Level Calculation**

Simulated illuminance values are found very identical with the analytically calculated values, which authenticates the acceptability of lighting calculation for similar types of scenarios. This study only covered two CIE test cases particularly focused on point and area light sources without inter-reflections. Opportunity remains to validate with other test cases and with more complex circumstances. Important aspect noticed is influence of simulation and design parameters on output, like Maintenance Factor, Lamp Loss Factor, etc. which must be considered in real case simulation.
Luminaire Number Calculation

All programs demonstrated near results compared to Lumen Method calculation, however with few differences. Such as, RELux calculated number of luminaires were 102, suggested to use 110, arranging 11 in one axis and 10 in the other. A manual Lumen method calculation derived required number of luminaires 100 and an arrangement of 104 luminaires (13 x 8) showed both average illuminance (above 500 lux) and uniformity of illuminance (Minimum Illuminance / Average Illuminance, UG1 > 0.5) were able to maintain. This suggestion is also verified by the theories of spacing-to-height ratio (CIBSE 2002). This finding suggests automated arrangement of luminaires is not always precisely ensuring the most efficient power density, however it achieves a near result. Another limitation identified for RELux and DIALux is, not considering ceiling tile grid in automated luminaire arrangements. Even though ability to customize position of luminaires is available but this can raise complexity and include extended manual arrangement process. AGI32 considers 600x600mm or customised ceiling tile grid arrangements for luminaires. However, in this test output failed to meet criteria in some points to meet recommended minimum illuminance and uniformity of illuminance.

None of the programs consider multiple types of luminaires in calculating number and arrangement as they are focused on similar type of output available from manual calculation methods. Newer calculation/optimisation methodologies integrated with computer simulation can play role in supporting lighting design decisions through automated calculation of multiple luminaire types.

General Discussion of the Packages

AGI32 is found able to handle complex models with its built-in modelling and importing ability from other formats. The program is found as a complete package to provide opportunity to model and calculate lighting, but few limitations found in manipulating and visualizing data in scene, which could be a drawback for analysis and design. Customizable analysis grid of Ecotec provides option to use the grid in several ways for analysis and visualisation. Analysis grid allows multiple data to be saved in one and can provide customized output with graphical representation. The program also can export analysis grid data and allow extended analysis through external programs. The program can be found complicated for some users, as this is a building performance simulation program and contain many other operations other than lighting calculations. Ecotec is also found compatible for modelling and exporting environment geometry for RADIANCE calculation. Using of RADIANCE from Ecotec can be complicated for some users as it is not providing any separate interface for handling RADIANCE materials including luminaire profiles. The use of photometry requires additional use of other RADIANCE commands and demands supplementary knowledge over that.

In DIALux some users can find complications in building complex geometry for its limited model building and 3D object import ability. This is a qualified package for quick calculation with good results with photorealistic image. Relux can be found prospective in defining complex scene description with ability to import 3D geometry from other standard formats. The program also provides limited opportunity to customize material properties and uses RADIANCE to produce photo realistic image.

CONCLUSIONS

The scene modelling and luminaire defining ability found rational enough for all the packages where DIALux showed possible lack in building complex geometric description. Illuminance level calculation is found within acceptable precisions for all programs in case of simple geometric descriptions and direct lighting. Opportunity still remains for complex geometrical scenarios with inter-reflections to validate. Also it can be suggested that output result is largely dependent on influential physical properties of the environment and light source, so it is advisable to gather sufficient and appropriate space definition and calibrate packages before running simulation. Disability in luminaire number calculation considering ceiling grid can imply limitations or complexity in applying the tools in design practice. More intelligent computation ability is expected in this case. Furthermore application of simulation can be extended to automated luminaire number and arrangement design considering multiple types of luminaires, which demands further study in lighting calculation and optimisation methodologies.

Another aspect distinctly lagging in all programs is manipulation and handling ability of output data. Ecotec shows some advanced features for data manipulation and visualization with wider interactivity while other programs found limited in visualising and exporting output data that is desired for analysis and design. Considering all these AGI32 and Relux found to be potential complete packages for lighting simulation though some modifications are desired. Combination of Ecotec and RADIANCE gives flexibility in defining scene geometry, creating advanced material and visualisation of data; but complexity in operation can make it more applicable in research and development work rather than supporting design decisions.

This study assessed calculation output of illumination level and luminaire number by the programs and used virtual building reference. Lighting environment design involves other aspects like glare evaluation, luminance distribution and moreover energy calculation. Scope remains for future studies to evaluate the programs’ ability to manipulate these parameters and in real building case.
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MODELING AND SIMULATION OF CO₂ ABSORBER COLUMN IN MODELICA
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ABSTRACT

Removal of the sour gases Carbon dioxide and Hydrogen sulfide from gas streams has been an important separation process performed via gas absorption process. In the absorption column, the sour gas is absorbed by contact with a liquid solution in which the sour gas is soluble. The absorption column includes several trays allowing mixing the solvent and the gases. In this paper, a model of an absorber column to separate CO₂ from CH₄ stream will be presented. The absorption column as well as mixing trays are modeled in Modelica. The model is then used to find the concentration of materials over the trays at the equilibrium point.
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INTRODUCTION

Carbon dioxide (CO₂), Hydrogen sulfide (H₂S) and other contaminants are often found in gas streams such as fossil gases. Gases containing CO₂ or/and H₂S are commonly referred to as sour gases or acid gases in the hydrocarbon processing industries. These gases are toxic and in many cases undesirable and should be scrubbed off. Gas streams requiring treatment include natural gas, ammonia synthesis gas, gases in petrochemical plants and oil refineries. Almost all sour gas removal processes currently employed involve the absorption of one or more sour components into chemically reactive solvents, mainly aqueous alkanolamines, with the sour gas rich solvents subsequently regenerated thermally, usually by stripping with steam (4, 7, 8). Amine gas treating, which is also known as gas sweetening and sour gas removal, refers to a group of processes that use aqueous solutions of various alkanolamines to remove CO₂ or H₂S from gases. An example of reaction formula for the absorption process follows

\[ CO₂(gas) + DEA + H₂O \rightarrow CO₂(adsorbed) + ... \]

It is a common process unit used in refineries, petrochemical plants, natural gas processing plants, power plants and other industries. There are many different amines used in gas treating. The most commonly used amines in industrial plants are the alkanolamines:

- Monoethanolamine (MEA)
- Diethanolamine (DEA)
- Methyl diethanolamine (MDEA)

A typical amine gas treating process (see figure 1) includes an absorber unit and a regenerator unit as well as accessory equipments. In an absorber, the downflowing amine solution absorbs H₂S/CO₂ from the upflowing sour gas to produce a sweetened gas stream (i.e., a H₂S/CO₂-free gas) as a product and an amine solution rich in the absorbed acid gases. The resultant "rich" amine solution is then routed into the regenerator (a stripper with a reboiler) to produce regenerated or "lean" amine that is recycled for reuse in the absorber. The stripped overhead gas from the regenerator is concentrated H₂S/CO₂.

![Diagram of a typical amine treating process used in industrial plants.](image)

In this paper the Modelica model of the absorber column is presented. This model is in particular used to obtain the concentration of species over the trays at the equilibrium point. In this paper, strippers, reboiler and condensation units are not modeled. In the first part of the paper the absorber column process model will be described. The model is developed from the principles of diffusion from vapor to liquid taking into account the chemical reactions between the DEA and CO₂. The Modelica model and the simulation are included in section 3.
**ABSORBER COLUMN**

The details of the CO\textsubscript{2} absorption into an amine solution in an absorption column are quite complex. There are many references about the chemistry involved in the process and models including mass transfer mechanisms and chemical reactions kinetics in the literature, interested readers are referred to, e.g., (3, 2, 9, 5).

In absorber columns, the gas and liquid phases flow in a counter-current pattern across a finite number of physical trays (or a structured packing) where the two liquid and gas phases are mixed thoroughly, see Fig. 2. Furthermore, the total molar flows of the liquid and gas phases are nearly constant in an adiabatic column section with no external feed.

In the model used at IFP, the inlet flow of solution and sour gas as well as molar fraction of species at inlets are specified. The conservation of mass and heat transfer laws have been applied. Henry’s law has been used to model the vapor phase equilibrium of the CO\textsubscript{2}. Chemical reactions between CO\textsubscript{2} and DAE were included in the model for chemical absorption. Liquid and vapor energy balances were used to compute the liquid and vapor temperature, respectively.

In this model, we consider the absorption of the CO\textsubscript{2} mixed with CH\textsubscript{4} in an aqueous solution of DAE. CO\textsubscript{2} is absorbed in the aqueous solution down-falling from the upper tray and reacts with the DAE.

From the global mass balance over the \(i^{th}\) tray we can write:

\[
\begin{align*}
L_i &= L_{i-1} + \phi_i & \text{Liquid phase} \\
G_i &= G_{i+1} - \phi_i & \text{Gas phase}
\end{align*}
\]

where \(\phi_i\) is the transfer rate of a component between gas and liquid phases over the \(i^{th}\) tray.

From and the partial mass balance over the \(i^{th}\) tray for liquid and gas phases the following equations can be obtained:

\[
\begin{align*}
L_{i-1} x_i^j &= L_i x_i^j - \phi_i^j & \text{Liquid phase} \\
G_{i+1} y_i^j &= G_i y_i^j + \phi_i^j & \text{Gas phase}
\end{align*}
\]

where \(x_i^j\) and \(y_i^j\) are the molar fraction of species \(j\) in liquid and gas phases over the \(i^{th}\) tray, respectively.

The transfer rate of the \(j^{th}\) species between gas and liquid phase over the \(i^{th}\) tray \((\phi_i^j)\) is described by

\[
\frac{1}{k_g} + \frac{H_i^j}{k_1 E_i^j} \phi_i^j = (y_i^{j+1} P - H_i^j C_i^j) a
\]

where \(a\), \(k_1\) and \(k_g\) are tray’s physical parameters. \(E_i^j\) is a function of concentration of DAE and the temperature. \(H_i^j\) is the constant of Henry of the \(j^{th}\) species over the \(i^{th}\) tray. \(C_i^j\) is the concentration of the \(j^{th}\) species over the \(i^{th}\) tray. \(P\) is the pressure which is assumed to be constant. The concentration of DAE, CO\textsubscript{2}, and Henry constants are computed as a function of \(w_i^{DAE}\) and \(\alpha_i^{CO_2}\) where \(w_i^{DAE}\), the mass fraction of amine in the lean solution, is given by:

\[
w_i^{DAE} = \frac{k_1 x_i^{DAE}}{k_1 x_i^{DAE} + k_2 x_i H_2 O}
\]

where \(k_1\) and \(k_2\) are constant parameters.

\(\alpha_i^{CO_2}\), the fraction rate of the absorbed CO\textsubscript{2} in the rich solution, is described by:

\[
\alpha_i^{CO_2} = \frac{x_i^{CO_2}}{x_i^{DAE}}
\]

Due to the absorption of CO\textsubscript{2} over trays, the temperature of trays changes. Assuming that the temperature of gas and outgoing liquid over a tray are equal, we get

---

**Figure 2:** Counter-current absorber column.

The absorber column has two inlet and two outlet streams.

- **Bottom inlet:** The sour gas containing CH\textsubscript{4} and CO\textsubscript{2} are pumped in.
- **Head inlet:** The lean solution containing DAE and H\textsubscript{2}O are pumped in.
- **Bottom outlet:** The rich solution containing solution and absorbed CO\textsubscript{2} flows out.
- **Head outlet:** sweet gas (pure CH\textsubscript{4}) streams out.
the following equation describing the temperature over the \( i^{th} \) tray:

\[
L_i \ T_i = L_{i-1} \ T_{i-1} + \frac{\Delta H_{CO_2-DAE}}{C_p} \ \dot{\nu}_{i}^{CO_2}
\]

where \( \Delta H_{CO_2-DAE} \) is the enthalpy of the reaction and is considered constant.

**MODELICA MODEL OF THE ABSORPTION COLUMN**

In order to model the process in Modelica, three blocks have been defined: a block for the head of the absorption column (head), a block for the tray and a block for the bottom of the column (bottom). The head block is used to specify the lean solvent flow rate, molar fraction of \( CO_2, DEA \) and \( H_2O \) in the input lean solution (liquid). The tray block models a tray in the column. Several parameters of the tray and constants used in the model can be defined. The column bottom block specifies the sour gas flow rate and molar fraction of \( CO_2, CH_4 \) in the input sour gas.

In order to connect the Modelica blocks, a Modelica connector carrying the following variables has been used.

- Gas: Gas flow rate
- phi: Transferred material
- T: Temperature
- Liq: Liquid
- \( yCO_2, yDEA, yH2O, yCH4 \): Molar fractions in gas
- \( xCO_2, xDEA, xH2O, xCH4 \): Molar fractions in liquid

The Modelica model has been implemented in the Scicos\(^1\) software (1). The Modelica model of the absorption column developed in Scicos is displayed in Figure 3. In this model the column is composed of 20 trays.

Scicos uses a special GUI to solve the algebraic equations resulting from the Modelica equations. This GUI allows the user to try different algebraic solvers for solving the equation (6). The GUI used for solving the steady state solution of the model depicted in Fig. 3 is given in Fig. 4. The result can be saved in an XML file to be used later as initial state values for future simulations or used by other tools.

In this model, we are interested in finding equilibrium point molar fractions of \( CO_2 \) and \( CH_4 \) over each tray to see the efficiency of the absorption column. The concentration of \( CO_2 \) in the sour gas stream at the column bottom is 15 mol/m\(^3\). At this point, the molar fraction of \( CO_2 \) and \( CH_4 \) are 0.1 and 0.9, respectively.

The developed model is not dynamic and since the system is purely algebraic, the equilibrium point is found by solving a nonlinear system of equations. In order to solve the system at steady state, Scicos uses a special GUI to solve the algebraic equations resulting from the Modelica model. This GUI provides the user several numerical algebraic solvers for solving the system of equations (6). Two methods for initializing a Modelica model is provided, one of which is solving the system at steady state. An screen shot of this GUI used for solving the model of Fig. 3 is given in Fig. 4. The result can be saved in an XML file to be used later as initial state values for future simulations or used by other tools. In Fig. 5, the molar fraction of \( CO2 \) and \( CH4 \) in the sour gas stream is depicted as a function of tray number, it can be seen that at the column head the molar fraction of \( CO2 \) in the gas is negligible, i.e., \( CO2 \) has been absorbed in the solvent and \( CH4 \) is pure.

The Modelica model can be used to observe the behavior of the absorption column. Several parameters such as composition of the head and bottoms products at various feed rates and inlet compositions can be computed. An important feature of the Modelica model is the fact that this model can be easily used for parameter estimation and parameter sizing. For example estimating required input flow rate to get the desired output sweet gas flow rate.

In this work, we assumed a uniform and constant concentration of species over trays. In a more detailed model, this should be changed and instead a model with

\(^1\)Scicos is a free and open-source simulation software developed at INRIA and is available at [www.ScicosLab.org](http://www.ScicosLab.org).
Figure 4: Screenshot of the initialization GUI used for solving the model of Fig. 3.

Figure 5: Molar fraction of \( CO_2 \) and \( CH_4 \) along the absorption column (tray #1 is the head of the column)

distributed concentrations be used. Based on the model explained in this paper, a more elaborated model is developed where the concentration of species over the tray is described by partial differential equations, see(10).

CONCLUSION

The process of the absorption of \( CO_2 \) into Diethanolamine by in absorption columns has been modeled in this paper with the Modelica language. The model is in particular used to obtain the equilibrium point of the solution. This model is used as a base for developing more elaborated models with dynamic states for the absorption column.
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SIMULATION OF PDES IN MODELICA, APPLICATION TO ABSORBER COLUMN
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ABSTRACT

PDEs are quite common in modeling physical systems with distributed and lumped parameters. In order to simulate numerically such models, PDEs are first converted to ODEs, then simulated using ODE solvers. There are simple and straightforward methods to convert PDE to ODE such as the finite difference method. Although simple, these methods result in big, stiff and sparse matrices. In this paper we use the orthogonal collocation method to convert PDE to ODE. The interesting property of the orthogonal collocation method is to generate smaller ODE, i.e., with a few discretization points compared to other methods. As an application, an absorption column has been modeled. The detailed model of the absorption column includes PDEs. In this paper, the orthogonal collocation method has been used to model the process in Modelica. The Modelica model is then simulated with the Scicos simulation software.
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INTRODUCTION

PDEs arise in models of numerous scientific and industrial applications. Although simulate, analysis and prediction of the behavior of dynamical systems with distributed and lumped parameters are very important in industry, most existing modeling languages and simulators are only suited to model and simulate lumped parameter systems. In fact, many interesting engineering systems such as most mechanical systems, chemical process with mass and heat transfer are intrinsically distributed in nature. It means that their properties exhibit spatial as well as temporal variations. The resulting set of equations for these types of models may be viewed as a combination of lumped and distributed parameter systems which is called Partial Differential Equations (PDE) subjected to initial and boundary conditions.

The simulation of a PDE is not a trivial task and needs a discretization of the space at many points to have a reasonable accuracy. There are large number of numerical methods for the simulation of PDE systems. Numerical methods may be based on:

- Method of lines,
- Finite difference methods,
- Weighted residuals methods,
- Finite Element/Finite Volume methods,
- Adaptive/Moving grid methods.

These methods convert a PDE into sets of ODEs involving space discretization. The main advantage of this method is converting the PDE into an ODE or a DAE to use available appropriate numerical solvers, e.g., Dassl (15) or Sundials (19, 20). But in general ODE/DAE solvers cannot easily control and estimate the effects of the space discretization error on the general numerical scheme. The main disadvantage of these methods are the large size of the resulting ODE/DAE system obtained after discretization and the rigidity of the fixed grid discretization scheme. In many applications such as process control or fault detection, a compromise between the low model complexity and the high solution accuracy need to be found. For this reason, after the global resolution method with higher accuracy, a functional approximation method is used to obtain a state representation with a low finite dimension with a satisfying accuracy for control purposes.

There are, however, some spectral methods to discretize a PDE using only a few number of discretization points. This method of space discretization is called the orthogonal collocation method. The collocation method is a functional approximation method to convert PDE to ODE with low finite number of discretization points. Some precautions concerning the choice of base functions and others parameters respected, we can use the collocation method as an efficient and powerful method. Moreover, this method is conservative for mass and heat balances, since at discretization points, the PDE is satisfied (9, 7). In this paper, we apply this method to simulate a PDE resulting from modeling an absorption column. First, we give a brief review on the orthogonal collocation method. Then the absorption column as a chemical process will be presented. This process which includes PDEs, will be modeled in Modelica. The Modelica model is then simulated in Scicos.

*INRIA-Rocquencourt, Domaine de Voluceau, BP 105, 78153, Le Chesnay, France. masoud.najafi@inria.fr
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MATHEMATICAL BACKGROUND

Let consider the following PDE.

$$\frac{\partial \phi(x, t)}{\partial t} = a \frac{\partial^2 \phi(x, t)}{\partial x^2} + b \frac{\partial \phi(x, t)}{\partial x} + f(x, t)$$  \hspace{1cm} (1)

where $\phi(x, t)$ denote a physical quantity in a 1-D environment over time and $a$ and $b$ are constants. In order to solve 1, two other information are needed; The initial values of states, \textit{i.e.},

$$\phi(x, t = 0) = \phi_0(x), \text{ for } 0 \leq x \leq L.$$

And boundary conditions which may be defined in three forms:

- Dirichlet problem, \textit{i.e.}, the value of $\phi$ is defined at the boundary $B$,

$$\phi(x, t)|_{x=B} = f(B, t)$$

- Neumann, \textit{i.e.}, the normal derivative of $\phi$ is a specified at the boundary $B$,

$$\frac{\partial \phi}{\partial x}|_{x=B} = f(B, t)$$

- Cauchy (Robins), \textit{i.e.}, a mixed condition defines $\phi$ at the boundary $B$

$$\alpha \phi(x, t) + \beta \frac{\partial \phi(x, t)}{\partial x} = f(B, t)$$

THE COLLOCATION METHOD

The collocation method was developed originally as a stable, predictable, and simple to implement pseudospectral technique. Because of its reliability, it has become a standard method for solving boundary-value problems by polynomial trial function expansions. This method permits to discretize a PDE with selection of only 4 to 7 points in the region, comparing to 10 to 20 points in the finite difference method.

The formulation of this method is based on choosing a set of trial functions from an orthogonal polynomial sequence (9, 10, 8).

Similar to the finite difference method, in collocation methods $N$ points are selected, \textit{i.e.}, $x_i$ and the region is divided into $N + 1$ segments. Then, $\phi(x, t)$ is approximated by a Lagrange interpolation polynomial $\phi(x, t)$ of order $N + 1$ using $x_i$ as interpolation points. Then, the approximated partial derivatives at $x_i$ (corresponding derivatives of $\phi$) are inserted in the PDE to satisfy the PDE only at collocation points $(x_i)$. In order to implement this method in a 1-D region with $N$ collocation points, $\phi$ and its partial derivatives are approximated as linear combinations of basis functions $L_i$, \textit{i.e.},

$$\phi \approx \hat{\phi} = \sum_{i=1}^{N} \hat{\phi}_i(t) \cdot L_i(x)$$  \hspace{1cm} (2)

$$\Rightarrow \frac{\partial \phi}{\partial x} \approx \frac{\partial \hat{\phi}}{\partial x} = \sum_{i=1}^{N} \hat{\phi}_i(t) \cdot \frac{dL_i(x)}{dx}$$  \hspace{1cm} (3)

$$\Rightarrow \frac{\partial^2 \phi}{\partial x^2} \approx \frac{\partial^2 \hat{\phi}}{\partial x^2} = \sum_{i=1}^{N} \hat{\phi}_i(t) \cdot \frac{d^2 L_i(x)}{dx^2}$$  \hspace{1cm} (4)

$$\Rightarrow \frac{\partial \phi}{\partial t} \approx \frac{\partial \hat{\phi}}{\partial t} = \sum_{i=1}^{N} \frac{d \hat{\phi}_i(t)}{dt} \cdot L_i(x)$$  \hspace{1cm} (5)

$L_i(x)$ are the $N + 1$ linearly independent basis functions of the $N$th order Lagrange polynomial. They are determined by the $N + 1$ collocation points $x_i$ as follows:

$$L_i(x) = \prod_{j=1, j \neq i}^{N} \frac{x - x_j}{x_i - x_j} = a_N x^N + \cdots + a_1 x + a_0$$  \hspace{1cm} (6)

The coefficients $a_k$ can be computed from the known points $x_i$. Since the PDE is to be satisfied only at the collocation points and the Lagrange polynomials (6) have the following property

$$\begin{cases} L_i(x_i) = 1 & \text{for } i = j \\ L_i(x_j) = 0 & \text{for } i \neq j, \end{cases}$$

then, we can simplify the equations (2-5). There are some interesting remarks to be noted in this method:

- The coefficients $\hat{\phi}_i(t)$ of the linear combination (2) correspond to the values of $\hat{\phi}(x, t)$ at the collocation points $x_i$, because we use Lagrange polynomials. This means that the derivatives $\frac{\partial \phi}{\partial x}$, $\frac{\partial^2 \phi}{\partial x^2}$ and the state $\hat{\phi}$ satisfies the PDE only at a given collocation point. At other points the PDE will not be satisfied. Hence, the states $\hat{\phi}_i$ cannot be exact neither the derivatives.

- The discretization does not depend on the PDE, but only on the choice of collocation points.

- The coefficients of $\hat{\phi}_i(t)$ in (3-5) are constant and can be computed in advance using the placement of $x_i$ points.

- $\hat{\phi}_i(t)$ are the only time varying variables. Thus, the number of ODE variables of the ODE system is $M = (N + 1)N_s$. Where $N_s$ is the dimension of the state vector $\phi$.

In order to simplify the equations, we use a normalized dimensionless variable $z$ to replace the $x$-coordinate in the PDE of (1), defined by $z = x/L$, so that as $x$
varies over $[0, L]$, and $z$ correspondingly varies over $[0, 1]$. Therefore (1) becomes:

$$\frac{\partial \phi(L,z,t)}{\partial t} = \frac{k_1 L^2 \partial^2 \phi(L,z,t)}{L^2 \partial z^2} + \frac{k_2 \partial \phi(L,z,t)}{L \partial z} + f(L,z,t) \quad (7)$$

ORTHOGONAL COLLOCATION METHOD

The most difficult decision in the collocation method is the placement of the collocation points. In (12), it is shown that the integration of differential equations gives the best result if the collocation points are placed at the zeros of an orthogonal polynomial. Cho and Joseph (11) placed the collocation points at the zeros of Jacobi polynomials defined by (8).

The interpolation with the Lagrange polynomials tends to oscillating curves yielding a very bad approximation, if the collocation points are not well chosen. In order to avoid this problem, the basis functions of the Lagrange polynomial should be a set of orthogonal functions in the interval $0 \leq z \leq 1$ with respect to some weighting function $w(z)$. When the interpolation points $z_i$ are chosen as roots of Jacobi polynomials, the Lagrange polynomials are orthogonal in the sense of

$$\int_0^1 w(z) L_i(z) L_j(z) dz = 0 \quad \text{for} \quad i \neq j \quad (8)$$

$$w(z) = (1-z)^\alpha z^\beta$$

The Jacobi polynomial of order $N$ is defined as:

$$P_N^{(\alpha, \beta)} = \sum_{i=0}^{N} (-1)^{N-i} \gamma(N, i) z^i$$

The function $\gamma(N, i)$ can be computed recursively as follows:

$$\gamma(N, i) = \frac{(N-i+1)(N+i+\alpha+\beta)}{i(i+\beta)} \gamma(N, i-1) \quad (9)$$

$$\gamma(N, 0) = 1$$

The parameters $\alpha$ and $\beta$ can be used to influence the positioning of collocation points ($z_i$). This results from the weighting function $w(z) = (1-z)^\alpha z^\beta$, i.e.,

- $\alpha$ small: higher density toward $z = 1$
- $\beta$ small: higher density toward $z = 0$
- $\alpha = \beta$: symmetric distribution

Their default choice of the parameters for the Jacobi polynomial ($\alpha = 0.5$, $\beta = 0.5$) results in a symmetrically spaced points respecting two endpoints. The collocation points can move toward either end of the collocation region by adjusting $\alpha$ and $\beta$ parameters. This can be used to get more accurate at certain points of the collocation region. More about this issue can be found in (13).

The roots of the Jacobi polynomials never include 0, and using $\alpha = -1$ (yields a root at 1) might be a bad choice for given PDE. Hence, the boundary values have to be extrapolated using (2) for Dirichlet conditions or (3) for Neumann conditions. Alternatively, one can use additional collocation points at those boundaries that have boundary conditions in order to avoid extrapolation. Note that by doing this, some of the basis functions are not orthogonal to the others (9, 10, 8).

Both parameters $\alpha$ and $\beta$ are considered as optimization parameters for the collocation point selection. The best choice depends on the model. It has been shown that for nonlinear systems, it is better to place the collocation points at regions with higher nonlinearity (11). In fact, it is showed that the model accuracy depends more on the collocation point location than on their number; inappropriate values of $\alpha$, $\beta$ and $N$ lead to numerical instabilities (7).

APPLICATION: ABSORPTION COLUMN

Carbon dioxide ($CO_2$), Hydrogen sulfide ($H_2S$), and other contaminants are often found in gas streams such as fossil gases. Gases containing $CO_2$ or $H_2S$ are commonly referred to as sour gases or acid gases in the hydrocarbon processing industries. These gases are toxic and in many cases undesirable and should be scrubbed off. Removal of the sour gases $CO_2$ and $H_2S$ from gas streams has been an important separation process. Almost all sour gas removal processes currently employed involve the absorption of one or more sour components into chemically reactive solvents, mainly aqueous alkanolamines, with the sour gas rich solvents subsequently regenerated thermally, usually by stripping with steam (3, 4, 16). Amine gas treating which is also known as gas sweetening and sour gas removal refers to a group of processes that use aqueous solutions of various alkanolamines to remove $CO_2$ or $H_2S$ from gases. There are many different amines used in gas treating. The most commonly used amines in industrial plants are the alkanolamines, Monoethanolamine (MEA), Diethanolamine (DEA) and Methyl-diethanolamine (MDEA).

A typical amine gas treating process (see Figure 1) includes an absorber unit and a regenerator unit as well as accessory equipments. In an absorber, the down-flowing amine solution absorbs $H_2S/CO_2$ from the up-flowing sour gas to produce a sweetened gas stream, (i.e., a $H_2S/CO_2$-free gas) as a product and an amine solution rich in the absorbed acid gases. The resultant “rich” amine solution is then routed into the regenerator (a stripper with a reboiler) to produce regenerated or “lean” amine that is recycled for reuse in the absorber. The stripped overhead gas from the regenerator is concentrated $H_2S/CO_2$. The details of the $CO_2$ absorption into an amine solution in an absorption column are quite complex. There are many references about the chemistry involved in the process and models including mass transfer mechanisms.
species over tray described by PDE’s.

We consider the case of absorption of CO₂ in an aqueous solution of MDAE. The chemical reactions over trays are mainly as follows:

\[
\begin{align*}
CO_2 + MDEA + H_2O & \rightarrow MDEAH^+ + HCO_3^- \\
CO_2 + OH^- & \rightarrow HCO_3^- \\
CO_3^{2-} + H_2O & \rightarrow HCO_3^- + OH^- \\
MDEA + H_2O & \rightarrow MDEAH^+ + OH^- 
\end{align*}
\]

Based on the theory of thin film and taking into account the gradient of electrostatic potential for the diffusion of ionic species, the system of equations describing the behavior of concentrations is given by the Nernst-Planck equations as follows:

\[
\frac{\partial C_i(x, t)}{\partial t} = D_i \frac{\partial^2 C_i(x, t)}{\partial x^2} - z_i D_i \frac{F}{RT} \frac{\partial \phi(x, t)}{\partial x} C_i(x, t) + G_i(x, t)
\]

(10)

where \( i \) represents all species \( i.e., CO_2, MDEA, MDEAH^+, HCO_3^-, CO_3^{2-}, \) and \( OH^- \). \( D_i \) represents the diffusion coefficient of the species \( i \).

\( \phi(x, t) \) is the gradient of the electrostatic potential which couples the diffusion of ionic species. This term plays an important role where the coefficients of diffusion of ionic species are different. Assuming that dynamic electroneutrality and using the Nernst-Planck equations, \( \phi(x, t) \) can be defined as a function of concentrations of ions and their diffusion coefficients.

\[
\phi(x, t) = \frac{RT}{F} \sum_{i=1}^{M} z_i D_i \frac{\partial C_i}{\partial x}
\]

\( M \) is the number of all species (here \( M = 6 \)).

\( G_i(x, t) \) is the production rate of species \( i \), \( i.e., \) reaction terms:

\[
G_i(x, t) = \sum_{j=1}^{N} \lambda_{i,j} k_j \prod_{k=1}^{M} c_k^{\theta_{k,j}}
\]

where \( j \) represents non-ionic components and \( N \) is their number (here \( N = 5 \)). For a ionic species (in our case \( OH^- \)), one equation of 10 is very often replaced by an algebraic equation which is called the electroneutrality equation:

\[
\sum_{i=1}^{M} z_i C_i = 0
\]

Thus the behavior of the absorption column is in fact a Differential Algebraic Equation (DAE).
INITIAL CONDITIONS

For gas species (here CO$_2$), we use a linear profile considering that there is an equilibrium between gas and liquid at the surface. Furthermore, the concentration of gas at the boundaries of the film is identical to the concentration of the liquid mass.

The concentration of gas (CO$_2$) is

$$C_i(x, 0) = (1 - \frac{x}{L}) \frac{P_i}{H_i} + C_{i,mz} \frac{x}{L}$$

and the concentration of non-gas species (all except CO$_2$) is

$$C_i(x, 0) = C_{i,mz}$$

where $C_{i,mz}$ is the concentration at the mixing zone over the tray.

BOUNDARY CONDITIONS

• At $x = 0$

At the gas-liquid interface, we have distinguished the Transferred species (gas species) from others. For gas species (CO$_2$), we have adopted a boundary condition by considering the flow continuity of Transferred species at the gas-liquid interface:

$$K_{G,i}(P_i - H_iC_i) = -D_i \frac{\partial C_i}{\partial x} \bigg|_{x=0}$$

which can be rewritten as follows.

$$C_i(0, t) = \frac{D_i}{K_{G,i}H_i} \frac{\partial C_i}{\partial x} \bigg|_{x=0} + \frac{P_i}{H_i}$$

It is important to note that we have assumed that the temperature is constant all over each tray.

For non-gas species we have

$$\frac{\partial C_i}{\partial x} \bigg|_{x=0} = 0$$

This equation indicates that there is no flow for non Transferred species.

• At $x = L$

In the mixing zones of liquid, we assume that there is a chemical equilibrium between all species of the solution. Thus we have:

$$C_i(L, t) = C_{i,mz}$$

MODEL OF THE ABSORPTION COLUMN IN MODELICA

The dynamic model of the absorption column developed at IFP tries to be more accurate than the model given in (21). It means that they may be used in various configurations such as abrupt changes, start-up and shutdown configurations,... These models should further be used for simulation, including parameter estimation, even in the near future for fast real time computing. It may involve in realistic environment the necessity of state events detection, treatment of internal and external discontinuities. The Modelica language as it is now does not allow a direct conversion of PDEs into ODE, thus the conversion is done by the user and the resulting ODE/DAE system is then modeled in Modelica and then solved by any Modelica simulator.

The Modelica model can be used to observe the behavior of the absorption column. Several parameters such as composition of the head and bottoms products at various feed rates and inlet compositions can be computed. An important feature of the Modelica model is the fact that this model can be easily used for parameter estimation and parameter sizing at steady state. For example estimating required input flow rate to get the desired output sweet gas flow rate.

Modelica provides an easy way to develop chemical process models. Using the Modelica language provides many advantages over classical methods of modeling and simulation. The model may be used in various configurations such as abrupt changes, start-up and steady-state simulation. Furthermore, the model can be used in parameter estimation, even in the near future for fast real time computing. The symbolic nature of the language allows extraction of several information from the model that helps the numerical solver to simulate the system more efficiently, e.g., state events and internal and external discontinuities are automatically handled by the solver. Another important feature of Modelica is the fact that, the model is independent of the simulator tool and theoretically can be simulated with any Modelica simulator.

The Modelica compiler of Scicos, as it is today, does not allow a direct conversion of PDEs into ODE. Thus the conversions has been done by the user and the resulting system is simulated by Scicos.

SIMULATION RESULT

In order to test and validate the new Modelica model, we try to find the concentration of species over a tray at the equilibrium state. In order to start the simulation, the concentration of species at initial time over the tray is needed. In this simulation, we set the concentration of CO$_2$ at the gas-liquid interface (i.e., $x = 0$) to 10 mol/m$^3$. The concentration of other species (liquid species) are $C_i(x, t = 0) = C_{i,mz}$. The initial concentration of CO$_2$ is chosen so that the effect of gradient of electrostatic potential ($\psi$) be important in the evolution of concentrations. In Fig. 3 the time evolution of the concentration of CO$_2$ over the tray is depicted. In Fig. 4, the concentration of CO$_2$ at the equilibrium state over the tray as a function of space discretization indices is given.

The results we obtained with the new model were the
Figure 3: Time evolution of $CO_2$ concentration for different points on a tray

Figure 4: $CO_2$ concentrations at equilibrium state over a tray

same as that obtained with the previous models developed with gPROMs and Scilab. The main advantage of Modelica we observed is a huge reduction in the simulation time. In fact, the simulation of the new model does not take more than a few seconds.

Using Modelica in developing the model provides several advantages over classical methods used in IFP:

- The model of absorption column is stiff and needs higher order numerical methods for accurate simulation. Using Modelica for time simulation lets the user concentrating on the modeling the system rather than the way it can be simulated. The Modelica simulation tool (Here Scicos) is in charge of time simulation. It provides several numerical solvers for the time simulation of the model. In fact previous implementations of the absorption system at IFP required taking into account several simplifications to be able to simulate the model and get the result in a reasonable time.

- The developed model can be used as a component in a library to be used in other models. It can be used to compute the equilibrium state as well as a time simulation. It can also be used for parameter sizing and parameter estimation.

- Modelica is a standard modeling language allowing the model to be simulated with any Modelica simulator which gives some sort of durability to the model.

CONCLUSION

In this paper, we have used the Modelica language to model the process of $CO_2$. The absorption in Methyldeithanolamine using model including partial differential equations. In order to reduce the number of equations resulting from conversion of the PDE into an ODE, we have applied the orthogonal collocation method. The results of the simulations demonstrates several advantages of Modelica and orthogonal collocation method in modeling the absorption column over standard methods used at IFP.
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ABSTRACT

In this paper, we described a experience of using PEPA eclipse plug-in tool to specify a functional-equivalent representation of a non-repudiation protocol. The model is specified using Markovian process algebra PEPA. The basic model suffers from the well known state space explosion problem when tackled using Continuous Time Markov Chain analysis. In order to modelling in a scalable way, functional rates has been adopted to avoid a unintended system behaviour. The functional rates have been specified in a CMDL (Chemical Model Definition Language) format which equivalently generated from the PEPA model by PEPA eclipse plug-in. This representation has been converted back to PEPA expression, and analyzed numerically.
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INTRODUCTION

Functional rates have been utilized to eliminate functional equivalent PEPA components to avoid state space explosion, [1]. This kind of specification is currently only supported by IPC (International PEPA Compiler).

In this paper, we demonstrate an alternative way of solving PEPA model with functional rates using the PEPA eclipse plug-in. This tool cannot directly analyze a PEPA model with functional rates, but an equivalent CMDL format can be generated that can be solved by fluid flow analysis (based on ODE) or stochastic simulation directly with the tool. We apply this method to a non-repudiation protocol, in which the service behaviours are not able to be defined in PEPA in a scalable way without functional rates.

The purpose of performance modelling security protocols is investigating the trade-off between security and performance. It is clear that in order to add more functionality to a system that more execution time is required. However, in the case of security, the benefit accrued from any additional overhead is not easy to quantify and so it is very hard for the performance engineer to argue that a particular performance target should take precedence over a security goal. There have been efforts made by both the security and performance communities to address aspects of this problem [2, 3, 4]. A Key Distribution Centre (key exchange protocol) has been studied in our previous work, which shows the possibility of modelling by the stochastic process algebra PEPA and analysis by several alternative techniques [5, 6, 7].

The remainder of this paper is organised as follows. In the next section we introduce the non-repudiation protocol to be modelled. This is followed by a brief review of the stochastic process algebra PEPA and PEPA eclipse plug-in. We then introduce the process of composing a PEPA model with functional rates and generating the equivalent CDML format model, followed by numerical results. Finally some conclusions are drawn and areas of further work described.

NON-REPUDIATION PROTOCOL

A non-repudiation service will prevent either of the principals involved from denying the contract after the agreement. The protocol depicted here were proposed by Zhou and Gollmann [8] and use a non-repudiation server, known as a Trusted Third Party (TTP).

- L: a unique label chosen by TTP to identify the message M
- \( T_s \): the time that TTP received A’s submission
- \( T_d \): the time that TTP delivered and available to B
- \( NRO = sS_A(f_{NRO}, TTP, B, M) \): non-repudiation of origin for M
- \( NRS = sS_B(f_{NRS}, A, B, T_s, L, NRO) \): non-repudiation of submission of M
- \( NRR = sS_B(f_{NRR}, TTP, A, L, NRO) \): non-repudiation of receiving a message labelled L
- \( NRD = sS_B(f_{NRD}, A, B, T_d, L, NRR) \): non-repudiation of delivery of M
In this protocol, \( A \) sends the plaintext \((M)\) and a non-repudiation origin \((NRO)\) to the trusted third part \((TTP)\), and then fetches the time of receiving \((T_r)\) and non-repudiation of submission \((NRS)\) from a public area, after \( TTP \) has published this information. The \( TTP \) tells \( B \) it received \( M \) from \( A \) by sending the \( NRO \). \( B \) generates a non-repudiation of receiving for \( TTP \) following. Finally, \( B \) and \( A \) can fetch \( M \) and the time of delivery \((T_d)\), with other non-repudiation evidence, from the public area, after the \( TTP \) has published.

![Non-repudiation protocol](image)

**Figure 1:** Non-repudiation protocol invented by Zhou&Gollmann

\[(request)\] 1. \( A \to TTP : f_{NRO}, TTP, B, M, NRO \)

\[(publish1)\] 1. \( A \to TTP : f_{NRS}, A, B, T_s, L, NRS \)

\[(sendTTP)\] 3. \( TTP \to B : A, L, NRO \)

\[(publish2)\] 5. \( B \to TTP : L, M \)

\[(getByB)\] 6. \( B \to TTP : f_{NRR}, T_d, L, NRR, NRD \)

\[(sendTTP)\] 4. \( B \to TTP : f_{NRR}, L, NRR \)

\[(publish2)\] 2. \( A \to TTP : f_{NRS}, A, B, T_s, L, NRS \)

\[(publish2)\] 2. \( A \to TTP : f_{NRS}, A, B, T_s, L, NRS \)

**PEPA AND PEPA ECLIPSE PLUG-IN**

A formal presentation of PEPA is given in [9], in this section a brief informal summary is presented. PEPA, being a Markovian Process Algebra, only supports actions that occur with rates that are negative exponentially distributed. Specifications written in PEPA represent Markov processes and can be mapped to a continuous time Markov chain (CTMC). Systems are specified in PEPA in terms of activities and components. An activity \((\alpha, r)\) is described by the type of the activity, \( \alpha \), and the rate of the associated negative exponential distribution, \( r \). This rate may be any positive real number, or given as unspecified using the symbol \( \tau \).

The syntax for describing components is given as:

\[ P ::= (\alpha, r).P + Q[P/L]|P \geq Q|A \]

The component \((\alpha, r).P\) performs the activity of type \( \alpha \) at rate \( r \) and then behaves like \( P \). The component \( P + Q \) behaves either like \( P \) or like \( Q \), the resultant behaviour being given by the first activity to complete.

The component \( P/L \) behaves exactly like \( P \) except that the activities in the set \( L \) are concealed, their type is not visible and instead appears as the unknown type \( \tau \).

Concurrent components can be synchronised, \( P \geq Q \), such that activities in the cooperation set \( L \) involve the participation of both components. In PEPA the shared activity occurs at the slowest of the rates of the participants and if a rate is unspecified in a component, the component is passive with respect to the activities of that type. \( A \equiv P \) gives the constant \( A \) the behaviour of the component \( P \). The shorthand \( P||Q \) is used to denote synchronisation over no actions, i.e. \( P \geq Q \). We employ some further shorthand that has been commonly used in the study of large parallel systems. We denote \( A[N] \) to mean that there are \( N \) instances of \( A \) in parallel, i.e. \( A|| \cdots ||A \), but we are not concerned with the state of each individual component, rather the number of components in each state. As such, when using this representation, we would not distinguish between \( A||A' \) and \( A'||A \).

In this paper we consider only models which are cyclic, that is, every derivative of components \( P \) and \( Q \) are reachable in the model description \( P \geq Q \). Necessary conditions for a cyclic model may be defined on the component and model definitions without recourse to the entire state space of the model.

The PEPA eclipse plug-in is developed by researchers based in Edinburgh University [10, 11]. The tool can be used to conduct steady state and transient analysis of PEPA models through solving the CTMC, stochastic simulation and fluid flow analysis (based on ODES). PEPA models with functional rates that are used in this paper are not directly supported by current version of PEPA eclipse plug-in, but an equivalent CMDL file (Chemical Model Definition Language) can be generated in which functional rates can be specified and analyzed.

**MODEL CONSTRUCTION**

**Initial Model**

We intuitively begin by define the behaviour of a pair of principals as:

\[ A0 \equiv (request, r_{i1}).A1 \]
\[ A1 \equiv (publish1, r_{p1}).A2 \]
\[ A2 \equiv (getByA1, r_{g1}).A3 \]
\[ A3 \equiv (sendB, r_{s}).A4 \]
\[ A4 \equiv (publish2, r_{p2}).A5 \]
\[ A_5 \overset{\circ}\equiv (getByA_2, r_{p_2}).A_6 \]
\[ A_6 \overset{\circ}\equiv (work, r_w).A_0 \]
\[ B_0 \overset{\circ}\equiv (sendB, r_b).B_1 \]
\[ B_1 \overset{\circ}\equiv (sendTTP, r_{t_1}).B_2 \]
\[ B_2 \overset{\circ}\equiv (publish2, r_{p_2}).B_3 \]
\[ B_3 \overset{\circ}\equiv (getByB, r_{gb}).B_4 \]
\[ B_4 \overset{\circ}\equiv (work, r_w).B_0 \]

\[ TTP \overset{\circ}\equiv (publish1, r_{p_1}).TTP \]
\[ + (publish2, r_{p_2}).TTP \]
\[ + (sendB, r_b).TTP \]

\[ System \overset{\circ}\equiv TTP[K]\overset{\in}\subseteq (A_0||B_0)[N] \]

Where, \( \mathcal{L} = \{publish1, publish2, sendB\} \).

In order simplify the model specification and analysis, we combine \( A \) and \( B \) into a new component called \( AB \), using a process referred to as partial evaluation [12]. Following description can be obtained as a strong equivalent representation of above one with \( N \) pairs of principals.

\[ AB_0 \overset{\circ}\equiv (request, r_{t_1}).AB_1 \]
\[ AB_1 \overset{\circ}\equiv (publish1, r_{p_1}).AB_2 \]
\[ AB_2 \overset{\circ}\equiv (getByA_1, r_{p_0}).AB_3 \]
\[ AB_3 \overset{\circ}\equiv (sendB, r_b).AB_4 \]
\[ AB_4 \overset{\circ}\equiv (sendTTP, r_{t_2}).AB_5 \]
\[ AB_5 \overset{\circ}\equiv (publish2, r_{p_2}).AB_6 \]
\[ AB_6 \overset{\circ}\equiv (getByA_2, r_{p_0}).AB_7 \]
\[ + (getByB, r_{gb}).AB_8 \]
\[ AB_7 \overset{\circ}\equiv (getByB, r_{gb}).AB_9 \]
\[ AB_8 \overset{\circ}\equiv (getByA_2, r_{p_2}).AB_9 \]
\[ AB_9 \overset{\circ}\equiv (work, r_w).AB_0 ; \]

\[ TTP \overset{\circ}\equiv (publish1, r_{p_1}).TTP \]
\[ + (publish2, r_{p_2}).TTP \]
\[ + (sendB, r_b).TTP \]

\[ System \overset{\circ}\equiv TTP[K]\overset{\in}\subseteq \{publish1, publish2, sendB\} - AB_0[N] \]

\( AB_0 \) to \( AB_9 \) in the above PEPA model denote the different behaviours of the \( AB \) component, and its evolution along the sequence of prescribed actions in the protocol. The choice from \( AB_6 \) to \( AB_7 \) and \( AB_8 \) means step 5 and step 6 in the protocol can happen in any order. The work action is used to define that \( B \) can do something with the plaintext (M) that was sent by \( A \) after he has obtained it, before returning to the state \( AB_0 \) to make a new request again, which forms a working cycle to investigate the steady state. Here, we assume multiple TTP servers specified in the model are able to share a common memory.

In this TTP component representation, this naive model gives rise to a race between \( publish1, publish2 \) and \( sendB \) in PEPA, which does not capture the intended behaviour of actual system. To avoid this unwanted race, a reasonable solution is adjusting the three rates associated with it, that should depend on the proportion each job that request service of \( publish1, publish2 \) and \( sendB \) respectively. In other words, the rates are dependent on the current state of system using so-called functional rates. The procedure of specifying functional rates is illustrated in next subsection.

### Functional Rates Specification

In this subsection we describe a CDML (Chemical Model Definition Language) model generated from above PEPA model by the PEPA eclipse plug-in. This specification contains rate functions and is able to be analyzed by the fluid flow approach (based on ODEs) or stochastic simulation, supported by the tool. The following CMDL model is generated by eclipse plug-in and modified with functional rates.

```
// Rates
rb = 1.0; AB0 = N;  
rga1 = 1.0; AB1 = 0;  
rga2 = 1.0; AB2 = 0;  
grb = 1.0; AB3 = 0;  
rp1 = 1.0; AB4 = 0;  
rp2 = 1.0; AB5 = 0;  
rt1 = 1.0; AB6 = 0;  
rt2 = 1.0; AB7 = 0;  
vw = 0.01; AB8 = 0;  
AB9 = 0;  
TTP = K;
```

```
// Reactions
getByA1, AB2 \rightarrow AB3, rga1;  
getByA2, AB6 \rightarrow AB7, rga2;  
getByA2, AB8 \rightarrow AB9, rga2;  
getByB1, AB6 \rightarrow AB8, rgb;  
getByB2, AB7 \rightarrow AB9, rgb;  
publish1, TTP + AB1 \rightarrow TTP + AB2, rx1;  
publish2, TTP + AB5 \rightarrow TTP + AB6, rx2;  
request, AB0 \rightarrow AB1, rt1;  
sendB, TTP + AB3 \rightarrow TTP + AB4, rx3;  
sendTTP, AB4 \rightarrow AB5, rt2;  
work, AB9 \rightarrow AB0, vw;
```

Where,

\[ r_{x1} = |rp1 \ast AB1 \ast ((AB1 + AB3 + AB5)^{-1}) \ast\]
\[ \min(TTP, AB1 + AB3 + AB5)] \]
\[ r_{x2} = |rp2 \ast AB5 \ast ((AB1 + AB3 + AB5)^{-1}) \ast\]
This CMDL format of the model is composed of Rates, Population sizes and Reactions parts. The Rates section is exactly the same as that specified in the PEPA model. The Population sizes contains the initial population of all derivatives and components. In our scenario, there are \( N \) client pairs, which haven’t started any behaviours at the initial stage, represented by \( AB_0 = N \), other derivatives have no population. \( K \) is the population of TTP all the time as no derivatives associated with it. The most important and main section of CMDL definition is Reactions, in which system behaviours defined as all actions name, individual state transitions and their rates.

In the CMDL model, we specify the functional rates for each cooperation under action publish1, publish2 and sendB by \( r_{x1}, r_{x2} \) and \( r_{x3} \), respectively, instead of \( r_{p1}, r_{p2} \) and \( r_b \). Each of these functions describes the actual service rate if there is one job in the system\( (r_{p1}, r_{p2} \) or \( r_b) \), or as a proportion of the number of waiting jobs of each type \( (AB_i + ((AB_1 + AB_3 + AB_5)^{-1}), i = 1, 3, 5) \) and the times of service \( (\min(TTP, AB_1 + AB_3 + AB_5)) \), which allocates each service with respect to its job type to eliminates the potential race. Although the PEPA model with function rates cannot be recognised by PEPA eclipse plug-in, it is still necessary to write it down as a formal specification of the protocol:

\[
\begin{align*}
AB_0 & \overset{\text{def}}{=} (\text{request}, r_{x1}) \cdot AB_1 \\
AB_1 & \overset{\text{def}}{=} (\text{publish1}, r_{x1}) \cdot AB_2 \\
AB_2 & \overset{\text{def}}{=} (\text{getByA1}, r_{y_{p1}}) \cdot AB_3 \\
AB_3 & \overset{\text{def}}{=} (\text{sendB}, r_{x3}) \cdot AB_4 \\
AB_4 & \overset{\text{def}}{=} (\text{sendTTP}, r_{x2}) \cdot AB_5 \\
AB_5 & \overset{\text{def}}{=} (\text{publish2}, r_{x2}) \cdot AB_6 \\
AB_6 & \overset{\text{def}}{=} (\text{getByB}, r_{y_{gb}}) \cdot AB_7 \\
& \quad + (\text{getByA2}, r_{y_{g2}}) \cdot AB_8 \\
AB_7 & \overset{\text{def}}{=} (\text{getByA2}, r_{y_{g2}}) \cdot AB_9 \\
AB_8 & \overset{\text{def}}{=} (\text{getByB}, r_{y_{gb}}) \cdot AB_9 \\
AB_9 & \overset{\text{def}}{=} (\text{work}, r_{w}) \cdot AB_0 \\
TTP & \overset{\text{def}}{=} (\text{publish1}, r_{x1}) \cdot TTP \\
& \quad + (\text{publish2}, r_{x2}) \cdot TTP \\
& \quad + (\text{sendB}, r_{x3}) \cdot TTP \\
\text{System} & \overset{\text{def}}{=} \sum\limits_0^N \text{TTP}[K] \, \text{publish1,publish2,sendB} \cdot AB_0 \, [N]
\end{align*}
\]

Where,
\[
\begin{align*}
\begin{array}{ll}
r_{x1} = r_{p1} & \cdot \frac{AB_1(t)}{AB_1(t) + AB_2(t) + AB_3(t) + AB_5(t) + TTP(t)} \cdot \min(AB_1(t) + AB_3(t) + AB_5(t), TTP(t)) \\
r_{x2} = r_{p2} & \cdot \frac{AB_6(t)}{AB_1(t) + AB_2(t) + AB_3(t) + AB_5(t) + TTP(t)} \cdot \min(AB_1(t) + AB_3(t) + AB_5(t), TTP(t)) \\
r_{x3} = r_b & \cdot \frac{AB_5(t)}{AB_1(t) + AB_2(t) + AB_3(t) + AB_5(t) + TTP(t)} \cdot \min(AB_1(t) + AB_3(t) + AB_5(t), TTP(t))
\end{array}
\]

**NUMERICAL RESULTS**

In our previous work [7], an assumption of the same action name and the same rates has been made for publish1, publish2 and sendB. With functional rates a more general scenario can be investigated to observe any differences between these three types of TTP service.

Figure 2 shows the average queue length varied with number of customer involved in this non-repudiation system solved by ODE solution supported by the tool. The ODE solution is an approximation which is very accurate in the extremes \((N = 1 \text{ or } 10)\) but much less accurate at the point at which the angle of the plot changes (here around \( N = 14 \) or \( N = 16 \)). The point of maximum error can be precisely predicted, following our previous research [6]. If an accurate solution is required at these points then stochastic simulation could be employed within the PEPA eclipse plug-in.

Obviously the queue length increases as more client pairs join the system for both cases. In the case of \( r_{p1} = 0.5 \) and \( r_{p2} = 0.2 \), number of waiting jobs is always larger than the other case, as the average service rate is lower. In addition, the queue length of this set of parameters increases faster, this because the slower server is proportionally more heavily loaded as demand increases.

![Figure 2: Average queue length varied with population size calculated by the ODE, \( r_{p1} = r_{g1} = r_{gb} = 1, r_{w} = 0.01, K = 1 \)](image)

Following the random observer principle of queueing theory (see [13] for example), the average response time can be calculated. If the random observer sees a free server, then the average response time will be the average service time, i.e. there is no queuing. However, if the random observer sees all the servers busy, then the average response time will
be the average service time plus the time it takes for one server to become available (including scheduling the other jobs waiting ahead of the random observer).

\[
W(N) = \frac{1}{r_p}, \quad L(N-1) + 1 \leq K
\]

\[
W(N) = \frac{1}{r_p} + \frac{L(N-1) + 1 - K}{K r_p}
\]

\[
= \frac{L(N-1) + 1}{K r_p}, \quad L(N-1) + 1 > K
\]

The above equations have been adopted to calculate average response time varied with system capacity by individual service behaviours in Figure 3. Here \( W(1) \), \( W(3) \) and \( W(5) \) denotes the response times for the three responding actions by the TTP in the protocol, with the rates \( r_{p1}, r_b \) and \( r_{y2} \) respectively. These are equivalent to the derivatives \( AB_1, AB_3 \) and \( AB_5 \) in the PEPA model. Clearly, the average response time for the first job type is slightly larger than third one \( (AB_3) \) and smaller than for the second job type \( (AB_3) \), because of the ratio between response time and responding rate. However, the average response time of all three job types grows at the same rate. The reason is obviously that the time for processing all the requests already within the queue is the same, only the time to process the arriving request differs. Thus, the difference between the response times of these three response actions is a constant.

![Figure 3: Average response time varied with population size calculated by the ODE, \( r_b = r_{t1} = r_{g1} = r_b = r_{t2} = r_{gb} = r_{g2} = 1, r_{p1} = 0.5, r_{p2} = 0.8, r_w = 0.01 \)](image3)

It is also interesting to note that the differences that occur as we alter the rate of the second and third response action. This difference between the two sets of curves is quite significant, far more so than we might naively expect. The initial stage \( (N = 1 \sim 6) \) of the average response time of the first type of jobs \( (W(1)) \) becomes larger as response rate decreases. Nevertheless, all three job types respond quicker than the first set as \( N \) increases, because the average service time \( (1/rp1 + 1/rb + 1/rp2) \) is decreased, and the proportion of this type of request waiting at the TTP is smaller.

Multiple servers can be analyzed, as illustrated in Figure 4. Here, \( L(1), L(3) \) and \( L(5) \) denote the queuing lengths for the three responding actions by the TTP in the protocol, corresponding to \( AB_1, AB_3 \) and \( AB_5 \) in the PEPA model. In each set of curves, a larger service rate results in a smaller number of waiting customers. Generally, there are fewer jobs waiting if more servers are being provided (obviously). Nevertheless, the number of the first type of waiting jobs \( (L1) \) with four TTP servers catches number of second type jobs with two TTP servers when \( N = 145 \), as they are the slowest and fastest one in each set respectively.

![Figure 4: Average queue length varied with population size with different numbers of servers calculated by the ODE, \( r_b = r_{t1} = r_{g1} = r_b = r_{t2} = r_{gb} = r_{g2} = 1, r_{p1} = 0.5, r_{p2} = 0.8, r_w = 0.01 \)](image4)

**CONCLUSION AND FUTURE WORK**

In this paper, we have showed how functional rates can deal with the unintended behaviours in the system, and introduced a novel approach to specify and analysis a PEPA model of a non-repudiation protocol with functional rates using PEPA eclipse plug-in. Although this tool cannot directly solve PEPA model with functional rates, a CMDL format model can be generated which can use functional rates and is supported by the tool with time series analysis. The PEPA eclipse plug-in includes ODE analysis and stochastic simulation, which are very scalable approaches, and applicable for a large class of models. Some numerical results have been presented which benefit from the functional rates specification.

There is still a limitation, in that the average response time calculation with different service rates at the TTP with multiple servers cannot be calculated exactly. In this case, in order to obtain the response time, the time it takes for one TTP server to become available should be calculated first. However, in FCFS queueing this requires us to know the queued order of the requests, which is clearly infeasible. We can only obtain the response time for three responding rates when there is a single TTP server. Thus, the waiting time for an arriving request is the time for a single TTP server to respond to all the requests in the queue, which does not require any knowledge about the order in which requests are
queued. This remains issues of further investigation.

The work presented here forms part of an ongoing investigation into techniques for modelling and performance analysis of security protocols. The motivation for this work is the need to be able to investigate the trade-off that often exists between providing a secure environment and one that meets its temporal requirements. In the continuation of this investigation we will consider further protocols with more complex behaviour, e.g. multiple authentication parties and broadcast mechanisms.
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ABSTRACT
Despite the increasing use of virtual world technologies for serious applications, there is a lack of tools for the building and visualization of immersive simulations. The present paper describes the aims of the Co-Space project, and outlines a framework and set of tools that facilitate such development.

INTRODUCTION
The increasing popularity of virtual worlds, coupled with the availability of cheap computer systems capable of supporting complex, distributed 3D applications, has encouraged research into more serious uses of virtual world technologies. Recent projects include the study of consumer behavior in a virtual world (Wetsch et al. 2008), the use of mixed reality teaching and learning (Callaghan et al. 2008), and a Canadian border simulation for the training of customs officers (Hudson et al. 2009).

One of the most promising uses of virtual worlds is the collaborative monitoring and interaction with the real world. On the monitoring side, the use of sensors and dynamic web feeds allow data to be input and accessed in a way that groups of people can easily visualize, manipulate, and analyze. For students especially, the immersive nature of virtual world based simulations is a powerful example of how "new technologies give rise to many more opportunities for simulation-based learning, in which a person is placed in a scenario or situation and is directly responsible for the changes that occur as a result of his or her decisions" (Chodos et al. 2009). For example, rather than simply clicking a 2D button to start a factory floor simulation, the user would walk up to a button located correctly with regard to a physical factory floor, and press the button; indeed, this would feel more like performing a real task than running a simulation. Fujimoto makes a comparison between virtual environments and analytic simulations (Fujimoto 2000). He comments that virtual environments are well suited to the testing of physical components in situations where live testing would be impractical or dangerous, such as a missile defense system. The embedding of such devices allows direct human participation in the simulation.

While it is possible to implement simulation specific functionality in popular virtual world platforms such as Second Life (Lang and Kobilnyk 2009) this is often constrained by architectural and business limitations imposed by the system; for example, Second Life has a restrictive API (van Nederveen 2007).

Project Wonderland, part of the Collaborative Environments project at Sun Microsystems, is an open source toolkit for building virtual worlds (Yankelovich and Kaplan 2008). Written entirely in Java, Wonderland builds on other open-source projects, including Project Darkstar for scalable distributed gaming services, jMonkeyEngine for professional-level 3D rendering, jVoiceBridge for voice communication and in-world audio, and also includes the sharing of X11 applications between clients. A key design factor is openness and extensibility, whereby developers can extend Wonderland’s functionality easily without having to modify the core source code. Extensions include the creation of new worlds, the addition of new art workflows (including in-world building), and the development of new features and behaviors for Wonderland objects and avatars. The open-source nature of Wonderland allows developers to make use of other open-source projects to extend the capabilities of the server.

This paper describes the Co-Space project, sponsored by the Media Development Authority of Singapore. One of the key objectives of Co-Space is to explore the potential for Wonderland to interface with physical devices, thus enabling a seamless integration between the real and virtual worlds. The Co-Space project intends to develop sensor input and simulation frameworks that facilitate the implementation of such ideas. Though the project is only in its initial stages, the following sections describe the aims of the Co-Space project, and the work done so far.

THE CO-SPACE PROJECT

The Co-Space Project is supported by the multi-agency Interactive Digital Media R&D Programme Office (IDMPO) hosted by the Media Development Authority of Singapore. IDMPO was established in 2006 under the mandate of the National Research Foundation to deepen Singapore’s research capabilities in interactive digital media (IDM), fuel innovation and shape the future of media.
Co-Space consists of two sub-projects, one focused on interfacing Wonderland with physical sensors and real-world data feeds (Sensor Project), the other examining how this data can be visualized and used in-world (Simulation & Visualization Project). More formally, the Sensor Project is developing a Wonderland Framework for Sensor, Telemetry & Web Integration, enabling Wonderland to allow a consistent integration of sensors and real-world telemetry data. Sensors may be next generation gadgets such as Sun SPOTs (Small Programmable Object Technology devices) or mobile phones with motion sensor or Bluetooth™, while telemetry data may be from medical monitoring devices such as heart monitors. In addition, there is a tremendous amount of 2D and 3D data available via web services. We plan to enable both sensor and web service data to be integrated into Wonderland worlds. Our goal is to make it easy for people to create virtual worlds that are highly dynamic and constantly up-to-date. We have implemented two scenarios as initial proofs of concept: the input, processing and visualization of Yahoo! Weather RSS data; and the interfacing of Wonderland with Sun SPOT data. Before discussing implementation details, we outline the features of Wonderland that make it so suitable for such work.

The Wonderland Architecture

One of the most powerful innovations of Wonderland’s design is its modular architecture, in which functionality is extended by the creation of modules that are uploaded to the Wonderland server via a simple web-based interface. Modules are simply wrappers for uploading and deploying art content, code and other services to the server. Once installed, the Wonderland server uses the module structure to unpack the various parts and distributes them accordingly. Modules are central to Wonderland, and much of the core software is packaged into modules. Writing new modules is straightforward, enabling developers to focus on core functionality rather than on how to interface with the Wonderland server. Wonderland includes pre-installed modules for avatar control and rendering, a Collada 3D file loader, a portal for transporting within and between worlds, and a module for sharing state information between clients. The Wonderland server architecture is illustrated in Figure 1.

Visible objects are represented by cells, which can be thought of as 3D volumes, equivalent to nodes in a 3D scene graph. Cells may contain one or more components, each of which implements a particular functionality, or feature, of a cell. Components are not specific to cells, and different types of cells may contain the same types of components, where appropriate.

Simulation and Visualization Project

The Simulation and Visualization Project is focused on developing a Framework and Tool for Building Simulations within Wonderland Worlds. As mentioned above, an initial proof of concept is the input, processing and visualization of Yahoo! Weather RSS data. Initial setup is via a Simulation Admin Client, which is responsible for:

- configuring the visualization;
- configuring data access (e.g. URL, data selection, polling time);
- instantiating the Simulation Module;
- communicating with the Simulation Module.

The actual visualization is implemented as a Simulation Module, instantiated by the Simulation Admin Client on startup. One of the components of this Simulation Module is a renderer, responsible for instantiating and configuring a particular visualization. The Simulation Module is responsible for:

- receiving the simulation data from the Simulation Admin Client;
- creating the appropriate simulation and visualization objects;
- maintaining the state of these objects.

One advantage of this approach is that regular Wonderland clients do not need to install any additional modules, which is usually done via the client GUI. A disadvantage is that interaction with the simulation is not possible, though future work will explore the possibility of allowing real-time client modification of simulation parameters. The high-level architecture of the Simulation Admin Client and Simulation Module is illustrated in Figure 2.
The Simulation Admin Client is used to specify a particular URL for the weather data, and to configure which data values the visualization should use, depending on requirements (e.g. wind direction and temperature, but not pressure). The Simulation Admin Client instantiates the Simulation Module components on the server, which then downloads and configures the client side components for each client. Each client then accesses and creates a visualization for the specified data from the given URL, the actual visualization in this case implemented using a jMonkeyEngine particle system. The Yahoo weather feed includes a “condition code”, which specifies a particular type of weather, e.g. 9 represents drizzle, 16 represents snow. Casti discusses how the collection of such data represents the first step in building a numerical weather-forecasting model (Casti, I. 1997). Particle system parameters for each type of weather code are stored in simple configuration files within the Simulation Module, which can be edited to create customized particle effects. In addition, the modular nature of Wonderland allows more than one type of cell renderer to be packaged on the client, and so different types of visualizations, such as weather charts, can be used.

Sensor Project

The Sensor Project is focused on developing a framework for interfacing with sensors and other real-world data streams. This framework will be used to interface with virtual worlds such as Wonderland for collaborative monitoring and interacting with the real-world. On the monitoring side, it allows the use of sensors to capture data for presentation in the virtual world. Conversely, virtual worlds can interact with the real world by sending control messages to actuators. The framework is designed to allow new sensors to be easily added. Three types of sensor devices will be integrated initially: Sun SPO Ts, with sensors for temperature, light and motion; virtual sensors which extract measurement data from the web; and mobile sensor devices such as mobile phones or PDAs. The high-level architecture of the Sensor Framework is shown in Figure 3.

The Sensor Framework consists of three main systems – a Sensor Messaging System, a Sensor Registry and a Messaging Server.

Messaging Server

The Messaging Server is mainly responsible for routing the messages to their intended target. Currently, the messaging protocol used by the framework is the widely adopted Extensible Messaging and Presence Protocol (XMPP). Building on top of the XMPP protocol, we are planning to define our own set of protocols to support controlling of actuators, publish/subscribe and polling of sensor data. As a proof of concept, the OpenFire server is being used, which is open source under the GPL license.

Sensor Messaging System

The Sensor Messaging System (SMS) is the main workhorse of the framework. This system is responsible for collecting and dispatching measurements from the sensors. The SMS provides a sensor abstraction interface which allows easy integration of new sensors by developing new drivers which extend these interfaces for each sensor. As it is possible for a SMS to host more than one sensor, it maintains a separate processing thread for each driver. These drivers communicate with the sensors, collecting and processing the measurements which are then passed to the Connection Manager for dispatching to the Messaging Server.

Figures 4: UML class diagram of the domain model for the Sensor Registry

Sensor

Each Sensor has a unique ID, with a name and description for easy identification. Each Sensor also stores the IP location of the hosting Sensor Management System, the Sensor’s online availability status, and a time-stamp indicating when this information was last updated. An example Sensor is a temperature sensor on a SUN SPOT device.

SensorType

The SensorType broadly categorizes Sensors. A Sensor may belong to more than one SensorType. A unit of measurement field allows differentiation between sensors of the same type but which use different units of operation. An example SensorType is “temperature”. Note that there may be two temperature SensorTypes, one measuring in degrees Fahrenheit, the other in Celsius.
Attribute
An Attribute gives extra information about a Sensor. Example Attributes are “Keyword” and “Location”. A Sensor may have more than one Attribute.

AttributeValue
A Sensor might have more than one value for any of its Attributes, e.g. a Sensor might have many values for its Keyword attribute.

The Sensor Registry exposes a RESTful web service to users. The RESTful web service can be accessed by a wide variety of clients, encouraging greater use of the Sensor Registry services and the Sensors it exposes. In addition to the Jersey implementation of JAX-RS (Java API for RESTful Web Services) used to implement the RESTful web services, JPA (Java Persistence API) and JAXB (Java Architecture for XML Binding) APIs were used to implement data persistence and XML data formatting.

Scripting
An additional goal of the Co-Space project is the implementation of scripting capabilities in Wonderland. Written in Java, Wonderland is able to make use of the JSR 223 standard scripting interface and API (Bosanac, D 2007). A language such as Groovy can be used to develop a domain specific language (DSL) to facilitate simulation development and control (Koenig, D 2007). A prototype, in which the user’s avatar is controlled by a simple Groovy-based DSL, has been developed. Figure 5 shows a menu item for loading and running a Groovy script file.

The avatar can also be controlled by a script typed into a script console (Figure 5). Examples of the avatar control DSL can be seen in Figure 6, where “Me” is a variable representing the avatar. Simple commands, such as forward(), backward(), turnLeft(), turnRight() are used, with or without parameters, to specify the avatar’s movement.

CONCLUSION
In a short space of time, the World Wide Web has become an integral part of our lives, allowing us to create new forms of interaction between distributed communities in fundamental areas such as commerce, education, social networking and entertainment. Yet what the Web lacks, and what virtual environments give, is the sense of immersion, the feeling that we exist inside and interact directly with the virtual space we inhabit. As virtual world technologies evolve, this sense of immersion will increase, and the ability to move seamlessly between the real and virtual worlds will become commonplace. The aim of the Co-Space project is to develop tools that enable the easy integration of real-world data into the virtual environment. The development of such frameworks and tools to integrate physical devices and in-world simulations, is a (real) step in this direction. Rather than being simply an example of real-world data integration, the project’s simulation and visualization toolkit will facilitate the easy creation of mixed reality environments across a wide range of domains.
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ABSTRACT

Automated Guided Vehicles (AGVs) play a central role in automated container terminals. To achieve a high productivity of the terminal it is necessary to develop efficient routing methods. This paper studies dynamic routing methods for AGV systems. Dynamic AGV routing offers great advantages over the traditional static routing methods. It can add flexibility, reduce congestion and eliminates deadlock. In this research, a shortest path planning using time windows (SPPTW) concept is used to find the possible alternative routes for each AGV. The optimal route is selected based on the shortest travel time.

Two alternatives are compared in this paper. In the first method presented, the entire route between origin and destination is determined before the AGV starts driving. On large, complex terminals, thus with a large number of nodes, this approach can lead to unacceptable long calculations. To reduce the computation time of the algorithm, a second method is proposed which adds a decision point in the middle of the entire route. The purpose of this decision point is to present a more dynamic situation, where AGVs are allowed to stop during route execution. The decision point can be configured as a parking location on the terminal, not blocking the other traffic, or as a recharging point in real terminal operation.

INTRODUCTION

The use of Automated Guided Vehicles (AGVs) is one of the most important automation methods in container terminals; it adds flexibility to the operation system and provides easy access to the other facilities. In container terminals, an AGV travels between quay and yard side to support Quay Crane (QC) and Stack Crane (SC) operations as shown in Figure 1.

Figure 1 shows a terminal operation system which consist of three sub systems: QC operation, AGV operation and SC operation. The AGV system has the center position in this logistic chain; it connects the QC and SC systems. The productivity of the container terminal thus highly depends on the capacity and reliability of the AGV transport system. The operational control of the AGV system has to cope with the transport requirement of QC and SC. AGV operation includes: vehicles dispatching, routing, traffic management and idle AGV positioning. From these, routing is the most important operation factor that directly influences the efficiency of AGV systems. Without an efficient routing strategy, AGV operation will face difficult operational problems. Thus, this paper focuses on the AGV routing problem in container terminals. It is assumed that a fixed guide path layout, which can be described as a graph with nodes and arcs, is used.

![Figure 1: Container Terminal Operation System](image)

Routing means: find a route which the AGV can travel from origin to the destination. Routing methods can be divided in two types: static or dynamic. With static routing the route from start location to final destination is determined in advance, during terminal design. The AGV travels through the fixed route. Static routing is easy to control but it is not able to adapt to changes in traffic conditions. In the case of dynamic routing, the routing is determined base on real-time information and it has various possible routes between the same start node and destination node. In this case, the scheduling algorithm has to avoid deadlock and conflict among the AGVs. This study addresses dynamic routing of AGVs, assuming a time window concept which is used for checking the possibilities for the next movements.

The routing problem has been studied by several researchers. Kim and Tanchoco (1991) used the concept of time window...
graph, which is a directed graph of the free time windows for finding the shortest time route on bi-directional guide path networks. Rajotia et al. (1998) proposed a semi-dynamic time window routing strategy, the principle is quite similar to the path planning method of Kim and Tanhoco (1991). The traffic flow direction is placed on bi-directional arcs, which can only be traveled in one direction at a time. Oboth et al. (1998) suggested a sequential path generation heuristic (SPG) to solve the routing problem. Duinkerken et al. (2006) studied the potential performance of different routing strategies using a simulation model. Möhring et al. (2008) suggested a dynamic routing algorithm using time window concept.

In this paper, the dynamic routing algorithm is based on Möhring’s research; it suggests a method to improve the computation time. The remaining section of the paper is organized as follows. In section 2, the suggested dynamic routing method on a mesh type layout for AGVs is presented. Section 3 describes the simulation model used in the experiments and results. Concluding remarks are drawn in section 4.

**DYNAMIC ROUTING METHOD WITH TIME WINDOW FOR AGVS**

This section introduces how to plan the routes for vehicles dynamically. The objective of the dynamic routing is to maximize the productivity of the system by minimizing the travel times of the AGVs.

**Fixed guide path layout**

Before we move to the dynamic routing issues, we shortly comment on the guide path assumptions of this study. The vehicles travel along fixed guide paths to perform the transport task. The guide path layout can be represented as network consisting of nodes and arcs. Figure 2 shows the guide paths of this study which called a mesh layout (Duinkerken, 2006). The mesh layout can be divided into 3 areas: berthing, parking and stacking. The nodes in the berthing area are used for QC operation, stacking area nodes are the locations for SC operation and parking area nodes are the decision nodes for the routing method. A mesh-type layout is used in practice in the Hamburg container terminal; an AGV can use shortcuts to travel on the shortest possible route from its origin to the final destination. The shortest possible route is calculated as the sum of absolute difference in x- and y-locations.

In the mesh layout, a node defines the start and endpoints of arcs. Every arc has a set of reserved time intervals. Reserved time intervals have to be mutually disjoint, because overlapping reserve times means that the corresponding AGVs can collide on that arc.

---

**Figure 2: Example of an Mesh Layout**

**Dynamic routing procedure**

The methodology of this paper is based on Möhring algorithm to find the shortest time path. Möhrings et al. (2008) defined an algorithm that determines a new route for an AGV while taking into account the free time intervals on the arcs that defines the route. Because each new route has to respect the reserved time windows (from previous routes) on the arcs, traffic problems like deadlock cannot occur. The goal of Möhrings algorithm is to compute the shortest path with respect to cost (cost = transit time + possible waiting time) that respects the given time windows. The main advantage of this algorithm is that the time dependent behavior of the AGVs is fully modeled, such that both conflicts and deadlock situations can be prevented already at the time of route computation. The computation time for this algorithm is related to the number of arcs in the layout and can be long in the case of a terminal with realistic dimensions.

The routing method in this paper is a adapted version of Möhrings algorithm. First, instead of allowing the vehicle to wait on every arc (as long as it does not conflict with the reserved time windows), in our interpretation it is assumed that each route can be travelled without stops. If waiting during a route occurs it will be only at the starting node of a route. If the routing algorithm can not find a non-stop route, a small time-step $t_i$ is added to the possible leaving time at the startnode and a new route is calculated; this process is repeated until an acceptable route is determined.

The second modification is the addition of a decision point in a route. Generally, the starting node and the destination node of an AGV route are determined by the location of each QC and SC position. When an AGV completes its current task, it will receive a new task, which includes starting and destination position. However, for larger terminal sizes and thus a large number of arcs, the algorithm computation time can become unacceptable high. Therefore, we added decision nodes in the middle area of the mesh.
layout to reduce the complexity of computation for each route. Instead of calculating a single route, two routes are calculated, from start to decision node and from decision node to destination. The sum of the computation times for the two shorter routes is less than the computation time for the complete route. Beside that, the extra possibility of waiting at the decision point might give an advantage which is discussed later.

SIMULATION STUDY

Simulation scenario

The goal of the simulation study is testing the performance of the routing methods for AGVs. A simulation program was developed using Delphi 7 and the TOMAS simulation package (Veeke and Ottjes, 2002) which allows for object oriented discrete event simulation. The container terminal was modeled with one berth of the length of 300m, 6 QC's and 13 YCs. The fixed guide path layout of the simulation model is similar to the mesh layout in Figure 2.

We assume that nodes in the parking area are decision nodes and all vehicles can pass only one decision node. At the decision node, AGVs can wait and determine the route for the remaining part to the final destination. The decision point for each route is selected as the parking node closest to the straight line connection between origin and destination. Another assumption of this study is that no time is taken for the QC and SC operation which means that we focus on the driving and waiting times of the AGVs. For each AGV, a destination and start point are drawn from a uniform distribution. AGVs travel with constant speed. The AGV router performs the task of implementing the suggested algorithm on the layout: as soon as an AGV with a new job announces itself, the AGV router determines the shortest time path with respect to costs taking into account blockades by other AGVs, blocks the route and announces the route to the AGV. When an AGV reach a QC or SC, it draws a new destination crane. While the AGV travels the route, performance indicators are measured.

Simulation results and discussion

In this section, we present the result of the simulation experiments. The simulation program runs on a computer with a 2 GHz Pentium IV processor, 1 GB RAM and Windows XP. Because the difference between longest and shortest route is large, the effects of the initial positioning of the AGVs disappear fast, therefore a warm-up period is not needed. To allow each connection to be travelled multiple times, the chosen simulation runtime was 3600 seconds, resulting in about 12 jobs per possible connection on the average. The iteration time \( t_i \) was set at 10 seconds; a too short value would result in too many iterations, thus a longer computation time, while a too long iteration time would result in loss of transport capacity.

The simulation experiment was repeated 10 times for each scenario, using different random seed values. The number of AGVs went from 10 to 50 with increments of 10. The simulation model implemented the two routing methods, to compare their performance:

- 1 step: a route plan from start to destination is determined before the AGV starts driving.
- 2 step: a route divided into 2 parts: from start to decision node and from decision node to final destination.

Figure 4 shows the average job performance of AGVs. The performance of the 1 step method is higher than the
performance of the 2 step method. A simple t-test proved that the difference in performance is significant.

![Figure 4: Average Job Performance](image)

**Figure 4: Average Job Performance**

However, the average computation time of the 2 step method is lower than in the 1 step algorithm, as shown in Figure 5 and also proven to be significant. It shows that the decision point addition is helping to reduce the algorithm computation time which also impact to real operation of AGVs. This is especially the case for lower number of AGVs. Figure 5 suggests that with 50 AGVs the advantage of the 2 step method disappears.

![Figure 5: Average Computation Time per Route](image)

**Figure 5: Average Computation Time per Route**

Another performance indicator is the average waiting time per job. There are two types of waiting times collected during the simulations: the waiting time at the starting points and the waiting time at the decision nodes. Figure 6 shows the average total waiting time which is the sum of the two types of waiting, for different number of AGVs. For each number of AGVs, the left bar shows the waiting time for the 1 step method and the right bar shows the sum of waiting at starting node and decision node for the 2 step method. It was found that addition of the decision node does not largely influence the total waiting time of the AGV.

![Figure 6: Average Waiting Time](image)

**Figure 6: Average Waiting Time**

From these results, although the job performance of the 2 step method is lower than the 1 step method, it can be concluded that the 2 step method is the more practical routing strategy considering the computation time of algorithm and the average waiting time.

**CONCLUSION**

This paper studies dynamic routing algorithms for AGVs in container terminals. AGV routing is one of the most important strategies to get a high productivity in container terminals. The goal of this study is to find the shortest traveling time route for each delivery demand. We implemented an algorithm based on shortest path planning using time-windows. To cover the weak point in this algorithm, we added decision nodes in the parking area. The purpose of this decision nodes addition is to allow stopping during traveling and to reduce the computation time. Through a simulation study, the performance of the algorithm with decision points was compared to the original algorithm. It was shown that the decision node has potential to improve dynamic routing. However, much more candidate nodes are needed for selecting a decision node.

In this study, we predetermined the decision node for each route, which might not be optimal. This could be the reason why AGVs at the decision node take a long waiting time. For further study, we suggest two types of alternatives to select a better decision node:

1. Grouping the potential decision nodes considering the location of QC and YC and selecting the decision node which returns the best result.
2. Considering the active jobs for each origin and destination, selecting the decision node with the lowest workload.

The suggested algorithms must be tested in a simulation environment which is much more similar to the real ship operations before the algorithm can be applied to practice.
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ABSTRACT
In this paper we describe the use of a commercial discrete event simulation package (Siemens 2008) combined with a custom program, written in the programming language Python (Martelli 2006). Combining these two makes it possible to automatically generate a model for assembly line logistics simulation. The different stations of the assembly line, their connections and the storage near the assembly line were generated within seconds. A huge amount of time was saved in comparison to manual generation.

INTRODUCTION
In the truck assembly industry, in-plant transportation should be handled in the most cost-efficient way. Taking into account the fact that forklifts fail when it comes to efficiency, the truck industry started investigating the use of automatic transportation systems such as overhead conveyors or Automated Guided Vehicles. Implementing an automatic system on factory scale requires extensive research. Cotton et al. (2008) executed a feasibility study to investigate the possible gains and necessary investments. They suggested to build a simulation model to discover possible pitfalls of the system and to be able to dimension more in detail the amount of drop-off stations, pick-up points and carriers.
In the digital factory concept, the product and process planning can be designed and improved on all levels, by using various simulation processes. A broad overview of applicable areas for simulation is given by Kühn (2006). In order to create a simulation model that is easily adaptable and flexible in use for the particular problem of simulating the in-plant logistics processes for truck assembly, two problems were encountered:

Modeling the assembly line A factory can contain a huge amount of workstations, which can change very often. Therefore, it was decided that the generation of the workstations in the model should be automatic and very flexible. In this way, different factories or subparts of one factory can be easily generated and simulated. A big increase in model flexibility can thus be obtained.

Modeling storage buffers at the border of line
The huge diversification of the customers needs results in a huge variety of parts. These parts need to be stored at the line, in order to be consumed when the corresponding chassis passes the workstation. The parts can be bulk fed or brought at line in kits (Limère and Van Landeghem 2009). In each situation, the amount and configuration of buffers will be different. An automatic generation of these buffers could drastically decrease the modeling time.

In the next paragraph, we present the solution method. Thereafter, preliminary results of a practical case study in the truck industry, using the proposed method, are given.

METHOD

Simulation environment

Two options exist for implementing simulations:

- develop a dedicated computer program that implements a specific simulation problem
- use a commercial simulation package to model the simulation problem at hand

In an effort to try and combine the advantages of both approaches, we propose to use a commercial simulation package\(^1\) to simulate the plant (Siemens 2008), while generating large parts of the model via a custom program. This program is written in the programming language Python (Martelli 2006); ASCII files are used to interface between the two distinct environments.

\(^1\)Tecnomatix Plant Simulation
Python is an interpreted, high-level programming language. Like all scripting languages, Python code resembles pseudo code. Python’s syntax is clear and readable. The way Python’s syntax is organized imposes some order to programmers. Experts and beginners can easily understand the code.

Model Components

A production plant as described in the introductory section can be divided into objects belonging to four categories:

- line supplier
- transportation system
- border of line (BOL) storage
- assembly line

Line supplier
A line supplier is an entity that delivers parts to the transportation system. These entities can be warehouses, pre-assemblies or supermarkets. A supermarket is a logistical area where kitting takes place.

Transportation system
The transportation system takes care of the transport of “parts” between buffers. The origin buffer is always the output buffer of a line supplier. The destination buffer is the border of line. Identical parts, i.e. parts with the same part number, are put in a container. The transportation system transports this container over transportation tracks.

Border of line storage
The border of line (BOL) is modeled as different buffers. The parts stored in these buffers are ordered\(^2\) (FIFO queues). On the transportation track inside the station an “offload” point is present where the container on transport can be moved to a buffer.

Assembly line
An assembly line is modeled as a series of connected stations. A station is where the assembly of the trucks takes place. A station receives a partially completed chassis from the preceding station. At the station parts are added on to this chassis. These parts are retrieved from BOL buffers locally to that station. After a fixed amount of time (the takt-time), the chassis is moved to the next station.

---

\(^2\)Parts are ordered in a container, and containers are ordered in the buffer.

---

Figure 1: Relation Buffers and Suppliers

Model generation

Two types of objects are automatically generated: stations and buffers. To automatically generate an assembly line not only the stations need to be created but also the connections.

Assembly line generation: creating stations
Added functionality can be programmed in Plant Simulation by using so-called “methods” Siemens (2008). Methods are like functions: they can have input, output, program logic and can perform various tasks. In Plant Simulation data objects exist such as tables and queues. A table object called \textit{FactoryLayout} is created. This table is a database describing all stations. For each station there is an entry with the following information:

- station name
- x and y coordinate of the station’s location center
- type of station, determined by number and place of BOLs
- preceding station
- a boolean value indicating whether transportation tracks have to be generated

A method was written which uses the \textit{FactoryLayout} table as input. For each entry in the \textit{FactoryLayout} table, a station at the given coordinates is created. If necessary, transportation tracks are also created.

Assembly line generation: creating connections
Two types of connections need to be created:

- Connections between output of one station to the input of the next station to model the flow of the chassis through the factory.
- Connections between the tracks of the transport system:
  - The tracks need to form a closed loop
Junctions to reach the drop-off points inside the stations need to exist.

Not all connection information can be stored in the FactoryLayout table. This table only stores the stations' predecessors. Examples of extra connections are: feeder lines, merging of two lines, connectivity of the last station to the exit of the factory. The remaining connections are put in another table called Connections. Another “method” uses this table to create the remaining connections.

**Buffer generation**

The buffers from the border of line as well as the assignment of these buffers to the different parts is dynamic. It varies between different simulation runs.

One of the goals of the eventual model is to explore different “kitting” combinations. Each combination has its impact on the buffers. A suitable model therefore needs to be dynamic in buffer allocation. To assign buffers to the stations we need to have the information about what trucks need which parts at which station. We need to process this information and calculate the buffer assignment. This buffer information is then fed into the model.

Information about the trucks is needed. A Python program transforms this into output which contains information about the buffer layout. A Plant Simulation “method” will use this buffer layout information to create the model. (See Figure 2)

During the simulation, parts will be consumed at the stations. As a consequence buffers need to be refilled. Some parts will come from a pre-assembly, others will be a kit from a supermarket and some can just be retrieved from a warehouse. Thus, information is needed on the in-plant origin of the different parts.

**Input:** The Python program requires the following input:

- **Parts Requirements List:** A file describing for each truck all the parts needed for assembly and the station where the assembly takes place
- A file describing the in-plant origin for each part

**Output:** The external\(^3\) program written in Python transforms this information into the layout of the buffers. It generates the following output:

- for each station: the number of buffers;
- for each buffer: a partnumber, supplier and the number of parts to be assembled for each truck.

**Algorithm:** The algorithm to calculate the buffer layout consists of two phases. In phase 1 the input is parsed into a tree. In phase 2 the tree is written out into individual files which will serve as input for Plant Simulation.

### Algorithm 1 The two phases

1. Create empty tree
2. For each line in Parts Requirements List do
   1. Parse station name
   2. Add truck, station, part to the tree
3. End for
4. For each station in the tree do
   1. Count parts
   2. Write number of parts to file
   3. For each part in the station do
      1. Create buffer output file
      2. For each truck do
         1. Write truck and number to the output file
      End for
   End for
4. End for

We use the following I/O files:

“Stationname” “L/R”.txt contains the number of buffers at this station. (Some stations have a left

---

\(^3\)External to Plant Simulation
and right side indicated by an extra character L or R).

“Stationname”-“L/R”“buffernumber”.txt is the table stating the quantity used for each different truck.

“Stationname”“buffernum”.supplier.txt is a file with the in-plant supplier’s address and the partnumber for that buffer.

Inside the station there is a “method”, configure, which configures the station. This method looks for the files “Stationname”-“L/R”.txt and creates the necessary number of buffers. For each buffer it reads the file “Stationname”-“L/R”“buffernumber”.txt. It also reads in the partnumber and supplier. This information is needed by the model during simulation.

CASE STUDY

We implemented these two techniques to create models for the supply chain logistics for a large European truck factory.

Assembly line layout

The FactoryLayout table consists of over 100 entries. Each entry represents a station of the assembly line. Three different Plant Simulation station objects are used. The connections table consists of 64 extra connections. Some tracks and warehouses are manually placed in the model. Generation of the model takes less than a minute on a standard desktop.

Buffer layout

Using the information of 1264 trucks assembled at the plant, the Python program created 7865 files in a few minutes. The Python program created a file for each station and two files for each buffer in the stations.

Future usage of the model

After creating and validating the model, simulations will be run in order to study lead times, queues, waiting times, possible problems and the influence of unexpected circumstances such as breakdowns, shortage of materials, etc.

CONCLUSIONS

We have successfully created an interface between a commercial simulation package (Plant Simulation) and a scripting language (Python).

Within Plant Simulation we are able to generate the factory layout in a very flexible and cost effective way. Using the scripting language Python we are able to dynamically create a model (buffer configuration) using a few input files. This would have not been possible using a conventional approach without resorting to an external programming language.
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ABSTRACT

The optimization of inventory management and the whole ordering process realization is a costly and time-consuming process. It consumes almost 60% of all warehouse activities. Various methods of products positioning and process chain shortcuts lead to essential improvements. In this paper some of those methods are described. In order to determine potential optimization several simulation tools are examined and evaluated. Upon the initially indicated requirements only two simulation tools remained. A ‘small’ size model with few objects was created for those two remaining tools in order to get a deeper conception. Afterwards the customer was provided with the assumption of the remaining tools’ general features comparison.

INTRODUCTION

Companies doing business follow their goals and principles in order to develop and achieve competitive advantage in the conducted field of business. For this reason those companies are dealing with innovative technologies, in order to get deeper in the logistics systems, which support the overall processes. Here are the points that companies are dealing and mostly interested to achieve:

- Development of advanced storage systems to strengthen position in the business area
- Definition and design new warehousing systems or distribution centers
- Grant a certain level of flexibility
- Increase the demand orientation, etc.

Mathematical description of a logistics system is aimed for analytical solution and its complexity as well as realism is quite limited. Computer models, on the other hand, can face the complex formulations of models and can prove the analytical studies. For this reason simulation can be used, which apart from supplying full description of the logistics systems, provides a specific procedure which formulates and tests the hypotheses. Thus, gained results can be realized, that are implemented in real world. By using a simulation tool, companies can be supported with the following logistics concerns:

- New Warehouse Design
- Definition of Standard Parameters for warehouse design based on business requirements
- Goods Flow Simulation and Optimization in actual and futures warehouses
- Existing Warehouse Layout Optimizations
- Documentation
- Supporting further Business Development

The main concept is to study those logistics concerns, describe them and obtain optimal solutions. It is preferable to start all the operations with an already existing logistics system, so that the results can be compared with reality, already working, system. Therefore the starting point is to develop and optimize operations based on the status quo. That is why, at the beginning of the optimization the following main aspects are going to be considered

1. inventory management, which is about loads positioning and
2. processes, which realize the flow in the system.

INVENTORY POSITIONING AND MANAGEMENT

A static layout of a warehousing system is defined and examined. Several aspects on how to place the loads in storage can be studied, taking into consideration the fact of different policies related to placement. The research pays special attention to a customer order process with the purpose of improving warehouse operational efficiency. Optimization can be achieved by implementing several changes on the load positioning in a warehousing system, such as:

- Loads placement using Pareto principle, also known as the 80-20 rule, which is one of the common positioning variants. The positioning can vary depending on whether entrance and exit docks are located at the same place or not. In the picture below there are shown some strategies of loads positioning. In warehousing systems loads are usually categorized in groups, where categorization factor is loads popularity, upon order frequency. Therefore a warehouse can be divided into
positioning zones A, B or C (Figure 1), which represent the number of vehicle visits. So, positions in zone A have highest visits, and positions in B zone are visited more often than in zone C. (Merkuryev et al. 2009)

- Positioning the same kind of loads in various places, that is locations in different aisles, in a warehousing system. In this case vehicles will have a chance to choose a more appropriate path, which is usually considered as the shortest one, in a system to travel. In that case while realizing an order vehicles do not need to travel through the whole warehouse to get the needed loads.

- While in most cases there are several loads that are supposed to be picked in one run of a vehicle it is good to store some specified loads near each other, where specified is in the understanding of logically interconnection. This logical interconnection specification can be assumed from lifelike conceptions, which is usually the fact, that there are goods that are usually being ordered together by a customer, like chairs and tables, pens and pencils, etc. These specifications can be also assumed through simulations.

The target of the case study is to define combinations of various strategies, by which the minimization of travel distance can be achieved, thus accelerating the process within the warehouse, particularly order picking process. The latter is the most laborious of all warehouse processes and it may consume almost 60% and can be improved by maximum 68% of all labor activities in the warehouse (Merkuryeva et al. 2006). Theoretical views come out by the above mentioned factors and many others may optimize the system and can be pre-checked by simulation.

Receiving is the setup for all other warehousing activities. Products need to be received properly, otherwise next processes will face difficulties. But on the other hand order picking operation is identified as the highest priority activity in the warehouse for productivity improvements. A recent studies show that order picking takes a large part of the warehouse operating costs and errors, due to the labor intensity. The introduction of new activities, such as just-in-time, quick response, new marketing strategies etc. as well as quality improvement and customer service make order picking process more complicated. Therefore storage and accuracy requirements have increased. Order picking is a process which seeks for products in specified locations according to a customer order. Thus, corresponding changes of inventory will affect and may optimize the processes of warehousing system.

But what is more interesting to consider here, is the fact, that in some peculiar cases, the simulation model runs not all the processes of the mentioned process chain. In some defined cases the model can drop or skip an operation or a general process using so-called shortcuts. Thus the following main shortcuts can be defined:

- Traditional Receiving
- direct secondary putaway
- direct primary putaway
- Cross-docking (Figure 2)
All shortcuts are worthwhile to be examined, because of higher efficiency, but the obvious effect is achieved certainly with cross-docking. When an order is being realized before sending the vehicles through the chain of processes, for corresponding actions, the system forces it to check, whether at that exact time the same kind of loads, which stay in the order list, are at receiving stage in the system (note that in some warehousing systems shipping and receiving docks have different allocations). In that case those loads would be just taken from a dock, where they are arriving, to the shipping dock, where the appropriate order is to be realized. Thus cross-docking will take place.

SIMULATION TOOLS EXAMINATION

As soon as the static layout of warehousing system is described, all the information about the objects in the warehouse is defined, hence the simulation tool can be chosen. Several simulation tools were evaluated in order to get the ‘proper’ tool for the given, described, warehousing system environment. It is the warehousing system’s model description that provides information, what features the simulation tool is supposed to capture, so that the created model fits requirements. For that reason following main factors have been weighted for evaluations:

- Functionality (main issue to achieve the scope of the project)
- Cost (cost-benefit ratio is important and therefore assessed high)
- Software support (maintenance and support are important facts for long-term strategies)
- Spread and reputation

By initial market research the following tools were chosen to be evaluated: Arena, AutoMod, Class, Enterprise Dynamics Logistics Suite, Flexsim, Promodel, Showflow, Simcad, Simul8, and Tecnomatix. Besides of short tests and trial versions of the tools, also other sources were used for the evaluation, such as vendor's websites and articles from diverse sources. Finally the following scoring assumptions were made for the above mentioned main factors:

- In terms of functionality, AutoMod was the clear winner in the evaluation. Main strengths/contributing factors were the ability to design virtual warehouses and to model their operations.
- In terms of initial costs, Showflow was the clear winner of this evaluation.
- In terms of support, at the first view the overall range of tools showed a good performance, while only Showflow seems to fail along the line.
- For the spread and recommendation information from professional journals, which rated the simulation tools via tests, was used. Information concerning to the spread was not always indicative, while academic licenses are not explicit excluded in the fact and figures.
AUTOMOD VS. ENTERPRISE DYNAMICS LOGISTICS SUITE

After the price proposal, which was to estimate the costs, over the next five years, two simulation tools were chosen for further studies – AutoMod and Enterprise Dynamics Logistics Suite (ED Log). In order to achieve a deep conception of the chosen tools an initial ‘small’ model for each has been created (Figures 3 and 4). Certainly each tool has its own advantages and disadvantages, especially depending on the described model, that is in some cases the features of one tool are more appropriate than the one of the other (Yury and Vayenas 2008). The initially described model faces some corresponding changes for each tool and adapts to them. The general features of AutoMod and ED Log tools under comparison are:

- Working environment
- Main objects to create a model
- Simulation

Working environment

The model creation is detailed and difficult procedure and a proper working environment may support in this greatly. AutoMod uses several applications to define or create a model and runs the simulation whereas ED Log contains one general working environment. Menu in ED Log is organized in an apprehensible and easy access way, which offers as well wide range of shortcuts. The objects are located in one panel – library tree, and creation process takes place by dragging them into the model. AutoMod, on the other hand, creates each object through defining the parameters and then only places them in the model. The latter tool uses several working panel which are located in several systems. Thereby and objects in the model, thus making definition of a model simple.

Main object to create a model

As main objects, including their functionalities, almost in any model are:

- Products/loads
- Resources
- Vehicles

Connections of those objects are represented through a logic, which is described using scripts. One of the important aspects is about creating the objects in the model. Here tools behave differently. In ED Log it is simpler to define an object, only one at a time. Though AutoMod requires more time to complete object’s description, through definition of the object it allows to mention the quantity of the created object to appear in the model. In most warehousing systems this detailed description is not necessary. The existence of that information cannot really affect the results, by making several corresponding assumptions the ‘extra’ data can be removed. But on the other hand, there are case studies, that contain attributes making the model true-to-life and easy to program.

AutoMod provides sizeable set of attributes for the products definition, which supports complete description of the product. ED Log assists with wide choice library for products visualization. In contrast AutoMod owns an application for objects’ design and various figures can be created and stored for further use.

Beside of the fact, that ED Log has a better environment for scripting AutoMod provides flexibility to the model specification. Both tools possess their own scripting language. In ED Log each object is described by itself and has its own script which is placed in the object. Processes and connections between those objects are given by channels. In AutoMod all the processes and interconnections between objects are written in a general script by using...
different functions from the library or by creating new ones, to achieve flexibility.

In case of creating operators or resources in the model, which are supposed to represent a machine or a man, who does some defined work, for example inspects the products, adds a detail or does packing, etc. in AutoMod, rather ED Log, is more likely to be a machine, though working times can be given, but the operator cannot wander in the created system as in ED Log.

Objects of the category trucks or vehicles contain almost the same functionality in both tools, such as capacity, velocity, size, load/unload time, acceleration/deceleration time, etc. However, AutoMod is complex in creating vehicles, since the path through which they travel is supposed to be defined. The logic of movement from any point to another has to be described in a working list. In case a vehicle has no work to do, then it is looking in a defined parking list for a place to ‘rest’. Though it should be mentioned that generally by creating those paths in AutoMod and describing them for each section a blocking system needs to be defined, which carries about the amount of vehicles that are allowed to be in that specified section of the path. Hence the capacity of the path restricts the processes and gives a deeper understanding of the overall system (Kuo and Huang 2006). However objects creation, especially paths definition for vehicles, requires resources.

Thus, both tools provide possibility to create a model, where restrictions or peculiar cases, related to the real system, are scripted. In fact AutoMod is able to specify the processes within the model description in more detailed and flexible way.

Simulation

AutoMod and ED Log provide nearly the same simulation environment with similar functionalities, such as:

- Run control window
- Animation/simulation step
- Alarm, etc.

Both tools are equipped with good analyzing functions and provide various reports for any object in the created model at any time during simulation.

Providing an assumption for compared tools:

- Tools to run a simulation are almost the same in both applications, though AutoMod requires more resources, due to many objects inserted in a model
- Within the main objects and logic AutoMod is more flexible
- ED Log provides easy access and simple use of the working environment

So depending on the study case/logistics system different simulation tools can be chosen. Afterwards all the studies are presented to the client, who based on the information, can require each tool’s vendor to create the exact model corresponding to its warehousing system. As soon as these models are created, the simulation tools can be studied once again, in order to choose the final tool. Accomplishing the model by the chosen simulation tool, all the theoretical ideas related to loads positioning and processes in the model, can be researched by running the simulation and the obtained results can be investigated for further actions.

CONCLUSION

The investigated and described tools demonstrate that related to the defined task various tools can be chosen concerning what kind of task they pursue to solve. Moreover it is useful to keep in mind the questions that the model is tend to answer, else the model can be massive or contain information with so little detail making it not appropriate. The before mentioned model is more concerned about loads positioning and processes within the system. The aim of inventory positioning and management particularly relates to minimizing of a travel distance in the warehouse. Corresponding changes in inventory positioning will affect and may optimize the processes. Theoretical views and shortcuts can be pre-checked by the simulation model.
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ABSTRACT
The standard mathematical transportation problem is one that attempts to deliver a product in quantity from k locations to r destinations where the k times r unit shipping costs are all linear. The linearity assumptions make the problem much easier to solve mathematically with the simplex algorithms or other modifications of the theory of linear systems of equations. However, in the real world of global economics and big business, there may be substantial discounts for shipping in quantity, causing the k times r unit shipping costs to be nonlinear. Therefore, presented here will be a 400 variable nonlinear transportation problem involving the quantity shipment of a product from the 20 factories that produced it to 20 warehouses that store it, before further shipments or sales. The multi stage Monte Carlo optimization (MSMCO) solution technique will be used to solve it.

THE FOUR HUNDRED VARIABLE PROBLEM
A global company is producing a product in bulk at 20 factory locations and desires to ship it to its 20 warehouses at minimum cost. A textbook like (Mizrahi and Sullivan, 1993) details several examples of the classic linear transportation problem of this type. However, management decided to use the nonlinear simulation (MSMCO) approach in (Conley, 2007), where a 100 variable problem was solved, to see if it will work on a larger problem with a nonlinear cost structure.

Specifically, the company is producing 12,210,000 units of the product at its 20 factories in amounts of 601000, 602000, 603000 ... 620000. The demands at its warehouses are for 620000, 619000, 618000 ... 601000 units. Therefore, supply exactly equals demand. If they are not equal less than or greater than constraints could be substituted for some of the equations. The company would like to drive the total shipping cost down to 3000000 Euros or less. Therefore, the total shipping cost equation

\[ C = \sum_{i=1}^{20} \sum_{j=1}^{20} (0.049*(i+j)*X(i,j)**(0.59+0.01*(i+j))) \]

is set equal to 3000000. Note* is multiply and ** is raise to a power and X(i,j) are the four hundred amounts leaving the 20 factories bound for the 20 warehouses. Additionally, there are 40 linear equations each with the right 20 X(i,j) variables added up and equal to the 40 supply and demand values (601000 ... 620000) at the factories and warehouses. Then the multi stage Monte Carlo optimization technique attempts to minimize the sum of the absolute values of the differences between the left and right hand side of this 41 equation 40 variable system. Note that because the cost equation is larger than the other 40 equations, its absolute value of the difference between its left and right hand side is multiplied by .20 to yield a smoother simulation.

Forty thousand sample solutions are looked at in each of the fifty stages in an ever decreasing size and moving search of the four hundred variable feasible solution space, which took several minutes on a desk top PC.

Table 1 shows the 50 stage errors. Stage one has an error of 207 million. The stage two error is 196 milion and the stage three error is a not so good 187 million plus. However, by stage 27, the total error is down to 100,307. The stage 50 value is 95,820 which actually is an answer that solved all 40 supply and demand equations and drove the total cost well below 3,000,000 Euros.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Total Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>207069728.0000</td>
</tr>
<tr>
<td>2</td>
<td>196366688.0000</td>
</tr>
<tr>
<td>3</td>
<td>187395616.0000</td>
</tr>
<tr>
<td>4</td>
<td>174793200.0000</td>
</tr>
<tr>
<td>5</td>
<td>158638736.0000</td>
</tr>
<tr>
<td>6</td>
<td>143646112.0000</td>
</tr>
<tr>
<td>7</td>
<td>121355216.0000</td>
</tr>
<tr>
<td>8</td>
<td>96001256.0000</td>
</tr>
<tr>
<td>9</td>
<td>79309168.0000</td>
</tr>
<tr>
<td>10</td>
<td>56039708.0000</td>
</tr>
<tr>
<td>11</td>
<td>38526396.0000</td>
</tr>
<tr>
<td>12</td>
<td>25453022.0000</td>
</tr>
<tr>
<td>13</td>
<td>15016067.0000</td>
</tr>
<tr>
<td>14</td>
<td>7193102.5000</td>
</tr>
</tbody>
</table>

Table 1: The Fifty Stage Errors
The 100 lines of the printout after the 50 stage error values give the 400 amounts (Table 2) to be shipped from each factory to each warehouse. This is followed by the 41 individual equation errors in the left hand column and their individual right hand side values that the solution is trying to meet (Table 3).

Table 2: The 400 Amounts to be Shipped

<table>
<thead>
<tr>
<th>Factory</th>
<th>Warehouse 1</th>
<th>Warehouse 2</th>
<th>Warehouse 3</th>
<th>Warehouse 4</th>
<th>Warehouse 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>31926.959</td>
<td>4214.806</td>
<td>18872.916</td>
<td>103858.344</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6185.386</td>
<td>53068.820</td>
<td>6382.008</td>
<td>9141.631</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4922.541</td>
<td>53018.273</td>
<td>15618.719</td>
<td>12086.894</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>39424.543</td>
<td>26946.668</td>
<td>5354.870</td>
<td>24193.111</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>168180.906</td>
<td>35320.892</td>
<td>48.697</td>
<td>12.328.811</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>7413.938</td>
<td>105835.609</td>
<td>8372.970</td>
<td>7315.602</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1311.871</td>
<td>12278.799</td>
<td>36340.574</td>
<td>115956.133</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>6333.243</td>
<td>21796.154</td>
<td>3827.702</td>
<td>8586.190</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>15767.674</td>
<td>14780.226</td>
<td>6715.897</td>
<td>7549.854</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>13176.757</td>
<td>214410.984</td>
<td>4623.430</td>
<td>6606.352</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>9172.682</td>
<td>9940.838</td>
<td>46636.945</td>
<td>2377.955</td>
<td></td>
</tr>
</tbody>
</table>
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Note that the 40 supply and demand equations all have errors of less than one unit. The cost equation has an apparent error of 95,816 which is actually good news for the company. That is because the 5 (95816.055 = 479,080.275, is how much below 3,000,000 Euros the solution is. Therefore the company can meet its supply and demand requirements when shipping the 12,210,000 units at cost of 3000000 – 479080.275 = 2,520,920 Euros. Remember that the cost equation error was multiplied by 5 because it had been artificially reduced by a factor of 5 (times 1/5) to have a smoother simulation.

**FURTHER EXPLANATION OF THE TABLES**

Table 2 represents fifty random searches or Monte Carlo solution attempts where at each of the fifty Monte Carlo solution stages, 40,000 sample sets of 400 variable values are looked at, and the one with the smallest cost equation value is stored.

Then centered about this best answer so far (207069728), in stage two 40,000 more sample answers are looked at in a reduced region and its best answer is stored (196366668). This process is done fifty ever improving times, finally getting a very good answer, even less than the goal of 3,000,000 Euros.

Table 2 is the answer of how much to ship from each factory to each warehouse. Therefore, for example the 31926.959 units is how much is shipped from factory one to warehouse one. The value 4214.806 is how many units are shipped from factory one to warehouse two and so on for those first 20 values at the top of Table 2.

The next twenty values down in Table 2 are how much to ship from factory 2 to warehouses 1, 2, ... 20. Finally, down to the last five lines, which show how much to ship from factory 20 to each of the warehouses. The value in the lower right hand corner of Table 2 (38,207.699) is how much is shipped from factory 20 to warehouse 20.

The first 20 lines of Table 3 are the amounts produced in factories 1 through 20 (in order) on the right hand side.

Table 3: Equation Errors in Left Column

<table>
<thead>
<tr>
<th>126</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
</tr>
<tr>
<td>21803.061</td>
</tr>
<tr>
<td>69159.805</td>
</tr>
<tr>
<td>129209.453</td>
</tr>
<tr>
<td>40061.487</td>
</tr>
<tr>
<td>0.12500</td>
</tr>
<tr>
<td>601000.0000</td>
</tr>
<tr>
<td>0.06250</td>
</tr>
<tr>
<td>602000.0000</td>
</tr>
<tr>
<td>0.06250</td>
</tr>
<tr>
<td>603000.0000</td>
</tr>
<tr>
<td>0.12500</td>
</tr>
<tr>
<td>604000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>605000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>606000.0000</td>
</tr>
<tr>
<td>0.06250</td>
</tr>
<tr>
<td>607000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>609000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>610000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>611000.0000</td>
</tr>
<tr>
<td>0.37500</td>
</tr>
<tr>
<td>612000.0000</td>
</tr>
<tr>
<td>0.50000</td>
</tr>
<tr>
<td>613000.0000</td>
</tr>
<tr>
<td>0.06250</td>
</tr>
<tr>
<td>614000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>615000.0000</td>
</tr>
<tr>
<td>0.06250</td>
</tr>
<tr>
<td>616000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>617000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>618000.0000</td>
</tr>
<tr>
<td>0.25000</td>
</tr>
<tr>
<td>619000.0000</td>
</tr>
<tr>
<td>0.06250</td>
</tr>
<tr>
<td>620000.0000</td>
</tr>
<tr>
<td>0.18750</td>
</tr>
<tr>
<td>620000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>621000.0000</td>
</tr>
<tr>
<td>0.06250</td>
</tr>
<tr>
<td>621000.0000</td>
</tr>
<tr>
<td>0.12500</td>
</tr>
<tr>
<td>621000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>621500.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>621400.0000</td>
</tr>
<tr>
<td>0.06250</td>
</tr>
<tr>
<td>621300.0000</td>
</tr>
<tr>
<td>0.31250</td>
</tr>
<tr>
<td>621200.0000</td>
</tr>
<tr>
<td>0.18750</td>
</tr>
<tr>
<td>611000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>610000.0000</td>
</tr>
<tr>
<td>0.18750</td>
</tr>
<tr>
<td>609000.0000</td>
</tr>
<tr>
<td>0.06250</td>
</tr>
<tr>
<td>608000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>607000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>606000.0000</td>
</tr>
<tr>
<td>0.12500</td>
</tr>
<tr>
<td>605000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>604000.0000</td>
</tr>
<tr>
<td>0.56250</td>
</tr>
<tr>
<td>603000.0000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>602000.0000</td>
</tr>
<tr>
<td>0.06250</td>
</tr>
<tr>
<td>601000.0000</td>
</tr>
<tr>
<td>95816.05469</td>
</tr>
<tr>
<td>3000000.0000</td>
</tr>
</tbody>
</table>
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The left hand side is the equation errors in our solution. The next 20 lines are the amounts the warehouses need (on the right) and equation errors from our solution on the left. The 41st line deals with the cost equation which was reduced below goal of 3,000,000 Euros.

CONCLUSION

The multi stage Monte Carlo optimization (MSMCO) technique was used to solve a 41 equation 400 variable nonlinear system of equations in a goal programming setting where a total shipping cost of less than 3 million Euros was desired along with meeting the 40 supply and demand equation values. The best answer of seven solution tries was presented here. Each try of 2 million sample answers (50 stages of 40000 sample answers) took about four to five minutes of computer run time on an inexpensive desk top PC. Multi stage Monte Carlo optimization also was used by (Wong, 1996) on a different system of equations taken from applied mathematics to show its generality of use. Desk top computers are powerful enough to tackle fairly large nonlinear multivariate optimization problems.
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ABSTRACT
The allocation of inspection effort (AIE) in multi-stage manufacturing system has been studied extensively over the last fifty years. The objective of this paper is to review the existing approaches, propose a classification of the available models in terms of the type of manufacturing system that they refer to and the applied solution methods and examine the effectiveness of the inspection strategies by developing appropriate generalised algorithm and software tool. The review revealed firstly that inspection allocation problem has been studied comprehensively by using variety of analytical and Monte-Carlo simulation methods rather than combination of both simulation techniques in a simulation-optimisation framework. Secondly large proportion of the papers focuses on several work stations representing part of a manufacturing line without attempting to solve the global optimisation problem which lead to solutions based on complete enumeration that are known to be computationally ineffective when the number of workstations increase. The developed simulation program demonstrated that methods determining the position of inspection by using complete enumeration method (EM) are of limited use in the majority of manufacturing situations when the number of workstations exceeds eighteen. This led to the development of a heuristic algorithm the performance of which was compared with the complete enumeration algorithm. It was found that heuristic method can derive an acceptable solution significantly faster. At present authors continue to develop heuristic algorithms for the AIE problem and methaheuristics using biologically inspired techniques.

INTRODUCTION
The quality management policies in the majority of companies evolve continuously over a number of years by focusing on quality issues that are critical at any given instant of time. This approach usually focuses on particular critical operations and does not take into account the need for global analysis of a manufacturing system quality problem. As a result of that quality policies do not utilise fully the available financial, human and equipment resources. In the same time, present economic environment, the reduction of waste becomes of paramount importance because the increase in the product cost affects the overall competitiveness of the manufactured products. This paper targets specifically wastes resulting from unidentified defective items being processed unnecessarily during following manufacturing operations. The solution of inspection effort allocation issues needs to adopt the corresponding utility strategies. Such strategies aim to allocate an economically appropriate level of inspection effort by striking a balance among the different cost components connected with inspection, scrap, repair and replacement due to quality failure, and/or the warranty penalty in the case where a nonconforming product has been shipped to customers. Inspection-oriented strategy focuses on optimization that minimizes the expected total manufacturing cost, maximizes the quality and is capable of delivering the demanded quantities of the product. The expected total cost consists of the manufacturing cost, inspection cost, internal failure cost and external failure cost. The general problem of allocation inspection effort in manufacturing systems can be divided into two sub-problem categories aiming to answer the following research questions: (1) If the requested quality level, production volume and product costs are fixed what is the optimal number of inspection stations for a manufacturing process? (2) If the number of inspection stations is fixed for a particular process where the optimal places to position are them in order to optimise the quality, cost, and delivery manufacturing attributes?

Vast majority of the reviewed papers focused on the second question of optimal allocation of inspection station. The objective of this paper is to present an overview on how these questions have been answered and to examine the inspection strategies by developing the appropriate algorithm and software tool.

INSPECTION ALLOCATION PROBLEM

Problem background
The presented paper attempts to cover the major sources for the last fifty years that were available to the authors. The procedure of making decisions of whether or not to inspect a final or semi-finished product at every processing workstation is shown schematically in Figure 1. It is assumed that if inspection is performed after every workstation, the scrap and rework costs will stay at a minimum level. These savings have to be considered against
the inspection costs which include equipment, staff, time, shop floor space and increase the number of works in process. Therefore, if these in process inspections are performed too often unnecessary costs will occur. In a practical situation usually the expectation is that manufacturing processes at each work station are capable of achieving the required quality tolerances for 99.97% of the items which is the 3σ level when the process is on target. It is possible that a shift of up to 1.5σ from the target quality level may occur undetected subject to the quality procedure which may lead to drop in quality level down to 93.3% and when such situation occurs our inspection stations have to be positioned in a way that will minimise the overall lost of profit. If the shift is larger than that we consider that the problem is not any longer a quality monitoring but a manufacturing issue that has to be fixed by different means. The purpose of inspection allocation strategy is to allocate an economically appropriate level of inspection activity by determining the correct balance among different cost components indicated above.

**Structure of the Line**

Products are often processed through multi-stage production systems, where incoming material is transformed into the finished product in a chain of different processing stages. There are several types of production systems such as: (i) serial systems; (ii) assembly systems; and (iii) non-serial systems. In a serial production system, the incoming material passes through sequence of processing workstation to the final product. See (Shiau 2002) and (VanVolsem et al. 2007). Whereas in an assembly manufacturing system, at a certain stage the product may be fixed or assembled with products from other processing lines, see (Penn and Raviv 2007). A system that is neither serial nor non assembly falls in non-serial system. See (Taneja and Viswanadham 1994) and (Narhari and Khan 1996). However, it is more difficult to determine undetected defects in assembly system than in serial line. The difficulty arises due to assembly stages at which multiple serial lines join to form a single serial line. At such assembly stages, the number of undetected defective output flow items of the assembly stage entering the assembly line stage depends on the proportion of defective items leaving all series lines to that assembly stage.

**Inspection Time**

In the reviewed papers, inspection time plays a major role to the total manufacturing costs. Longer inspection times strain the inspection capacity which may cause increased inspection errors. Saxena et al. (1990) explained this by using a simulation model to examine the performance of five inspection station allocation heuristics on the basis of job completion time in serial production systems under different operating conditions. They found that inspection time was the most influential factor for the selection of a particular heuristic rule.

![Diagram of Inspection Allocation Problem in Multistage Manufacturing Processes](image-url)
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**Figure 1: Inspection Allocation Problem in Multistage Manufacturing Processes**
The vast majority of the papers were assumed that the inspection time for each inspection station can be represented by the inspection cost. Indeed only one paper in the optimisation techniques (Lee and Unnikrishnan 1998) was used inspection time as constraint to the objective function of the total cost. They found that by considering inspection time as constraint, the number of inspection plans can be reduced.

**Repair of Defects**

As described in Figure 1 once defective item is detected to be non-conformed to specifications during inspection, certain actions will be taken to repair, replace, or simply scrap it. However, defective product, when allowed to pass through the production stream, might cause, time delaying and become costly to repair at a subsequent stage of operation. To account for this in a model some researchers have assigned a reparability level for defects. For example (Lee and Unnikrishnan 1998) and (Shiau 2003a) have assumed deterministic assignment of reparability and (Narahari and Khan 1996) and (Barad 1990) have adopted a probabilistic approach which assumes that a defect is repairable with a given probability. The repair occurs only when every nonconforming predefined quality of a product is larger than specification limit. In the absence of both repairable and replacement, the production volume in the model will shrink as a result of inspection. In real life without replacement or repair larger lot sizes have to be introduced in order to meet production plans and to avoid delivery delays.

**Nonconforming Products**

Products may become nonconforming because of improper performance of a processing operation. The chance that a unit will become nonconforming at a given stage is referred to as the nonconforming processing rate for the stage, and may be constant or variable, and may alternate between an acceptable level and an out-of-control level. A given processing stage may cause a single type of nonconformity or multiple types. In the allocation inspection station, the majority of the reviewed papers have assumed that, each workstation may have a specific probability of producing defective parts. Products considered being nonconforming and subsequently removed from the production flow may have some or no salvage value. The salvage value represents the revenue generated by selling the rejected items as scrap or lower grade products see (Eppen and Hurst model 1974). They assumed that a unit rejected by inspection, whether good or defective, is always removed incurring a salvage cost which might be negative.

**Inspection Capability**

During the inspection operation two types of errors may be generated by the inspection procedure, type-I error and type-II error, see Figure 1. The type-I error refers to a rejection a good items and is also known as producer risk, whereas type-II error refers to acceptance of a nonconformance items and is also known as consumer risk. A type II error is usually more serious. Not all the authors have considered both types of errors. (Rebello et al. 1995) and (Tannock 1997) have only considered one of the two types and some other authors have simply assumed a perfect inspection (Narahari and Khan 1996) and (Penn and Raviv 2008).

**MODELLING FEATURES**

An inspection quality allocation plan is usually solved through an optimization formulation. In this section, it types of cost components will be discussed followed by the solution approach proposed by the researchers. Table I shows a summary of the classifications where each publication is represented by the first author's name followed by a two-digit publication year in order to conserve space.

**Cost Components**

The manufacturing cost of a product is one of the major factors under consideration. The usual requirement is that the products to be produced at an acceptable quality level, and minimum manufacturing costs. Perhaps for that reason, the majority of the researchers chose to focus on specific cost components related to quality failures (internal failure cost and external failure cost). The internal failure costs occur inside the company, such as the costs of reworking, scrapping and replacement. The external failure costs occur after the goods are shipped to customers, such as the costs of replacement, repairing, and quality loss. Vast majority of the reviewed papers have not considered in their models all items of external failure cost. They just represented them as aggregated (penalty cost). The penalty cost is usually associated with final production of undetected nonconforming items that reach at the customer. Some other researchers did not consider at all any item of external failure cost see (Tannock and Saelem 2007) and (Barad 1990). Whereas a few papers are considered the most other items of external failure cost in their models such as quality loss, replacement cost and repair cost see for example (Shiau 2002) and (Shiau 2007). The repair cost occurs only when every nonconforming predefined quality of a product is larger than specification limit. Otherwise, the replacement cost will take place.

Other costs included are inspection cost and manufacturing cost. Inspection cost occurs only when an inspection station is located after workstation; otherwise manufacturing cost will take place. Inspection cost is a sum of the fixed cost and the variable cost. The fixed cost is a sum of the costs connected with test-equipment installation, setup, etc. The variable cost is the total number of conforming parts and the number of defective parts produced at inspection station multiplied by the inspection cost for carrying out of 100 % item-by-item.

**Solution Approaches**

In the inspection allocation problems, the most common treatment that the models are developed with objective of minimising the expected total cost per unit produced. The total cost includes some or all of the following costs, internal failure cost, and external failure cost, inspection cost, and manufacturing cost. Table 1 shows these costs...
<table>
<thead>
<tr>
<th>System Features</th>
<th>Categorization</th>
<th>Publications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Production Line</strong></td>
<td>Serial</td>
<td>Lindsay (64), Eppen (74), Shiau (02), Lee (98), Shiau (07), Barad (90), Raz (00), VanVolsem (07), Shiau (03a), Shiau (03b), Rebbelo (95), Tayi (88), Raghavachari (91), Rau (05), Jewkes (95), Bai (96), Ballou (85), Chengalur (92), Taneja (94), Freiesleben (06), Kakade (04), Raz (91), Langner (02), Galante (07), Chen (98), Yao (99), Kim (08), Jang (02), Taneja (94) Tannock (95), Tannock (97), Lee (96), Siemiatkowski (06), Neu (02), Tannock (07), Saxena (90)</td>
</tr>
<tr>
<td><strong>Assembly</strong></td>
<td>Penn (08), Hadjinicola (03), Penn(07), Chen (99), Valenzuela (04), Gardner (95), Clark (99), Estrop (92)</td>
<td></td>
</tr>
<tr>
<td><strong>Constraints</strong></td>
<td>Non-serial</td>
<td>Taneja (94), Narahari (96), Rau (05)</td>
</tr>
<tr>
<td>Inspection time</td>
<td>Lee (98)</td>
<td></td>
</tr>
<tr>
<td>Limited inspection station</td>
<td>Lee (98), Shiau (03a), Shiau (03b), Shiau (02), Bai (96), Ballou (85), Chengalur (92), Penn (08), Penn (07), Taneja (94), Shiau (07), Jang (02)</td>
<td></td>
</tr>
<tr>
<td>AOQL</td>
<td>Lindsay (64), Taneja (94)</td>
<td></td>
</tr>
<tr>
<td>Limited budget</td>
<td>Rebbelo (95), Hadjinicola (03)</td>
<td></td>
</tr>
<tr>
<td>Rate of inspection</td>
<td>Eppen (74), Lee (98), Shiau (03a), Shiau (03b), Shiau (02), Rau (05), Bai (96), Ballou (85), Chengalur (92), Raz (00), Taneja (94), Shiau (07), Raz (91), Langner (02), Galante (07), Clark (99), Gardner (95)</td>
<td></td>
</tr>
<tr>
<td><strong>Type I and II error</strong></td>
<td>Eppen (74), Lee (98), Shiau (03a), Shiau (03b), Shiau (02), Rau (05), Bai (96), Ballou (85), Chengalur (92), Raz (00), Taneja (94), Shiau (07), Raz (91), Langner (02), Galante (07), Clark (99), Gardner (95)</td>
<td></td>
</tr>
<tr>
<td><strong>Type II error</strong></td>
<td>Rebbelo (95), Tannock (97)</td>
<td></td>
</tr>
<tr>
<td>Free of error</td>
<td>Tayi (88), Raghavachari (91), Barad (90), VanVolsem (07), Jewkes (95), Hadjinicola (03), Narahari (96), Lindsay (64), Penn (08), Penn (07), Freiesleben (06), Chen (98), Kakade (04), Shen (99), Yao (99), Kim (08), Jang (02), Valenzuela (04), Saxena (90), Tannock (95), Lee (96), Siemiatkowski (06), Neu (02), Tannock (07), Estrop (92)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 Classification of Models According to System Features (Continued)

<table>
<thead>
<tr>
<th>System Features</th>
<th>Categorisation</th>
<th>Publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal Failure Cost</td>
<td>Rework/Repair</td>
<td>Eppen (74), Lee (98), Shiau (03a), Shiau (02), Rebbelo (95), Rau (05), Barad (90), VanVolsem (07), Jewkes (95), Hadjinicola (03), Narahari (96), Bai (96), Raz (00), Taneja (94), Shiau (07), Freiesleben (06), Kakade (04), Raz (91), Langner (02), Galante (07), Chen (99), Yao (99), Kim (08), Jang (02), Valenzuela (04), Tannock (95), Tannock (97), Neu (02), Tannock (07), Saxena (90), Clark (99)</td>
</tr>
<tr>
<td>Replace Scrap</td>
<td>Shiau (03a), Shiau (03b), Shiau (02), Rebbelo (95), Barad (90), VanVolsem (07), Clark (99)</td>
<td></td>
</tr>
<tr>
<td><strong>Replacement Cost</strong></td>
<td>Repair</td>
<td>Eppen (74), Lee (98), Shiau (03a), Shiau (03b), Shiau (02), Rebbelo (95), Tayi (88), Raghavachari (91), Rau (05), Barad (90), Hadjinicola (03), Narahari (96), Lindsay (64), Chengalur (92), Raz (00), Taneja (94), Shiau (07), Freiesleben (06), Raz (91), Langner (02), Galante (07), Chen (99), Kim (08), Tannock (07), Neu (02), Gardner (95), Clark (99), Lee (96), Tannock (95), Tannock (97), Siemiatkowski (06), Saxena (90), Estrop (92)</td>
</tr>
<tr>
<td>Quality loss Penalty</td>
<td>Penn(07), Raz (00), VanVolsem (07), Rau (05), Rebbelo (95), Tayi (88), Raghavachari (91), Rau (05), Jewkes (95), Bai (96), Ballou (85), Penn (07), Chengalur (92), Penn (08), Raz (00), Taneja (94), Kakade (04), Raz (91), Galante (07), Chen (98), Yao (99), Valenzuela (04)</td>
<td></td>
</tr>
<tr>
<td><strong>Inspection Cost</strong></td>
<td>Fixed</td>
<td>Tayi (88), Ballou (85), Chengalur (92), Raz (00), Chen (99), Jang (02), Tannock (07), Neu (02), Gardner (95), Clark (99), Estrop (92)</td>
</tr>
<tr>
<td>Variable</td>
<td>Rebbelo (95), Rau (05), Barad (90), VanVolsem (07), Jewkes (95), Hadjinicola (03), Lindsay (64), Taneja (94), Shiau (07), Kakade (04), Raz (91), Langner (02), Galante (07), Chen (98), Yao (99), Valenzuela (04), Lee (96), Tannock (95), Tannock (97), Siemiatkowski (06)</td>
<td></td>
</tr>
<tr>
<td><strong>Manufacturing Cost</strong></td>
<td>Fixed and Variable</td>
<td>Raghavachari (91), Bai (96), Penn(07), Penn (08), Freiesleben (06), Saxena (90)</td>
</tr>
<tr>
<td><strong>External Failure Cost</strong></td>
<td>Repair</td>
<td>Lee (98), Shiau (07), Shiau (02), Shiau (03b)</td>
</tr>
<tr>
<td>Penalty</td>
<td>Shiau (07), Shiau (02), Shiau (03b)</td>
<td></td>
</tr>
<tr>
<td><strong>Inspection Cost</strong></td>
<td>Fixed</td>
<td>Tayi (88), Ballou (85), Chengalur (92), Raz (00), Chen (99), Jang (02), Tannock (07), Neu (02), Gardner (95), Clark (99), Estrop (92)</td>
</tr>
<tr>
<td>Variable</td>
<td>Rebbelo (95), Rau (05), Barad (90), VanVolsem (07), Jewkes (95), Hadjinicola (03), Lindsay (64), Taneja (94), Shiau (07), Kakade (04), Raz (91), Langner (02), Galante (07), Chen (98), Yao (99), Valenzuela (04), Lee (96), Tannock (95), Tannock (97), Siemiatkowski (06)</td>
<td></td>
</tr>
<tr>
<td>Fixed and Variable</td>
<td>Raghavachari (91), Bai (96), Penn(07), Penn (08), Freiesleben (06), Saxena (90)</td>
<td></td>
</tr>
<tr>
<td><strong>Manufacturing Cost</strong></td>
<td>Tayi (88), Raghavachari (91), Barad (90), Hadjinicola (03), Penn (08), Ballou (85), Chengalur (92), Penn (07), Taneja (94), Shiau (07), Freiesleben (06), Langner (02), Galante (07), Chen (99), Kim (08), Jang (02), Valenzuela (04), Clark (99), Gardner (95), Saxena (90), Lee (96), Siemiatkowski (06), Tannock (07), Estrop (92)</td>
<td></td>
</tr>
</tbody>
</table>
regarding to each paper. However, not all the papers try to minimise the total cost. As shown from Table 2, a few papers have decided to maximise the production capacity, see for example (Rebello et al. 1995) and (Valenzuela et al. 2004). That usually occurs when an inspection scheduling problem and the allocation problem is concurrently considered (Mandroli et al. 2006). Constraints that were used by the researchers in the optimization of an inspection are mostly related to the characteristics of the manufacturing system such as the structure of the system, the type of defect and the type of inspection. The most researchers derive nonlinear programming problem for their total cost functions, because of the nature of the inspection allocation problem function in which some of the decision variables can only have integer values for example whether or not to inspect at workstation and the serial number of the inspection stations. Dynamic programming (DP) approach also has been studied extensively because of the multistage arrangement of a manufacturing system that is described well by stages and states of the DP models (Mandroli et al. 2006).

Some previous publications present an interesting remark. For example (Lee and Umikrishnan 1998) and (Shiau 2002, 2007) have pointed out that the DP approach employed in previous methodologies becomes quite impractical as the set of possible combinations grows exponentially. However, they do not provide any material evidence to prove their remark. Other techniques included genetic algorithm and simulated annealing, see Table 2. In order to simplify their model, the majority of simulation papers considered in this survey focus on simple process. For example a single process issues was investigated by (Clark and Tannock 1999) and (Estrop et al. 1992). Most of the simulation papers attempted to answer the second of the research questions. They examined the performance of inspection station allocation through heuristics rules on the basis of the parameters considered in serial production systems under different operating conditions. See for example (Saxena et al. 1990), (Lee and Chen 1996), (Siemiatkowski and Przybylski 2006) and (Gardner et al. 1995). Proposed simulation scenarios examine the allocation and sequencing of the inspection operations with regard to the incurred costs of quality assurance and the requirements of efficient system operation.

The review has concluded that the following mathematical methods were used out of 44 papers 20% dynamic programming, 25% nonlinear programming, 11% genetic algorithm, 7% branch and bound and Markov decision, 4% simulated annealing, and 2% Tabu search and linear programming. Also the review has shown that 23% out of 44 papers have used Monte-Carlo simulation technique.

**DEVELOPMENT OF MODEL**

**Model Description**

To examine the inspection allocation problem, serial multistage manufacturing system has been studied. Figure 1 illustrated the characteristics of the type of multistage system under consideration as follows:

1. The system is considered to be made up of 10 workstations arranged serially and parts are entering the system in batches.
2. Each workstation has a specific probability of producing defective parts.
3. A 100% inspection screen is applied to all parts processed in workstation if an inspection station is performed after it in the sequence.
4. Only one final product is considered in the system.

<table>
<thead>
<tr>
<th>Table 2 Classification of Models According to Solution Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>System Features</strong></td>
</tr>
<tr>
<td><strong>Rebello (74)</strong>, Lindsay (64), Bai (96), Penn (08), Raz (00), Yao (99), Chen (98), Chengalur (92), Raghavachar (91)</td>
</tr>
</tbody>
</table>
5. Two types of inspection errors are considered in the system. A type I error involves the classification of a conforming unit (CU) as a nonconforming unit (NCU), and a type II error means the classification of an NCU as a CU.

6. The system has limited number of inspection stations (e.g. five stations). Each inspection station can be assigned to perform inspection operation for one or more workstations.

![Diagram of Serial Manufacturing Processes with Inspection Stations]

**Figure 2: Serial Manufacturing Processes with Inspection Stations**

**Description of Indices**

- \( m \): Refers to the inspection station assigned;
- \( K \): Refers to workstation.

**Description of Inputs**

- \( n \): Number of workstations in the system;
- \( Q \): Number of parts entering the system;
- \( q \): Number of inspection stations in the manufacturing system;
- \( \alpha_k \): Probability that the \( m \) inspection operation incorrectly classifies a conforming unit (CU) as a nonconforming unit (NCU);
- \( \beta_k \): Probability that the \( m \) inspection station incorrectly classifies an NCU as a CU;
- \( \Delta_k \): Probability of repairing a defective unit at the \( m \) inspection station;
- \( E_{mn} \): Probability of repairing parts incurring a defect on subsequent processing at the \( m \) inspection station;
- \( D_{km} \): Direct cost of material to repair a defect part;
- \( P \): Final sale price of each unit is sold;
- \( Z_k \): Probability of nonconforming of part processing at the \( k \) workstation;
- \( Y \): Direct cost of material to repair a defect at the customer’s end;
- \( IT_{mn} \): Processing inspection time of parts at \( m \) inspection station;
- \( g_k \): Multiplicative fraction of the manufacturing cost expressed as rework cost;
- \( x_k \): Unit scraping cost at the \( k \) workstation;
- \( W \): Percentage of parts replaced at the customer’s end;
- \( I_{km} \): Unit inspection cost at \( m \) inspection station;
- \( f_{km} \): Unit inspection processing time at \( m \) inspection station;
- \( V_k \): Unit manufacturing cost at the \( k \) workstation.

**Description of Variables**

- \( N_{G_k} \): Number of conforming parts leaving the \( k \) workstation;
- \( N_{D_k} \): Number of defective parts leaving the \( k \) workstation;
- \( RSC_{km} \): Rework scraped cost of parts on subsequent processing at \( k \) workstation;
- \( NR_{km} \): Number of parts sent back for rework to the previous workstation \( k \);
- \( MC_k \): Total manufacturing cost for parts at the \( k \) workstation;
- \( TIC_{km} \): Total inspection cost at \( m \) inspection station;
- \( NS_k \): Number of parts scrapped at the \( k \) workstation;
- \( NRS_{km} \): Number of parts discarded after reworking processing;
- \( RC_{km} \): Rework cost at the \( k \) workstation;
- \( TC \): Total cost of manufacturing parts.

**Work Flow Analysis**

Flow constraints consider the number of conforming parts departure a workstation or inspection location, and the number of defective parts entering a following workstation or inspection location. The following equation is represented the first stage. \[ N_{G_k} = Q(1 - Z_k) \] (1)

For all other stations the equation is defined recursively as follows:

\[
N_{G_k} = [N_{G_{k-1}} * (1 - \alpha_{k-1,m})] + N_{D_{k-1}} * \beta_{k-1,m} + N_{R_{k-1}} * (1 - Z_{k-1})
\] (2)

The number of defective parts produced at first a workstation is: \[ N_{D_k} = Q * Z_k \] (3)

For all other stations, it is:

\[
N_{D_k} = [N_{G_{k-1}} * \alpha_{k-1,m} + (N_{D_{k-1}} * (1 - \beta_{k-1,m})) + N_{R_{k-1}}] * Z_k
\] (4)
The number of parts classified as defective by inspection station \( m \) after workstation \( k \) but can be repaired is given by:
\[
NR_{m} = NG_k \cdot \alpha_m + ND_k \cdot (1 - \beta_m) \tag{5}
\]

**COST MODEL ANALYSIS**

**Expected Manufacturing Cost**

This cost is assumed to be a sum of the material cost, overhead cost, and setup cost. The number of parts processed at station \( k \) is the sum of the number of parts correctly classified as conforming parts flowing into station \( k \) from the earlier process station and the number of defective parts incorrectly classified as conforming parts flowing into station \( k \) from the previous process station. Hence, the manufacturing cost \( (MC_k) \) is defined as follows:
\[
MC_k = [NG_{k-1} \cdot (1 - \alpha_{k-1}) + ND_{k-1} \cdot \beta_{k-1}] \cdot V_k \tag{6}
\]

In the case where no inspection station is performed, \( \alpha_{k-1} = 0 \) and \( \beta_{k-1} = 1 \).
Thus:
\[
MC_k = [NG_{k-1} + ND_{k-1}] \cdot V_k \tag{7}
\]

**Expected Inspection Cost**

Inspection cost is consists of sum of the fixed cost and variable cost. The fixed cost is sum of the costs connected with test-equipment installation, setup, calibration, etc. The variable cost is the total number of conforming parts and the number of defective parts produced at station \( k \) multiplied by the inspection cost for carrying out of 100% item-by-item inspection of incoming batches. Therefore, the total inspection cost is given by:
\[
TIC_{km} = FC_{km} + [(NG_k + ND_k)] \cdot T_{lm} \tag{8}
\]

**Internal Failure Cost**

The internal failure cost is the sum of reworking cost and scrap cost.
1. Reworking cost.
This is the cost of reworking a part identified as nonconforming at an inspection station. At each inspection station the nonconforming parts can be scrapped, sent back for repair or incorrectly classified as conforming parts. The number of parts as nonconforming but repairable are given by:
\[
NR_{n} = [NG_k \cdot \alpha_m + ND_k \cdot (1 - \beta_m)] \cdot A \tag{9}
\]

Then the rework cost is:
\[
RC_{km} = (NR_{n} \cdot V_i) \tag{10}
\]

The rework cost may be incurred defects on subsequent processing as they did in the original process.
\[
NRS_{km} = NR_{km} \cdot E_i \tag{11}
\]

2. Scraped cost.
This expression represents the number of non-repairable items produced at \( k \) station on detection subsequent \( m \) inspection stage.
\[
NS = NG_k \cdot \alpha_m + ND_k \cdot (1 - \beta_m) \tag{12}
\]

The Scrap cost is:
\[
SC_{km} = NS_k \cdot x_i \tag{13}
\]

Also the scrap cost may result from a subsequent reworking process is given:
\[
RSC_{km} = NRS_{km} \cdot x_i \tag{14}
\]

Then the internal failure cost is given by:
\[
IFC_{km} = SC_{km} + RSC_{km} + RC_{km} \tag{15}
\]

**External Failure Cost**

This is the cost incurred after the products have been sold to customers. The external failure cost \( (EFC) \), is the sum of the product of the number of defective parts replaced at the customer’s end \( (W \cdot ND_k) \), the sale price \( (P) \) of the part and the sum of the product of the number of defective parts replaced at the customer’s end \( (1 - W) \) and the direct cost of materials to repair a defective unit \( (Y) \).
\[
EFC = W \cdot ND_k \cdot P + (1 - W) \cdot ND_k \cdot Y \tag{16}
\]

The inspection screen is applied to all parts processed in workstation if an inspection operation is performed, otherwise: \( I_{km} = \alpha_k = A_k = 0 \) and \( \beta_k = 1.0 \).

The total cost \( (TC) \) of processing and inspection of \( Q \) parts in an \( n \)-stage serial manufacturing system is given by the following equation:
\[
TC = \sum_{i=1}^{n} (IFC_i + MC_i + IFC_{in}) \tag{17}
\]

The sum of the total cost of processing and inspecting the parts produced in the manufacturing system is expressed as the total system cost \( TC \). The objective function for the inspection station allocation problem for a manufacturing system producing parts is expressed as follows:
\[
\text{Minimise } TC = \sum_{k=1}^{n} TC_k \tag{18}
\]

In this paper, the objective function is constrained by time of inspection to reduce number of inspection plans and to maintain the nominal production rate. General time equation involves inspecting all parts plus set-up time at inspection station \( m \) in the manufacturing system. The constraints are the following:
\[
IT_n = [NG_k + ND_k] \cdot ft_n + iss_n \tag{19}
\]
\[
\text{Where: } IT_n = T_n \sum_{i=1}^{n} q_i \leq NI \tag{20}
\]

Equation (20) shows that there are limited inspection stations available.

The allocation of quality inspection station problem grows exponentially with the number of workstations. For example, in a 21 workstations, there are more than 2,000,000 \( (M=2^n) \) ways to locate inspection positions and select a capable inspection station. Assume \( C \) consists of all assignment location combinations, then:
\[
C = [X_{11}...X_{1k}...X_{n1}...X_{nk}...X_{km}...X_{nm}]
\]
\[
(X_{1m}...X_{km}...X_{nm})
\]

If workstation \( k \) should be screened by an inspection station, then \( X_{km}=1 \), otherwise \( X_{km}=0 \). A possible allocation plan among the lowest expected sum cost can then be
determined after reconsidering every assignment location combination. As shown from Figure 3 that the processing time to solve the problem is exponentially grows with increasing number of workstation (WS). The experimental data was approximated using exponential regression model which has shown correlation \( r = 0.99 \) and the coefficient of the determination is \( r^2 = 0.99 \) see equation (21).

\[
\text{Time} = 0.0003e^{(0.87^*\text{WS})}
\]  \hspace{1cm} (21)

For example using equation (21) the duration of computation for 20 workstations is expected to be 180 hours. Therefore, it is impractical to allocate inspection places by using EM. In order to find solution when the number of workstation increases, a heuristic method was developed. It is introduced in the following section.

**HEURISTIC METHOD**

The heuristic method (HM) aims to determine the inspection plan with the lowest total cost. The objective function of the total cost in this particular case is constrained by inspection time. The proposed method is named (Heuristic Method Time Constraint). It is referred further by the abbreviation (HMTC). In this case the number of items inspected is multiplied by inspection processing time allocated to each item which should be less than or equal to the inspection time assigned for the inspection station being considered, see (equation 19). This is done in order to maintain the nominal production rate and to reduce the number of feasible plans to be evaluated.

![Figure 3: Schematic Showing the Duration of Computational Time in Relation to the Number of Workstations.](image)

In the heuristic method, every assigned location in C is reviewed to determine the inspection plans that have to be assigned for one workstation. The inspection plan will be considered when \( X_{km} = 1 \) and the sum of row elements of each of the generated inspection station plans match the number of inspection stations required. For example an inspection plan in the assignment location combination is \( (0111000110) \). It means that it has 5 inspection stations. Assume the available number of inspection stations is limited to 5. This inspection plan will be considered, because the number of inspection stations matches the number of inspection stations required. If the condition is not met, the inspection plan will be rejected, because it is unnecessary to check the inspection plans for unsatisfactory assignment location combination. The above approach will lead to avoiding unnecessary processing. Heuristic method idea is to minimise the cost by early identification of a non-conforming in the manufacturing processes. The following steps describe the heuristic procedure:

**Step1** Generating the set of assignment location combinations C, for a multistage manufacturing system.

**Step2** Based on limited inspection stations, decide number of inspection stations available.

**Step3** Checking whether inspection plans matches the number of inspection stations available. If yes go to step 4, otherwise go to step 2.

**Step4** Calculating the inspection time for the inspection station \((IT_{km})\) in the inspection plan. If \((IT_{km})\) less than or equal to the inspection time assigned for the inspection station being considered, go to step 5. Otherwise this inspection plan will not be considered. Go to step 3.

**Step5** According to the order of workstations, if \( X_{km} = 1 \) calculate total inspection cost, internal failure cost and manufacturing cost. If \( X_{km} = 0 \), calculate total a manufacturing cost and external failure cost. Go to step 6.

**Step6** Calculate the total inspection cost plan. Go to step 7.

**Step7** Checking whether all inspection stations are considered. If yes go to step 8, otherwise go to step 4.

**Step8** Checking whether all inspection plans are considered. If yes go to step 9, otherwise go to step 3.

**Step9** Determine the inspection plan that has the lowest cost.

**CASE STUDY AND DISCUSSION**

The following simulation experiment was conducted when measuring the time used by the heuristic method to find the best positions for inspection stations. A multistage manufacturing system model with 10 workstations with different parameters arranged in a serial manner was used to allocate 5 inspection stations as shown in Table 3. The batch size used in the experiment was 100. The parameters were randomly generated using a uniform random number generator to evaluate processing time efficiency. It was found that the heuristic method (HM) and the one with time constraint (HMTC) have better processing time efficiency than the (EM). Table 4 shows that HMTC can reduce number of inspection plans down to 88.57% whereas HM can reduce them down to 75.39%.

**Table 3 Performance Parameters**

<table>
<thead>
<tr>
<th>Performance parameters</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( fn_u )</td>
<td>4-7</td>
</tr>
<tr>
<td>( V_k )</td>
<td>85-180</td>
</tr>
<tr>
<td>( Z_k )</td>
<td>0.09-0.18</td>
</tr>
<tr>
<td>( I_{km} )</td>
<td>60-120</td>
</tr>
<tr>
<td>( \alpha_i )</td>
<td>0.03-0.07</td>
</tr>
<tr>
<td>( \beta_i )</td>
<td>0.03-0.07</td>
</tr>
<tr>
<td>( \lambda_i )</td>
<td>0.05-0.09</td>
</tr>
<tr>
<td>( x_k )</td>
<td>85-120</td>
</tr>
</tbody>
</table>
Table 4 shows that the HMTC and HM can produce the optimal solution. However, the cost deviation respectively is only 0.03 and 0.01. On the other hand, the HM still has a bigger savings (75.63%) on processing time than the HMTC. Therefore, the HM can be applied when multistage manufacturing system incorporates more workstations.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of inspection plans considered</th>
<th>Time processing (seconds)</th>
<th>Reducing inspection plans</th>
<th>Saving Time %</th>
</tr>
</thead>
<tbody>
<tr>
<td>HM</td>
<td>252</td>
<td>31.2</td>
<td>75.39%</td>
<td>75.63%</td>
</tr>
<tr>
<td>HMTC</td>
<td>117</td>
<td>36.1</td>
<td>88.57%</td>
<td>71.80%</td>
</tr>
<tr>
<td>EM</td>
<td>1024</td>
<td>128</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4 Performance of the HM in Comparison to EM (Continued)

<table>
<thead>
<tr>
<th>Method</th>
<th>Total cost</th>
<th>A deviation ((100))</th>
<th>A</th>
<th>HM</th>
<th>HMTC</th>
</tr>
</thead>
<tbody>
<tr>
<td>HM</td>
<td>367126</td>
<td>EM</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HMTC</td>
<td>362619</td>
<td>B</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EM</td>
<td>355589</td>
<td>HM TC</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

CONCLUSION

1. There is a need for a generalised (composite) model addressing all the similar inspection allocation scenarios. The model can serve as a metaheuristic that will be used to select an appropriate heuristic or algorithm for the solution of a particular AIE problem.
2. The simulation experiment has shown that computational time increases significantly when the number of workstations is more than 20.
3. The majority of the reviewed papers consider analytical models with limited number of work stations between 3 and 5 which is insufficient in practical situations.
4. The inspection allocation problem has been studied comprehensively by using variety of analytical and Monte-Carlo simulation methods rather than combination of both simulation techniques in a simulation-optimisation framework.
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ABSTRACT
Work flows in a job-shop are determined not only by the release load but also by the number of accepted orders. In this paper the common assumption of accepting all incoming orders regardless of shop condition is relaxed. Instead of placing the orders in a ‘pre-shop pool’ queue, as in previous research, orders that arrive at the shop, when it is highly congested, may be immediately rejected or their due dates may be negotiated. This paper explores the idea of controlling the workload since the acceptance/rejection stage. A new acceptance/rejection rule is proposed, and tests are conducted to study the sensitivity of job-shop performance to different order acceptance parameters, like the tolerance of the workload limit and the due date extension acceptance. The effect of the negotiation phase on the job-shop performance is evaluated using a simulation model of a generic random job-shop that allow us to conclude that having a negotiation phase prior to rejection improves almost all workload performance measures. Different tolerances of the workload limit slightly affect the performance of the job-shop.

INTRODUCTION
Workload and input-output control have been attracting increased attention among researchers in recent years. However, these studies focus mostly on workload control only after the orders have been accepted, i.e. traditionally the workload in a job-shop is controlled at the order release stage. Alternatively, decisions on workload control can be made earlier, at the stage of order acceptance or rejection. It may be seen as a rather extreme form of workload control, but if this decision is made using an appropriate rejection rule, it may be advantageous for the system as a whole. When capacity is fixed and demand is high the company has to decide which orders to accept and which orders to reject. Rejecting an order may be more favourable to the goodwill of the company than accepting all orders regardless of capacity restrictions and, consequently, completing a significant percentage after their due date.

A new acceptance/rejection rule is proposed, and tests are conducted to study the importance of having a negotiation stage before definitely rejecting the order. The sensitivity of the shop performance to different order acceptance parameters is also analysed. The proposed acceptance-rejection rule, called DDN (Due Date Negotiation), takes into account three types of information: (i) the total workload of jobs in-process plus jobs waiting in the pre-shop pool; (ii) a pre-defined tolerance of the workload limit (called negotiation margin); and (iii) the order’s due date. The idea behind this new rule is to allow for the acceptance of new orders when the workload limit is exceeded by only a small percentage. With this rule, the number of rejected orders decreases and the shop-floor congestion is controlled through the due date negotiation.

The operational performance measures used were related to delivery and workload performance. Since performance measures are influenced not only by the parameters of the acceptance rule but also by other decisions, a benchmark rule and a good rule previously presented in the literature are considered for each of these decisions. The simulation experiments were performed to investigate whether the negotiation phase improves the job-shop workload control by comparing selected performance measures in the two situations (with and without negotiation). The results allow us to conclude that having a negotiation phase prior to rejection improves almost all workload and delivery related performance measures. The simulation results also show that the shop performance is slightly sensitive to the customer acceptance probability and that different tolerances of the workload limit affect little the performance of the job-shop.

This paper has three main objectives: firstly, to present, simulate and test a new decision rule (to accept or not an incoming order), secondly, to investigate whether the order negotiation phase improves the shop-floor performance, and thirdly, to study the sensitivity of the shop performance to different order acceptance parameters, like the tolerance of the workload limit and the due date extension acceptance.

The remainder of this paper is structured as follows. In the following section related research on order acceptance is reviewed. Then, the proposed acceptance/rejection rule is presented, together with a description of the simulation manufacturing environment in which it is tested. The research methodology is outlined afterwards. Following this, the results of the simulation experiments are presented and discussed, and in the final section some conclusions and possible directions for future research are highlighted.

RELATED WORK
Despite a clear early concern about workload control (Wight, 1970), order acceptance received limited attention in the literature until the last decade. Order acceptance deals with the decision to either accept or reject a customer’s order based on the availability of sufficient capacity to complete it as close as possible to its due date. Most papers have focused on alternative methods for releasing jobs to the shop-floor as
the first mechanism to control workload. A good survey and classification of the research in the field of order review and release (ORR) can be found in Bergamaschi et al. (1997).

Input control considering the rejection of a portion of demand was first presented in queuing theoretic models (Scott, 1969, 1970; Miller, 1969, e.g.) that consider an \( n \)-server queueing system with \( m \) customer classes. This form of input control is common and occurs quite often in service systems; whenever the number of customers in the queue reaches its maximum capacity (e.g. due to a limited waiting room) no more customers are admitted into the system. In manufacturing systems, order acceptance decisions are often based on the workload content of the order, related to the available workload. On the experimental side, Philipoom and Fry (1992), Ten Kate (1994), Raaymakers et al. (2000a, 2000b), Ivanescu et al. (2002) and Ebben et al. (2005) compare different order acceptance strategies (algorithms) using simulation. Other approaches to this problem include mathematical programming and the use of meta-heuristics to examine order acceptance decisions when capacity is limited. Slotnik and Morton (1996), develop an optimal branch-and-bound procedure in order to maximize revenues. Lewis and Slotnik (2002) and Slotnik and Morton (2007) extend the one-period, deterministic model to a multi-period problem.

We study a job shop problem rather than the single-machine problem in the existing literature, e.g. Ten Kate (1994), Slotnik and Morton (1996, 2007), Lewis and Slotnik (2002). Contrary to the existing literature where all jobs are available initially (Slotnik and Morton, 1996, 2007 or Alidaee et al., 2001) we insert new jobs into an existing schedule without altering previously promised due dates. While a considerable amount of research has been done on designing order acceptance policies or algorithms to optimize some performance measure, our focus is on studying the impact of a negotiation phase in the order acceptance process.

**THE ORDER ACCEPTANCE/REJECTION RULE**

In this section the acceptance/rejection decision is placed in the global decision making process and the proposed acceptance rule is described in detail. The production control system, for the kind of job-shop considered, consists of four stages: 1) acceptance, negotiation or rejection of an order, 2) due date assignment, 3) order release, and 4) order dispatch. The accept/negotiate/reject decision is made when a customer places an order. In this paper two rules are considered: total acceptance (TA), used as a benchmark, and the proposed rule, the due date negotiation (DDN). The decision about the due date assignment is made simultaneously with the acceptance decision, and a negotiation with the customer may occur. We will consider only one due date assignment rule because, by varying the planning parameter, it is possible to convert one rule into another. The total work content (TWK) rule defines the due date by adding a certain amount, representative of the time that the job will need to be completed, to the order’s arrival date:

\[
DD_i = AD_i + k_{TWK} \times P_i ,
\]

where: 
- \( DD_i \): due date of job \( i \);
- \( AD_i \): job \( i \) arrival date;
- \( P_i \): processing time of job \( i \);
- \( k_{TWK} \): planning factor.

After an order has been accepted, it is placed in a pre-shop pool file. The order release rule defines when a release must take place and which of the orders will be released to the shop-floor. Two order release rules are considered: immediate release (IMR) and modified infinite loading (MIL). The IMR release rule is used as a benchmark: as soon as an order is accepted it is released to the shop-floor. The MIL rule was proposed by Ragatz and Mabert (1988) as an extension of the backward infinite loading rule (BIL), which consists in deducting from the due date the expected job flow time. It is similar to the BIL rule (because it ignores the shop capacity), but it has more information to predict the job flow time since it includes a factor about the present work on the shop. MIL determines the job release date as follows:

\[
RD_i = DD_i - k_{MIL} \times n_i - k_{2MIL} \times Q_i ,
\]

where: 
- \( RD_i \): release date of job \( i \);
- \( DD_i \): due date of job \( i \);
- \( n_i \): number of operations of job \( i \);
- \( Q_i \): number of jobs in queue on job \( i \) routing;
- \( k_{MIL}, k_{2MIL} \): planning factors.

![Figure 1: Multiple Decision-making Scheme in Arena](image-url)
Once a job is released to the shop-floor, its progress is controlled by the selected dispatching rule. We will consider the first-come-first-serve rule (as a benchmark) and the earliest due date (EDD) rule. When all processing has been completed, the order is placed in a finished-goods inventory until its delivery (due) date. Figure 1 shows these four decisions and the relationships among them, using the Arena software layout, the software package used in the simulation experiments.

The proposed due date negotiation (DDN) rule works as follows: when an order arrives, the total workload in the shop (considering the jobs on the shop-floor and the jobs waiting for release) is computed. If it is lower than a predefined limit, the order is immediately accepted. However, if the total workload exceeds that limit, one of two decisions may be made: the negotiation of the due date or the rejection of the order. Due date negotiation occurs whenever the predefined limit is exceeded by only a certain (small) percentage (the negotiation margin). In this case, an extension of the order’s delivery date is proposed to the customer; if the customer accepts the new delivery date (which happens with a certain probability), the order is accepted. If there is no negotiation or if the customer does not accept the new delivery date the order is rejected. In Figure 2 we can see how the DDN rule works.

The workload limit to accept an order ($L_{Max}$) depends on the order’s delivery date and on the number of machines the order has to visit in its routing. Equation (3) shows how it is computed.

$$L_{Max} = \frac{89*(due\ date - present\ date)}{Number\ of\ machines\ that\ are\ in\ the\ order’s\ routing}$$

On the one hand, the greater the difference between the due and the present date the greater the chance to deliver the order in time. On the other hand, the greater the number of machines the order has to visit the more the shop-floor will be work-loaded. If the machines have a high utilization, orders that have a less complex routing will have priority. $L_{Max}$ is defined so that the mean percentage of rejected orders is 5%, when the DDN, the IMR and the FCFS rules are in use. The delay of the original delivery (due) date is defined as a percentage of the original due dates, not in days, and is equal to 5%. This percentage should not be very high to be a good representation of what happens in real manufacturing systems. The negotiation margin is the amount (in percentage) that the workload limit may be exceeded without an order being rejected. As we want to control the workload, this percentage should be very small. As a benchmark to compare the situation with and without negotiation, we will set $N_{M} = 10\%$. Later on, we will test the sensitivity of job-shop performance to different tolerances of the workload limit. The parameter $P_{a}$ corresponds to the percentage of customers that accept the extension of the original due date. $P_{a}$ is set at 70%, and the sensitivity of job-shop performance to different values of $P_{a}$ is also tested.

**RESEARCH METHODOLOGY**

**Shop-floor characteristics**

Orders are assumed to arrive according to a Poisson process. Besides the widespread use of the Poisson distribution, there is some theoretical evidence that it provides a good approximation for the arrival process (Albin, 1982). The routing for each order and the processing time at each station is generated at this stage. The routing is purely random: the number of operations follows a discrete uniform probability distribution between one and six machines. The order has an equal probability of having its first operation in any of the six machines and of going to the other machines, until being completed. After the definition of the job characteristics, the order is placed in a pending (for acceptance) orders file.

The characteristics of the hypothetical job-shop are identical to those used by Melnyk and Ragatz (1989): the shop consists of six work centres, operating 40 hours per week; each work centre contains a single machine that can process only one job at a time, and no preemptions are allowed; job routings are random, with no return visits. Order arrivals follow a Poisson process with a mean of 1 order per hour. The processing time distribution for all six machines is identical: exponential with a mean of 1.5 hours. These characteristics result in a steady state utilization rate of 87.5% for each work centre and for the shop as a whole.

**Simulation model and experimental factors**

Simulation was used to study the proposed rule and the impact of a negotiation phase. The applicability of simulation in the general area of manufacturing systems
COMPUTATIONAL RESULTS

In this section, we present the main results of the experiments. The analysis is divided in three parts: the first one discusses if the negotiation phase improves the workload control; the second one presents the main results of the sensitivity analysis of the \( N_m \) parameter; in the third one the results of the sensitivity analysis to the \( P_u \) are presented.

Order negotiation phase

To find out if order negotiation improves the shop-floor workload control we compare the results on the selected performance measures of the TA rule (inexistence of order rejection) with the DDN one. Figure 3 and Figure 4 show the due date and workload related performance measures, respectively.

The simulation was made for the eight possible combinations to assess if the differences observed are due to the existence of the order negotiation or are due to other factors. For each rule (TA and DDN) we first compare the results obtained for the mean tardiness and percentage of tardy jobs in each experimental design. We can observe that the DDN rule results in a better delivery performance in all of the possible combination of decision rules in both performance measures analysed. The improvement is larger when the MIL order release rule is employed. When we look at the performance measures related with the workload (Figure 4), we notice that the order negotiation, in three of the combinations, allows the order to spend less time in queues inside the shop-floor. And when the order is released as soon as it enters the job-shop and the dispatching rule is EDD, the mean queue time in the shop-floor is almost the same. The only workload measure that has worst results when the DDN is used is the mean wait time in final products inventory (the mean earliness). Another advantage of the order negotiation is that it implies a slight decrease in the percentage of machine utilization (see second graph of Figure 4). It is known that one of the constraints job-shops have is the lack of capacity, due to the unstable routings and demand of their products. A decrease in the utilization is good for the shop-floor, because it becomes easier to control the workload. It is important to notice that in every performance measure (except “mean earliness”), when the MIL rule is employed, independently of the dispatching rule in use, the values for the DDN rule are consistently better. Comparing the mean values for the two acceptance rules the hypothesis that DDN performs better cannot be rejected (with a significance level of 5%).

Sensitivity analysis of \( N_m \) and of \( P_u \)

To analyse the sensitivity of the selected performance measures to different values of the negotiation margin, all the other parameters are kept fixed. As mentioned earlier, \( N_m \) varies from 20% to 0%. Analysing the different combination of decision rules, it can be seen that the only performance measure that is sensitive to \( N_m \) is the mean tardiness in DDN-MIL-FCFS. We also see slight sensitivity in mean wait time in final products inventory in the design DDN-IMR-EDD. The percentage of customers that accept the new delivery date varies from 50% to 100%. Order negotiation allows for a significant improvement in workload and delivery measures, but performance is not very sensitive to the variation of the parameters, namely the negotiation margin and the due date extension acceptance.

In testing the acceptance/rejection rule, it is important to assess whether the performance is affected by other factors in the planning system, such as the order release and the dispatching rules being used. Therefore, a full \( 2 \times 2 \times 2 \) experimental design was used: the two accept/reject rules described above are simulated in combination with the two order release rules and the two priority dispatching rules presented. The value of the planning factor (\( \sum_{i} x_{i} \)) in the due date formula (1) is set at 38, because, with this value, the percentage of tardy jobs is about 10%, when the DDN, IMR, and FCFS rules are simulated.

In testing the sensitivity of job-shop performance to different order acceptance parameters, a full \( 1 \times 2 \times 2 \times 8 \) experimental design is used: the DDN accept/reject rule is simulated in combination with two order release rules, two priority dispatching rules and eight levels for the negotiation margin \( (N_m = 20\%, 15\%, 12.5\%, 10\%, 7.5\%, 5\%, 2.5\% \) and \( 0\%) \). \( N_m = 0\% \) corresponds to the situation where negotiation does not occur, but the rejection can take place if the workload limit is surpassed. In the other extreme case, the workload limit can be exceeded by 20% without having an immediate rejection. The sensitivity of job-shop performance to the percentage of customers that accept the new delivery date is also tested. Here, we use a 24 experimental design: the DDN accept/reject rule is simulated in combination with two order release rules, the two priority dispatching rules and six levels for the due date extension acceptance (the percentage of customers that accept the new delivery date varies between 50% and 100%). When \( P_u \) is 100%, all customers accept the due date extension. Similarly, when \( P_u = 50\% \) only half of the customers accept the new delivery date.

Performance measures

In order to assess the impact of the decision rules on manufacturing performance, specific performance criteria must be selected. Five measures of job-shop performance are considered. These measures are broken down in two categories:

(i) Due date related performance measures, which are indicative of customer satisfaction and deliverability: mean tardiness and percent tardy.

(ii) Workload related performance measures, which are used to evaluate the impact of the load observed on the shop-floor: mean wait time in final products inventory, mean queue time in the shop-floor and machine utilization.

Data collection

During simulation runs data are collected with reference to the steady state of the system. In order to remove the effects of the warm-up period, several runs of the simulation model were made to see when the steady state was reached. Performance criteria and utilization levels reached steady state after approximately 4,000 (simulated) working hours. However, all statistics were set to zero and restarted after a warm-up period of 10,000 simulated hours. Statistics were, then, collected for 90,000 hours. Ten replications were performed for each set of experimental conditions.
SUMMARY AND CONCLUSIONS

This paper explores the idea of controlling the workload since the stage of accepting or rejecting incoming orders. A new acceptance/rejection rule, DDN or due date negotiation, is proposed. It evaluates the impact of different tolerances of the workload limit (Nd, the negotiation margin) on the shop performance using a simulation model of a generic random job-shop and a full factorial experimental design. It also tests the influence of various probabilities of acceptance (Pd) by the customers of the new delivery date on the shop performance.

In testing the acceptance/rejection rule and its parameters it is important to assess whether the shop performance is affected by other factors in the planning system, such as the order release and the dispatching rule being used. Therefore, a full experimental design is used: the acceptance/rejection rule described above is simulated in combination with two order release rules (the immediate release — a benchmark rule — and the modified infinite loading rule) and two priority dispatching rules (the first come first served — a benchmark rule — and the earliest due date rule). The extensive simulation experiments allow us to conclude that both the workload and the delivery performance measures improve with the use of a rule that includes a negotiation phase. We also see that different tolerances of the workload limit affect, to some extent, the performance of the job-shop.
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ABSTRACT
The aim of this paper is to present an application of grammars/languages as a suitable way (tool) for description of complex processes (process management domain).

It describes how context grammars, in particular, scattered context grammars can be used to model and, subsequently, to control complex process system and its optimization, e.g. car repair service. Our intention is to clarify the whole process (include many others sub-processes and individual activities with different dependencies and relations) and controlling through the models defined by a scattered context grammar. Practical realization (implementation) is given in Haskell (functional programming language with reference transparency).

The created car repair service model is possible, in future, to extend with modelling of real resources.

INTRODUCTION
It is quite well accepted that the need of efficient process management is required together with increasing complexity of resource consumption. Nowadays, processes are going to be more and more complicated, there are many sub-processes and individual activities demanding many resources with different abilities, alignments, capacities, etc. Processes can be dependent and/or independent on the others; they can be realized concurrently and/or sequentially. Thus, it is necessary to find a new suitable and a more efficient tools, techniques, methods, and possibilities for optimal process management.

The paper presents one of the possibilities how we can describe a sample complex process. In our case, it is a car repair service process. We analyze four basic blocks of processes and four workrooms in a car maintenance service.

In the following section, the main foundations will be given that are crucial for expression and comprehension of a mutual context among terms of formal languages and process management.

TECHNICAL BACKGROUND
First of all, some terms relating to process management and theoretical aspects of formal languages and grammars are presented. Nevertheless, it is expected that a reader is familiar with the concept. Deeper explanation of the terms can be found in (Češka & Rábová 1988, Meduna 2000, Meduna, & Techet, 2009, Meduna & Švec 2005, Greibach & Hopcroft 1969, Fernau 1996).

Process management

Definition 1. Process management is the ensemble of activities of planning and monitoring the performance of a process. Especially in the sense of business process, often confused with reengineering (Becker 2003).

Definition 2. A process is a series of actions bringing about a result. It is a complex of mutually connected resources and activities, which change inputs to outputs. At present, activities and resources under the project are managed almost entirely like processes, see (Anbari 2005). From another point of view, a process is a specific ordering of work activities across time and place with a beginning, an end, and clearly defined inputs and outputs: a structure for action. See (Sparx Systems 2004).

Definition 3. A business process is a collection of related, structured activities that produce a service or product that meets the needs of a client. These processes are critical to any organization as they generate revenue and often represent a significant proportion of costs.

Definition 4. Business Process Management (BPM) is a management approach focused on aligning all aspects of an organization with the wants and needs of clients. It is a holistic management approach that promotes business effectiveness and efficiency while striving for innovation, flexibility, and integration with technology (Smart, Maddern, & Mauell 2001).

Definition 5. A workflow is a model to represent real work for further assessment, e.g., for describing a reliably repeatable sequence of operations. More abstractly, a workflow is a pattern of activity enabled by a systematic organization of resources, defined roles and mass, energy and information flows, into a work process that can be documented and learned. Workflow consists of a sequence of connected steps. It is a depiction of a sequence of operations, declared as work of a person, a group of persons, an organization of
staff, or one or more simple or complex mechanisms. For control purposes, workflow may be a view on real work under a chosen aspect, thus serving as a virtual representation of actual work. The flow being described often refers to a document that is being transferred from one step to another (Fischer 2007).

Definition 6. Process analysis is an approach that helps managers improve the performance of their business activities. It can be a milestone in continuous improvement (Trischler 1996)

**Grammars**

Definition 7. A grammar, G, is a quadruple G = (N, T, P, S), where N is a final set of non-terminals, T is a final set of terminals, T ∩ N = ∅, P is a final set of production rules, it is a subset of (N ∪ T)*N(N ∪ T)* × (N ∪ T)*, an element (α, β) ∈ P will be written α → β, and the symbol S is the starting non-terminal, S ∈ N.

To define language defined by a grammar, we have to define the term derivation. A definition of it, together with a definition of language defined by a grammar, follows:

Definition 8. If α → β ∈ P and u, v, β ∈ (N ∪ T)*, α ∈ (N ∪ T)*N(N ∪ T)*, then u α v ⇒ u β v [α → β] or, simply, u α v ⇒ u β v is called a simple derivation. In the standard manner, extend ⇒ to ⇒*, where n ≥ 0; then, based on ⇒*, define ⇒* and ⇒+, (a general) derivation.

The language of G, L(G), is defined as L(G) = {w ∈ T* | S ⇒* w}.

By restricting the form of production rules used for a grammar definition, we can recognize several kinds of grammars and languages defined by such grammars. Next are defined some kinds of them.

Definition 9. A context-sensitive grammar, G, restricts P (a finite set of productions) such a way, that for every α → β ∈ P: | α | ≤ | β |. If an empty string (ε) is in the language a special rule is allowed in P: S → ε, where S is the starting non-terminal. A language, L, is context-sensitive if and only if L = L(G), where G is a context-sensitive grammar.

Definition 10. A context-free grammar, G, restricts P (a finite set of productions) to the form A → x, where A ∈ N and x ∈ (N ∪ T)*. If there are several rules of the form A → α1, A → α2, ...., A → αn, where A ∈ N, αi ∈ (N ∪ T)* for i ∈ {1, ..., n}, αi are mutually different, then we can write them in the form A → α1 | α2 | ... | αn.

A language, L, is context-free if and only if L = L(G), where G is a context-free grammar.

An example of a simple context-free grammar describing processing of a simplified product order is presented next:

Let G = (N, T, P, S) be a grammar defining such an order processing, then

\[ N = \{ S, A, B, C, D, E, F \} \]

\[ T = \{ \text{<order evaluation>, <availability on stock>, <raw material purchase>, <production preparation>, <production>, <delivery>, <invoicing>, <payment verification>} \} \]

\[ P = \{ S \rightarrow \text{<order evaluation>} A, A \rightarrow \varepsilon, A \rightarrow \text{<availability on stock>} B, B \rightarrow D, B \rightarrow \text{<raw material purchase>} C, B \rightarrow \text{<production preparation>} C, C \rightarrow \text{<production>} D, D \rightarrow \text{<delivery>} E, E \rightarrow \text{<payment verification>} F, F \rightarrow \varepsilon, F \rightarrow E \} \]

For better readability, we usually join right-hand-sides of the rules from P together and delimit them by a pipe, |. Moreover, the content of the set P can also be written in a more readable form, where we denote each line to one non-terminal on the left-hand-side of the production rule:

\[ P = \{ \]

\[ S \rightarrow \text{<order evaluation>} A, \]

\[ A \rightarrow \varepsilon \]

\[ B \rightarrow D \]

\[ \text{<raw material purchase>} C \]

\[ \text{<production preparation>} C \]

\[ C \rightarrow \text{<production>} D \]

\[ D \rightarrow \text{<delivery>} \text{<invoicing>} E \]

\[ E \rightarrow \text{<payment verification>} F \]

\[ F \rightarrow \varepsilon \]

\[ \} \]

Definitions of other grammar categories continue next.

Definition 11. A regular grammar, G, restricts P (a finite set of productions) to the form A → x, where A ∈ N and x ∈ T(N ∪ {ε}).

A language, L, is regular if and only if L = L(G), where G is a regular grammar.

Definition 12. A scattered context grammar, G, is a quadruple (V, T, P, S), where V is a finite set of symbols, T ⊂ V, S ∈ V \ T, and P is a set of production rules of the form \( (A_1, \ldots, A_n) \rightarrow (w_1, \ldots, w_n) \), n ≥ 1, \( ∀ A_i : A_i \in V \setminus T \)

\( ∀ w_i : w_i \in V \setminus T \).

Note: A scattered context grammar combines context-free productions to create a context rewriting. Nevertheless, the context is not as tight as in the case of context-sensitive grammars.

Every category of the grammar defines a set of languages described by all grammars of a particular type.
An example: Automobile Maintenance

A car passes through 4 basic departments (blocks of processes). At the beginning of each of them, there is an initial revision of the inspected car part.

1. Auto body
2. Car engine
3. Car electronics
4. Car chassis

Each of blocks can be divided into individual sub-processes/activities, e.g. car chassis service consists of: suspension service, wheel position service, wheel suspension service, etc.

A way of processes realization is changeable, e.g. which parties are including, what sequences etc. (arbitrary way, but there are certain limitations).

Context limitations

Interference with a certain car part can force another type of repair/revision, e.g. car chassis disassembly implies a necessity of wheel geometry check over to follow a correct order of operations. Moreover, geometry check must be done in such a case always. Performing this operation before car chassis disassembly is useless. There are a few of such limitations, thus, it is necessary to add them into our car repair model, too.

For example, we have a problem: workers repair a car and we need to have some feed-back (verification of the fact, that they have done all sub-processes and, moreover, they did it in a correct order). We gain a recipe of a way and order the operations were performed. Then, PC verifies if it is one of the correct possible ways (which workers chose).

We use scattered context grammars to model such a processes. The total number of operations in the car service is a finite number. Even number of mutual combination of these operations is a finite number. Thus, regular languages could be used to describe such a situation (Type-3 grammars of Chomsky hierarchy generating regular languages; every finite language is regular one).

On the other hand, in case of regular languages, it is necessary to make a listing of all possibilities, which can come on and this is very impractical (for the particular case listed below it is more than 6 millions of possibilities at all, context limitations decrease the size to more than half of million or more than 7 hundred thousands according to context setup). That is why we chose scattered context grammars even if we know that generated language is finite. An input of the program is not directly the grammar, but a simplified description of all process activities. There are the main independence groups—processes including a lot of sub-processes (sections). Such sub-processes can be realizes based on necessity of such a service at all or it is forced due to another service, which implies performance of another service.

The sequence of operations in the sections is again arbitrary (just the entrance operation is required to be performed before others, e.g. revision as the checkpoint), but activities within a certain operation must be completed in a correct order. Thus, we get several levels of independency:

- blocks – e.g. body, engine, etc.
- operation sequences – e.g. wheel geometry setup
- activities within operations – elementary activities within operation, they must be performed in a particular order

The freedom of activities is bound by context rules that represent a requirement of one operation/activity if the other is performed (modelling of situations, when certain service requires another due to natural requirement given by car assembly).

DEMONSTRATION

We have 4 basic processes (blocks of activities) and 4 workrooms in a car maintenance service. In each block, there is one fixed activity, e.g. inspection of the given car section. There are 3-4 sub-processes. Each of those sub-processes consists of activities set (1-4). We define 3 context bindings: there are 2 simple links (one activity implies another activity, thus, on sub-process implies another one) and 1 more complicated linking with more dependencies—in this case, we can take into account two possibilities, one activity implies another two and these two activities can be performed in an arbitrary order, or, the activities must be, in such a case, ordered two. In our example, one activity implies two others activities, e.g. proper sequence of activities (dismantling of front wheels together with repair → axle geometry/steering geometry etc.).

An example of the code in language Haskell, which describes processes definition and their dependencies is shown bellow:

```haskell
seqAa = Seq ["a1","a3","a4"]
seqAb = Seq ["a5","a6"]
seqAc = Seq ["a7","a8"]

seqBa = Seq ["b1","b3"]
seqBb = Seq ["b4"]
seqBc = Seq ["b5","b6","b7","b8"]

seqCa = Seq ["c1","c3"]
seqCb = Seq ["c4"]
seqCc = Seq ["c5"]
seqCd = Seq ["c6","c7","c8"]

seqDa = Seq ["d1","d2","d3","d4"]
seqDb = Seq ["d5","d6","d7"]
seqDc = Seq ["d8"]

blockA = Block "A" [Just "a1"] [seqAa,seqAb,seqAc]
blockB = Block "B" [Just "b1"] [seqBa,seqBb,seqBc,seqBd]
blockC = Block "C" [Just "c1"] [seqCa,seqCb,seqCc,seqCd]
blockD = Block "D" [Just "d1"] [seqDa,seqDb,seqDc]

blockA:main = Block "A" [Just "a1"] [seqAa,seqAb]
blockB:main = Block "B" [Just "b1"] [seqBa,seqBb,seqB]

context = Context ["c1", "c3", "c4", "d3", "d4", "d5", "d6", "d7", "d8"]
proc = PD "CarReview" [blockA,blockB,blockC,blockD] [context1,context2,context3]
```

Context description

The first activity forces another activity (in another place) or activities named in a list put behind the first, forcing, activity. For the present, there is a limitation that activities
in context cannot be cyclic and/or chain. But, we can replace it by introduction of “pseudo-activity” application, which prevent from it. Moreover, cyclic dependence would mean impossibility of realization of the process in practice.

The whole description is very compact (code in Haskell) - generated scattered context grammar contains a bit more than one hundred of grammar rules. On the basis of it we verify individual activities, their order of appearance in the car reparation service, respectively.

Future work

Process is not only one, but there are a lot of similar processes (sub-processes). The main questions: How (optimal sequence of activities), When (duration and deadlines), Who (optimal resources scheduling). We consider longer time period, where a sub-process variability is not so expressive, but we need exact planning. We have obvious process, activities, duration, but many similar workrooms. We would like to achieve the optimal planning and scheduling, including an ability of total time estimate determination.

The main goal of this approach is the backward analysis, too, generating the grammar form, which satisfies conditions for LL-scattered grammars. There is suitable and effective analyzer available, see (Kolář 2008).

CONCLUSION

In this paper, we have presented a new way of looking at analysis, planning and scheduling of complex systems – processes/sub-processes (e.g. auto repair). Planning and scheduling of a process should be done in a language, which is able to describe all important mater, relations and dependences among individual processes (it attains to get an optimized solution in respect to changeable conditions of the modelled process). We use Haskell as the main language, which enable us much more functionalities for our purpose as others languages (simple diction and programming of all ultimate facts) We demonstrate our approach on the Car repair example, where four basic processes with other sub-processes/activities are described and optimized in respect to contextual relations.

Additional research also needs to be conducted to investigate the scalability of this approach to larger systems (real processes with different characteristics, including many sub-processes etc.). We can study different situations and combinations of those sub-processes, too, that can appear during the main process development.

In the future, we suppose that the proposed model will be used for process planning support and will facilitate the whole process realization by controlling all important sub-processes and their parties.
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ABSTRACT
This paper presents a system approach for safety management of complex system. System engineering which is an interdisciplinary field of engineering that focuses on how complex engineering projects should be designed and managed is the framework of the approach. It allows taking into account the safety requirements in system engineering process to facilitates traceability of these requirements throughout the life cycle of the system. Processes of EIA-632 system standard are used to guide the proposed approach.

Introduction
The system engineering process becomes more critical as our systems increase in size and complexity. Important system-level properties, such as safety and security (1), must be built into the design of these systems from the beginning; they cannot be added on or simply measured afterward. Systems are changed. These changes are stretching the limits of current safety engineering approaches and techniques. These changes are challenging both safety processes, methods and tools. They concern:

- Fast pace of technological change
- Changing Nature of Accidents
- New types of hazards
- Increasing complexity and coupling
- Decreasing tolerance for single accidents
- More complex relationships between humans and automation
- Changing regulatory and public views of safety

Rasmussen has argued that major accidents are often caused not by a coincidence of independent failures but instead reflect a systematic migration of organizational behavior to the boundaries of safe behavior under pressure toward cost-effectiveness in an aggressive, competitive environment (2). Weaknesses of the current safety processes (figure 1) can be resumed in the following points (non exhaustive list):

- Safety analysis involve some degree of intrinsic uncertainty. So, there is a degree of subjectivity in the identification of safety issues.
- Different groups need to work with different views of the system (e.g. systems engineers view, safety engineers view). This is generally a benefit but it can be a weakness if the views are not consistent.
- Definition of the safety requirements and their formalization.
- Traceability of safety requirements.
- Existing / traditional safety analysis techniques are difficult to use on modern, complex systems.
- Textual description of failure modes is often too ambiguous.
- System models are developed in electronic form, but no use is made of this for Safety/ Reliability analysis. Ideally there should be a common repository of all requirements, design and safety information.

Some points are due to the absence of a safety global approach. Indeed, safety must be addressed as global property and safety requirements (3) must be formulated not only in the small but in the large. For example, the Ariane 5 and Mars Polar Lander losses are examples of system accidents. In both of these accidents, the components did not fail in terms of not satisfying their specified requirements. The individual components operated exactly the way the designers had planned the problems arose in the unplanned or misunderstood effects of these component behaviors on the
Figure 1: Safety integration

The norme IEC 1508 (6), (7) consider the overall lifecycle. It is considered as for the management of the safety throughout the entire life of the system, but it concerns only systems that require safety functions. It is guide for the implementation of the relevant safety functions. This work is part of a project in deploying System Engineering (SE)(11) (12). We address the integration of safety management in system engineering process. The paper is structured into five remaining parts. The second part gives a brief introduction of the emerging discipline of system engineering in matter of key processes and the standard EIA-632 (13). The third part presents briefly the integration approach. In the forth part, an original approach for safety integration in system engineering process is proposed.

The system engineering framework for complex system development

System Engineering is an interdisciplinary approach, which provides concepts that make it possible to build new applications. It is a collaborative and interdisciplinary process of problems resolution, supporting knowledge, methods and techniques resulting from the sciences and experiment. system engineering is a framework which helps to define the wanted system, which satisfies identified needs and is acceptable for the environment, while seeking to balance the overall economy of the solution on all the aspects of the problem in all the phases of the development and the life of the system. SE concepts are adequate specifically for complex problems; research issues undergone can bring a solution (11).

System engineering concepts

System engineering is the application of scientific and engineering efforts in order to:

- Transform an operational need into a description of system performance parameters and a system configuration through an iterative process of definition, synthesis, analysis, design, test and evaluation.
- Integrate reliability, maintainability, availability, safety, survivability, human engineering and other factors into the overall engineering effort to meet cost, schedule, supportability and technical performance objectives.

System engineering is an interdisciplinary approach that:

1. Encompasses the scientific and engineering efforts related to development, manufacturing, verification, deployment, operations, support and disposal of systems products and processes.
2. Develops needed user trainings, equipments, procedures and data.

3. Establishes and maintains configuration management of the system.

4. Develops work breakdown structures and statements of work and provides information for management decision-making.

System engineering is a management methodology to assist designer through the formulation, analysis and interpretation of the impacts of proposed policies, controls or complete systems upon the need perspectives, institutional perspectives and value perspectives of stakeholders to issues under consideration.

System engineering is an appropriate combination of the methods and tools of a suitable methodological process and systems management procedures.

We distinguish three levels in System engineering as illustrated in figure 2. The first level, SE processes, focus on high-level issues, high-level requirements such as business needs and strategic needs and methods.

The second level, System engineering methodologies and methods, deals with all technical issues such as systems requirements design methodologies standards.

The third level, System engineering tools or technologies, covers the implementation issues concerning the tools to be used, the required technologies to respond to the various assets of requirements such as reliability, costs, maintainability and enabling technology.

System engineering assists designer who desire to develop policies for management, direction, control and regulation activities relevant to forecasting, planning, development, production and operation of total systems Figure 2.

In System engineering best practice, we have the following chain:

Processes → Methods → Tools

These entities, such as processes, methods and tools, are the conceptual basis of our approach taken from System engineering best practice. In the first step, the processes can be identified with respect to the accumulated know-how, and can also be taken from a standard as the thirteen generic processes proposed in standard EIA-632.

The second step concerns the methods to be used. The methods can be either developed or used by the existing one, which implement the process as we cannot choose a method for its flexibility or popularity but only if it reflects the semantics of the process. No taxonomy has yet been developed for corresponding processes and methods. The third step concerns the tools that do not correspond to the processes but the methods; hence in this approach we cannot use a tool to implement a process without first identifying the associated methods.

![Figure 2: Three levels of system engineering.](image)

**EIA-632 standard**

One famous standard, currently used in the industrial and military fields, is the EIA-632. This standard covers the product life cycle from the needs capture to the transfer to the user. It gives a system engineering methodology trough 13 interacting processes grouped into 5 groups, covering the management issues, the supply/acquisition, design and requirement, realization and verification/validation processes. Figure 3 shows the interaction between all the 5 groups of processes, whose roles are (13):

1. Technical management processes (three processes): these processes monitor the whole process ranging from the initial idea of building a system until its delivery.

2. Acquisition and supply processes (two processes): these processes ensure the supply and acquisition (and are very close to logistics).

3. System design processes (two processes): these processes are on the elicitation and acquisition of requirements and their modelling, the definition of the solution and its design.

4. Product realization processes (two processes): these processes deal with the implementation issues of system design and its use.

5. Technical evaluation processes (four processes): these processes deal with verification, validation and testing issues.

Briefly, the operation of the proposed processes is:

- One acquisition request arrives and is treated by the supply process by establishing an agreement,

- The acquirer requirements are then transmitted to the System Design processes in charge of the elaboration of the logical solution, then the physical one, and also lots of sets of specified technical requirements, where each set is associated to a sub-system.
The acquisition process is in charge to buy (if available in the market) or to make build the sub-systems responding to the different sets of specified requirements.

Once the sub-systems received, the realization of the final product can begin, based on the design solution previously established and chosen.

To finish, the final system will be transferred to the user, just after tests and final validation.

In parallel, all the previous processes are managed, rated and controlled by the technical management processes. And the technical evaluation processes allows to do system analysis (like risk analysis), requirement validations or system verification, during the development and when needed.

In fact, one or several sub-processes are defined for each 13 processes and the developer should decide which of the all 33 sub-processes apply. In this paper, only the system design processes and the technical evaluation processes are considered. These processes appear as the most important for safety management.

The safety assessment process can be decomposed into three main phases:

- preparation phase which initiates the assessment (Safety Target are defined)
- conduct phase in which the assessment is performed
- conclusion phase in which the assessment results are delivered.

System Engineering is the ideal framework for the design of complex system. In this work it is considered as a framework to manage safety.

A system engineering approach to safety starts with the basic assumption that the safety propriety, can only be treated adequately in their entirety, taking into account all variables and relating the social to the technical aspects (9). This basis for system engineering has been stated as the principle that a system is more than the sum of its parts.

The Safety management must follow all steps of SE From the requirements definition to the verification and the validation of the system. If we consider, for example, a reliability requirement defined for a global system, its formalization and analysis must allow ensuring that the technical solutions selected with design progression deals with this reliability requirement at sub-systems level and after their integration.

Note that this paper illustrates the proposed approach in term of process which must be defined independently to methods and/or tools (other projects which are focused on the methods and tools (4) and (5) for example). These different works will be exploited in the safety management from a global point of view.

**Integration approach**

The integration of safety must concern all system engineering processes. This paper is focused only on:

- System Design processes,
- Technical Evaluation processes.

The safety requirements must be taken into account in requirements definition process. It allows the formulation, the definition, the formalization and the analysis of these requirements. Then a traceability (10) model must be build to ensure the taking into account of the requirements throughout the development cycle of the system.

These Safety requirements influence acquirer requirements, stakeholder requirements, system technical requirements, logical solution representations and physical solution representations.

Technical Evaluation processes define 12 types of sub-processes going from requirement statements validation to enabled product readiness. The sub-processes (The

**Figure 3: System engineering processes**

**Safety in system engineering process**

**Safety**

Safety is an important system-level property, and must be built into the design of these systems from the beginning.
task associated to each sub-process can be consulted in (13)) considered are:

- requirements statements validation,
- acquirer requirements validation,
- other stakeholder requirements validation,
- system technical requirements validation,
- logical solution representations validation,
- design solution verification.

The implementation of the approach consists in identifying and indicating in which way the safety must be considered for each sub-processes of EIA-632. In other words, the sub-processes of EIA-632 standard are translated or refined in terms of safety and included in system design process.

EIA-632 sub-process to safety refinement

In this section we address EIA-632 processes with safety point of view.

System design processes

The System Design Processes are used to convert agreed-upon requirements of the acquirer into a set of realizable products that satisfy acquirer and other stakeholder requirements.

Two processes are involved: the Requirements Definition Process and the Solution Definition Process. The relationship between these two processes is shown in Figure 4.

**Figure 4: System design processes**

---

**Requirement definition process**

The goal of the requirements definition process is to transform the stakeholder (the acquirer and all other stakeholders who have an interest in the system) requirements into a set of technical requirements. For functional and no-functional requirements, if this distinction is not possible at the requirement elicitation process level, the analyzer may do it to categorize requirements. To perform this task, 3 sub-processes are associated with this process: the Acquirer Requirements, the Other Stakeholder Requirements and the System Technical Requirements sub-process. The Requirements Definition Process is re-accomplished, if necessary.

**a. Acquirer Requirements**

The developer shall define a validated set of acquirer requirements for the system, or portion thereof. In the safety framework, acquirer requirements, generally, correspond to constraints in the system. It is necessary to identify and collect all constraints imposed by acquirer to obtain a dependable system. A hierarchical organization associates weight to safety requirements, following their criticality.

Some Standards are available to guide designer to define safety requirements. For example, for safety critical systems within the civil aerospace sector are developed subject to the recommendations outlined in ARP4754 (14) and ARP4761 (15). These standards give guidance on the ‘determination’ of requirements, including requirements capture, requirements types and derived requirements.

When the requirements are defined (16) some attributes can be used to facilitate their management.

**b. Other Stakeholder Requirements**

The developer shall define a validated set of other stakeholder requirements for the system, or portion thereof. The same approach applied to acquirer requirements is applied to Other Stakeholder Requirements.

**c. System Technical Requirements**

The developer shall define a validated set of system technical requirements from the validated sets of acquirer requirements and other stakeholder requirements.

System technical requirements must be unambiguous, complete, consistent, achievable, verifiable, and necessary and sufficient for a system design.

For safety requirements, the system technical requirements traduce system performances. It consists on defining safety attributes (Determine risk tolerability, MTBF, MTBR, failure rate for example).

Among all requirements formulated by the acquirer and other stakeholder, some of them are safety requirements. For example, critical events define reliability requirements in the sense that their taking into account must leads to a design of a system able to avoid these events.
Solution Definition Process
The Solution Definition Process is used to generate an acceptable design solution. This solution satisfies:

1. the system technical requirements resulting from the Requirements Definition Process,
2. the derived technical requirements from the Solution Definition Process.

Three sub-processes are associated with the Solution Definition Process.

a. Logical Solution Representations
The developer shall define one or more validated sets of logical solution representations that conform with the technical requirements of the system. In order to do this, he must in particular (1) do some tradeoff analysis, (2) identify and define interfaces, states and modes, timelines, and data and control flows, (3) analyze behaviors, and (4) analyze failure modes and define failure effects.

Formal models can be used for logical solution representations. The use of formal methods allows for automation of verification and analysis and for a tighter integration between system design and safety analysis. The model can automatically enriched with failures in order to perform safety analysis.

b. Physical Solution Representations
The developer shall define a preferred set of physical solution representations that agrees with the assigned logical solution representations, derived technical requirements, and system technical requirements.

The physical solution representations are derived from logical solution representation and must respects all requirements, particularly, safety requirements.

c. Specified Requirements
These requirements concern the design solution. The designer must ensure that the design solution is consistent with its source requirements. The safety analysis process allows the validation of these requirements.

Technical Evaluation Processes
The Technical Evaluation Processes are intended to be invoked by one of the other processes for engineering a system. Four processes are involved: Systems Analysis, Requirements Validation, System Verification and End Products Validation. The relationship between these processes is shown in Figure 5.

In this paper, we focus only on 3 processes of the technical evaluation:

1. Systems Analysis Process, which contains a Risk Analysis sub-process,

2. Requirements Validation Process,

Systems Analysis Process
The Systems Analysis Process is used to:

1. Provide a rigorous basis for technical decision making, resolution of requirement conflicts, and assessment of alternative physical solutions;
2. Determine progress in satisfying system technical and derived technical requirements;
3. Support risk management;
4. Ensure that decisions are made only after evaluating cost, schedule, performance, and risk effects on the engineering or reengineering of the system.

a. Risk Analysis sub-process
The developer shall perform risk analysis to develop risk management strategies, support management of risks and support decision making.

Several techniques can be used to analyze risks, for example: fault tree, or Failure Mode, Effect, and Criticality Analysis. This step is very important, because it determines the risks of the system.

The step of risk analysis can generate safety requirements other than that defined by the acquirer and stakeholder. These new requirements must be taken into account.

Requirements Validation Process
Requirements Validation is critical to successful system product development and implementation. Requirements are validated when it is certain that they describe the input requirements and objectives such that the resulting system products can satisfy them. The Requirements Validation Process helps to ensure that
the requirements are necessary and sufficient for creating design solutions appropriate to meet the exit criteria of the applicable engineering life cycle phase and of the enterprise-based life cycle phase in which the engineering or reengineering efforts occur. In this process, a great attention is done to traceability analysis, which allows verifying all the links among Acquirer and Other Stakeholder Requirements, Technical and Derived Technical Requirements, and Logical Solution Representations. Like other requirements, safety requirements must be validated. The validation allows to design safe system. to facilitate this step, semi-formal solutions, like UML (17) or SysML (18) (which is an UML profile for systems engineering), can be used for good formulation of requirements. Indeed the diversity of people concerned by the system design project can have limited knowledge concerning the structure of a future system makes industry-scale requirement engineering projects so hard. So the UML or SysML with their different diagrams can be helpful.

**System Verification Process**
The System Verification Process is used to ascertain that:

1. The generated system design solution is consistent with its source requirements.
2. End products meet their specified requirements at each level of the system structure implementation (from the bottom up).
3. Enabling product development or procurement for each associated process is properly progressing.
4. Required enabling products will be ready and available when needed to perform.

Simulation is a good and current method used to achieve system verification. Other methods like virtual prototyping, model checking and other ones can be used.

**Conclusion**

The approach presented in this paper concerns safety integration in system engineering process. It allows to give some guidelines to address efficiently safety of complex systems in all phase of system design. The approach is based on EIA-632 standard and can be resumed as follows:

- Elements of the approach: process → methods → tools
- System engineering processes handled using EIA-632 standard
- Integration of safety analysis in system engineering process

The paper addresses some processes of the standard EIA-632 independently to methods and/or tools. The processes addressed are system design process and technical evaluation process.

The work is in progress and other processes will be used and defined in the integration approach. The next step of the deploying system engineering project is to propose appropriate methods and tools for achieving each subprocesses of the EIA-632 standard.
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ABSTRACT
This paper presents a model developed for simulating earth moving machines like wheel loaders. The developed model is used for real time simulation and is included in a full machinery simulator designated for the training.

The model includes a mechanical model of the chassis, axles, suspension systems, hydraulic actuators and mechanical models of the arms. All the models have been simulated using Bond Graph elements (Karnopp et al. 1990). The complete model has been developed as a modular system, using sub-models of each of the above-mentioned components. This approach helps to minimize both the number and complexity of the system equations obtained from the overall model.

Some simulation examples and results are also included.

INTRODUCTION
Real time simulation is an indispensable requirement or models whose purpose is to test vehicle handling, since the driver expects to get an immediate response, as is the case in real life. Sometimes, when a vehicle’s engineer decides to analyze the quality or safety, or to design controllers for ABS systems, normally rely on multibody dynamic models and each question requires a model of suitable complexity. The existing models span a wide range in the complexity spectrum. For instance, the design of a controller it might be enough to represent the vehicle as a point mass (Liang and Peng 1999); when we study suspensions we can use a quarter car model (Ando and Suzuki 1996); a half car model may be preferred when analyzing ABS performance (Alleyne 1997); finally, a full car and higher-order multibody models may be necessary (King and Ro 2002) for more advanced studies.

A framework for a modular approach to modeling 3D multibody systems is available in the literature (Pacejka 1985, Bos 1986, Ersal 2009) but there are not literatures about optimized earthmoving machines models in the items presented here.

When it comes to simulating machinery such as excavators or wheel loaders, the part corresponding to the vehicle’s own dynamics is joined to the part related to the movement of implements, such as buckets, arms or actuators (fig. 1). Unlike traditional vehicles, these are lacking in suspension and need to incorporate an oscillating axle, located in the front or rear axle depending on the machine, so that the machine can be adapted to the unevenness of the terrain. In a traditional vehicle, it is the front wheels that turn the vehicle with no relative turn whatsoever being produced in the rear wheels with respect to the center of gravity. However, in the particular case of Wheel Loaders (fig. 2), all four wheels turn with respect to the center of gravity, which means that this phenomenon must be taken into account, as well as the specific way in which these machines produce the turn.

![Figure 1. Vehicle and implements of a Wheel Loader](image1)

![Figure 2. Turn in a Wheel Loader](image2)

As to the movements of the different implements, these are performed using the joint action of several hydraulic actuators and integrated mechanisms. These mechanisms are partially supported on the chassis of the machine. Since the main aim is to load, unload and move material using a scoop or a bucket, one of the objects of the simulation is to see the reaction occurring on the chassis of the machine when the different implements are being moved, as this involves a displacement of mass (Margolis and Shim 2002).

The aim of this paper is to demonstrate the validity of implementing kinematic or equivalent equations in cases where a dynamic simulation is not strictly necessary. The Bond Graph (Karnopp et al. 1990) technique enables systems belonging to the different areas of physics to be modelled in a way that is both intuitive and close to reality. It is a perfect technique for representing elements belonging to the area dealt with in this paper.
STRUCTURE OF THE CHASSIS

In a Wheel Loader, the chassis is typically comprised of two front and rear parts joined in the middle by an axle which lets one part turn with respect to the other (fig. 2). The front part supports the front differential, arms and bucket, as well as the hydraulic actuators, while the rear part supports the cab, the rear differential, oscillating axle, engine, transmission and fluid tanks. The turning movement of the front part of the chassis with respect to the rear is performed by opening or closing the angle formed between both parts by activating two hydraulic cylinders, the turn being proportional to the angle turned by the steering wheel.

As we have stated, unlike traditional vehicles, this type of machine incorporates an oscillating axle so that the machine can be adapted to the unevenness of the terrain (fig. 3).

On first inspection, the way to model the whole chassis would seem to be by introducing three rigid solids and then assembling them using the two axles. Since each of the rigid solids has its own reference system, a single global system must be worked with where all the velocities of the different points can be referenced, thereby making it possible to form the final set of equations (fig. 4).

Since the driver’s cab is located over the rear chassis, it is the reference system of this part that must be used for calculating the velocities in the different points where the parts are joined.

By observing the two joints where this change of reference needs to be made, it can be seen that in the first of these, a turn is made about the Z2 axis parallel to Z, which means it would be sufficient to simply make a change on the XY1 plane. Likewise, in the second joint, a turn is produced about the X1 axis, which is parallel to X, it only being necessary to make the change of reference on the YZ1 plane. Therefore, it is not necessary to work with three-dimensional coordinate transformations, but with planes, with all the simplification that this implies.

Turning Movement

As is the case with a traditional vehicle with power steering, the power steering takes charge of changing the wheel directions with practically no effort by the driver, the pump has sufficient energy to change and maintain the direction of the wheels during the driving process. It is for this reason that it can be supposed that the angle formed between the front and rear part of the machine is proportional to the angle turned by the steering wheel.

If the positioning of each wheel is analyzed when a turn is being made, it can be seen how these relocate in accordance with the angle “α” (fig. 5) (max. ±40°) formed between the front and rear part of the machine; hence in accordance with the angle turned by the steering wheel. In each of the parts, the angle is distributed equally in both the front and the rear part.

Regarding the positioning of the wheels, it is possible to model a single rigid chassis instead of having to connect the two corresponding solids to the front and rear parts of the chassis and having to make a change of reference at its anchorage point. It will subsequently be necessary to change the position of the wheels on this chassis in respect of the centre of gravity, depending on the “α” angle which would be formed by the front and rear parts.

As a result of this change, a model with fewer equations is obtained, since the equations referring to one of the solids and to the change of reference have been eliminated. Thus, the points shown in the figure 6 corresponding to the wheels can be positioning depending on angle between front and rear parts “α” (table 1):
where “d” is the distance from the anchorage point to the center of gravity and “β” the angle initially formed respect of the horizontal. It must be said, that subsequently, in each of the wheels, the engine or braking torque needs to be separated into components taken about the global X and Y axes of the chassis, which is why it is essential to have information on the three linear and two angular velocity components at the wheel anchorage points.

Fig. 7 shows the Bond-Graph model corresponding to a three-dimensional solid (Karnopp and Margolis, 1993, Asgari and Hrovat 1991), expressed in local coordinates, with the information about $V_x$, $V_y$, $V_z$, $\omega_x$ and $\omega_y$ contained in one of the wheel anchorage points located at one of the coordinates referring to the $X_i$, $Y_i$ and $Z_i$ center of gravity. As can be seen in the fig. 7, the effect of the machine’s weight has been included into the different local axes, instead of implementing equivalent changes of reference using TF type elements.

<table>
<thead>
<tr>
<th>Wheel</th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Right Front</td>
<td>$d \cdot \cos(\beta - \frac{\alpha}{2})$</td>
<td>$-d \cdot \sin(\beta - \frac{\alpha}{2})$</td>
</tr>
<tr>
<td>(2) Left Front</td>
<td>$d \cdot \cos(\beta + \frac{\alpha}{2})$</td>
<td>$+d \cdot \sin(\beta + \frac{\alpha}{2})$</td>
</tr>
<tr>
<td>(3) Right Rear</td>
<td>$-d \cdot \cos(\beta - \frac{\alpha}{2})$</td>
<td>$-d \cdot \sin(\beta - \frac{\alpha}{2})$</td>
</tr>
<tr>
<td>(4) Left Rear</td>
<td>$-d \cdot \cos(\beta + \frac{\alpha}{2})$</td>
<td>$+d \cdot \sin(\beta + \frac{\alpha}{2})$</td>
</tr>
</tbody>
</table>

Table I. Calculation of wheel anchorage points

**Movement Of The Oscillating Axis**

As for the chassis, it is also essential to model the behavior of the oscillating axis with the object of adapting the machine to the unevenness of the terrain.

**Figure 8. Movement of the oscillating axle**

Firstly, it must be said that the maximum permitted movement is approximately since ±15°, the lateral movement of the wheels and all that entails, may be ignored, so that the vertical displacement of the wheels is all that is significant (fig.8).

Moreover, compared to the rest of the machine and due to the low maneuvering speed of these machines, the dynamic behavior of this axle may also be ignored.

**Figure 9. Dynamic model of the oscillating axle + suspension**

However, it can be seen that due to the existence of the anchorage point, its movement is the average of that corresponding to the two wheels, and the movement of the suspension adjacent to one of the wheels is the opposite to that at the other (fig. 8 and fig. 9).
Fig. 7 showed the typical model for studying vehicle transversal dynamics where the suspension of each of the wheels can be seen as well as their inertias and rigidities. It can also be seen how the wheels has an excitation at its base, caused by a change in terrain (V_floor_1, 2, 3 or 4).

![Figure 10. Suspension of a traditional vehicle (only rear part) by using the Bond Graph technique.](image)

Thus, in the wheels corresponding to this axle, it will suffice to model a similar suspension to that of traditional vehicles (in the other wheels there is no suspension whatsoever), as is shown in figure 10, and then associate the movement at the point of anchorage as a combination of the movements of the wheels and the movement of the suspension with one another:

\[ X_{\text{left suspension}} = -X_{\text{right suspension}} \]  

[1]

Fig. 11 shows the interrelation between the inertia velocities corresponding to each of the rear wheels of the machine ('Iwheel3' and 'Iwheel4', Right and Left wheels respectively) and the displacements existing in each of the suspension springs introduced (K3_susp and K4_susp) according to expressions [1].

![Figure 11. Modification of the rear suspension according with the oscillating axis expressions by Bond Graph.](image)

If we apply a excitation at the base of one of the rear wheels caused by a change in terrain, such as can be seen in the graphs showing the results, the displacement of the suspension on one of the sides is the opposite to that of the other side (fig. 12).

![Figure 12. Displacements in the suspension](image)

If we study the movement of the machine, the vertical velocity of the machine is the average of the movement of the wheels, such as we can see in next figure.

![Figure 13. Vertical displacements of the machine’s wheels](image)

Fig. 14 shows that the difference between the two models is that the one with the oscillating axle has no displacement due to the vehicle’s own weight, which is exactly what happens in reality.

![Figure 14. Displacements in the suspension](image)

Under normal conditions, the values of the spring and damping of the suspension in the oscillating axle model will be small (just sufficient to quickly stabilize the machine), while they will be very great when the maximum turning angle of the oscillating axle is attained or superceded by ±15°.
The scoop or bucket is moved by using hydraulic actuators and one or several interlinked mechanisms (fig. 15). The functioning of these actuators is controlled by the machine operator handling the appropriate levers. This handling regulates the speed and direction in which the hydraulic actuators are required to work.

Hydraulic systems modelling and simulation has been performed using a whole range of techniques, although currently a lot of territory remains to be researched in this area of Engineering. Traditionally, algebraic differential equations have been proposed based on the corresponding laws of physics (Cobo et al. 1998). They have then been solved in various environments like MATLAB, Simulink, and MAPLE, to name but a few.

One of the drawbacks of this procedure lies in the fact that obtaining algebraic-differential equations is usually complex as well as the procedure for solving them, and on many occasions so much time is spent that real time simulation cannot be performed while costs also increase significantly.

Another possible option is to generate the model from zero using specific software, either by the finite elements method, using block diagrams, or using graphic techniques. These types of simulations are often oriented towards specific applications, frequently technological ones, and are therefore mainly focused on obtaining graphic or numerical results (Hydro+Pneu, OHC-Sim, HOPSAN, LVSIM) and move away from obtaining equations for the model.

Normally, in these machines, since the hydraulic circuit pump has enough power and there are intermediate hydropneumatic accumulators, the working velocity of the hydraulic actuators remains more or less constant for a constant lever position, and only varies as a function of the load in the bucket.

For this reason, we may assume that the velocity in the actuator pistons is proportional to the position of the control levers and the load in the bucket. To know the values of this velocity, it is necessary to simulate the hydraulic circuit and obtain the law of pressure and forces appearing in the piston, which considerably simplifies the complexity of this subsystem's model (Romero et al. 2008).

The mechanisms present in machines such as Backhoes and Wheel Loaders work on a single plane, which means a planar model can be studied instead of a three-dimensional one.

In order to be able to simulate the different implements, it is essential to develop a model of each hydraulic actuator, and assemble the different bars and actuators so as to obtain the equivalent mechanism (Romero et al. 2006; Romero et al. 2009) and incorporate it into the machine chassis so that the relevant actions and reactions will be produced on the chassis.

Reactions On The Machine Chassis

As a general rule, it may be stated that the most important reaction that takes place in the machine chassis is that caused by the displacement of the load in the bucket, since it is the only mass that varies, either in volume or density, and to which the driver must be accustomed. Thus, it is essential to drive a Wheel Loader with the load as low as possible and avoid sudden braking, since this can cause the machine to overturn.

However, instead of anchoring the planar mechanism to some points located on the three-dimensional solid and thus, work with a single model where the reactions themselves would act directly on the chassis, we have preferred to isolate the mechanism.

So, when its kinematic simulation has been obtained, not only the angles in each of the arms can be obtained, but also the position of the point where the load acts.
When the coordinates of this point have been obtained, the resulting torque on the chassis can be quickly calculated, bearing in mind that the load at this point acts vertically and that the chassis may have a different orientation from the horizontal plane.

In this way, in order to obtain the behaviour caused by the reaction of the load on the chassis, it will only be necessary to introduce a point and a force into the three-dimensional solid.

In fig. 18 it can be seen how the existence of a vertical load located at a point of local coordinates (do=X,Y,0) influences a three-dimensional solid. The coordinates of this point will constantly vary as the arm is extended or retracted and will be the result of the kinematic study of the arm.

The force will correspond to the weight of the load in the bucket, the reaction when the bucket load material or the reaction with the floor, once it has been resolved into the local coordinate axes of the chassis of the chassis.

Therefore, if we move the bucket away from the machine and unload the content of bucket to reduce the force due to it a few seconds after starting the simulation, the chassis of the machine undergoes a slight initial pitching until it stabilizes and then gradually acquires a different angle and the deformation of the wheel’s, rear or front, are different (fig. 19).

CONCLUSIONS

As a final conclusion, it may be stated that in general it is possible to translate the results due to the action of external elements such as servopumps or hydraulic actuators to a model by using expressions according to the different parameters being handled (steering wheel, pedals, levers, ...) or through the resolution of kinematic models (mechanisms) instead of trying to group everything together in a single model.

Also, the end model would only be left with those elements that it would be impossible to separate because they interact, such as the wheels, for instance, not dealt with here. On the other hand, we have seen the advantage of dealing with elements such as implement bars and actuators using a Bond-Graph approach.

It has thus been seen how a simulation model can be created starting out from simplifications and subdividing a large model into smaller ones.

It has also been seen how it is not necessary to simulate the dynamics associated with a mechanism at every instant, but only in cases where this information is really needed.

Finally, it should be pointed out that the equations so obtained are not only fewer in number but also in complexity, making a real time simulation possible by having reduced the time needed to perform it.

As an professional application of the developed model, it has been used to create a training simulator for a Spanish simulation company.
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INTRODUCTION

Long time considered pollutants, diesel engines are today as much clean as, if not cleaner than, the gasoline motors. In order to respect environmental standards, manufacturers implant systems of detection and fault-localization, called On-Board Diagnosis system (OBD), in order to enhance the engine effectiveness. Such systems became nowadays mandatory and have been embedded on the European diesel vehicles since 2003. Furthermore, OBD will soon be required for heavy trucks as well, both in the USA and the EU. This paper proposes a model-based diagnosis strategy of a diesel engine. Most previous researches in the field of diesel-engine diagnosis were conducted for a reduced number of parts of the diesel motor and did not consider a complete motor model. Furthermore, some of these methods have been based on statistical and experimental studies. Among these studies: the combustion diagnosis using neural networks (Yan and Ma, 2004), vibratory signals using Wavelet theory (Tafreshi et al. 2002), fuel injection faults using fuzzy logic (YongHe and LeiFeng 2004.)

Other studies involved model-based diagnosis for some specific parts in the Diesel engine such as faults in the cooling system of the diesel engine (Goh et al. 2002.), fault of the combustion process (Lapuerta et al. 2005), and air-circuit faults (Nyberg and Stutte 2004.).

The strategy proposed in this paper aims at detecting, isolating, and estimating six faults in different parts of the diesel engine equipped with a variable-geometry turbocharger. Additionally, a complete model of the Diesel engine is adopted and an FDI system (Fault Detection & Isolation) based on the adaptive training theory of an on line non linear observer.

The paper is divided into 7 major parts. Part 2 shows the diesel engine model. Some comprehensive engine faults and their appearances in the system state-variables model are exploited in section 3. Section 4 discusses in detail the faulty diesel Model. Sections 5 and 6 study the fault diagnosis based on the theory of the adaptive training, discuss fault diagnosis and the architecture of an isolator. Section 7 exhibits the simulations that were carried out to validate our approach and which show effectiveness in the process of isolation of six faults on the diesel engine. Finally, we wrap up with a conclusion.

DIESEL ENGINE MODEL

The Diesel Engine can be described by the following nonlinear system of equations and the block diagram of Fig. 1 below.

\[
\begin{align*}
\frac{dx}{dt} &= \xi(x, u, t) \\
y &= x
\end{align*}
\]  

\( \bar{x} \) : state vector, \( \bar{u} \) : input vector, \( t \) : time, \( \xi \) is a non linear function, \( y \) is the output vector which is, in this case, the state variables vector.

![Figure 1. Diesel Engine Block Diagram](image)

Vector \( \bar{x} \) regroups motor rotational speed \( w \), turbocharger rotational speed \( w_{TC} \), admission and exhaust pressure \( p_a \) and \( p_o \), respectively. Vector \( \bar{u} \) contains fuel-oil mass flow rate \( \dot{m}_f \), resistance load \( C_R \) and variable geometry turbocharger \( G_V \).

The model used in this paper is the one developed by Xavier Doveefaz (X. Dovifiaza. 2001). It can be expanded in the following way:

\[
\begin{align*}
\frac{dw}{dt} &= \left[ \eta_0 p_a \left( p_a, w_{TC} \right) - \eta_1 \left( p_a, w_{TC} \right) \right] - \frac{C_V}{4 \pi w - C_R} \left( p_a - w_{TC} \right) \\
\frac{dw}{dt} &= \left[ \eta_0 \left( p_a, w, m_f \right) + \eta_1 \left( p_a, w \right) \right] - \frac{C_V}{4 \pi w} \left( p_a - w_{TC} \right) \\
\frac{dM}{dt} &= -r_f \left( p_a, w \right) \left[ \frac{m_a}{a} - \frac{m_f}{v} \right] \\
\frac{dM}{dt} &= -r_f \left( p_a, w \right) \left[ \frac{m_a}{a} - \frac{m_f}{v} \right] \\
p_l, p_v, p_{mf}, \eta_e, T_a, T_e, m_a, m_f, m_t, and \ a \ are the power of the turbine, power of the compressor, the average friction pressure in the motor, effective efficiency, the admission and exhaust temperatures, air flow rate in the
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compressor, exhaust, the turbine and the admission, respectively. These are semi-empiric nonlinear functions issued from experience (X. Dovifaaz. 2001).

The output is given by:
\[ y = [w_c, p_e, w, p_a] \tag{3} \]

Refer to Engine Specifications (R. Omran and R. Younes. 2007) for the Engine Characteristics and the notifications used for the foregoing parameters of the model.

**FAULTS AND MODELING**

In order for the study to be more comprehensive and reflect as many frequent occurrences as possible, the following common faults will be considered in this paper:

**Fault n°1: Air Leakage in The Intake Chamber**

Air leakage is modeled by the diameter of a hole in the intake chamber. As the leakage flow-rate varies according to the pressure, it can be modeled using the relation of Saint-Venant:

\[ m_{\text{leakage}} = C_C \left( \frac{\pi d^2}{4} \right) \frac{P_a}{\sqrt{\gamma R T_a}} \sqrt{\frac{2 RP_a}{\gamma - 1}} \frac{(y-1)/\gamma}{\gamma} \tag{4} \]

Where \( d \) represents the diameter of the supposed hole, and \( C_C \) represent the out-flow contraction factor.

**Fault n°2: Malfunctioning Of The Compressor**

The compressor turns slowly because of a problem occurring at the group turbo-compressor level. The compressor flow rate will therefore be reduced; this fault can be modeled by multiplying the compressor flow rate by a constant lower than 1:

\[ \dot{m}_c = (1 - K_c) \dot{m}_c \tag{5} \]

**Fault n°3: Fault in Opening The Intake Valves**

It characterizes a bad opening of the admission valves; intake flow rate inhaled by the cylinders will be reduced:

\[ \dot{m}_a = (1 - K_a) \dot{m}_a \tag{6} \]

**Fault n°4: Fault In The Intercooler**

It represents a bad exchange of temperature; therefore the intercooler efficiency \( \eta_{\text{intercooler}} \) will be reduced:

\[ \eta_{\text{intercooler}} = (1 - K_{\text{intercooler}}) \eta_{\text{intercooler}} \tag{7} \]

**Fault n°5: Fault In the Turbocharger Coupling**

This fault type exhibits a coupling deterioration between the turbine and the compressor, therefore the coupling mechanical efficiency \( \eta_m \) will be reduced and this is modeled the same way as for the previous fault:

\[ \eta_m = (1 - K_{\text{turb}}) \eta_m \tag{8} \]

**Fault n°6: Fault In the Geometry of The Turbine**

This is a fault in the turbocharger variable geometry; the geometry control coefficient \( G_v \) will be reduced:

\[ G_v = (1 - K_{G_v}) G_v \tag{9} \]

**FAULTY DIESEL ENGINE MODEL**

The diesel model equations (2) with faults integration can be put under the form:

\[ \dot{x} = \xi(x, u) + \phi(x, u) + B(t - T) f(x, U, t) \]

\[ y = x \tag{10} \]

Where \( x \in \mathbb{R}^n \) is the state vector \( x = [w_c, p_e, w, p_a] \); \( U \in \mathbb{R}^k \) is the input vector that contains the principal inputs: \( u = [m_f, Cr, GV] \) and faults parameters input \( K = [d, K_a, K_c, K_{GV}, K_c, K_K] \); therefore \( U = [u, K] \);

\( \xi(x, u) \in \mathbb{R}^n \) is the nominal model of the nonlinear system; This function regroups all differential equations of the diesel model (2). \( \phi(x, u) \in \mathbb{R}^n \) represents the uncertainty or the model noise; \( f(x, U, t) \in \mathbb{R}^3 \) is the fault function (Equations 4 to 9). The detection time of an event due to a fault is described by \( B(t - T) = \text{diag} \{ \beta_1(t - T_1), ..., \beta_n(t - T_n) \} \), where \( \beta_i(t)(i = 1, ..., n) \) is a step function, i.e. the fault occurs at instant \( T_i \) on the ith subsystem \( i = 1, ..., n \). \( y \) is the output. Fault functions \( f(x, U, t) \) are classified in two categories. The first contains: faults of air-leakage, admission, compression and of turbo compressor coupling. The task to explicit \( f(x, U, t) \) in this case is simple. The second category contains the faults of intercooler and turbine variable geometry. It is impossible, for these faults, to respect the formalism 10 and it is then necessary to use neural networks to overcome this difficulty.

**Faults With Known Structure \( f(x, U, t) \)**

- Hole in admission chamber: In this case, admission pressure is modified only in an explicit way by introduction of an air flow leakage (4).

\[ \frac{dp_k}{dt} = \frac{rT_e}{V_a} \left( \dot{m}_e - \dot{m}_a - \dot{m}_{\text{failue}} \right) \tag{11} \]

- Fault in admission valves: In this case the admission air mass flow is reduced \( \dot{m}_e = \dot{m}_e (1 - K_u) \):

\[ f_{\text{in}}(x, u) = \begin{bmatrix} 0; 0; \frac{rT_e}{V_a} \dot{m}_{\text{failue}} \end{bmatrix}^T \tag{12} \]

- Compression fault: For this fault \( \dot{m}_c = (1 - K_{\text{turb}}) \dot{m}_c \) is replaced in the admission and turbo-compressor equations:

\[ f_{\text{Comp}}(x, u) = \begin{bmatrix} \frac{1}{I_m} \dot{m}_c C_{p_a} T_e \left( \frac{rT_e}{V_a} \right) \left( \frac{1}{\eta} \right) \frac{1}{\eta} \left( \frac{rT_e}{V_a} \dot{m}_c K_c \right) \end{bmatrix} \tag{13} \]

- Fault in turbine-compressor coupling: the coupling efficiency \( \eta_m = (1 - K_{turb}) \eta_m \) affects explicitly \( w_c \):

\[ f_{\text{turb}}(x, u) = \begin{bmatrix} \frac{1}{I_m} \left( \eta_m \dot{m}_c C_{p_a} T_e \left( \frac{rT_e}{V_a} \right) \left( \frac{1}{\eta} \right) \right) \end{bmatrix} \tag{14} \]
Thus, in case of known structure fault, figure 2 represents the fault formalism.

![Figure 2: Parameters Estimation in the case of a Known Fault Function](image)

**Faults With Unknown Structure \( f(x, U, t) \)**

In this case, for example intercooler or variable geometry turbine, structure of the function \( f(x, U, t) \) is unknown. It can be approached by an RBF neural network (Polycarpou and Helmicki 1995) which is a linear parametric approximation defined by (Yan and Ma. 2004):

\[
y(X) = \sum_{l=1}^{r} \theta_l \Phi_l(X, c_l, \sigma_l)
\]

(15)

Where \( \theta_l \): weight vector associated with each of the basis functions \( \Phi_l \). \( X \) is the input vector; (in our case it contains, state variables \([w_p, p_e, w, p_a]\) and classic inputs \([mf, Cr, GV]\) ), \( X = [x, u] = [w_p, p_e, w, p_a, mf, Cr, GV] \). \( c_l = [c_{l1}, c_{l2}, ..., c_{ln}] \) are the center coordinates of the basis functions, and \( \sigma_l \) denotes the widths of the basis functions. A very popular choice for the RBF is the Gaussian:

\[
G_l(X, c_l, \sigma_l) = \exp \left(-\frac{1}{2} \frac{(X - c_l)^T}{\sigma_l^2} \right)
\]

(16)

which can be used by its normalized form:

\[
G_l(X, c_l, \sigma_l) = \frac{G_l}{\sum_{j=1}^{m} G_j}
\]

(17)

Due to this normalization, the neural network forms a partition of unity which improves the interpolation properties and makes the network less sensitive to the choice of the widths. Common algorithms for centers determination «\( c_i \)» are: "lattice method" and "clustering" (Wermong 1993) or direct placement on the input data (Lippmann, 2002), the last method was adopted while simulating diesel model for different values of fault parameter (for example, in the case of an intercooler fault: \( K_{co} = [0, 0.15, 0.3, 0.45, 0.6, 0.75, 0.9] \) for different values of the main inputs \( u = [m_f, Cr, GV] \) with the vectors of corresponding state \( x = [w_p, p_e, w, p_a, m_f, Cr, GV] \). Standard deviations can then be chosen by the nearest neighbor method, i.e., proportional to the distance to the nearest neighbor center (Wermong, 1993).

For on-line learning a training algorithm which can be applied during regular operation has been developed. For local tuning of the neuron weights, a simple computation-efficient learning algorithm, the normalized least-mean-squares (NLMS) rule as given by (Moody and Darken 1989).

\[
\theta_{n+1} = \theta_n + \mu \cdot e(x) \cdot \frac{\Phi_j(x)}{\sum_{j=1}^{m} \Phi_j(x)}
\]

(18)

\( e(x) \) denote the states estimation error. \( \mu \) represents the learning rate which must be within the range \( 0 < \mu < 2 \). For each fault different parameters values (reduction of the intercooler efficiency, Geometrical control coefficient) for different values of \( x \) and \( u \) were simulated and the correspondent vector \( \hat{\theta} \) was calculated by the adaptive law (18).

**FAULT DETECTION AND ISOLATION**

The Fault Detection and Isolation (FDI) problem has received considerable attention in the control systems design and there is a rich body of literature that deals with such applications (Isermann 1984; Gertler 1998). Model-based FDI techniques utilize output observers and are based on residual generation and evaluation which should reflect any change in the dynamics of the system. Fault detection is the first step for fault diagnosis followed by the critical task of fault isolation. A robust strategy to diagnose the fault of non-linear systems has been proposed by Demetriou and Polycarpou in 1998 (Demetriou and Polycarpou 1998). The basic idea was to use adaptive learning of an on line observer which estimated the amplitude of faults. Robust thresholds were given theoretically to guarantee no false alarm and the stability was proved by the Lyapunov method (Li and Zhou 2004). Once the fault is detected, a bank of non-linear adaptive observer is activated for the goal of isolation.

**Sliding Mode Adaptive Observer**

Assumption 1: All the states of (10) are measurable.

Assumption 2: The model uncertainty is bounded, i.e. \( |\phi_i(x, u)| \leq \bar{\phi}_i \) \( \forall x, u \) where \( \phi_i(x, u) \) is the ith element of \( \phi(x, u) \) and \( \bar{\phi}_i \) is a given positive constant.

Under these assumptions, a sliding mode adaptive observer is constructed as follows,

\[
\dot{x} = -\Lambda \dot{x} + \Lambda x + \xi(x, u) + M(\bar{x}) + \hat{f}(x, u, \hat{\theta})
\]

(19)

Where \( A = \text{diag}(\lambda_1, ..., \lambda_n) \lambda_i > 0, i = 1, ..., n \) is to be designed with \( -\Lambda \) as the eigenvalue matrix of the observer; \( f(x, u, \hat{\theta}) = [\hat{f}_1(x, u, \hat{\theta}), ..., \hat{f}_n(x, u, \hat{\theta})]^T \) is the online approximator, which is used to estimate the fault function with \( \hat{\theta}_i \in \mathbb{R}^m \) as the parameters \( \{i = 1, ..., n\} \) \( \tilde{x} = x - \hat{x} = [\tilde{x}_1, ..., \tilde{x}_n]^T \) is the states estimation error; and \( M(\bar{x}) = [M_1(\bar{x}_1), ..., M_n(\bar{x}_n)]^T \) is the sliding mode term with boundary layer control, which can avoid the "chattering" phenomenon effectively (Walcott and Zak 1988).
The sliding mode term is constructed as follows,

$$M_i(x_i) = \left[ \frac{\tilde{\eta}_i}{\psi} \text{sign}(\tilde{x}_i) \right] s_i \left| \tilde{x}_i \right| > \eta_i \quad ; \quad i = (1, \ldots, n) \tag{20}$$

Where \( \eta_i > 0 \quad (i = 1, \ldots, n) \) is the threshold of boundary layer, which is selected as a small positive constant and satisfies \( \eta_i < \tilde{\phi} \).

**Theorem 1.** (Li and Zhou 2004) Assume \( \tilde{x}_i(t_0) = 0 \) (according to Assumption 1), then the estimation error of the \( i \)th state satisfies \( \left| \tilde{x}_i \right| \leq \varepsilon_i \quad (i = 1, \ldots, n) \) before the fault occurs, where \( \varepsilon_i = \min \left( [0, \ldots, 0] \right) \sqrt{\tilde{\eta}_i / \lambda_i} \).

**Remark:** Since it is usually satisfied that \( \eta_i < \tilde{\phi} \), then we have \( \varepsilon_i = \eta_i \). According to Theorem 1, the robust fault detection strategy is obtained intuitively:

when \( \left| \tilde{x}_i \right| \leq \varepsilon_i \) for all \( i = 1, \ldots, n \) there is no fault; at the first time \( \left| \tilde{x}_i \right| > \varepsilon_i \), we claim that the \( i \)th subsystem is faulty and simultaneously we start the adaptive law, i.e. \( \dot{\hat{\phi}}_i \neq 0 \).

The parameters of the fault functions can be approximated by using the adaptive law (23) written under the following form (Li and Zhou 2004):

$$\begin{align*}
\dot{\hat{\phi}}_i &= \begin{cases}
\Gamma_i(-k_i \hat{\phi}_i + Q_i \tilde{x}_i) & \text{if} \quad \left| \tilde{x}_i \right| > \varepsilon_i \\
0 & \text{if} \quad \left| \tilde{x}_i \right| \leq \varepsilon_i
\end{cases} \tag{21}
\end{align*}$$

Where \( \Gamma_i \in \Re^{p_i \times p_i} > 0 \) is the learning speed matrix and \( k_i > 0 \) is the feedback coefficient which is always selected as a small positive number.

**Theorem 2 (Stability)** (Li and Zhou 2004): Let \( \hat{\theta}_i = \theta_i' - \hat{\theta}_i \) be the estimation errors of parameters. Under the adaptive law (21), the estimation errors of states and parameters coming from (19) and (21) are all uniformly bounded.

**APPLICATION TO THE DIESEL ENGINE**

Applying previous algorithms, we can detect and isolate majority of the abovementioned faulty. Let's recall that the system of equation of the faulty diesel model has been put under the following form:

$$\begin{align*}
\dot{x} &= \xi(x, u) + B(t - T) f(x, u, t) \\
x &= [\tilde{w}_c, \tilde{p}_e, \tilde{w}_w, \tilde{p}_w, \tilde{p}_a] ; u = [\tilde{m}_q, \tilde{C}_f G V_n, K_c, K_p, K_i, K_g, K_m, K_w, K_v, K_d, K_a, K_n, K_f, K_s, K_v, K_d];
\end{align*}$$

The function \( \xi(x, u) \) groups all equations of the diesel model (2).

The function \( f(x, u, t) \) groups parametric fault equations (11-15).

The function \( \phi(x, u) \) has been modeled as a Gaussian noise proportional to the admission pressure.

**SIMULATION**

The engine is equipped with:

1. Sensors that measure the system states:

- of an admission pressure sensor (\( \tilde{p}_a \))
- of a engine rotational speed sensor (\( \tilde{w}_w \))
- of a turbocharger rotational speed sensor (\( \tilde{w}_c \))
- of an exhaust pressure sensor (\( \tilde{p}_e \))

2. A fuel-oil air flow rate sensor (\( \tilde{m}_q \)) and the input to variable geometry control (\( G V \))

- Resistant torque \( C_r \) cannot be measured directly. It can be calculated according to equation (2) while using a new sensor of the admission air flow rate (\( \tilde{m}_q \)) as well as the available previous measures of the rotational speed (\( \tilde{w}_w \)) and the fuel-oil flow rate (\( \tilde{m}_f \)).

**FDI Structure**

For every fault a block is constructed that estimates fault parameter by supposing that the perturbation signals of the state variables derive from the fault corresponding to the block (the function \( f(x, u, t) \) will be equal to the expression of the corresponding fault). A bank of \( N \) observers is used in the proposed fault diagnosis scheme, where \( N \) is the number of parametric faults. Once a fault is detected, then all the \( N \) isolation observers estimate the corresponding fault parameter. A logic unit eliminates unacceptable parameter faults (for instance, a reduction factor greater than one or negative reduction factor, negative diameter). The structure of the FDI is given in the Fig. 3 below. Each estimator foresees the value of the corresponding fault parameter. If the fault doesn't correspond to the estimator fault, the parameter value must be zero or doesn't belong to parameter acceptable value. In this case fault is considered isolable. If two or several estimators give acceptable values for a given fault, then this fault cannot be isolated.

![Figure 3: The Overall FDI Structure](image)

Figure 4 shows the output of six estimators for the fault of a hole in the admission collector of diameter 10mm at \( t=1 \)sc.
This figure shows that the parameters values of all faults are zeros or unacceptable (negative or bigger than 1) except the hole diameter in the admission chamber and the compressive reduction factor. This fault is thus isolable of all others faults except the compressor one. In order to improve the isolation, a set of logic variables \( A_i \) (\( i = 1 \ldots 6 \)) is associated to each estimator with \( A_i = 1 \) if the corresponding isolator estimates an acceptable value of the fault parameter (a value between 0 and 1 for a reduction factor, and a positive value for the diameter of the hole in the admission chamber) and zero otherwise. Table 1 summarizes the responses of all estimators to different faults and the values of the corresponding logic parameters.Aj.

### Table 1: Symptoms Of Different Faults On Different Observers

<table>
<thead>
<tr>
<th>Observer</th>
<th>Isolator</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_1 )</td>
<td>( f_2 )</td>
</tr>
<tr>
<td>fault1 (( \hat{A}_1 ))</td>
<td>1</td>
</tr>
<tr>
<td>fault2 (( \hat{A}_2 ))</td>
<td>0</td>
</tr>
<tr>
<td>fault3 (( \hat{A}_3 ))</td>
<td>0</td>
</tr>
<tr>
<td>fault4 (( \hat{A}_4 ))</td>
<td>0</td>
</tr>
<tr>
<td>fault5 (( \hat{A}_5 ))</td>
<td>0</td>
</tr>
<tr>
<td>fault6 (( \hat{A}_6 ))</td>
<td>0</td>
</tr>
<tr>
<td>No fault</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1: Symptoms Of Different Faults On Different Observers

A set of logic functions \( f_i \) are defined to isolate the faults:

\[
\begin{align*}
  f_1 &= A_1; \\
  f_2 &= A_2; \\
  f_3 &= A_3; \\
  f_4 &= A_4; \\
  f_5 &= A_5; \\
  f_6 &= A_6; \\
\end{align*}
\]

as shown in table 1 all faults can be isolated except for fault 1 (Air-leakage in admission chamber) and fault 4 (compressive reduction fault).

### CONCLUSION

This work allowed us to enhance the importance of a complete model for the Diesel engine in the domain of fault diagnosis and isolation. The studied faults are representative of some frequent breakdowns on this type of engine as the deterioration of the transmission between the various mechanical components. The use of an on line observer with sliding mode allows to assure the functions of fault detection and isolation in a much reduced time. The indispensable measures for this method are, excluding the one of turbo-compressor, already available on the modern vehicle.
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ABSTRACT
Utility Computing (UC) misses an explicit definition of the core relation between IT resource utilisation, its total costs and service prices. Additionally, the implications of complex usage scenarios occurring in UC have not been examined for the service operations lifecycle. Missing those, UC service offers fail in: prediction of resource utilisation and dependent operational costs prediction, calculation of subsequent price scales, and subsequent runtime gross price calculations.

In this paper a strategy to handle UC’s complexity proposing a simulation model to support each step in the service operations lifecycle is presented. The implementation approach for the model is based on OMNeT++. First simulation outcomes are presented.

INTRODUCTION
This paper starts with a short definition of the term Utility Computing as a business model. Afterwards a common Service Operations Lifecycle is defined that has been derived from ITIL. After setting the context, the research objectives and the related research approach are introduced. Subsequent the evolved strategy that is able to handle UC’s complexity is outlined. This strategy includes the demand for an UC provisioning model and a corresponding simulation model. Both models and the implementation of the simulation of the UC provisioning model are introduced. First outcomes of simulation runs are shown. Corresponding conclusions and further works are discussed.

UTILITY COMPUTING
This work is focused on the modelling and simulation of service usage in the context of Utility Computing (UC). The term utility thereby refers to the field of industry. Here a public utility (Encyclopaedia Britannica, 2008) describes an enterprise that provides certain classes of services to a wide range of consumers.

The name Utility Computing indicates the vision of IT-based services comparable to public utilities. In this work Utility Computing is defined as a business model (Weill, 2001) for service providers offering IT-based services and charging service consumers per usage, according to (Rappa, 2004). From the provider’s IT perspective UC is about service provision that is able to scale dynamically, according to real-time fluctuations in demand (Bunker et al., 2006). Additionally, UC service provision offers its services equipped with the ability to charge service consumption per use (Neel, 2002).

From a consumer’s perspective UC is related to “the reduction of IT-related operational costs and complexity” (Yeo et al., 2006). Both perspectives, provision and consumption, have in common to target a better utilisation of generally underutilised IT resources (Andrezejak et al., 2002) on both sides. In summary, UC implicitly claims an abstract description how IT resource utilisation, its total costs and service prices relate (see Figure 1).

![Figure 1: UC’s resource – cost – price relation](image)

Thereby Utility Computing does not refer to a specific IT service definition. From a business perspective any service that economically makes sense to be charged by its usage is addressed by UC. Therefore a more abstract service definition will be the most suitable for UC: A service represents a type of relationship-based interaction between a service provider and a service consumer to achieve a certain solution objective. (Zhang et al., 2007) This definition considers the definitions of (Fitzsimmons et al., 2006) from the economics perspective and (Gronroos, 2000) from the marketing perspective. From a technical perspective there are several types of services that fit into this definition, e.g. SOAP web services, HTTP web servers or Xen virtual infrastructures.

SERVICE OPERATIONS LIFECYCLE
In the context of Utility Computing service provision a lightweight definition of a service lifecycle is necessary to obtain an overview of lifecycle stakeholders and basic activities relevant for service provision. As a basis for the definition of a lifecycle in this work, the basic lifecycle
described in (Zhang et al., 2007) and the aggregation of the ITIL v3 service lifecycle described in (Beard, 2008) are used. Both descriptions can be aggregated to the three main lifecycle phases: Service business planning, service development and service operations.

The lifecycle phase of service business planning is addressing service strategy and service engagement to implement a business model. In classical IT business models, not based on the vision of UC, IT resource utilisation, its total costs and service prices only relate indirectly (see economical model in Figure 2).

During service development the service lifecycle is responsible for the design and implementation of services. This phase also includes the transition process from an implemented service to a deployed, ready for operations service. The phase service operations focuses on the provision of services. This addresses effectiveness and efficiency in delivery and support of services.

**RESEARCH OBJECTIVES**

The overall context of this work focuses on specific aspects of the service operations lifecycle (SOL) for service offers based on the business model of Utility Computing. In the phase of service business planning this work refers to the corresponding service properties and service usage profiles resulting from the previous UC definition. During service development and the phase of service operations this work will focus on services in the technical context of Service-oriented Computing (SOC) (Papazoglou, 2003) consistent to the paradigm of Cloud Computing as described by (Boss et al., 2007).

In this context a description of the modifications necessary to transfer a standard service operations lifecycle into a UC SOL is missing. This includes the demand for an explicit definition of UC’s core relation between IT resource utilisation, its total costs and service prices. Also specific attention must be given to the implications of complex UC usage scenarios.

The unidentified implications of complex UC usage scenarios, considerably compromise the planning, development and operation of UC service offers. Under these conditions the prediction of resource utilisation and dependent operational costs prediction, calculation of subsequent price scales, and subsequent runtime gross price calculations will fail.

**RESEARCH APPROACH**

The overall work starts from the business perspective, as technical requirements depend on the business requirements imposed. Therefore, a five step approach to find solutions for the specified objectives is proposed:

1. Describe the current state of service usage in the context of Utility Computing.
2. Elaborate a detailed definition for the relation between a service and its consumer.
3. Analyse the SOL of UC services.
4. Determine the implications of complex UC usage scenarios regarding SOL.
5. Deduct a corresponding strategy to handle the complexity.

This paper focuses on the simulation of the UC model developed as part of the overall work. The simulation, as well as the UC model, is part of the developed strategy to handle the complexity of UC usage scenarios.

**STRATEGY TO HANDLE UC’S COMPLEXITY**

The overall work analyses the SOL to identify where modifications allow an optimised support for UC scenarios. Beginning with the phase of service business planning, the classical relation between resource utilisation, costs and prices is examined. Advanced relations for service provision in UC were elaborated as show in Figure 2. The relation marked with [A] adds a runtime relation between
the current usage and the gross price calculation that is essential to offer pay-per-use in UC scenarios. Beside this, service providers have to deal with complex usage scenarios, added by relation [B]. To enable the direct relation [A], constraints for UC service provision are necessary. These constraints must describe the requirements to enable this relation during service development and operation.

In the service development phase of the service lifecycle, new data including Usage Patterns specific for on-demand IT infrastructures need to be integrated into the development process (Mendoza, 2007) to improve service quality (Heckmann, 2009). To support the planning of framework architectures or the selection of framework implementations, the definition of relevant UC service provision constraints is necessary.

In the service operations phase, there are no adequate tools to evaluate service interdependencies between all hosted services. Also the Service Level Agreement (SLA) interactions between all hosted services cannot be estimated. Nor the resource planning for services to ensure contracted service levels, respecting resource consumption of other services hosted on shared resources, cannot be analysed without adequate tools for complex UC scenarios.

As a result, of the analyses of the service operations lifecycle, four major strategies for the reduction of the complexity of UC service provision can be identified:

- Define UC constraints for service architectures
- Enable the analysis of service interdependencies on development and operations level
- Permit the analysis of SLA interactions and resource prediction
- Support the proof of price scales

To implement these modifications the development of a technology-agnostic UC service provision model and a corresponding technology-abstracted UC simulation environment is proposed. See Figure 3 for a detailed overview of all previously addressed relations.

**UC MODEL**

As the previous strategy suggests, the overall work defined a technology-agnostic UC model (Heckmann, 2007). In summary the model consists of eleven abstract elements, logically grouping demanded functionalities, and three basic workflows, which describe the minimum demanded interaction of those elements.

The abstract elements are consumer groups requesting services with a certain member count, request frequency and characteristics, a broker to forward requests according to costs aspects, a load-balancer to forward respecting load aspects of a request, a host offering resources such as computing cycles, memory, storage and network, and service instances consuming offered resources. Additionally some elements to organise service provision: a registry, monitoring, and a service type element. In a derived technical IT architecture these functional groups can be represented as standalone components, but could also be combined in joint architectural elements. As basic workflows a simple service consumption workflow, a complex service consumption workflow, and a cascaded service consumption workflow where defined.

Other models in this context have been proposed by (Mendoza, 2007), (Zhang et al., 2007) or (Bunker et al., 2006). The model of Bunker and Thomson is the most inadequate of them, since it provides too few details to be helpful for IT architects to design a suitable UC architecture for a specific service provision scenario. The model delivers only a quick overall IT strategy to the provision of UC-based services. The UC model by Zhang, Zhang and Cai was developed from a business management perspective. It specifically aims to the provision of SOAP-based web services and describes in detail how those should be provided. While the model of Mendoza uses a very efficient model building approach, starting from a
technological perspective. Both of the afore mentioned models are very complex and technology-dependent. Therefore a custom model building was conducted, targeting a lightweight technology-agnostic solution.

SIMULATION MODEL

The simulation model represents a multi-tier architecture (see Figure 4) for the UC-conform provision of services in service-oriented computing. The functionalities described in the UC model have been transformed into the simulation model that implements this architecture. The current implementation is capable to simulate:

- Complex user behaviour (user group): Messages can be sent with random or fixed timeslots to control the amount of messages arriving at the broker. The resource consumption for transport and processing of the embedded service request can be determined separately. It is also possible to configure transport priorities. Each service request can include a free number of subrequests to represent service cascades.

- Resource measurement and monitoring for computing cycles, memory and disk space: The hardware resources simulated and monitored are computing cycles, memory and disk space. Network traffic (bandwidth and delay) is currently not monitored, but simulated. Additionally monitored are the load-balancer and broker queues and their message transport resource consumption. The overall resource consumption for the storage network is also traced.

- Message billing to service consumers (broker): To each request response a bill based on the processing sites computing cycles, memory and storage costs will be attached. The consumption of these resources during processing of the request is billed, and it is possible to add additional per site and per consumer margins.

- Message routing by site costs (broker): Messages get routed to a site with enough resources to process the request and the least costs for processing.

- Message routing by resource demand (load-balancer): Messages are routed by a site’s load-balancer to a host with enough resources.

- Message queuing (broker & load-balancer): Messages are temporarily stored within the service broker or service load-balancer when not enough resources for their processing are available. They are recalled from queue after a certain scheduling time and entered again in the scheduling sequence of either the service broker or the service load-balancer. In doing so the queuing consumes resources in the system, and if the system balancer runs out of resources, incoming messages are dropped.

The simulation model is implemented based on the discrete event simulation environment OMNeT++ (Varga, 2001). For each simulation run it is possible to determine the number of user groups requesting services. It is possible to vary the total number of group members, the behaviour timing as well as the type of request in meanings of service type and request complexity individually per user group. It is possible to specify any service type and any number of service providers. Each provider may have several sites with any number of hosts. Each host can be individually equipped with computing power, memory and storage. Additionally each site has access to a storage network to
estimate storage network loads. For each user group and service provider the price relation to each service type can be individually adapted. This highly flexible configuration targets the necessity to represent complex UC scenarios.

FIRST OUTCOMES

The largest test scenario currently simulated represents a virtual travel booking processor with 2770 consumers in five groups, each sending a single request of the same service type including two subrequests to external service providers. Thereby each request’s initialisation is randomly scheduled within a given timeframe. As outcome of each simulation run a data pool consisting of all values stated in the resource measurement and monitoring definition of the simulation model is provided. As examples for graphs based on parts of the outcomes, in Figure 4 the consumption of computing cycles characterised as the CPU utilisation is shown for the TravelX broker, a load-balancer and a host. The host’s graph also shows the memory (MEM) and disk space (HDD) utilisation on the contemplated host.

Additionally to simulation runs testing a large amount of concurrent users, the implementation showed that it is able to simulate the behaviour of highly meshed service cascades. Even if it comes to special cases like looping service requests, where subrequest providers themselves use services provided by the original subrequest initiator.

Or in case of internal subrequests occurring, where the provision of a service involves requests to other internally provided services.

CONCLUSIONS AND FURTHER WORK

This paper identifies the modifications necessary to transfer the standard SOL into a UC SOL. As part of the presented strategy to handle UC’s complexity a simulation model is introduced. First tests of this simulation model have shown that it is possible to represent complex scenarios. The prediction of resource utilisation, dependent operational costs and subsequent runtime gross prices has been shown in virtual scenarios. Further the simulation model must be validated analysing real world scenarios. The main aspect for adequate representation of the service’s behaviour will be the calibration of the simulation runs to reflect the current resource consumption of service requests. Here further research has to be conducted.

Also part of future research must be the documentation of theoretical aspects of the simulation model building. This includes the relation between discrete event simulation and queuing concepts from queuing theory, the revision of relevant probability topics and the relevant background in stochastic processes.

It is assumed that the technology-abstracted simulation model can also be used for the simulation of RESTful or simple services, such as web servers. Here further research will be conducted.
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ABSTRACT

The cost of electricity generation, in the given power system (PS) covering the demanded load during the defined time horizon, depends on the structure of committing power plants connected to the power network. The simulated costs of electricity are calculated by using various methods depending on primary energy used in the concerned power plants. The results of simulation help to make decisions concerning the strategy of the power plant operation in order to meet the PS balance – between demanded load $P_d$ and generated power $P_g$, in each $t$ moment of time.

In the typical local PS one can encounter the storage hydropower plants (SHPP), pumped-storage hydroelectric plant (PSHP) and wind power plants (WPP) committing as well as standard thermal power plants (TPP) and combined heat and power plants (C-HPP).

The applied procedures simulate the costs of the generation and verify from the economic point of view the quality of balance of the generated and demanded electric power and the energy with regard to the input-output characteristics of considered kinds of power units. These characteristics depend on variable fuel quality, weather conditions, technical state of power units and the power grid constraints.

INTRODUCTION

Usually, the applied simulators enable the optimization of the electric energy cost by using some procedures that fix the load of sources committed in the discussed PS (Sroczan 2008; Sroczan 2005, Baltierra at al. 1998) The essential problem of the local energy market (LEM) is to balance the energy production with consumers’ demands, with regard to the technical and economic boundaries, as well as legal restrictions outlined by EC law in the area of the environment preservation.

The structure of the developed simulator consists of procedures applying the classical attempt to optimization as well as the fuzzy technique. The obtained characteristic are prepared with the use of SCADA system and after preprocessing are applied to simulation of the dynamic properties of concerned power plants, especially some possibilities of change the covered load in the mode of cut-in and cut-off or shut down.

TECHNICAL CONSTRAINT OF ELECTRICITY GENERATION

In the group of technical requirements, the possible load changeability of the plant - the proper gradient of covered load - has been taken into account as it affects the cost of generation caused by the time of uneconomic operation. The time duration of full load of thermal unit is much greater in comparison with the SHPP or WPP (Fig. 1). For simulation purposes this time is calculated as $t_{FL}$:

$$t_{FL} = t_1 + t_2 = \frac{N_1}{k_1} + \frac{100}{k_2} \ln \frac{N_2}{N_1} \ [\text{min}]$$

where: $N_1$ [MW] – maximal value of linear load increase, $k_1$ [MW min$^{-1}$] – linear increase of power, $N_2$, $N_1$ [MW] – rated and momentary power of the unit, $k_2$ [%] – coefficient of constant percentage increase of load of power unit.

Figures 1: Path of Optimal Gradient of Steam Turbine Parameters in the Mode of Increasing the Load $N$ of Thermal Power Unit

In case where the power of the given source depends on wind speed or water inflow, the time schedule program of load must take into consideration some uncertainty of disposed volume of power or energy. The lack of power in
that source node is compensated by additional flow from neighboring nodes of power grid or reserve power plant. This kind of possibilities depends on the structure of generation and allocation of power system reserve and flexibility of power grid.

**Wind power plant**

Theoretical value of power of wind turbine measured on the shaft is calculated as:

\[
P_{WT} = \frac{1}{2} \cdot C_p \cdot \rho \cdot \pi \cdot \frac{D^2}{4} \cdot v_1^3 \cdot 10^{-3} \quad \text{[kW]} \tag{2}
\]

where: \(C_p\) [-] – efficiency coefficient, \(\rho\) – air mass [kg/m³], \(D\) [m] – rotor diameter, \(v_1\) [m/s] – momentary wind speed.

The value of generated power depends on input-output characteristic of wind turbine (fig. 2.) and value of efficiency coefficient depending on wind speed and rotor parameters (fig. 3.).

![Graph: Input-output Characteristic of Wind Power Plant](image)

**Figures 2: Input-output Characteristic of Wind Power Plant**

Varied wind speed is affecting the change of energetic characteristic of wind farm and therefore the participation of wind power plant in load dispatch is modified.

![Graph: Efficiency Factor \(\xi(v)\) of Wind Power Plant, Calculated as a Function of Wind Speed](image)

**Figures 3: Efficiency Factor \(\xi(v)\) of Wind Power Plant, Calculated as a Function of Wind Speed**

During the generation time the coefficient \(\xi\) (fig. 3.) is monitored to check the proper operation of the wind plant.

**Thermal plant**

Energetic characteristics of thermal plant \(Q(P_g)\) are updated by using the correction coefficients for crucial parameters, which affects the efficiency factor of the power unit. For load dispatch purposes the corrected and guaranteed characteristics of heat consumption \(Q(P_g)\) are calculated as:

\[
Q(P) = a \cdot P^2 + bP + c \quad \text{[GJ/h]} \tag{3}
\]

where: \(a, b, c\) – coefficients, \(P\) [MW] – actual value of power unit load.

**Hydropower plant**

The value of power generated in hydropower plant is defined as:

\[
P_{HPP} = 9.81 \cdot Q \cdot H \cdot \eta(Q, H) \quad \text{[kW]} \tag{4}
\]

where: \(Q\) [m³/s] – water flow, \(H\) [m] – head of water, \(\eta(Q, H)\) – turbine efficiency coefficient.

![Graph: Characteristics of Water Consumption in the Hydropower Plant](image)

The load of power grid causes additional losses of power and energy in the power line, which causes a decrease in the efficiency of conversion of the primary energy into the electric one. Therefore the structure of generation affects the economy of generation due to elasticity of transmission grids.

**CALCULATING THE CHARACTERISTICS FOR POWER LOAD DISPATCH**

The main aim of this paper is to simulate the effect of the structure of the electric power sources subset and flexibility of power plants in order to minimize the costs of energy with respect to renewable energy ratio (Sroczan 2005) and operation of committing power plants with the use of updated characteristics.

The proposed attempt is based on the algorithm considering the real costs of energy in the given circumstances calculated with regard to demand and the updated characteristics of loading the renewable energy sources SHPP (4) and WPP (2). The costs are calculated for hydro and wind power plants as well as for the thermal plants fired with hard and brown coal (3).

The decision of load for a plant is optimal if \(C_{PS}\) - the costs of generation in the PS will fulfill, in each time \(t\), the following relationship (Sroczan 2005):

\[
C_t = \min \left\{ \sum_{i=1}^{n} C_i(P_{gi}) \right\} \tag{5}
\]

where: \(P_{gi}\) – the level of generated power in \(i\)-th committing power plant.
The process of optimisation of the work of committing power plants considers time period $T$ in which all of the discussed units change the value of generated power with accordance to power demanded by end users. The goal is defined as minimization of generation cost (5) with respect to the PS constraints.

The relationship between the increasing cost of generation by thermal plants and coefficients: $\gamma$ [PLN/m³]- cost of stored water in SHPP and $\kappa$ [PLN] – equivalent cost of wind (Sroczan 2005) affects the structure and the value of the load of the subset of HPP and WPP. The optimal case for renewable sources occurs when:

$$\gamma \frac{\partial \Delta W}{\partial \Delta P} = \kappa \frac{\partial \Delta C}{\partial \Delta P} = \min \left( \frac{\partial \Delta C}{\partial \Delta P} \right)$$

and both types of renewable sources of energy – sets of HPP and WPP are loaded (fig. 5). The “green energy” is converted in the desired volume, defined by PS operator, using the RER coefficient (Sroczan 2008a). Finally the results define the policy for operating the set of power plants of the given PS, with regard to data processed by SCADA systems (Sroczan 2008b). The costs of power and energy containing varied and fixed costs of generation are increasing due to the internalization of outside costs.

Energy costs include fuel burned – delivered cost of fuel (base cost, escalations, premiums or/and penalties, transportation, demurrage), outside laboratories fees and other outside costs related to the fuel procurement.

The mentioned above attributes of power plants are considered in the process of optimization of the cost of generated electric energy.

**CONCLUSIONS**

The developed procedures enable calculation of the expected costs of energy for the given set of committing power plants, assuming the varied structure of primary energy sources and types of power plants. The effect of PS sources structure on generation costs of electric energy is calculated using corrected energetic characteristics of plants and developed procedures of simulation. These procedures allow for the modeling of the optimal policy of operation of the power plant with regard to the PS constraints and regulations, introduced by EU directives, that specify the volume of energy required to be obtained from the renewable sources.

The developed simulator generates a range of scenarios of the load of committing units with regard to the dynamic properties of considered power plants and varied in the time resources of wind and water energy.
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ABSTRACT

The abilities of simulation applications give the powerful tools for the scientists and engineers. It is obvious that before implementation of some idea you ought to test it in simulation environment. In the article authors present the idea of new model of electrical energy consumer powering – the power modes model. The model is implemented in Matlab® environment and it has been tested for the real parameters and data of one Polish power supplier of 2007 rear spectrum. The proposed methods of data metering and acquisitions allows for the parallelity of control process of electric energy consumption in a distributed environment of a power grid system, or a part of that system.

INTRODUCTION

In the most, a power grid system could be presented as a hierarchical structure (fig. 1). Where the node on the top is a supplier, which distribute the power to the lower level of hierarchy. The nodes of that level represent e.g. the departments of the supplier, the power stations an substations, the sub areas of the whole geographical area where the supplier distribute the energy. At the lowest level of the hierarchy are the energy consumers. More:

- one node of energy consumer could represent an internal hierarchy of energy distribution grid, with similar structure to fig. 1, where the main node represents the consumer and the sub nodes are his production objects and the electrical equipments on the lowest level.
- and on the other side the whole structure of the supplier (fig. 1) could be an subsystem of the global power system, and then the main node of the hierarchy (fig. 1) become an node on the lowest level of the global hierarchy – the transparency of mark line-node functionality.

It is important that on each node of each level of the hierarchy the true is (Gladys and Malta 1999):

\[ P^s_{\text{(level 0)}} = f(x, \sum P^b_{\text{(level -1)}}) \]  \hspace{0.5cm} (1)

The power supply \( P^s \) ability (1) of a node on level 0 is a function \( f \) of sub nodes power demand summary and is also determinate by a technical condition \( x \) of power grid infrastructure. On the other hand the power demand \( P^b \) of one node of level -1 depends of the power supply of its supplier and its neighbours – the others nodes of the level -1. So the main node is interest to order/generate such enough power such his sub nodes demand. On the other side the sub nodes of the node couldn’t demand more power that the node is able to supply. In this situation it is necessary to introduce some power supply limitation. The sub nodes ought to calculate the risk of the lack of electricity situations.

Figures 1: The hierarchical structure of electric energy distribution process – power system. The marked line-nodes presents the transparency of node functions – a node of the lowest lever - a consumer - becomes the supplier in its internal distribution grid.

The cost of lack of electricity (Gabrysiak 2004; Paska 2005) and the newest blackouts history (Malko 2006) necessitate the need for change and a new better solutions developing. The power modes model - presented in the next chapter – is helpful for the solution researching.

REMODELING OF THE ELECTRIC ENERGY CONSUMPTION STRUCTURE

The researches (Bober 2008a) of the households’ consumers’ preferences and decisions of energy consumption limitation in the situations of power deficit allows for introduce new model of electricity consumer powering “the power modes model” (Bober 2008b), where “a part” of consumed energy \( E \) is associated with a quality parameter \( q \):

\[ TR = g(E, q) \]  \hspace{0.5cm} (2)

The quality parameter \( q \) described some individual principles of each power mode \( TR \) and the conditions (eq. energy price, hours of access, degree of reliability, etc.) of energy
consumption by the stuff powered in the power mode. So, the described households could be powered by three power modes: protected power mode TRp, standard power mode TRs and economical power mode TRe. The energy consumed by the households in the new model (2) will be the sum of the modes:

\[ E = E_{TRe} + E_{TRs} + E_{TRp} \]  

(3)

The model of power modes significantly simplifies the process of energy consumption control. There is no necessity to detail control of each node of each level of the power system grid (see, fig. 1). Each node of the grid could process the control itself and the same it could manages the energy consumption structure in this part of hierarchy where it is the main node. The idea of distributed control of energy consumption structure in a hierarchy of a power grid system is presented at fig. 2.

Figures 2: The structure of a power system hierarchy with the power modes model implementation (Bober 2008c).

Although the presented idea looks promising, but there is a lot of conditions to be fulfilled before the power modes model will be introduced into practice. Some aspects of the solution implementation were described in (Bober and Kapron 2009). In this paper, we concentrate on simulations of possibilities of the power modes model in the implemented in the Matlab environment.

SIMULATIONS OF THE POWER MODES MODEL POSSIBILITIES

We have implemented one of the polish electricity distributor structures (see, fig. 3). The distributor (with code name SD2) has divided his administrative area into seven divisions' sub-areas, with symbolic name ZEx. He distributes energy to many types of consumers, but we divide them into two groups: households, which buy the energy in tariff “G” and the other which do not belongs to tariff “G”. For group of consumers who \( \notin G \) we have linked the standard power mode TRs.

Figures 3: The structure of controlled object (Bober 2008a).

For this structure of the controlled object we have received the real data of day-hour power demand of 2007 year from the distributor. We decide that the distributor hypothetical day-hour power supply for this year will be his data of day-hour demand prognoses. The received data we have imputed into the Matlab® simulation environment as 24hours x 365days matrixes and we minus them to see the research area (see fig. 4). The problem to be resolved is the power demand decreasing to reduce the dark areas on deficit matrix.

Figures 4: The power “deficit” matrix. The dark areas points the hours where the customers’ power demand overloads the distributor’s demand prognosis.

We will research how the knowledge about the power modes’ structure of the households’ customers will help us to resolve the problem. We try to find out how the volume of power mode TRe of energy consumption returned to the power system will help us in the power “deficit” compensation? It is interest, because the “deficit” is generated by the whole distributors’ clients, not only by the households. If by the power modes model we control the energy consumption of households and in this way we significantly change the power demand of the whole distributors’ consumers – it will be a very good result. And as it is presented in the next subchapter this target has been achieved.

We define the indicators of the object state measurement:

- TR – id’s of ZE nodes where the TR model was implemented;
- \( \Sigma u \in G \) – numbers of households where the TR model is implemented;
- avPr – the average power demanded by households powered in the TR model;
- \( E(Pr,T) \) – the total energy consumed by households powered in the TR model in the period of the whole year;
- \( q \) – numbers of situations where the supplied power do not balance the demand of the consumers, in this situation there is necessity to buy some more energy/power from the generators;
- \( avPn \) – the average power “deficit”;
- \( E(Pn,q) \) – the total energy “deficit”.

The initial object state is presented at fig. 5.

![Graph](image)

**Figures 5:** The state of the object before power modes model implementing, the whole nodes/consumers consume the energy without restrictions. The picks of the graph corresponds with dark areas of fig. 4.

In the consequence of series simulations of the power modes control of the object hierarchy (see, fig 5) we received the state of the object as is presented at fig. 6.

![Graph](image)

**Figures 8:** The final state of the object.

As you can see, the indicator \( E(Pn,q) \) of the whole year energy consumed over the prognosis demand decreases from 32.06 GWh at the state before any control simulation (see, fig. 7), to less than 1 GWh after the restriction of TRe mode simulated on selected division-nodes. The other state indicators also look better.

The details of the experiment are described in (Bober 2008a).

**CONCLUSIONS**

There is common interest of the power systems improvement (Billewicz 2007, Kapron 2007, Mako 2009, Sroczan 2007) especially in the aspects of the system reliability and electricity sufficiency. The presented results of simulation of the power modes model implementation in the condition of real distributor shows that the model is helpful for the electric energy control. By distribution of decision-making process of control into dispersed “smart” nodes, the process of control could be parallelized into numerous independent processes. In consequence, that will increase the object control process performance.
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ABSTRACT
The human factor represents a key element of the enterprise. In a constantly changing environment, it ensures timeless and competitiveness. In this paper, we are interested in complex systems modeling and, in particular, in the human resources integration. We propose a methodology and an analysis language in order to formalize the knowledge and to design decision-making tools which cover all the temporal horizons (strategic, tactic and operational). We present the language characteristics and an application in the health care systems.

1. INTRODUCTION
In this paper, we are interested in discrete systems composed of resources whose main objective is the manufacturing or processing of goods or services. These systems can present a structural and functional complexity also called systemic complexity which makes difficult the evaluation of the performance criteria.

Modeling is thus an essential stage to complete for the understanding of such systems, prior to the design of decision-making tools which are adapted to the domain.

One of the difficulties we face in such systems is the human resources integration that is to say the human resources consideration in the process modeling. The human factor represents a key element of the enterprise. In a constantly changing environment, it ensures timeless and competitiveness. It also represents an important part of the costs of the structures. So, it is now necessary to model and analyze the enterprise processes by taking into account the human resources as well as material resources.

We consider the health care systems as complex systems. We remind a few of these systems specificities in [5]. The main complexity results in a significant quantity of patient pathways, as well as in the complexity of most of these pathways which are often not linear. It induces as well the use of probabilities and management rules in these pathways, and complex operations on human resources, dealing with the resources assignments and priority rules, along with their associations with other human resources used for the same operation. These associations result in the combinations of several human resources for the same patient, and for the same operation.

In this paper, we are interested in the modeling of such systems and, in particular, in the human resources integration. These works take place in the modeling project of a new hospital. Our main objective is to provide to the hospital managers a set of decision making tools based on operation research methods and tools such as simulation models, optimization methods…

After the study of the existing tools, we propose a methodology and a language of analysis and evaluation of the systems (LAES) to take into account resources combinations specificities. We propose then the application of this language to the healthcare systems.

2. STATE OF THE ART
Modeling languages derive from different scientific communities. In [6], the authors note that since the first development in the area of enterprise modeling started in the US in 70s, e.g. Structured Analysis and Design Technique (SADT), Integration Definition for Function Modeling (IDEFx, http://www.idef.com/[13], Data Flow Diagram…. a lot of enterprise modeling languages have been elaborated world-wide. These developments have led to consider now that there are too many heterogeneous modeling languages available.

[12] present an important overview of methods, techniques, and tools used in Business Process Re-engineering (BPR). This work gives a list of some related business process modeling techniques and tools. It has been the starting point of the research presented by [1], which gives a more thorough overview with detailed analysis of the mentioned techniques in [12] and others. [1] concludes that Business process modeling is a much-researched field but is neither well structured nor classified.

Main problems related to this situation are [6]:
- difficulties (impossibility in some cases) to transform one model designed using a language to a model expressed in another one;
- difficulties for an enterprise to use a software tool if it is based on languages which are different from the ones adopted by the enterprise;
- difficulties for analysts to know and understand all the languages on the market.
Thus, it is not easy to choose the more efficient language for a specific problem. In a recent work, [11] enumerate many tools and methods for the industrial systems analysis and modeling by showing that if each one provides solutions to several problems, none is sufficient to analyze and model complex systems. We find these same problems with the hospital systems. The traditional approaches seem often too abstract being used on the hospital field or only conceived for a specific problem [8] [14].

In his work, [7] gives some great characteristics of the hospital systems by reminding that the human element is very important and difficult to take into account, because of each patient uniqueness and on the sometimes unforeseeable patient pathways, but also because of medical staffs autonomy in their working methods.

[2] analyzes, through the study of representative models, the evolution of incorporating the concept of human resources and its links, in business models. We note that if some languages, such as MECI (Modélisation d’Entreprises pour la Conception Intégrée, ‘Companies Modeling for Integrated Design’) [16] consider the competencies concepts; but do not consider the complex combinations of human resources, such that it is present in the hospital system (combinations of more than two or three operators with complex rules of allocation in terms of preference, priority...).

Thus, in spite of the numerous languages and modeling tools available, we did not find any specification tools that allow us to take into account all the specificities of the studied systems (hospital systems) with the level of detail wished for simulation (microscopic level corresponding to the patient).

3. DEFINITION OF A METHODOLOGY AND AN ANALYSIS LANGUAGE: “LAES”

The choice of a method or a language depends on the modeling objectives but also on the constraints which can be posed in term of accessibility, ease of use, training times, intrinsic to each one of these methods. In our work, the main goal is to design and to provide hospital teams with decision-making tools making it possible to cover the various temporal horizons. We have two important constraints:

- a constraint related to the systemic complexity of the studied systems;
- a constraint with the diversity of the participants on the project which requires to find methods and tools easy to acquire, so that the users can constantly understand and possibly complete the formalized knowledge (for nursing staff and doctors) and to reflect these modifications on the developed tool (for computer scientists).

We use the ASDI methodology (Analysis, Specification, Design and Implementation) worked out and developed initially by Gourgand [9] and officially presented at Tours (France) and Reno (United States) [10]. Largely used, by the LIMOS, but also in other research teams (Nancy, La Rochelle...), it makes it possible to design a modeling methodology of a class of systems, the generic knowledge model of this class, and to carry out a software components library which is exploited to generate action models (data-processing programs) for a system of the class. This methodology was designed following many studies concerning the modeling and the evaluation of complex systems (industrial systems, transport systems...). We are particularly interested in two modeling approaches:

- an object-oriented approach for the systemic breaking down of the system in physical subsystem (entities), logical subsystem (flows) and decisional subsystem (management rules) and the taking into account of the human resources activities not directly linked to the patient pathway: We use UML (Unified Modeling Language) [15] which has the advantage of being a very succeeded formalization and easily comprehensible by “not initiated”. We used the classes diagrams and the activity charts which are not developed in this paper;
- a process oriented approaches to model the patient pathways. We choose, initially, ARIS language (http://www.ids-scheer.com).

With the aim of formalizing the knowledge on a hospital structure and running, we carried out an information collection from the various departments. This collection enabled us to identify the significant number and the complexity of the patient pathways with the use of probabilities and/or management rules in these pathways and in the “elementary operations” (the more little component of the activity) which compose them: boolean expressions on the resources, priorities, preferences... We did not succeed in modeling this complexity with ARIS language, and thus proposed the use of a new language. LAES is a Language of Analysis and Evaluation of Systems (LAES) suggested a few years ago by the LIMOS to model the complex systems based on a transaction approach.

We define the transaction approach as the description, in the formalism chosen, of the system operations while specifying, for each type of entities flow, the routing of these entities and their successive treatments: the system is described by the movement of the service requests in the system. This approach is used in the hospital systems since one is interested in the patient pathways, i.e. with the move of the customers through the system; it is also the most complex to model.

The objectives of LAES are [3] [4]:

- to allow the structure representation and the system running and design a knowledge model by using a transaction approach;
- to store the model obtained in the form of a file says “running file” by using a simple description language;
- to exploit the running file by a software which creates the action model and possibly do evaluation;
- to allow the use of evaluation tools (QNAP2, SIMAN...);
- to provide a specific evaluation tool for analytical resolution.

One of the advantages of LAES is its simplicity but also its flexibility which makes it possible to consider extensions to adapt it, as well as possible, to the system studied.

3.1 LAES

3.1.1 Basic concepts of LAES: the stage and the path

The knowledge model is built on two levels: the first level, known as overall, uses the stage and path concepts, and the second level, known as detailed, gives the contents of each stage. The studied systems are supposed to be open. For the class of the studied systems, several service requests are accepted jointly. A service request corresponds to a customer
category asking for a set of elementary services. The advance of the customers is represented in a deterministic way. By a stretch of language, we confuse the category, the customer category and the customer.

In the request processing, various situations can occur: unsatisfied request, complete processing. By definition with each one of these cases correspond a path. A path is thus the route that a customer will take from its input to its output. A route is a sequence of stages, a stage being a set of elementary operations. A stage can be common to several paths. These concepts of stage and path appear natural for the studied systems. Indeed, two identical requests do not have the same probability of succeeding. On the other hand these concepts are not rigid since for the same system the selected level of modeling can be more or less fine. The stage “output” corresponds, in general, to the realization of a condition (availability or not of the requested resource, external event, processing end …) and the stage “input” corresponds to the realization of an event (customer arrived, a passive resource allocation …). In the case of a passive resource request, two cases can occur: the resource is or is not available. There are thus an output of the request stage (i.e. end) and input in the allowance stage or in the stage corresponding to the lack of resource and in both cases, the continuance of the processing.

### 3.1.1.1 The overall graphic

The overall graphic representation is a tree structure revealing the various paths which can take a customer and the stages constituting the paths. The root is input stage of the system. The sheets of the tree structure are obligatory the output stages of the system. Another node than the root cannot be an input stage. A path is the sequence of stages which connect the input stage and an output stage. The Figure 1 represents three paths. OUT indicates outside (input or output of the system). The stages are numbered from top to bottom and from left to right from number 1. A customer will take path 1 or path 2 or path 3 (the “or” being exclusive).

### 3.1.1.2 The detailed graphic representation

Each stage of the overall graphic representation is the subject of a detailed chart. This one gives the sequence of the elementary operations and the symbols of structuring: stage beginning and end; elementary operation; waiting delay; passive resource seizing and release; loops; parallel processing; stage call and sub stage call. For a complete description of LAES, see [4].

In LAES, we distinguish two types of resources:
- the active resources which carry out an elementary processing;
- the passive resources which are necessary to the active resources and which show by their occupation, the state of the request progress. They do not carry out elementary processing.

**Beginning and end of stage**

The beginning of a stage is indicated by the number of the preceding stage or the outside and the end of a stage is indicated by the number of the following stages or the outside (Figure 2).

The symbol which follows the beginning or which predates the end of a stage is an elementary operation symbol or a structuring symbol.

![Figure 2. Symbol of the beginning and the end of stage](image)

**Execution of an elementary service or operation**

The execution of an operation by an active resource is represented by (Figure 3), where:
- \( i \) is the number or the name of the active resource;
- \( t \) is the time of the elementary operation;
- \( c \) concerned customer class;
- \( n \) is the quantity of executions (optional if \( n = 1 \));
- \( b \) is the bit of setting in waiting queue which is equal to 1 if it must be put in the waiting queue, 0 if not (optional if \( b = 1 \)).

![Figure 3. Symbol of the elementary operation](image)

**Passive resource seizing and release**

The seizing and the release of passive resource are compulsory carried out by an active resource. Figure 4a represents the seizing of the passive resource \( j \) by the active resource \( i \). The seizing starts with the execution of the elementary operation. The seizing of a passive resource in a stage implies the release of this same resource in all the paths containing the stage of the seizing. The Figure 4b represents the release of the passive resource \( j \) by the active resource \( i \). The release follows the execution of the elementary operation. \( n \) indicates the number of the stages where the seizing was carried out. A passive resource can be seize and
release by the same active resource (Figure 4c). Passive resources seizing and releases must be identified. One uses for that an identifier of seizing id which follows the number or the name of the passive resources j. If several passive resources seizing or several passive resources releases belonging to the same station are carried out simultaneously, the number of seizing np and the number of release nr are indicated after the seizing identifier.

![Symbols of the passive resources seizing and release](image)

**Figure 4. Symbols of the passive resources seizing and release**

Loop, Stage and Sub stage call
LAES use loops. Their structure rules are those applied into algorithmic languages. In the stage description we can find the whole or a part of other stage content. Rather than to reproduce these contents, we can use a stage or a sub stage call.

3.1.2 Basic principles of LAES: LAES Codes
Each element constituting the diagrams corresponds to a code of four letters and a list of attributes (Table 1).

**Table 1. LAES Codes**

<table>
<thead>
<tr>
<th>LAES Code</th>
<th>Definition</th>
<th>Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>APPH</td>
<td>Stage call</td>
<td>N, APPH, NP, &lt; list &gt;;</td>
</tr>
<tr>
<td>APSP</td>
<td>Sub stage call</td>
<td>N, APSP, NP, &lt; list &gt;;</td>
</tr>
<tr>
<td>BLOC</td>
<td>Block definition</td>
<td>N, BLOC, NB, NAME, NC;</td>
</tr>
<tr>
<td>CATE</td>
<td>Definition of the numbers of category</td>
<td>N, CATE, NC, &lt; list &gt;;</td>
</tr>
<tr>
<td>CHEM</td>
<td>Path description</td>
<td>N, CHEM, NCH, NAME, NCA, &lt; proportion &gt;, NPH, &lt; list &gt;;</td>
</tr>
<tr>
<td>CLAS</td>
<td>Definition of the category classes</td>
<td>N, CLAS, NC, NCL, &lt; list &gt;;</td>
</tr>
<tr>
<td>CLNT</td>
<td>Customer description</td>
<td>N, CLNT, NCA, NAME, &lt; proportion &gt;, NCH, &lt; list1 &gt;, NR, &lt; list2 &gt;;</td>
</tr>
<tr>
<td>DEBO</td>
<td>Loop beginning</td>
<td>N, DEBO, &lt; number &gt;;</td>
</tr>
<tr>
<td>DEFC</td>
<td>Constant definition</td>
<td>N, DEFC, NAME, numerical value;</td>
</tr>
<tr>
<td>DEFV</td>
<td>Variable definition</td>
<td>N, DEFV, NAME, arithmetic expression;</td>
</tr>
<tr>
<td>DEPA</td>
<td>Parallel processing beginning</td>
<td>N, DEPA, ND, NT;</td>
</tr>
</tbody>
</table>

| DEPH      | Stage beginning | N, DEPH, NP, < number >, < list >, < ind >; |
| DEPR      | Passive resource seizing beginning | N, DEPR, NR, < number >, ND; |
| DESP      | Sub stage beginning | N, DESP, NP, < list >; |
| EXEC      | Elementary service | N, EXEC, NR, < time >, NC, < number >, < bit >; |
| FIBO      | End of loop | N, FIBO; |
| FIBR      | End of branch | N, FIBR, NB, ND; |
| FINF      | End of file | N, FINF; |
| FIPA      | End of parallel processing | N, FIPA, ND; |
| FIPH      | End of stage | N, FIPH, NP; |
| FIPR      | End of seizing | N, FIPR, NR, < number >, NF; |
| FISP      | End of sub stage | N, FISP, NS; |
| PHAS      | Stage definition | N, PHAS, NP, NAME, NC, NB, < list1 >, < list2 >…; |
| RESA      | Active resource definition | N, RESA, NR, NAME, NB, < time >; |
| RESP      | Passive resource definition | N, RESP, NR, NAME, NB; |
| TEMP      | Waiting time | N, TEMP, < time >, NC, < bit >; |
| TEXT      | Comment | N, TEXT, < text >; |

A structure makes it possible to join together these codes and to compose a file named "LAES running file". It is composed of several blocks, each one of these blocks has a specific function:
- block 1: resources, categories and classes declaration;
- block 2: declaration of the customers, the paths and the stages;
- block 3: declaration of the variables;
- block 4: details of the stages of category 1;
- N+3 block: details of the stages of category N;
- N+4 block: sub stages details.

Figure 5 gives a simple example.

```
10, BLOC, 1, STRUC;
20, RESA, 1, RES1, 1, 5.0;
30, RESA, 2, RES2, 1, 5.0;
40, RESP, 3, RES3, 2;
50, CATE, 1, 1;
10, BLOC, 2, CCP;
20, CLNT, 1, ARRIV, 1.0, 2, 1.2;
30, CHEM, 1, CHEM, 0.5, 1, 1.2;
40, CHEM, 2, CHEM2, 0.5, 1, 1.3;
50, PHAS, 1, PA1, 1, 2, 2, 3;
60, PHAS, 2, PA2, 1, 1.0;
70, PHAS, 3, PA3, 1, 1.0;
10, BLOC, 4, ARRIV;
10, DEPH, 1;
```

**Figure 5. Example of LAES running file (extract)**

3.2 Hospital systems specificities: extensions of the language in “LAESH”
In this sub section, we focus on the specificities of the hospital systems that we have considered in order to design the knowledge model. These specificities include the
quantity of necessary human resources for an elementary operation which is generally fixed in a manufacturing system and rarely exceeds one to two operators for the same operation, whereas hospital systems can have up to six operators for the same elementary operation, along with complex management rules related to these operators. 

Thus, the principal extensions introduced to the language relate to the resources whose management rules are often complex. The specificity of our customers, the patients, justifies the management rules of human resources more complex: for example, it is hard to imagine to let a pregnant woman alone in the corridor of an obstetric unit because the resources which "should" be allocated for her are not immediately available.

We propose an extension of LAES with the Language of Analysis and Evaluation of the Hospital Systems (LAESH) which enables to formalize the patient movements through the system taking into account the specificities of such systems. 

**Multiplication of the paths with each XOR on an elementary operation mobilizing the same resources**

The patient pathway includes many stages where we can have the choice between 2 operations (XOR) mobilizing the same resources (R1 and a Room) and we can have several sequences of this type in the same pathway. With LAES, each XOR results in the creation of numerous paths (Figure 6).

We propose an extension which makes possible to reduce all these paths in a single elementary operation where \( p_i \) is the probability that the elementary operation \( i \) lasts the time \( t_i \) and \( (1 - p_i) \) is the probability that the elementary operation \( i \) lasts the time \( t'_i \) (Figure 7).

![Figure 6. Transition of a set of XOR conditions with identical resources in LAES](image)

1 patient pathway with a sequence of 3 XOR using the same resources = 8 LAES paths

**Figure 7. Interpretation of the figure 6 with LAESH**

Specific and cyclic mobilization of the active resources by a long elementary operation with a variable duration

Some operations mobilize the passive resources during all the time \( t' \), but mobilize the active resources only punctually. The active resources must thus be able to be released to carry out other operations simultaneously. In LAESH, we place a waiting delay of time \( t \) after the operation execution followed by a loop which makes it possible to start again the operation and waiting delay \( NB \) times (Figure 8). \( t \) can be a random variable.

![Figure 8. Example of a waiting delay and a loop for a specific and cyclic operation](image)

**Use of several active resources for an operation with conditions "AND" (\( \land \)), "OR" (\( \lor \)) and "XOR" (\( \oplus \))**

We consider that human resources (operators) are active resources in LAESH. Table 2 gives the representation in LAESH for various operator combinations where \( k \) is the number of active resources of each type.

**Table 2. LAESH representation of the operator combinations**

<table>
<thead>
<tr>
<th>Elementary operation provided by</th>
<th>Representation in LAESH</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k ) resources of the type ( i )</td>
<td>EXEC, ( i, t, c, n, b, k )</td>
</tr>
<tr>
<td>( k ) resources of the type ( i ) AND ( k ) resources of the type ( j )</td>
<td>EXEC ( i \land j, t, c, n, b, k_i, k_j )</td>
</tr>
<tr>
<td>( k ) resources of the type ( i ) XOR ( k ) resources of the type ( j )</td>
<td>EXEC ( i \oplus j, t, c, n, b, k_i, k_j )</td>
</tr>
<tr>
<td>( k ) resources of the type ( i ) OR ( k ) resources of the type ( j )</td>
<td>EXEC ( i \lor j, t, c, n, b, k_i, k_j )</td>
</tr>
</tbody>
</table>

Simultaneous use of a resource by several customers

Some operations mobilize an active resource only punctually because this one is shared by several simultaneous operations (ex: anesthetist doctor shared between two operating rooms). LAESH extension: when an active resource can treat several customers of the same or different categories, simultaneously (the active resource is shared between several customers):

\[
EXEC, i, t, c, n, b, k, P(x)
\]

\( x \) is the maximum number of customers concerned with the sharing. This extension also was added to the passive resources (ex: to limit place in waiting room).

**Same active resources for the sequence of several operations: personalized resources**

Some operations mobilize the same type of resource and it is necessary, by defect and unless otherwise specified or pre-emption, that the active resource must be the same for the operations set. In LAESH we define the basic management rule according to which the resource of the type \( i \) or the resources combination used for a sequence of elementary operations remains the same one, unless otherwise specified or pre-emption.
Pre-emption of a resource for the execution of several simultaneous elementary operations into: operation priority

Some operations have priority compared to others for obtaining the resources; it must be able to preempt a resource already occupied on the execution of a lesser priority operation (Figure 9).

The priority task must be able to find, by defect, the resource which began the execution before the pre-emption (personalized resource). If this one is not available any more, it must be able to be completed with another resource of the same type.

LAESH extension: when it is necessary, we introduce a priority index into the elementary operation. An elementary operation (EXEC) has, by defect, the smallest priority (zero):

EXECy, i, t, c, n, b, k,

where y is priority index of the elementary operation.

![Figure 9. Graphic interpretation of the operations priority on 2 categories](image)

3.3 Mapping from LAESH to the simulation tools

LAESH has a fundamental advantage for our project: is a good communication tool with the hospital teams (overall graphic representation) and with the software developers.

Table 3 gives the mapping rules from the knowledge model to the action model realized with the simulation software Witness (http://www.lanner.com/). We created a software components library to answer hospital systems specificities.

<table>
<thead>
<tr>
<th>Knowledge Model</th>
<th>Action Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>UMLObject</td>
<td>LAESH</td>
</tr>
<tr>
<td>Patient</td>
<td>Category</td>
</tr>
<tr>
<td>Area</td>
<td>EXEC attribute</td>
</tr>
<tr>
<td>Rooms</td>
<td>RESP, DEPR, FIPR</td>
</tr>
<tr>
<td>Human resources</td>
<td>RESA</td>
</tr>
<tr>
<td></td>
<td>EXEC, DEBO, FIBO</td>
</tr>
<tr>
<td></td>
<td>DEPA, FIPA</td>
</tr>
</tbody>
</table>

4. APPLICATION TO AN OBSTETRIC UNIT MODELING

4.1 The knowledge model of the obstetric theatre with LAESH

We used LAESH to model the whole of the patient pathways of a future obstetric unit gathering two units now distinct. We give here an outline of the LAESH knowledge model. Table 4 gives the principal elements of the patient pathways. Eight patient’s categories were identified for the NHE obstetric unit. We distinguish the “fathers” processes which correspond to the main customers (patients) and the “sons” processes derived from the “fathers” processes (newborns).

- «Fathers» processes: emergency consultations with pregnant women; emergency consultations without pregnancy; delivery not included programmed caesarean; programmed caesarean; versions by external maneuvers; medical termination of pregnancy.
- «Sons» processes: Baby by single delivery; Baby by caesarean.

<table>
<thead>
<tr>
<th>Table 4. LAESH elements of the knowledge model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients categories</td>
</tr>
<tr>
<td>Stages</td>
</tr>
<tr>
<td>Patient pathways</td>
</tr>
<tr>
<td>Elementary operations</td>
</tr>
</tbody>
</table>

Figure 10 gives an example of overall graphic representation which comprises 15 stages and 9 paths.

![Figure 10. Category 1 - Emergency consultations with pregnant women](image)

Figure 11 gives the detailed graphic representation of stage 4. Figure 12 gives the operations sequence of the sub stage 3 called by stage 4. To answer hospital systems specificities, such as the «obligatory» execution of some operation, whatever the available resources (emergency, complication, etc.) the LAESH knowledge model can take into account for each elementary operation, a boolean expression on the types of resources and allows the concept of preference. Figure 13 represents an elementary operation of sub stage 3. This operation takes place in the operating area (OA). Based on the priority rules, it will call primarily the operating area human resources or the multi areas resources before calling, if necessary, the next area resources: childbirth area (CA). In the following example we see that are initially called operating area midwife (OAMW) or multi-midwife (MW), before calling, as a last resort, childbirth area midwife (CAMW).
Active resources boolean combining of elementary operation described with the Figure 13 is reflected in the following way in a simulation model developed with Witness 2006 (which does not handle the OR operator):

\[(OAMW \text{ AND } GO\#2 \text{ AND } AN) \text{ AND } (OTMW \text{ AND } OTN) \text{ XOR} (MW \text{ AND } GO\#2 \text{ AND } AN) \text{ AND } (OTMW \text{ AND } OTN) \text{ XOR} (OAMW \text{ AND } GO\#2 \text{ AND } AN) \text{ AND } OTMW \text{ XOR} (MW \text{ AND } GO\#2 \text{ AND } AN) \text{ AND } OTN \text{ XOR} (MWCA \text{ AND } GO\#2 \text{ AND } AN) \text{ AND } (OTMW \text{ AND } OTN) \text{ XOR} (MWCA \text{ AND } GO\#2 \text{ AND } AN) \text{ AND } OTMW \text{ XOR} (MWCA \text{ AND } GO\#2 \text{ AND } AN) \text{ AND } OTN \]

To complete these patients pathways and identify the various tasks assigned to the whole of person intervening in the system, we have for each staff category (midwife, helps healthcare, etc.) detailed planning with all tasks done on the day, and which are not totally dependent of the patient (rooms preparation, training, administrative tasks, etc.). The knowledge model is generic with many elements user-definable: resources type and number; classes, pathways and inter-phases probabilities; time and priorities of elementary operations; arrival laws of flow entities (patients).

5. CONCLUSION AND PROSPECTS

The obstetric theatre simulation model, designed starting from Witness, is operational today. It was presented at hospital and was validated. This tool is implemented in the obstetric units. The doctors and nurse staff can test different scenarios from organization and note their incidences on the future system. This decision-making tool was presented to the 33rd International Conference on Operational Research Applied to Health Services (ORAHS) and in several medical conferences. LAEHS made it possible to have a common language between hospital teams and software developers. Further work concerns mainly the use of LAEHS in other healthcare departments (pediatric emergency…) and the comparison of the results obtained with different simulation software.
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ABSTRACT
The focus of this article is to present a methodological approach and its application for the design of decision-making aid tools dedicated to the hospital systems. This methodology has been developed to design decision making aid tools based on various resolution methods (mathematical formalization, simulation, etc...), which all begin by the formalization of a knowledge model (knowledge formalization) related to the studied system. We present the different steps to follow from the knowledge model to the design of a decision making aid tools based on a simulation model. A tool for a pediatric emergency department is presented and we give the results of the different tested scenarios.

1. INTRODUCTION
The main issues that impact hospital systems are similar to those presented by manufacturing systems and are primarily related to their sizing, to the understanding of their mechanisms, to the improvement of their productivity and to their performances evaluation. The hospital systems must have business logic and develop new management methods. Hospitals have to consider a more rigorous control of their processes to limit their expenditure and to optimize their organization. This change is particularly noticeable in the European continent where many countries are very attached to the public health and to the public utility. With an increased mobility and the border opening, the public hospital must be competitive as the private one. In the same time the population is more and more exacting in terms of care quality. To be helped in this step of performance evaluation and optimization, the health institution need decision-making aid adapted to their specificities. To design such tools, it is necessary to think about modeling approaches and methods. It is an essential step for the knowledge formalization of any system. The methods, tools and levels of detail used for modeling depend primarily on the studied system and the appointed objectives.

In this paper, we propose a methodology in order to design decision-making tools for an existing system or a system to come (for example an hospital under construction) and which cover all the temporal horizons: strategic, tactical and operational. The main aim of these tools is to be able to act (i) upstream, on the dimensioning of the structure and the staffing requirements, on the choice of management rules in terms of planning and resource allocation, of flows managements (human, material, information); (ii) during the system working to change and adapt the management rules and the resource allocation; (iii) downstream, to evaluate the system performances. Formalizing the knowledge and designing adapted tools, we chose to follow ASDI methodology (Analysis, Specification, Design, Implementation) [11]. We have applied our methodology on several systems: obstetrical unit, care unit, hospital porters department. In this paper, we have chosen to present its application to a pediatric emergency department in order to design a decision-making tool for the hospital managers. Difficulties in the emergency department are mainly patient flows subject to many risks, low anticipation of the process of patient care, lack of control of the upstream and downstream of the patient pathway, the multiplicity of stakeholders. The main objective of an emergency department is therefore to ensure rapid and qualitative care for the patients while planning the resources of the hospital system.

After a brief state of the art on the studies related to the emergency departments and on the methods and tools used, we propose a methodology for the hospital systems modeling and present the decision-making aid tool for the modeling of the emergency department of a French hospital.

2. STATE OF THE ART
In the literature, the main studied problems of the emergency department concerns modeling, simulation and optimization of the patient flow. The objectives may be to reduce the transit time of patients, to design and implement a tool for sizing and managing systems. Given the multiplicity of issues related to the optimization of emergency services, we present a grid (Table 1). It classifies each method resolution (modeling, simulation, mathematical approaches) and gives the various issues resolved.

Later in the paper, we take different sections of the reading grid that we explain the following data collection and modeling of the emergency department, action and results models. This presentation was done following the ASDI methodology (Analysis, Specification, Design, and Implementation) [11] which is presented in the next section. This approach is based on the design of a successive knowledge model and an action model through bricks software designed by a process of collecting management knowledge.
2.1 Data collection and modeling of the emergency department

2.1.1 Data collection from emergency department

Collecting data necessary for various studies, several methods are used as observation ([18] [25][17][22]), group work or interviews ([33] [28] [26] [18]), derived from historical data ([29][16][18][35]). In [28] and [18], information is collected through exchanges among medical and paramedical staff (for example, department heads, doctors, executives of health, auxiliary nurse...) of administrative and technical staff (example: stretcher). In the same way in [35], the data are collected through interviews with officials from the Emergency Department and observations of events on the field. The first method of gathering information, through an exchange with several people, is based on data recorded over a period of less than one year concerning the quantity of doctors, pharmacists, nurse, administrative staff and their schedules. The second method is to select and collect events unfolding in the emergency department over a period of 24 hours on different days. The observation periods may vary for example between several days [35] and several weeks [25], [17] do not specify the duration of their comments, but they detail the subject of their comments. They study the patient pathway, the activities of human resources, and the occupation of physical resources. This analysis enables them to understand the reality of how the system works and to show its complexity. Other authors ([30][16]) propose to generate data using various tools such as Excel VBA.

After collecting information on the system, digital data are stored using tools such as Excel or in databases such as Access [25].

<p>| Table 1. Main topics of study related to the simulation and the optimization on the emergency department |</p>
<table>
<thead>
<tr>
<th>Problems</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>The modeling, the simulation and the optimization of the patient flows</td>
<td>Patients pathway modeling with Petri nets [13][14][24]</td>
</tr>
<tr>
<td>Simulation</td>
<td>Elimination of the bottlenecks [8][22]</td>
</tr>
<tr>
<td></td>
<td>Optimization of the patient flow [17]</td>
</tr>
<tr>
<td></td>
<td>Determination of the quantity of beds, resources and patients [34][21][28][30][2]</td>
</tr>
<tr>
<td></td>
<td>Determination the staffing requirements [3]</td>
</tr>
<tr>
<td></td>
<td>Reduction of the waiting time for the patients [27][20][26][16][18][15][9]</td>
</tr>
<tr>
<td></td>
<td>Decision-making aid in regard to the behavior of the system [19][32][23][29][12][25]</td>
</tr>
<tr>
<td>Mathematics problems</td>
<td>Determination of the optimum resource planning [31][35][3]</td>
</tr>
</tbody>
</table>

2.1.2 Modeling of the emergency department

In order to understand an existing system or to come, it is important to model the system. This model may be: simple ([18][15]) or complex ([26]). [14] have chosen to develop their model from the colored Petri nets. The interest of these Petri nets, interpreted and P-time resident is their readability and their aspects "communicating" for the members of a project. They also appear to be a tool for simulation processes that model. [24] propose to develop a model by providing some initial changes to the MOP so as to include specific service studied. The main contribution of this work the initial model is the introduction and definition of colored marks and data to feed stochastic simulation.

In [35] the emergency department is described with a simple flow model containing the main care stages of a patient (i.e. from its entry into service until his exit through the yard), the choice of the room (emergency room or bandage room), the diagnosis, the tests and the observations. These models can be compared with DFD (Diagram Flow Data) SSADM (Structured System Analysis and Design Method). Each phase is described separately the model by comments and figures as the quantity of patients per hour. ([2][12][25][17]) also represent the emergency department with a flow model, but they do not choose the same level of analysis.

Other authors ([28]) propose to describe the emergency department with the help of process diagrams representing the patient pathway. These diagrams are like the diagrams activities UML2 ([11]). For each category of patients, a diagram of the process was designed. It contains the duration of each component of the process and the frequency of each connection between the different elements.

According to the approach chosen by ([21][9][22]), a conceptual model must be done, it should not be just a map of process or a flow diagram. The models seem from the formalism of Adonis [10]. For example, a map of the process must contain detailed descriptions and management rules associated with objects map process. It helps to understand the system before further progress in the project and therefore control the feasibility of the project. [16] also uses a map process with Microsoft Visio to analyze the different flows through the emergency department. It also determines the management rules, including the constraints related to resources. He questioned the level of detail that defines modeling by comparing both the time of the project at its value. He suggested to model the flow at a high level as a first step and then add details if necessary. [34] describe the process flow at macroscopic level. They state that this level of detail is appropriate for the design stage.

2.2 Action and results models of the emergency department

After presenting the data collection and different models, we compared the patterns of action and results of the emergency department of the grid (Table 1) following Table 2. We chose an article for each issue.

This choice was established following the issue of the article should correspond to all the benchmarks to evaluate all the items. The benchmarks used are as follows: Objectives of the study; Types of models; Tools simulation / resolution; Input data / output data; Conclusion / Remarks.

The study of the literature shows the dedicated problems, the lack of genericity of models and methodology and the level of accuracy sometimes little high for these models. A complete state of the art can be found in [7].
We propose a methodology and a single tool based on the discrete event simulation which allows giving some results for the different problems studied by the authors quoted in the table 1 in the steps of modeling and simulation. This methodology is applied in the context of our study on the NHE (New Hospital d’Estaing, opening: march 2010) of Clermont-Ferrand (France). The pediatric emergency department of NHE will host children under better conditions than those proposed by the pediatric emergency department of the “Hôtel Dieu”, the current hospital. The activities of medical and paramedical staffs related to treatment of patients will not change but the organization of these activities will be evolved. Changes related to the physical structure must be taken into account as the quantity of care rooms. Among these changes, the pediatric emergency department of the NHE may be equipped with an additional unit: the HUSD (Hospital Unity of Short Duration), and a new post: the orientation nurse. This nurse will be in charge of the coordination of the patients flow. The objective of this function is to reduce waiting times, improve patient care as soon as he arrives in the emergency department, to define priorities (such vital emergency) and alternatives care. It has an impact on the transit time of the patients with a global vision of the situation.

<table>
<thead>
<tr>
<th>Authors</th>
<th>[31]</th>
<th>[3]</th>
<th>[30]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Objectives of the study</strong></td>
<td>Development of an agenda for the planning of emergency doctor combining multiple constraints for a planning horizon of one month</td>
<td>Determination of the staffing requirements (simulation model) Determination of the optimum resource planning (mathematical model)</td>
<td>Determination of the quantity of emergency rooms, pediatricians, intern, surgeons, specific rooms, stretcher in order to reduce the waiting time for patients</td>
</tr>
<tr>
<td><strong>Types of models</strong></td>
<td>Mathematic model</td>
<td>Simulation model /Mathematical model</td>
<td>Simulation model</td>
</tr>
<tr>
<td><strong>Tools simulation / resolution</strong></td>
<td>Cplex model</td>
<td>Arena / Cplex model</td>
<td>Arena</td>
</tr>
<tr>
<td><strong>Input data / Output data</strong></td>
<td>Quantity of resources Hierarchical level Quantity of days</td>
<td>Quantity of resources (simulation model) Quantity of nurses by post (mathematical model)</td>
<td>Input data: quantity of patients Output: time spent waiting in the emergency department, the time spent to get a available room</td>
</tr>
<tr>
<td><strong>Conclusion / Remarks</strong></td>
<td>Specific problem of planning</td>
<td>Specific problem of planning</td>
<td>Specific problem of design of a physical structure</td>
</tr>
</tbody>
</table>

3. **OUR METHODOLOGICAL APPROACH AND THE TOOLS USED**

3.1 The ASDI Methodology [11]

First, the ASDI methodology recommends the construction of a generic knowledge model of the system class. The knowledge model is a formalization of the structure and operations of the system through a natural or graphic language. This generic model must be able to be instanced for any system of the class. So, we can design the knowledge model of our system from the generic knowledge model of the system class. This first work is the result of the Analysis and the Specification. This generic model must also allow the design of software components which will be used during the design stage of the action models development. In a second step, the action model design is a translation of the knowledge model in a mathematical formalism (for example an analytical method which would exploit a queuing network analysis, or a data-processing model) or in a programming language (for example a discrete event simulation model).

Some user interfaces can be added. This model has to be computer readable and to provide some performances criteria about the system, whose analysis can provide enough information to proceed to a real action on the system, and thus on the knowledge model (Figure 1). This work is the result of the Design and the Implementation. Initially used to design a modeling environment for the manufacturing systems, ASDI was taken again and adapted for other systems such as urban traffic systems with ASDimi, which introduces multiple and incremental modeling concepts [4]. In 2006, [5] take an interest in the coupling of financial flows with physical flows and propose a generic conceptual approach for the modeling of Supply Chains by giving its implementation for the Hospital Supply Chain systems (ASDI-sch).

![Figure 1. ASDI Methodology](image-url)
3.2 The tools used

One of the advantages of the ASDI methodology is the possibility of using different tools for each step. In this paper, we present a decision making aid tool for a pediatric emergency department. This tool is based on a discrete event simulation model. The Figure 2 shows the languages, the tools and the computer software which were used for each step of the ASDI Methodology in order to design a decision making aid tool for the emergency department of the NHE. In order to provide an appropriate answer to the systemic complexity of the hospital systems, we used various modeling tools based on two complementary approaches:

- An object-oriented approach for the systemic breakdown of the system in physical, logical and decision-making subsystems, and for the consideration of the human resources activities which are not directly linked to the patient care. We used the Unified Modeling Language (UML) to formalize this knowledge, using different class diagrams for the systemic breakdown, and activity charts for the actors activities.

- A process oriented approach in order to model the patient pathways. We used the Language of Analysis and Evaluation of the Hospital Systems (LAESH) which enables to formalize the patient movements through the system. An LAESH representation models the patient pathway in two different levels: the global level uses the concepts of category, stage and path, and the second level, more detailed, describes precisely the contents of each stage. This language and its application are presented in previous works [6].

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Specification</th>
<th>Design</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systemic Breakdown, Human resources activities, Patient pathway</td>
<td>UML / LAESH</td>
<td>Simulation Model, User interfaces</td>
<td>Witness / Excel</td>
</tr>
</tbody>
</table>

Figure 2. Used tools and languages for the decision making aid tool design

Several action models can be deduced starting from the same knowledge model depending on the formalism that has been chosen to build the action model and/or on the degree of accuracy established by an action model: this plurality of action models leads to a wide range of decision-making aid tools which are usually complementary. The choice of a particular type for the action model will depend on the tool objectives, along with the simplifying rules concerning the structure, the operating part of the system itself and the description of the system load. It also depends of course on the wished results. It is thereby extremely important to delimit the results that have to be obtained (and which will be presented in the results model). So as to fulfill user expectations we proposed an action model based on a discrete event simulation model. We used Witness software for the simulation model and Excel (at the request of users) for the user interfaces.

4. THE KNOWLEDGE MODEL OF THE PEDIATRIC EMERGENCY DEPARTMENT

The knowledge model is composed of three parts:

- The systemic break down which comprise all the entities of the system.

- The patient pathways which specify all the possible paths for the patient according to its pathology and gravity.

- The management rules which complete the previous parts.

4.1 Systemic breakdown

To obtain knowledge models of complex systems, ASDI recommends a systemic breakdown of the studied system in three communicating subsystems: (i) the Physical Subsystem (PSS) defines the physical entities set, their geographical distribution and the links with each other; (ii) the Logical Subsystem (LSS) represents the flows of entities which have to be handled by the system, along with the set of operations concerning these flows, and the nomenclatures which refer to this set; (iii) the Decision-making Subsystem (DSS) contains the working rules of the system. The Figure 3 represents the links between the three sub systems. The PSS of the emergency department is composed by nine classes and twenty two subclasses (break down); the LSS of the emergency department is composed by seven classes and two subclasses and the DSS is composed by five classes.

Figure 3. The links between the three subsystems

4.2 Patient pathways

At the NHE, the different examination rooms of the emergency department will be dedicated to some pathologies in order to make easier the staff work:

- The pathology “suture”: two care rooms are dedicated to the injuries that are exposed due to broken skin (open wounds).
- The pathology “fracture”: one care room is dedicated to the fracture. Once the fracture has been diagnosed, the initial treatment for most limb fractures is a splint. Padded pieces of plaster or fiberglass are placed over the injured limb and wrapped with gauze and an elastic wrap to immobilize the break.
- The pathology “psychological problem”: one care room is dedicated to the disturbed patients.
- The pathology “vital emergency”: one care room is dedicated to the vital emergencies (heart attack, car accident…).
- The pathology “general examination”: six rooms are dedicated for all the others pathologies.

We have used these different types of care rooms in order to specify the different categories of patients and we have taken into consideration different levels of gravity according to the pathology. The Figure 4 gives an example of a global representation with LAESH of the patient pathway “General examination”. This extract begins after the assessment by the
emergency department and the complementary examinations which are done outside of the emergency department. This example represents nine paths and ten stages. OUT indicates the outside world (which contains both input and output of the system). The stages are numbered from top to bottom and from left to right from number 1. A patient can only take one path (the "or" between the different paths is exclusive). For example, if the patient takes the first path (stages 1 and 2), he is provided for by the adapted resources for gravity 2 and after, he leaves the emergency department. If he takes the second path (stages 1, 2 and 5), he is transferred to another department after the examination in the emergency department.

The detailed graphic representation describes, for each stage and for each category of patient, the sequence of elementary operations (the most precise level of an activity description) and the structure symbols: the stage beginning and end; the elementary service execution; the waiting delay; the passive resources seizing and releases; the loops; the processes which are completed in parallel; the stages and sub stages calls.

![Diagram](image)

**Figure 4. Extract of the patient pathway ‘General examination’**

The Figure 5 gives the detail of the stage 2 of the previous figure.

![Diagram](image)

**Figure 5. Detailed description of the stage 2**

This stage begins after the stage 1 and it predates the exit, the stage 5 or the stage 6. This stage represents two elementary operations which use one passive resource (a general examination room) and the following active resources:

- The first elementary operation (care) uses a doctor with a nurse or an intern with a nurse or a doctor alone or an intern alone for the time "TCar(20)" (variable).
- The second elementary operation (cleaning) uses a nurse with an auxiliary nurse or an auxiliary nurse alone for the time "TCle(2)" (variable).

The knowledge model of the emergency department represents more than 140 paths and 190 stages with many identical stages (stage call). The different active resources are: doctor, intern, nurse, auxiliary nurse, hospital worker, orientation nurse and secretary.

### 4.3 Management rules

The management rules are detailed in this part which completes the knowledge model. These may be, for example, the conditions for the transition from a stage to one another (in the global representation) if they are not probabilities. At the detailed level, these management rules contain too: the priority rules, the pre-emption rules, the queue rules, the general organization rules.

For example, the main rules are:

- **Priority and pre-emption**: if there is a vital emergency (high gravity), the patient pre-empts the human resources (active resources) and the passive resources.
- **Queue**: the high gravity in first. For the same gravity, the rule is FIFO (first in, first out).
- **General organization**: during the day, a specific nurse is present for the welcome of the patients. During the night, this work is done by the others staffs.

### 5. THE TRANSITION RULES BETWEEN KNOWLEDGE MODEL AND ACTION MODELS

The transition rules between knowledge model and action models mainly concern the transition from the knowledge model, designed with UML and LAESH, to a simulation model. Regarding the transition from the knowledge model to action model carried out with Witness, Table 3 gives the transition rules. We created a Witness software library of components to match the requirements resulting from the specificities of the hospital systems.

<table>
<thead>
<tr>
<th>Knowledge Model</th>
<th>Action Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>UML Object</td>
<td>LAESH</td>
</tr>
<tr>
<td>Patient</td>
<td>Category</td>
</tr>
<tr>
<td>Care rooms</td>
<td>Passive resources</td>
</tr>
<tr>
<td>Waiting rooms</td>
<td>Passive resources</td>
</tr>
<tr>
<td>Human resources</td>
<td>Active resources</td>
</tr>
<tr>
<td>Activity</td>
<td>Elementary operation</td>
</tr>
</tbody>
</table>

6. THE DECISION-MAKING AID TOOL

### 6.1 The input variables

The input variables of the decision-making aid tool are:

- The load of the system with quantity of patients expected by week according to the pathology and the gravity.
- The human resources schedules and the quantity of persons by type of human resource and by schedule.
- For each pathology and each gravity, the durations of elementary operations, the probabilities (supplementary examination, etc.) and the used human resources.
6.2 The observable variables

For each human resource (or by type of human resource) on the week (or by day)
Here, the main objectives being to specify the staffing requirements at the NHE, anticipating a possible increase in the workload of the emergency department, and to understand the origin of flow problems if necessary, we proposed the criteria:
- The occupancy time.
- The quantity of patients which are taken care of.
- For each type of human resources: the quantity of resources of each type used by comparison with the quantity of available resources on the week (by time interval of 15 minutes).

For the patients
In the hospital systems, the system performance is related too to the patient satisfaction. We have chosen to evaluate it by the following indicators which can be filtered by pathology, by day or by set of specific patients:
- The time spent in the care rooms.
- The time spent in the waiting room.
- The time spent at the supplementary exams (for example, in the radiology department for a fracture).
- The total time of the patient in the hospital.
- For each pathology, the mean representation of all these data with the percentage of each time (care, waiting time…) in the total time of the patients in the hospital.

For the care rooms
For information, we have decided to add representative indicators of the activity of the care rooms:
- The occupancy time.
- The quantity of patients which are taken care of.
- For each type of care room: the quantity of rooms of each type used by comparison with the quantity of rooms available on the week (by time interval of 5 minutes).

6.3 The user interface

The user interface enables the users to communicate with the simulation model. It has been created with Excel, using macros to automate tasks such as the arrival schedule of patients, or the generation of input files for the simulation model. This can create a friendly environment and interactive enough to be understood and used by non-specialists. In a first time, the user interface enables them to parameterize and to customize all the input variables.
- The workload of the system: the interface can generate a patients arrival schedule based on the captured data and the chosen parameters (the quantity of patients, their distribution by pathology, by gravity level, by day and by time interval). This schedule gives the arrivals of the patient by time interval of 30 minutes on the week and it can be changed by the user before running the simulation.
- The human resources schedule: the users have to capture the different schedules and the quantity of assigned resources by schedule and type of resources.
- The different durations and parameters: the user can change for each elementary operation (activity) the duration and the used human resources. For each time (care, cleaning…), he can choose between a constant time and a probability law (uniform law for example). A statistical analysis on the field data is in prospect.

In a second time, after the launch of the simulation, the user interface enables to study all the results. As the results may be quickly readable by health care workers, we have chosen, for the main results, a graphical display. These results have been validated by the users.
In addition, after each simulation, a summary is automatically generated and presents the results, the input variables (with the patient arrivals and the resources schedules) and the objectives of the simulation (for example, a scenario with a supplementary human resource).

7. ANALYSIS

Following the data collection and the system modeling with LAESH, the input variables of the emergency model are captured with the information of the pediatric emergency department: quantity and distribution of the patients (forecasting of the NHE activity), the different durations, and the resources schedules. After the data entry, the simulation model is launched to test different organizational scenarios. The results of the simulation are collected and analyzed. Three scenarios are presented. The first scenario takes the quantity of hospital workers corresponding to the current organization of the pediatric emergency department and analyzes the consequences of that choice. The second scenario does not restrict the workers hospital and calculates the quantity of needed workers for the emergency department in order to reduce the waiting time for patients. The third scenario offers a quantity of workers hospitals possible for the pediatric ward of the NHE.
The data taken into account are those of the pediatric emergency department of the “Hôtel-Dieu” in order to use the simulation model on a real activity to assess the results. The physical structure and the management rules are those of the NHE.

7.1 The first scenario

The total time spent per patient in the emergencies department includes the time of care, the time of complementary examinations and the waiting time. One of the objectives of the pediatric emergencies is to reduce the waiting time. Figure 6 gives an example of the waiting time for the pathology ‘Fracture’. To achieve this goal, two parameters could be modified: the quantity of rooms and the management of the hospital workers. The quantity of rooms being defined, the key parameter to analyze and modify the adequacy between the system workload and the available resources is the quantity and the schedules of the hospital workers. In view of the high quantity of patients in the evening which causes significant delays unlike the smaller quantity of patients in the morning, a paramedical hospital staff additional is needed. To add this staff, it is possible to create an additional post or to change a schedule in changing from day to evening. The simulation shows that if one or more medical hospital worker(s) held additional posts, they would contribute to reducing the waiting times. To define the necessary quantity of paramedical hospital workers to decrease the waiting times, it is necessary to define the maximum acceptable waiting time for the patients and increase resources.
7.2 The second scenario

To define the quantity of paramedical hospital workers, in order to decrease the waiting times, their quantity is not restricted. This scenario enables to obtain the smallest waiting time for the patients. The obtained results by the simulation give the quantity of resources of each type occupied by comparison with the quantity of resources available on the week. Compared with the first scenario, the second scenario gives a more precise quantity of hospital workers at any time of day throughout the week in order to reduce the waiting time for the patients. The results of the second scenario give the maximum used resource simultaneously: 2 doctors, 4 interns, 5 nurses and 5 auxiliary nurses. This scenario is an ideal and is not acceptable. One of our objectives is to propose a correct scenario (with a realistic quantity of resources and acceptable waiting times). Our approach consists in degrading the ideal solution (by decreasing the quantity of resources). The third scenario is an example with the results on an acceptable degradation of the ideal system.

7.3 The third scenario

To define the quantity of paramedical hospital workers needed to decrease the waiting times, their quantity was determined after the first and the second scenario. Compared with the first scenario, the third scenario gives on the overall results an improvement of the organization. For example, nurses are better employed in the third scenario as in the first scenario (Figure 7). It therefore represents a good compromise between the second scenario which is the ideal solution and the first one which is near of the current organization.

8. CONCLUSION

Today, hospitals have to minimize costs while maintaining a good level of performance for the patients and an acceptable quality of work to the nursing and medical staffs in all the departments. Our study deals with the emergency department which is a complex care unit in the sense that the organization of this unit differs from the other services by the quantity of treated patients with multiple heterogeneous diseases occurring at any time of day. We proposed in this paper, a state of the art work-related emergency department. The study of literature shows the dedicated problems, the lack of generics models and methodologies and the level of fineness which is sometimes little high for these models. Following the process modeling in ASDI, we are interested in a pediatric emergency department, and have designed a knowledge model of the emergency department. This model has been designed with UML and LAESH. We proposed a simulation model to analyze in detail several organizational scenarios. The simulation model has been developed with the Witness software. After filling the entry model, the simulation model is launched to test different organizational scenarios. Three scenarios have been analyzed. The results of this model are collected and analyzed. Our work enables us to propose a decision-making aid tool. This tool is now operational in the pediatric emergency department of the hospital. With this tool, operational decisions can be taken as the quantity of hospital workers present daily in the service. Some strategic decisions may also be applied as the choice of schedules of hospital workers over the year. This tool was validated by the hospital staffs and it can also be used to test exceptional situations as an unusual increase in the quantity of patients during a disaster. Finally, we plan to study the problems on various pediatric emergency departments to confirm our study. Further research concerns also optimization problems such as: resource assignment, planning …
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ABSTRACT

In our research group work is being conducted on how to develop self organised Engineered Information Systems (EIS), which could enable researchers to create programs with significantly improved functionalities, leading to a more efficient and faster computation. These EIS are based on an original DNA origami which may be designed to serve as a scaffold for electronic workers (or software agents), going beyond existing technology either in terms of Socialization, Interoperability or the process of quantification of the Quality-of-Information (QoI) being exploited.
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INTRODUCTION

Many healthcare providers, designers, and practitioners in the field have questioned the relationship between people and care providers in the environment and sought empirical reasoning for the various guidelines in healthcare settings. Who’d believe it or not, an healthcare environment is based on an amalgam of diverse types of care provided by different departments and services that make the healthcare unit, where, without question, distinct communication and cooperation among them is essential.

On the other hand, with the introduction of new medical and information technologies, as well as novel methodologies for problem solving, the problem of interoperability turns into a rather intricate unsettled question. Furthermore, the use of point to point interoperation, connecting immiscible micro-computational environments available at their different departments and services, results in a rather complex web of interconnected communication channels which are difficult to monitor and hardly scalable [1]. These entanglements are a burden on the institution, but it becomes even more relevant when one moves to the process of interoperation among different institutions, where Business to Business integration (B2B) becomes essential to its proper functioning (i.e. secure sharing of the patients clinical information among different platforms). Indeed, these procedures are deeply impaired by bureaucratic, complex and paper based workflows, that new information systems and technological improvements aim to overcome.

Indeed, the problem of interoperability is becoming a cause for concern. The number of healthcare units being in use and the growth in the number of patients in need of care is increasing dramatically. A lot of factors may lead to medical errors. They may be, for instance, effects of medication, seasonal variation of weather conditions, or even human errors. From another standpoint, independently on the conditions under which a problem may occur, an operative response is needed. Therefore, and in order to fulfill this goal, the research presented in this paper was directed to endorse the problem of medical error response, proposing an approach to a self-organization of resources available, in terms of the Heath Medical Record (HMR), under which it is publicized the current state of the patient and the way to be followed to overcome it. Such an environment is made up of a lot of heterogeneous resources as electronic devices, computational modules, computer-aided information sources, and human beings. The final purpose of the resource self-organization is to have their joint actions to response to a medical error. The resource functionalities are modeled by web services. For web service interactions, a formal interface agreement defined by the web services is used. To provide the web services with semantics, the web service descriptions are aligned against an ontology, which in this work is the SNOMED one\(^1\).

In fact, this paper extends a previous one with regard to the issues of harmonization of web service descriptions and the ontology, as well as the service-oriented architecture of the medical error response system [9].

The use of common medical data standardized structures such as Health Level 7 (HL7\(^2\)) and the dissemination of web services (WS) has, at different levels, great impact on enabling reliable methodologies of data exchange between software providers implemented at the several departments of the healthcare institution. However, the procedures leading towards the establishment of the interoperation process, such as the selection of used message types in HL7 or defining invocation arguments of web services, results in a dependance of continued support from the service providers. In other words, any healthcare institution that exists on numer-

\(^1\)http://www.ihtsd.org/
\(^2\)http://www.hl7.org/
ous and diverse information systems, it becomes dependent of existing service providers and turns its computational infrastructure into a complex maze of possible fail-points.

On the other hand, the inherent distributed properties of agent oriented architectures present an excellent technology to overcome the interoperability problems addressed above, leading to agile, distributed and intelligent healthcare information systems [8]. Under these terms an Agency for the Integration, Archive and Diffusion of Medical Information (AIDA®3) was developed and implemented. This platform uses an agent oriented architecture to enable interoperability among applications of different service providers, while building a centralized data warehouse.

Undeniably, a continuous demand for improvement is a cornerstone in order to provide better healthcare related services, either in terms of the discovery of new practices or techniques in the clinical realm, or the development and implementation of better information systems, that may ensure and promote the Quality-of-Information (QoI) gathered by these clinical breakthroughs. Following this line of thought, this paper also proposes new methodologies and technologies for problem solving that will be applied in the AIDA® platform.

AN AGENCY FOR THE INTEGRATION, DIFFUSION AND ARCHIVE OF MEDICAL INFORMATION

The intricate distribution of information and services within a healthcare institution requires an integration platform to allow for the accessibility to all needed knowledge under different perspectives and intentions, following physicians, nursing, management and administration needs. With this intent, the Agency for Integration, Archive and Diffusion of Medical Information (AIDA®) was developed, using multi-agent systems for managing and storing the information in data warehouses [9]. These agents store and organize the information, according to the specifications induced from the institutions architecture and needs, forming an ubiquitous network around an integrated global middleware and accepting specific requests and data from heterogeneous sources.

THE COMPUTATIONAL MODEL

With respect to the computational model, it was considered extended logic programs with two kinds of negation, classical negation, ¬, and default negation, not. Intuitively, not p is true whenever there is no reason to believe p (close world assumption), whereas ¬p requires a proof of the negated literal. An extended logic program (program, for short) is a finite collection of rules and integrity constraints, standing for all their ground instances, and is given in the form [3]:

\[ p \leftarrow p_1 \land \ldots \land p_n \land \text{not } q_1 \land \ldots \land \text{not } q_m; \text{ and} \]

\[ ?p_1 \land \ldots \land p_n \land \text{not } q_1 \land \ldots \land \text{not } q_m, (n, m \geq 0) \]

where ? is a domain atom denoting falsity, the \( p_i, q_j \), and \( p \) are classical ground literals, i.e., either positive atoms or atoms preceded by the classical negation sign ¬ [11]. Every program is associated with a set of abducibles [7]. Abducibles may be seen as hypotheses that provide possible solutions or explanations of given queries, being presented here in the form of exceptions to the extensions of the predicates that make the program. These extended logic programs or theories stand for the population of candidate solutions to model the universe of discourse.

Indeed, in our approach, we will not get a solution to a particular problem, but rather a logic representation (or program) of the universe of discourse to be optimized. On the other hand, logic programming enables an evolving program to predict in advance its possible future states and to make a preference. This computational paradigm is particularly advantageous since it can be used to predict a program evolution employing the methodologies for problem solving that benefit from abducibles [12], in order to make and preserve abductive hypotheses. It is on the preservation of the abductive hypotheses that our approach will be based, leading to a solution to the problem of healthcare demand and QoI, i.e., to model the universe of discourse in a changing environment, the breeding and executable computer programs will be ordered in terms of the QoI that stems out of them, when subject to a process of conceptual blending [12] [2].

Indeed, in blending, the structure or extension of two or more predicates is projected to a separate blended space, which inherits a partial structure from the inputs, and has an emergent structure of its own. Meaning is not compositional in the usual sense, and blending operates to produce understandings of composite functions or predicates, the conceptual domain. In other words, a conceptual domain has a basic structure of entities and relations at a high level of generality (e.g., the conceptual domain for journey has roles for traveller, path, origin, and destination).

Designing such a regime presents, still, unique challenges. Most evolutionary computation problems are well defined, and quantitative comparisons of performance among the competing individuals are straightforward. By contrast, in selecting an abstract and general logical representation or program, performance metrics are clearly more difficult to devise. Individuals (i.e., programs) must be tested on their ability to adapt to a changing environment, to make deductions and draw

---

3http://gia1.di.uminho.pt/aida (in Portuguese)
inferences, and to choose the most appropriate course of action from a wide range of alternatives. Above all they must learn how to do these things on their own, not by implementing specific instructions given to them by a programmer, but by continuously responding to positive and negative environmental feedback.

In order to accomplish such goal, i.e., to model the universe of discourse in a changing environment, the breeding and executable computer programs will be ordered in terms of the QoI that stems out of them, when subject to a process of conceptual blending. Therefore, let \( i \) \((i = 1, \ldots, m)\) denote the predicates whose extensions make an extended logic program that model the universe of discourse, and \( j \) \((j = 1, \ldots, n)\) the attributes for those predicates. Let \( x_j \in [\min_j, \max_j] \) be a value for attribute \( j \). To each predicate it is also associated a scoring function \( V_{ij}[\min_i, \max_i] \rightarrow 0 \ldots 1 \), that given the score predicate \( i \), assigns to attribute \( j \) a value in the range of its acceptable values, i.e., its domain. For the sake of simplicity, scores are kept in the interval \([0 \ldots 1]\), here given in the form:

\[
\text{all}(\text{attribute-exception-list}, \text{sub-expression}, \text{invariants})
\]

This states that \text{sub-expression} should hold for each combination of the exceptions of the extensions of the predicates that denote the attributes in the \text{attribute-exception-list} and are according to the \text{invariants}. This is further translated by introducing three new predicates. The first predicate creates a list of all possible exception combinations \((\text{e.g., pairs, triples})\) as a list of sets determined by the domain size. The second predicate recycles through this list, and makes a call to the third predicate for each exception combination. The third predicate denotes sub-expression, given for each predicate, as a result, the respective score function. The QoI with respect to a generic predicate \( K \) is, therefore, given by \( \text{QoI}_K = 1/\text{Card} \), where \( \text{Card} \) denotes the cardinality of the exception set for \( K \), if the exception set is not disjoint. If the exception set is disjoint, the QoI is given by:

\[
Q_k = \frac{1}{C_1^C_{\text{Card}} + \ldots + C_n^C_{\text{Card}}}
\]

where \( C_{\text{Card}}^C \) is a card-combination subset, with \( \text{Card} \) elements.

The next element of the model to be considered, it is the relative importance that a predicate assigns to each of its attributes under observation, \( w_{ij} \), which stands for the relevance of attribute \( j \) for predicate \( i \) (it is also assumed that the weights of all predicates are normalized \([6]\):

\[
\forall i \sum_j^{n} w_{ij} = 1
\]

It is now possible to define a predicate scoring function, i.e., for a value \( x = (x_1, \ldots, x_n) \) in the multi dimensional space defined by the attributes domains, which is given in the form:

\[
V_i(x) = \sum_{j=1}^{n} w_{ij} \ast V_{ij}(x_j).
\]

It is now possible to measure the QoI that stems from a logic program, by posting the \( V_i(x) \) values into a multi-dimentional space and projecting it onto a two dimensional one. Under this procedure, it is defined a circle, as the one given in Figure 1. Here, the dashed parts of the circle (in this case built on the extensions of 5 (five) predicates, named as \( p_1 \ldots p_6 \) denote the QoI that is associated with each of the predicate extensions that make the logic program \( P \). It works out the most promising extended logic programs or theories to model the universe of discourse of the agents, providing the optimal solution, subject to formal proof, to the problem of healthcare demand and QoI.

It is also possible to return to the case referred to above, where we had a series of data that is produced according to a set of patient attributes, being got all time along. It is therefore possible, to produce a case memory, as the one depicted below, in terms of the predicates \text{itch, fever} and \text{pain} \([4]\). The corresponding evolutionary logic programs are presented in Figures 2, 3 and 4.

\begin{figure}

\textbf{Figure 1:} A measure of the QoI for logic program or theory \( P \)

\end{figure}

The extended logic program for predicate \text{itch}

\[
\begin{align*}
&\neg \text{itch}(X, Y) \leftarrow \text{not itch}(X, Y)\land \\
&\text{not exception}_{\text{itch}}(X, Y), \\
&\text{exception}_{\text{itch}}(X, Y) \leftarrow \text{itch}(X, \text{itch}), \\
&\text{itch}(\text{john}, \text{itch}), \\
&\text{itch}(\text{carol}, 1), \\
&\text{exception}_{\text{itch}}(\text{kevin}, 0.6), \\
&\text{exception}_{\text{itch}}(\text{kevin}, 0.8), \\
&?((\text{exception}_{\text{itch}}(X, Y) \lor \text{exception}_{\text{itch}}(X, Y)) \land
\end{align*}
\]
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Figure 2: The evolutionary logic program for predicate itch

$$\neg (\text{exception}_{\text{itch}}(X,Y) \land \text{exception}_{\text{itch}}(X,Y))$$

$$\text{ag}_{\text{itch}}$$

The extended logic program for predicate fever

$$\begin{align*}
\neg \text{fever}(X,Y) & \leftarrow \neg \text{fever}(X,Y) \land \\
\neg \text{exception}_{\text{fever}}(X,Y), \\
\text{exception}_{\text{fever}}(X,Y) & \leftarrow \text{fever}(X,Y), \\
\text{fever}(\text{kevin}, \text{fever}), \\
\text{fever}(\text{john}, 1), \\
\text{exception}_{\text{fever}}(\text{carol}, 0.5), \\
\text{exception}_{\text{fever}}(\text{carol}, 0.75), \\
\neg (\text{exception}_{\text{fever}}(X,Y) \lor \text{exception}_{\text{fever}}(X,Y)) \land \\
\neg (\text{exception}_{\text{fever}}(X,Y) \land \text{exception}_{\text{fever}}(X,Y)) \\
\text{ag}_{\text{fever}}
\end{align*}$$

The extended logic program for predicate pain

$$\begin{align*}
\neg \text{pain}(X,Y) & \leftarrow \neg \text{pain}(X,Y) \land \\
\neg \text{exception}_{\text{pain}}(X,Y), \\
\text{exception}_{\text{pain}}(X,Y) & \leftarrow \text{pain}(X,Y), \\
\text{pain}(\text{kevin}, 1), \\
\text{exception}_{\text{pain}}(\text{john}, 0.3), \\
\text{exception}_{\text{pain}}(\text{john}, 0.45), \\
\neg (\text{exception}_{\text{pain}}(X,Y) \lor \text{exception}_{\text{pain}}(X,Y)) \land \\
\neg (\text{exception}_{\text{pain}}(X,Y) \land \text{exception}_{\text{pain}}(X,Y)) \\
\text{ag}_{\text{pain}}
\end{align*}$$

Now, and in order to find the relationships among the extensions of these predicates, we will evaluate the relevance of the QoI, which, for patient kevin, will be given in the form $V_{\text{itch}}(\text{kevin}) = 0.785$; $V_{\text{fever}}(\text{kevin}) = 0$; $V_{\text{pain}}(\text{kevin}) = 1$, i.e., it is now possible to measure the QoI that flows out of the logic programs referred to above (the dashed n-parts (here n is equal to 3 (three)) of the circles denote the QoI for predicates itch, fever and pain).

It is also possible, considering what it is illustrated by Figures 5,6 and 7, to predict not only how the outcome of the patient diagnosis will fare into the future, but also how to fill in some missing data into the series. To do so, we need to evolve the logic theories or logic programs, evolving the correspondent evolutionary logic programs, according to the rules of programs synthesis [14] [12]. A new predicate may be defined (the three argument predicate pathology), whose extension may be given in the form:

$$\begin{align*}
\neg \text{pathology}(X,Y,Z) & \leftarrow \neg \text{pathology}(X,Y,Z) \land \\
\neg \text{exception}_{\text{pathology}}(X,Y,Z), \\
\text{pathology}(\text{john}, \text{flu}, (\text{itch}, 0), (\text{fever}, 1), (\text{pain}, 0.785)), \\
\text{pathology}(\text{kevin}, \text{thrombosis}, (\text{itch}, 0.785), (\text{fever}, 0), (\text{pain}, 1)), \\
\text{pathology}(\text{carol}, \text{heartattack}, (\text{itch}, 1), (\text{fever}, 0.785), (\text{pain}, 0))
\end{align*}$$

$$\text{ag}_{\text{pathology}}$$

Now, given a new case, the seriation of the pathologies is made according the percentage of overlap between the dashed areas that make the QoI for the predicates in the case memory, and those for the new one. For instance, if we have a case under evaluation, with the QoI values depicted below:

- $QoI_{\text{itch}} = 0.785$
- $QoI_{\text{fever}} = 0$
- $QoI_{\text{pain}} = 0.785$

it is possible to define an order relation with respect to the pathologies referred to in the case memory, leading to:

$\text{Thrombosis} > \text{Flu} > \text{Heartattack}$
AGENT ORIENTED MODEL

Indeed, the core units of the system are built as instances of independent and pro-active agents, which are in charge of problem solving tasks. Such a conglomerate of computational entities provide global back-office interoperability support, which may open the way to a consolidated data repository or warehouse storage systems. The analysis, specification and development of these systems, configures an outstanding field for the development of multi-agent architectures that may overcome the existing drawbacks, i.e., their disadvantages or problems that are being publicized.

Thereby, the platform agglomerates, structures and disseminates the information from different complementary diagnostic methods such as the radiological information system, as well as other existing ones. By this mean, balancing and fail-safe can be archived by agent migration among active platforms, while a clustered and mirrored repository can be used to unificate and standardized all patient’s records and management indicators[10]. Architecture analysis demonstrate scalability is also not a problem as new agents can added and implemented without interfering with each other and new instances of the same agent base can be created to adapt to the systems needs on a specific moment.

The development of a multi-agent system as a concept should always take in consideration some basic requirements for the platform:

- standardized communication and interactions;
- ability to manage agents locally and remotely;
- real-time global monitoring and dynamic contingency measures by the system;
- registry of available services and agents.

The usual concept of Agent Management System (AMS) and Service Registry Platform (SRP), is rather limited to large scale implementations, and therefore it is essential the existence of a global repository and management tier. Local platform’s AMS and SRP, LAMS and LSRP respectively, are essential for the an hasten, distributed and independent architecture, ensuring the unavailability of the global AMS and SRP will not result on the collapse of the services they provide. Under this architecture agents of one platform will only communicate with the LAMS and the LSRP, which in their turn interoperate with the global AMS and SRP, as is demonstrated in Figure 8.

Following this architecture, a local ASM is started in each platform which in its turn tries to synchronize with the global ASM in order to create the agents accordingly to these global definitions. If however unavailable, the LAMS will start the agents that are defined as vital in its configuration. By this mean the overall AMS rules
extend over the local AMS rules, which will only be used on system failure.

Local instances can still manage their own agents and keep existing mapped services while the global AMS and SRP are unavailable. However, when the global AMS is available, the local AMS needs to synchronize the existing agents, their status and statistics to the global AMS, as well as to perform the management indications suggested by this platform. Nonetheless, the global AMS interacts with the global AMS, and provides an web interface in which local AMS and resulting agents are remotely and easily managed and monitored. Likewise, the global SRP allows for service distribution and dissemination on the overall system platforms, acting as constant yellow pages where the local SRP can display the services its agents provide and the services provided by other platforms. An diagram of message flow can be found in Figure 9. In this figure the flow for two different request of informations is demonstrated. The first request is a request based solely on agent communication, and in which a list of services is requested from the local SRP, which on its turn also requests and provides, if possible, a list of services performed by other platforms. On the other hand, the second request is not made by a software based agent, but rather by an human agent by means of an web interface. This interface is able to invoke an web-service, which is provided by the global ASM. This process is performed on demand when possible or uses existing mapping on the local AMS if unavailable. The state of the agents and the platforms existing on the system (active or presently unavailable and already mapped) is stated in this request.

When a multi-agent system becomes vital for the functioning of an healthcare institution, the subject of agent monitoring and dynamic problem solving is essential to insure that the agent has not entered a state in which it is blocking the interoperation it is responsible for. For this reason all agents must report and provide regular state information to the LASM:

- presently served unique identified request (if exists);
- time frame of presently being served request or standby-time waiting for a request;

These data feeds allow the LAMS to extract important platform information for any given agent, according to a set of indicators:

- time frame since last contact with the LASM;
- average time frame since last contact with the LASM;
- average time of unitary processing - average time for processing a single regular interoperation request;
- maximum time frame of successful processing - the highest time spent to resolve a request;
- average time of inactivity - average time waiting for a request to be presented to the agent;
- maximum time frame of inactivity - the highest time spent waiting for requests;

In order for these indicators to have any concrete meaning, a learning time must be granted to the LASM, so that maximums and averages are adapted to the agent type at hand. Another essential indicator is the threshold considered for automatic action, being these defined by the difference of maximum and average plus half of
the average. These indicators are shared with the global AMS so that the administration can be informed of the existing decision constrains and to allow the definition of global thresholds chosen not by LASM. This effort relates to the need of global knowledge of the indicators when agents migrate within platforms, as well as to improve the quality of existing local indicators through use of existing global indicators.

With the information extracted from these indicators the LASM can assert when an agent has blocked in a state and at which request state problems occurred, being able to kill and create a new agent to process this request, as well as to produce warnings regarding this situation. Furthermore, when a provider fails to interoperate beyond the defined threshold, the LASM can also warn and react to this fact, resulting in pro-active monitoring and enabling the prediction of other providers, before it is actually reported by end-users.

These features add reliability, adaptability and scalability to the platform, further enabling interoperation and supervision of the multiple and heterogenous information system in the institution.

HEALTHCARE ORIENTED COMMUNICATION

As an healthcare oriented platform, agents are able to communicate either by HL7, structured XML and subsequently HL7 imbedded XML. HL7 is a constant in the arena this system is designed for, as the HL7 standard is a well defined and oriented protocol that, though slightly obscure to outsiders, had a great impact on health related systems [13]. This standard however is not meant for agents communication as it does not encompasses the whole domain of tasks and communications agent systems need to perform. An HL7 message, as the one exemplified on the Listing 1, is comprised of separated values depending of the type of message.

Listing 1: HL7 Message Example

MSC: "\| CLINIDATA|X] |MAXDATA: ALERT | MNI | 20090730001023 | OML: O21 OML: O21 | 6265106 |
P | 2 | 4 | l | l | l | l
PID | | | PIDBRR-SONHO| | | PATIENT | NAME: | " | " | L | |
19350209000000 | F | | | | 9001078-SONHO |
| | | | | | | | |
PV1 | | | | | | | | 9111184-SONHO |
| | | | | | | | | |
ORC| | SC| | 35414|0 # | CLINIDATA | | CM | |
20090730001023 | 80127 | GERAL | FARTIMA |
| | | | | | | | | | SONHO |
| | | | | | | | | |
OBR| | | | 35414|0 | CLINIDATA | 1 | Am | URINA TIPO |
1 | e SEDIMENTO | CLINIDATA | | | | | | O | |
| 80127 | GERAL | FARTIMA | --- | SONHO |
| | | | | | | | |
512##|URINA TIPO | II | c##|125## |
URINA BIOQUIMICA | | | | | | | | | |

The general usage of XML under this project relates to the extensibility of this technology and the importance of the structuration and adaptability it provides. By this mean not only the performative is considered but the context inherent to the XML structural definition. As exemplified on Listing 2 the message structure defines the performative and other essential information for the contextualization of the message in the XML tags that encapsulate the information.

Listing 2: Agent SRP service query

```xml
<Message performative="request"> 
<INTERVIENTS sender="agentA" recipient="agentB"> 
<INTERVIENTS> 
<CONTEXT ontology="AIDAservices" protocol="AIDAv1.2"> 
</CONTEXT> 
<CONTENT type="XML"> 
<AIDAREQSERV provider="GE" query="centricity" />
</CONTENT> 
</MESSAGE> 
```

Although misuse of XML and abuse of its extensibility adds considerable overhead on communications and processing of messages, a planed, structured and aware XML based communication can be a competitive, adaptable and well dimensioned methodology, while maintaining all the qualities that define XML [5]. In the case of healthcare, specially in major health centers, the increased ease of interoperation based on the the usage of XML and the reliability it brings to the Qol storage and usage, overcomes the drawbacks previously described. On a further comparison of this XML solution and HL7, one may argue that XML allows the communication of existing information only, while HL7 contains the fields even if no information is contained.

CONCLUSION

In this work it was presented a mathematical model that may significantly improve computers ability to automatically recognize and process data and knowledge, in terms of interoperability and integration. The symbolic processing algorithms used may eventually surpass the human beings brain mechanisms and help machines perceive and understand the world around them. Indeed, the mathematical model that was designed, mimics, in a highly simply manner, the neuronal processes that occur in an artificial brain at different time points. In terms of patient care, the system is able to predict the patient behaviour, and to act accordingly, i.e., from a neuroscientific perspective, the reactions of the model to stimulus from the environment seem much better to what is being observed with the human brain.
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ABSTRACT  
Stomatology is the part of medicine that relates to the mouth and its diseases; originally practised by physicians, it was a standard medical speciality through the early 20th century but in the U.S. it is now the domain of dentists. Stomatology service is an essential part of the hospital. The aim of this paper is to model and simulate the Stomatology service of Regional Military and University Hospital of Oran (RMUHO) in Algeria using ASDI methodology. The Stomatology service is mainly composed of Dental Cares, Conservative Dentistry, Dento Facial Orthopaedics, Periodontology, Pathology and Dental Prosthesis.

Our aim is to study the utilization rates of rooms and doctors of the stomatology service. This will enable us to improve service performances. To achieve this goal, we first used the ARIS tool to specify the knowledge model and then we simulate models thanks to the SIMULA language and Flexsim to implement action models.

INTRODUCTION  
Hospital systems are complex systems in which problems have to be solved such as the size and number of their critical resources, the enhancement of their efficiency or obviously the understanding of their operation. These problems concern performance evaluation they can be solved using modelling and simulation.

Modelling is a decision aid tool which prevents important financial investments. This paper describes the modelling and the simulation of the Stomatology service in the hospital system. The ASDI (Analysis, Specification, Design and Implementation) (Gourgand and Kellert 1991) modelling methodology is adapted and used for this system. It is based on the construction of two models classes: the knowledge model and the action models.

The aim of this work is to model and to simulate the Stomatología service of the Regional Military and University Hospital of Oran (RMUHO), following ASDI methodology, using ARIS tool (Architecture of Integrated Information System) (Sheer 2002) for the knowledge model and the SIMULA language and Flexsim for the action models.

The Stomatology service of RMUHO is mainly composed of six specialties: Dental Cares, CD Conservative Orthodontics, DFO Dental Facial Orthopaedics, Periodontology, Pathology and Prosthesis.

Our goal is to model and simulate the stomatology service in order to study the utilization rates of rooms and doctors of this service.

STOMATOLOGY SERVICE OF THE RMUHO  
Regional military and University Hospital of Oran (RMUHO) has been in operation since January 2005 (Caimed 2007; Saihi 2006). This hospital complex is located at the southern outskirts of the city of Oran, on an area of 40 ha and includes the following: Hospital, Heliport, Sport Complex, and a city of 300 apartments. The RMUHO in Oran incorporates several administrations and services (Belkadi 2007; Moussa 2009) among them there is stomatology service (Beladam and Belkadi 2008).

MODELLING METHODOLOGY  
The modelling methodology ASDI has been adapted to hospital systems (Gourgand and Combes 1994; Mebrek and Tanguy 2006; Mebrek, et al. 2007). The knowledge model describes the structure and the operating principle of the system in a natural or graphical language; it is built thanks to three subsystems (logical, physical and decisional). An action model is a translation of the knowledge model in a mathematical formalism or in a programming language enabling the evaluation of chosen performance criteria.

The main goal of the modelling methodology is to establish a knowledge model that is as generic as possible and that allows the execution of the action models specific to the systems of the domain. The knowledge model remains an open model which is enhanced by each domain systems study. The management of the knowledge and the execution of the action models imply the help of an open modelling environment in order to include new and more efficient methods and tools. The modelling environment (figure 1) eases information exchange between the project members and helps the conception of action models during the extraction of the information from the knowledge model. It's an attempt to introduce automatism in the modelling process with the formalisation of the knowledge, the analysis of the data to determine the characteristics of the system, the operational research and the simulation for the evaluation. Graphical representations and animation tools help verifying proper operation of the model. The first knowledge model of the hospital logical system has been formalised thanks to the ARIS tool that is appropriate to
describe organisations, processes and activities (Green and Roseman 2000), as well as entity-relationship models (Chen 1976).

Figure 1: The modelling environment

MODELLING PROCESS

Modelling is a set of techniques that provides the ability to study and understand the structure and the operating principle of a system. We use three rules to build a model that represents the reality: a model must be alike to the reality, a simplification of the reality and an ideal view of the reality. Figure 2 describes the modelling process.

The knowledge model is a formalised description of the system that contains the acquired knowledge during the observation phase of the existing system or the specification of the topology and functioning stated by the designers. The action model is a translation of the knowledge model using a mathematical formalism (for example an analytical method which takes advantage of the queuing network theory) or in a programming language (for example a simulation language). It is directly usable and states the performances of the modelled system without using direct measure. Exploitation of the knowledge model and of the action model is called modelling process. This process is generally iterative and consists in four steps which are the elaboration of a system knowledge model, the translation of this knowledge model into an action model, the exploitation of the action model to evaluate the performances of the system and the interpretation of the results and consequently to deduce the modifications to be made on the system. Each step includes a verification and validation phase. A knowledge model has a wide application area.

In order to use ARIS to design a knowledge model (Rob and Brabänder 2008; Gündöz 2004), several modelling hypothesis are to be taken into account:
- Each activity (function in ARIS) is linked to one or more organisational units of the hospital system (care unit, operating room, the pharmacy, the stomatology service, etc.);
- Each event possesses its own information document, it is used by several processes and it is referenced in one or more documents of the information system (medical file of the patient, file of the operating room suite, etc.);
- The referenced documents provide the knowledge concerning the key processes.

To match our modelling goals, we chose the ARIS tool-set and we retain two representation types (Sheer, 2000):
- The event-driven process chain (EPC) in order to show that the processes have a well defined structure and to control the logical subsystems flows;
- The organisational structure for the decisional subsystem to detail the relationships in and between the services.

KNOWLEDGE MODEL EPC

The sequence of functions in the sense of an enterprise process is represented in process chain. In these chains, it is possible to indicate the departure and arrival events for each function. The events trigger functions and they are generated by them. Event-driven process chain (EPC) represents the organisational structure of the enterprise, i.e. the representation of the relationships between the data view, objects, the functions and the organisational views.

An EPC describes the sequencing of functions. For each function, an initial event and a final event are defined. The events trigger the functions and a function generates events. Function and event are represented by a rounded rectangle and a hexagon (figure 3).

Figure 3: Function and event

As the events define the state or the condition that triggers a function as well as the end state, the start and end nodes of an EPC are always events. An event can trigger several functions simultaneously and a function can provoke several events. To represent the links and the processing loops of an EPC, the system uses a connector (or ruler) which as the shape of a circle. Figure 4 shows the specification of the Stomatology service by an EPC. Two connectors are used: an And operator and an Exclusive Or. The And operator insures that only an arriving patient having a recorded rendezvous may be processed. The Exclusive Or connector allows a patient to select only one speciality, this corresponding to the rendezvous.
ACTION MODELS

The Stomatology service action (or simulation) model of the “Regional military and University Hospital of Oran” (RMUHO) is represented by the SIMULA and Flexsim models.

Queueing network model

The figure 5 shows how to use the waiting queue model to represent an action (or simulation) model of the Stomatology service. We model six units or sections: Dental Cares, CD (Conservative Dentistry), DFO (Dento Facial Orthopaedics), Periodontology, Pathology and Dental Prosthesis.

The system functioning is the following: a patient arrives, the secretary receives him and the patient waits for an available care room (in the waiting room). The service time of the secretary is a model parameter. Then he is prepared in the care room (preparation delay); the treatment begins when a doctor is available (treatment delay), at last he leaves the room, the room and the doctor are released.

The main specialties of the stomatology service are described by random delays characterized by their probability distributions. Some statistics do not appear in the scheme of figure 5 and depend on the evaluation tool. The patient arrival rates depend on the treatment or examination type and on the agenda (rendezvous times).

SIMULA model

The SIMULA language has proved its capacity to implement different simulation models categories (Dahl and Nygaard 1965, 1966). It includes co-routines and processes of discrete events simulation. Numerous classes exist that extend the language possibilities regarding transactions management and statistical computations. The Gpssss class provides base objects such as the service, the storage, the transaction notions as well as the statistical region. Moreover, a simulation report is generated automatically. This class can therefore be used in GPSS programming with all the object-oriented capacity of a simulation language.

Figure 5: Queueing network model of Stomatology service

We realized a simulation based on an agenda (RdV rendezvous times) for one day. A patient obtains a rendezvous with one doctor for one care type at a given time. The RdV list is recorded in a Excel file. Obviously this list has a great impact on the utilization rates of rooms and doctors.

Table 1 shows a real case of RdV list of the RMUHO for 7 doctors (A to C and W to Z) and 6 specialities.

The reception activity of the secretary is modelled by a uniform probability distribution which duration is between 1 to 2 minutes. The secretary is represented by a Facility class of Montréal Gpssss external class.

The room preparation duration has been chosen constant 2 minutes. The treatment and reporting durations are regarded as uniform distributions which intervals depends on the speciality. The uniform distribution as very good properties such as simplicity, compact support and not too bad first approximation of more complex distributions. The table 2 describes the parameters of the models. The durations are given in minutes.
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Table 1: Example of RdV list

<table>
<thead>
<tr>
<th>Doctor's name</th>
<th>Speciality</th>
<th>RdV time</th>
<th>Number of Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>Pathology</td>
<td>8.30</td>
<td>2</td>
</tr>
<tr>
<td>Y</td>
<td>Periodontology</td>
<td>8.30</td>
<td>1</td>
</tr>
<tr>
<td>Z</td>
<td>DFO</td>
<td>8.30</td>
<td>1</td>
</tr>
<tr>
<td>X</td>
<td>Pathology</td>
<td>8.45</td>
<td>1</td>
</tr>
<tr>
<td>Z</td>
<td>DFO</td>
<td>8.45</td>
<td>1</td>
</tr>
<tr>
<td>Z</td>
<td>DFO</td>
<td>9.00</td>
<td>1</td>
</tr>
<tr>
<td>W</td>
<td>CD</td>
<td>9.00</td>
<td>1</td>
</tr>
<tr>
<td>W</td>
<td>CD</td>
<td>9.15</td>
<td>2</td>
</tr>
<tr>
<td>X</td>
<td>Pathology</td>
<td>9.15</td>
<td>1</td>
</tr>
<tr>
<td>Z</td>
<td>DFO</td>
<td>9.15</td>
<td>1</td>
</tr>
<tr>
<td>Z</td>
<td>DFO</td>
<td>9.30</td>
<td>1</td>
</tr>
<tr>
<td>W</td>
<td>CD</td>
<td>9.30</td>
<td>1</td>
</tr>
<tr>
<td>W</td>
<td>CD</td>
<td>9.45</td>
<td>1</td>
</tr>
<tr>
<td>A</td>
<td>Prosthesis</td>
<td>9.45</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>Prosthesis</td>
<td>10.00</td>
<td>2</td>
</tr>
<tr>
<td>X</td>
<td>Pathology</td>
<td>10.00</td>
<td>1</td>
</tr>
<tr>
<td>W</td>
<td>CD</td>
<td>10.00</td>
<td>1</td>
</tr>
<tr>
<td>W</td>
<td>CD</td>
<td>10.15</td>
<td>2</td>
</tr>
<tr>
<td>X</td>
<td>Pathology</td>
<td>10.15</td>
<td>1</td>
</tr>
<tr>
<td>C</td>
<td>Pathology</td>
<td>10.15</td>
<td>2</td>
</tr>
<tr>
<td>W</td>
<td>CD</td>
<td>10.30</td>
<td>1</td>
</tr>
<tr>
<td>C</td>
<td>Pathology</td>
<td>11.00</td>
<td>3</td>
</tr>
<tr>
<td>B</td>
<td>Prosthesis</td>
<td>11.00</td>
<td>1</td>
</tr>
<tr>
<td>W</td>
<td>CD</td>
<td>13.00</td>
<td>3</td>
</tr>
<tr>
<td>B</td>
<td>Prosthesis</td>
<td>13.00</td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>Care</td>
<td>13.00</td>
<td>2</td>
</tr>
<tr>
<td>Z</td>
<td>DFO</td>
<td>13.00</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>Pathology</td>
<td>13.00</td>
<td>6</td>
</tr>
<tr>
<td>C</td>
<td>Pathology</td>
<td>14.30</td>
<td>4</td>
</tr>
<tr>
<td>C</td>
<td>Pathology</td>
<td>15.00</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2: Parameters of models

<table>
<thead>
<tr>
<th>Treatment duration (min - max)</th>
<th>Reporting duration (min - max)</th>
<th>Inter-arrival duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 CD (Odontics)</td>
<td>15-30</td>
<td>3-5</td>
</tr>
<tr>
<td>2 DFO (Orthopaedics)</td>
<td>20-25</td>
<td>4-6</td>
</tr>
<tr>
<td>3 Periodontology</td>
<td>15-30</td>
<td>5-7</td>
</tr>
<tr>
<td>4 Pathology</td>
<td>30-60</td>
<td>8-12</td>
</tr>
<tr>
<td>5 Prosthesis</td>
<td>15-20</td>
<td>3-6</td>
</tr>
<tr>
<td>6 Care</td>
<td>20-30</td>
<td>1-2</td>
</tr>
</tbody>
</table>

RESULTS AND INTERPRETATIONS

We obtained results with data taken on a real case for the Stomatology service of the RMUHO of Oran (Krouk et al. 2008). Each speciality has a number according to table 2, that is used for rooms and pathology or examination types (figures 8 and 9).

The obtained results with models written in the SIMULA language and using Montréal Gpsss class are given in figures 6, 7 and 8. They are presented in 3 parts.

The first one gives a fragment of the simulation trace including the patient number, doctor's name, speciality type, event and time (figure 6).

The second part provides the performances of the resources (doctors and rooms) and statistical measures (durations of treatments for each speciality). The resources are modelled by Storage classes of Gpsss. For each doctor and room figure 7 gives mainly: the number of treated patients, the mean treatment times and the utilization rates.

The third part provides, for each doctor, statistical results concerning treatment durations and utilization rates related to the working period of the doctor (figure 9).

The simulation starts at 0 and ends at a time that depends on simulation parameters and random number generator seed. For the given RdV list, the simulation stops at 933 minutes thus the last patient finishes his treatment 453 minutes later than the end of the working period. Three doctors are overloaded 12 patients exceed the normal load.
for doctor C and only one for doctor X and W. We may remark that the pathology treatment time is specifically high (30-60 minutes), in practice it is surely shorter or doctor C adapts its probability distribution to the known RdV list.

<table>
<thead>
<tr>
<th>Doctor</th>
<th>Treatment duration</th>
<th>Utilization rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>240.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Y</td>
<td>22.000</td>
<td>0.092</td>
</tr>
<tr>
<td>Z</td>
<td>182.000</td>
<td>0.433</td>
</tr>
<tr>
<td>W</td>
<td>240.000</td>
<td>0.571</td>
</tr>
<tr>
<td>A</td>
<td>20.000</td>
<td>0.083</td>
</tr>
<tr>
<td>B</td>
<td>80.000</td>
<td>0.191</td>
</tr>
<tr>
<td>C</td>
<td>640.000</td>
<td>1.524</td>
</tr>
<tr>
<td>D</td>
<td>46.000</td>
<td>0.256</td>
</tr>
</tbody>
</table>

Figure 9: Corrected utilization rates of doctors

The reception of the patients utilizes 5% of the secretary working time and the average through time is 1 minute for each patient. The utilization rates of the rooms are very different from 2.46% to 96.57%. It is the highest for room 4 which is the pathology room that clearly shows it is a critical resource. The average through time for pathology speciality is about 274 minutes with 6.5 patients in progress. This duration must be compared with the model parameters to conclude that waiting times are too high (treatment [30,60] minutes and report [8,12] minutes). When we take into account the working period of doctors and namely the pause between morning and afternoon we find doctor's utilization rates from 8.3% and 152%. Of course, the higher rate is obtained for pathology. It is due to three factors: there are too much patients (16 for doctor C and 8 for doctor X); the pathology room is a critical resource more rooms should be at disposal; the pathology rendezvous should be better distributed in a day and affected to the pathology doctors. We may although propose to increase the number of doctors or to make them able to shorten the treatment or examination time by means of new material.

The load of Cares (5.14%) and Periodontology (2.46%) is weak and it is not too high for CD (26.98%), DFO (20.24%) and Prosthesis (11.24%).

These results are obtained for one RdV list that represents only one day in a year so the study should be completed with the simulation of a lot of RdV lists and confidence intervals computation.

**Flexsim model**

For the same rendezvous list we have designed and realized a Flexsim (Flexsim 2009) model. According to the RdV list, the secretary receives the patients and dispatches each of them to one speciality service (CD, DFO, Pathology, Periodontology, Cares and Prosthesis). In each service rooms and doctors contributes to the treatment or examination of the patient. These resources are affected to the waiting patient when they are idle.

For the implementation of the Flexsim model we used available components such as source generating patients, processor of facility, queue for waiting, operator as resource and sink to free the generated patients. The instances of the model components are listed in table 3.

<table>
<thead>
<tr>
<th>Components</th>
<th>Identifiers</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td>Entry</td>
<td>Generator of patients</td>
</tr>
<tr>
<td>Queue</td>
<td>Waitsec</td>
<td>Secretary waiting room</td>
</tr>
<tr>
<td></td>
<td>Waitexam</td>
<td>Exam waiting room</td>
</tr>
<tr>
<td>Processor</td>
<td>See</td>
<td>Secretary</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>Conservative Dentistry</td>
</tr>
<tr>
<td></td>
<td>DFO</td>
<td>Dento Facial Orthopaedic</td>
</tr>
<tr>
<td></td>
<td>Perio</td>
<td>Periodontology</td>
</tr>
<tr>
<td></td>
<td>Patho</td>
<td>Pathology</td>
</tr>
<tr>
<td></td>
<td>Prosthesis</td>
<td>Prosthesis</td>
</tr>
<tr>
<td></td>
<td>Cares</td>
<td>Cares</td>
</tr>
<tr>
<td>Operator</td>
<td>A</td>
<td>Doctor A</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>Doctor B</td>
</tr>
<tr>
<td></td>
<td>X</td>
<td>Doctor X</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>Doctor C</td>
</tr>
<tr>
<td>Sink</td>
<td>Exit</td>
<td>Treatment end</td>
</tr>
</tbody>
</table>

The total treatment duration (processing) of each examination or care is given by the following formula:

\[ \text{Processing} = \text{Exam duration + Reporting duration} \]

The distribution of processing durations are detailed in table 4. The setup duration of rooms is constant 2 minutes for the speciality of stomatology.

<table>
<thead>
<tr>
<th>Speciality</th>
<th>Exam duration</th>
<th>Reporting duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>OC</td>
<td>Uniform(15,30)</td>
<td>+Uniform(3,5)</td>
</tr>
<tr>
<td>ODF</td>
<td>Uniform(20,25)</td>
<td>+Uniform(4,6)</td>
</tr>
<tr>
<td>Periodontology</td>
<td>Uniform(15,30)</td>
<td>+Uniform(5,7)</td>
</tr>
<tr>
<td>Pathology</td>
<td>Uniform(30,60)</td>
<td>+Uniform(8,12)</td>
</tr>
<tr>
<td>Prosthesis</td>
<td>Uniform(15,20)</td>
<td>+Uniform(2,6)</td>
</tr>
<tr>
<td>Cares</td>
<td>Uniform(20,30)</td>
<td>+Uniform(1,2)</td>
</tr>
</tbody>
</table>

The simulation starts at 0 and ends at 1267 minutes (about 20.37 hours). It is not incompatible with the results of the previous model. The computation of confidence intervals should confirm that. Table 5 presents the results provided by the Flexsim model.

<table>
<thead>
<tr>
<th>Resource room</th>
<th>Inp.</th>
<th>Avg. stay time</th>
<th>Content</th>
<th>State %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M i n</td>
<td>M a x</td>
<td>Avg</td>
<td>idle</td>
</tr>
<tr>
<td>CD</td>
<td>12</td>
<td>27.26</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>DFO</td>
<td>7</td>
<td>29.41</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Periodontology</td>
<td>1</td>
<td>26.19</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Pathology</td>
<td>22</td>
<td>56.18</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Prosthesis</td>
<td>5</td>
<td>23.82</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Cares</td>
<td>2</td>
<td>27.88</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6 presents the work durations of doctors and their utilization rates according to their working period: morning 240 minutes, afternoon 180 minutes and full day 420 minutes.

Flexsim automatically compute the work duration for each doctor. The utilization rates have been manually computed
as the quotient of the work duration by the due working period.

Table 6: Results for the doctors

<table>
<thead>
<tr>
<th>Doctor</th>
<th>Working period minutes</th>
<th>Work duration minutes</th>
<th>Utilization rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>240</td>
<td>309.8</td>
<td>1.290</td>
</tr>
<tr>
<td>Y</td>
<td>240</td>
<td>24.2</td>
<td>0.100</td>
</tr>
<tr>
<td>Z</td>
<td>420</td>
<td>191.8</td>
<td>0.456</td>
</tr>
<tr>
<td>W</td>
<td>420</td>
<td>303.2</td>
<td>0.721</td>
</tr>
<tr>
<td>A</td>
<td>240</td>
<td>87.4</td>
<td>0.364</td>
</tr>
<tr>
<td>B</td>
<td>420</td>
<td>21.7</td>
<td>0.051</td>
</tr>
<tr>
<td>C</td>
<td>420</td>
<td>882.1</td>
<td>2.100</td>
</tr>
<tr>
<td>D</td>
<td>180</td>
<td>51.8</td>
<td>0.287</td>
</tr>
</tbody>
</table>

We remark that the utilization rate of the Pathology room is the highest 94.1% of the simulation duration i.e. 247.8% of the working period. The Pathology doctors are overloaded; doctor C 210% and doctor X 129%. The rooms and doctors utilizations of Periodontology, Prosthesis and Cares specialties are little. They are medium for DFO and CD.

The results of the Flexsim model seem less optimist than those provided by the SIMULA model but they confirm the tendency that we have previously remarked. The computation of confidence intervals would confirm the equivalence of both models.

CONCLUSION

We presented the Stomatoloy service of the RUHO and the usefulness of the knowledge model specified thanks to the ARIS tool, as well as the transition from this model to the action (simulation) model implemented with the SIMULA language and Flexsim.

The SIMULA language and the Gpssss class is very suitable in modelling, simulation and statistics computing. Flexsim has interesting ability in quick development and animation but the automatically obtained results are not exactly those we need.

Both models have equivalent behaviours. A computation of confidence intervals would confirm they validate each other.

For one rendezvous list we discovered the overload of one specialty service. A wider statistical study of stomatology service should provide finest parameters. More real RdV lists should show the real behaviour of the service that is necessary to tune the dimension of the system and to optimize its functioning.

Several research themes can complete this work: modelling and simulation of other hospital services, using other modelling and simulation tools like Witness and animation tools, studying the planning of hospital services and the driving of the hospital systems.
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ABSTRACT
P2P VoIP traffic potentially suffers from Quality of Service (QoS) issues such as packet loss, jitter and echo. Packets loss and jitter are mostly caused by the reconfiguration in the overlay topology and peer dynamism in the P2P architecture. Peer dynamics and complexity of the P2P network make it hard and expensive to validate these solutions through testing and traditional simulation techniques. We are using Skype as case study and we address the issue of QoS by modeling network using graph transformation, and using stochastic analysis and simulation for validation.

1. INTRODUCTION
The use of internet has increased in the last few years, due to higher bandwidth availability, rapid advancement and development in the P2P applications. P2P Voice over the Internet Protocol (VoIP) application are getting popularity amongst the internet surfers because of their low cost and easy access. P2P VoIP uses P2P to search another client and to relay voice packets [5]. P2P VoIP overlay networks have been the subject of interest for researchers recently [15, 13].

P2P systems are decentralised [3] self-organizing systems that are build on top of the physical network using overlay topology. Overlay topology can provide better performance by routing traffic through overlay nodes rather than using the commercial public routes advertised by the Internet Service Providers (ISP). Peers in P2P network are always in full control of their local resources and peers can change or impose new policy regarding their use in overlay networks [12]. Hence, overlay topology can not put any constraints on the peer arrival or departure. There is no central point of command and control. Due to lack of global control, peer dynamism and unreliability of the infrastructure, these systems are prone to dependability problems. This makes these systems different from other distributed systems such as client server model. Another important aspect of the P2P systems is that roles are dynamic and mostly emerging. It means that roles in the P2P architecture are not static and not pre-defined as in the client server model. P2P systems rely on emerging and dynamic roles as a result of an ongoing self-organization.

Since, data and voice frames flow through intermediate overlay nodes, but nodes are free to join and leave the network, the node may even impose a constraint to block routing traffic for third parties. This may result in need for topology reconfiguration and in case of VoIP the network has to recover fast enough so that Quality of Service (QoS) is not affected [2].

P2P VoIP traffic potentially suffers from QoS issues such as packet loss, jitter, echo and latency. Packet loss and latency are mostly due to overlay topology reconfigurations caused by peer dynamism or change of roles, whereas increased jitter is due to packets arriving at variable time intervals mainly because of network congestion, re-routing or peer dynamism.

There is some work on path selection in overlay networks and most of the work is for data packets rather than voice packets which have different latency and bandwidth requirements. [5] proposes autonomous system aware peer relay protocol called ASAP. The objective is to improve the QoS, system scalability with low overhead. [3] proposes to keep many redundant links between peers, so in case of link failure, alternate link is readily available. This approach does not seem feasible when there are millions of peers involved. [1] proposes an incentive based approach where incentive should be given to all intermediate facilitating nodes and the resource owner. [4] proposes changes in the routing strategies. [16] uses an approach to select overlay path based on the available bandwidth measurements. Existing approaches are limited and peer dynamics and complexity of P2P network make it hard and expensive to validate these solutions through testing and traditional simulation technique [3, 6, 9].

We propose to model complex network reconfigurations. Our aim is to model different protocols in order to evaluate and improve their QoS properties with specific focus on VoIP applications. We consider P2P network architecture as a graph, the network nodes are represented as graph vertices and network connections are represented using graph edges. Reconfigurations based on route selection can be naturally modeled using graph transformations [3]. Further, stochastic analysis and simulation techniques could be used for validation [9].

In this paper, we present a case study of popular VoIP application Skype and discuss how to face some of the challenges posed by it.
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2. BACKGROUND

Graphs represent the most basic model for entities and relations. Graphs are popular to be used for abstract representation of models. In UML model, a collection of object graphs is represented by means of a metamodel as abstract notation. Formally, the basic version of a graph consists of a set of vertices $V$ and a set of edges $E$ such that each edge $e$ in $E$ has a source and a target vertex $s(e)$ and $t(e)$ in $V$, respectively.

More advanced version of graph models use attributed graphs [7] in which the nodes and edges can be associated with attributes carrying textual, boolean and numeric information. Graphs can also use the concept of inheritance in their node types. Graphs occur at two level: type level and instance level. The type level is used to represent the metamodel and instance level as object graphs. In simple words, graphs provide a modeling language, where graph model is states and rules to provide static state changing operation. The concept can be more generally described by a type graph $TG$ where the fixed type graph $TG$ represents all the possible states in the model and the instance graph represents individual snapshots, whereas the transformation of instance graph results from application of transformation rules.

A graph transformation rule $p : L \rightarrow R$ consists of a pair of $3. A GRAPH BASED MODEL FOR SKYPE

Skype is VoIP application developed by KaZaa in 2003. Currently, it has more than 170 million [17] registered users out of which 10% always remain online. Every day millions of people use skype to make free Skype to Skype calls or call PSTN numbers at cheap rates. Skype is also used to send files, instant messages and even for real time free video chat. Skype uses P2P architecture to exchange information among clients. The use of P2P and overlay architecture makes Skype unique as it uses the bandwidth of clients to maintain overlay network and serve clients. Since, it uses user’s bandwidth therefore, it has been banned in universities and other organizations.

Skype nodes are distinguished into Skype client and Super node which is the encoded extension of the Skype client. Skype client based on the perceived network bandwidth, memory and network connectivity can promote to the role of the super node while retaining the primary properties of the Skype client. The super node form overlay network where a Skype client has to select one of the super node as host. The host super node will be used to search clients in the network and forward data or voice packets for the client. The super node acts as router or telephone switch in the network [8].

The architecture of Skype is described with help of a type graph in Figure-1. The type graph consist of Registration Server (RS), Super Node (SN-Ext), Skype Client (SC), a type Node generalises both SC and SN-Ext, a Packet Node, a Packet node generalises both Call and Call Path. The edge types used are registration, link, overlay, route, sender, receiver, caller, callee, route path and at.

In our model we assume that whenever a new SC is registered with Registration Server (RS), in the next step it has to select one of the SN-Ext as host. To select an SN-Ext the SC performs a latency test and if the round trip latency is less than or equal to standard latency value specified by International Telecommunication Union (ITU-T) [10], SC selects that $SN-Ext$ as host SN-Ext and SC establishes link with the SN-Ext. In our model an SC with maximum bandwidth, memory and having static IP, is promoted to the new role of the SN-EXT. After promotion to the new role, SN-Ext becomes a part of the Overlay network established among the other SN-EXT.

In the event of communication, the caller SC sends the address of the callee to host SN-Ext and the host SN-Ext finds the best path based on three parameters Bandwidth (B), Latency (L) and No.of Hops (H). The SN-Ext after receiving request from caller SC finds the best path based on some objective function and conveys the selected path to the caller SC for transmission of voice packets. The caller SC sends voice packets on the prescribed path and if the packet loss and jitter increases due to congestion, peer departure or change in the policy of the Overlay node, then callee SC sends message to the host SN-Ex't of the caller SC. Upon receipt of this message, host SN-Ext changes the route for the remaining packets for the conversation. In the model, if during a call host SN-Ext of caller leaves the network or downgraded to the role of the client. The caller SC may select the next SN-Ext in the path of the call as new host of the SC.

4. SKYPE OVERLAY ROUTING AS GRAPH TRANSFORMATION

We now present a set of rules based on a scenario that we want to model. Suppose, a client is connected to the host super node and it decides to place a call to another SC. The Skype client (SC) sends a message to the host super node which contains the address of the callee client. The host super node sends time stamp packets on all possible routes to the target callee. Here, we are using the concept of the multi-objects in which multiple time stamped packets are created and are transmitted on all out going edges. These packets record the bandwidth and hops while traveling from one super node to the other super node. The modeling of time follows the unique time stamp attributes chronos associated with node of the graph [9]. The chronos is used to keep track of the time from one event to other. The chronos attributes measure the time taken to complete a round trip. In order to stop packets circulating in a ring, we put constraint that if any packet has hop value greater than 15 then the packet shall be deleted. Since, deleted packet will be lost so that particular route will be considered in-feasible.

When these packets reach the callee client, the callee client returns all packets received to the host super node of the caller client. The host super node upon receipt of these packets calculates the round trip time, average bandwidth and hop. The host super node use an objective function to find the best path. The best path is communicated to the caller client and after that actual transmission starts.
using the best path provided. If during communication best path behaves to increase latency or increased packet loss the host super node upon receipt of message from the callee can switch the traffic to the next best path based on the calculation performed for this specific call.

**Rule in Figure 2: Place call.** This rule is used to inform the host SN-Ext that SC wants to place a VoIP call to another SC. Since, host SN-Ext is serving a number of SCs therefore, it keeps record of who is calling who. After the message is received, SN-Ext has to select the best path for the respective call. Here, we are using the concept of the negative application condition (NAC) [3]. A NAC assures that the rule will only be applied if the specified element does not exist. It means if the client is not already in call then it can make a new call to another client.

**Rule in Figure 3: Create multiple packets and forward to super node.** This rule creates multiple packets and forwards them to the super nodes connected to current host SN-Ext. Creation of multiple packets follow the approach of the multi-objects creation. This rule also copies the current system time into the attribute chronos and initializes bandwidth and hop. The bandwidth and hop are updated as the packets travel from one super node to the other.

**Rule in Figure 4: Transfer of packet from one super node to other.** This rule forwards the packets from one super node to other along the path and updates corresponding attributes.

**Rule in Figure 5: Forwarding packets to callee skype client.** This rule forwards multiple packets towards a single callee client.

**Rule in Figure 6: Return all packets to host super node.** This rule returns all packets that were transmitted towards the callee client. The host super node finds the latency for each route by using latency = \((\text{sn1.chronos} - \text{cpl.chronos})\) and the average bandwidth is computed using bandwidth = \(((\text{cpl.bandwidth})/(\text{hop}))\). After computing the latency and bandwidth for each route, we use an objective function to find the best route that has maximum bandwidth, minimum latency and minimum number of hops as per requirements of the QoS of the VoIP reflected by the ITU-T [10]. We aim to define an objective function \(f\) that maximizes Bandwidth and minimizes Latency(L) and Number of Hops(H). There are two issues that need to be addressed. First, the parameters under consideration namely B, L and H have different data ranges. For example, B has a data range say from 56 k to 20000 k (k stands for kilobytes), but for L it is between 150 ms and 300 ms (ms stands for millisecond). Second, there is a possibility that under given circumstances, one parameter say B may have more significance than other say H. Obviously, B should be given more weight than H in such a case. We define an objective function \(f(B, L, H)\) as follows: We assume that for parameters B, L and H, we have some upper and lower bounds in the form of \(\text{min}\) and \(\text{max}\) values. First, we address the issue of different data ranges by normalizing the data values for all parameters. For a given data value \(d\), we normalize it using following formula:

\[
\delta = \frac{d - d_{\text{min}}}{d_{\text{max}} - d_{\text{min}}}
\]

where \(\delta\) is the normalized data value as \(0 \leq \delta \leq 1\). \(d\) is the original data value and \(d_{\text{min}}, d_{\text{max}}\) are minimum and maximum data values accordingly. Next, we define an objective function \(f(B, L, H)\) such that it maximizes \(B\) and minimizes \(L\) and \(H\), and also gives more weight to more significant parameter(s):

\[
f(B, L, H) = (a \times B^2) - (b \times L^2) - (c \times H^2) + (d \times B) + (e \times L) + (f \times H) + g
\]

where \(a, b, c\) are constant coefficients. \(d, e, f\) are corresponding weights for \(B, L\) and \(H\) such that \(\sum (d, e, f) = 1\). \(g\) is also a constant. To check the effectiveness of our objective function \(f\), we have used sample data in Table 1. We have assigned sample values to constants like for \(a, b\) and \(c\), we set the values as \('1'\). For \(d, e\) and \(f\) values are set as \(0.60, 0.25\) and \(0.15\) respectively, \(g\) is set as \('2'\), so that we do not get -ive values for \(f\). The values shown in bold depict the best possible route as it has maximum score for data under consideration.
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Figure 5: Forwarding packets to callee skype client

Figure 6: Return all packets to host super node

Figure 7: Forward detail of best path to the caller Skype client
Table 1: Computation of best overlay routing path

<table>
<thead>
<tr>
<th>Bandwidth (56k to 20000k)</th>
<th>Latency (150ms to 300ms)</th>
<th>HOPs (1 to 15)</th>
<th>$B_N$</th>
<th>$L_N$</th>
<th>$H_N$</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>9235</td>
<td>199</td>
<td>1</td>
<td>0.460</td>
<td>0.327</td>
<td>0.000</td>
<td>2.522</td>
</tr>
<tr>
<td>11254</td>
<td>247</td>
<td>3</td>
<td>0.561</td>
<td>0.647</td>
<td>0.143</td>
<td>2.430</td>
</tr>
<tr>
<td>16439</td>
<td>261</td>
<td>2</td>
<td>0.821</td>
<td>0.740</td>
<td>0.071</td>
<td>2.894</td>
</tr>
<tr>
<td><strong>19721</strong></td>
<td><strong>233</strong></td>
<td><strong>3</strong></td>
<td><strong>0.986</strong></td>
<td><strong>0.553</strong></td>
<td><strong>0.143</strong></td>
<td><strong>3.525</strong></td>
</tr>
<tr>
<td>122</td>
<td>190</td>
<td>6</td>
<td>0.003</td>
<td>0.267</td>
<td>0.357</td>
<td>1.862</td>
</tr>
<tr>
<td>9564</td>
<td>286</td>
<td>11</td>
<td>0.477</td>
<td>0.907</td>
<td>0.714</td>
<td>1.448</td>
</tr>
<tr>
<td>11324</td>
<td>171</td>
<td>4</td>
<td>0.565</td>
<td>0.140</td>
<td>0.214</td>
<td>2.737</td>
</tr>
</tbody>
</table>

Rule in Figure 7: Forward details of best path to the caller SC. This rule forwards the actual path details for transmission of voice traffic to the caller. The path is the best path among the available overlay paths computed based on the objective function. This path will be used by the caller to transmit packets to the destination callee.

Rule in Figure 8: Delete packets. This rule deletes all those packets whose HOP value is more than 15. Thus, it prevents the circulation of packets in the network for indefinite periods. The deletion of packets is shown by the double crossed graph node.

5. CONCLUSION AND FUTURE WORK

This paper presents the ongoing work on modeling VoIP networks using graph transformation. We are using bandwidth, latency and hop count to select the best routing path in the overlay network based on the objective function. Future work will address the simulation of the model using stochastic simulator and NS-2. The stochastic simulations of the graph-transformation system will be compared with NS-2 based simulations, so that the comparison of different simulation approaches can yield new insights into the suitability of different simulation paradigms for various types of analysis of such systems.
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ABSTRACT

Microarray technologies have become very popular among biologists because a single experiment can produce a large amount of gene expression data. However, the experimental process, from slide manufacturing to data analysis, can be affected by random errors and/or systemic bias caused by several factors. Moreover, an evaluation of the data analysis tools can not be objectively performed because of the lack of specific benchmarks. The paper describes a method of data and microarray image simulation that provides researchers with reference tests for evaluating the performance of analysis tools. The relevant characteristics of a specific experiment are used for generating synthetic microarray images and the corresponding gene expression values. Hence, one can estimate expected errors comparing simulated data to the results of different analysis packages and then can choose the most suitable technique for the specific experiment. Three different segmentation algorithms have been tested on simulated images. The results on the classification correctness of gene activation are reported.

INTRODUCTION

DNA Microarray is a technology for measuring the amount of mRNA produced by genes thus evaluating their activity level in biological samples. This technology has large diffusion in biological research field (Xiang and Chen 2000), but the evaluation of employed computational approaches is still an open problem (Kothapalli et al. 2002). A model of microarray experiment could be used for producing synthetic data as reference test but one has to face a lot of issues (Quackenbush 2001). For example, size and shape of spots, presence of scratches and defects on sub layer (Fraley et al. 2005), spot grid misalignment, noise (Cho and Lee 2004; Rocke and Durbin 2001; Balagurunathan et al. 2004 et al.) and so on are highly variable and they also depend on the current technology. Even image segmentation algorithms affect results (Ahmed 2004 et al.) or produce significant differences on them (Yang 2002 et al.). Taking into account all error sources is almost infeasible, and a too complex model would be hardly adaptable and manageable to simulate specific experiment conditions. Moreover, technical improvements change the appearance of the produced microarray images and then we need to find approaches that can be flexible and adaptable both in respect to old and new technologies. A promising approach is to create controlled simulated images (Nykter et al. 2006; Balagurunathan et al. 2002), in order to perform the evaluation of results obtained by a given analysis software. Several studies on DNA microarray experiment simulation can be found in literature: noise analysis (Tu et al. 2002), pixel intensity statistical distribution (Davies and Seale 2005), critical parameters of image analysis (Wierling et al. 2002) and expression level statistical analysis (Singhal et al. 2003). Here, we present a method for the simulation of microarray data using the characteristics extracted from real experiments. The novel aspect of our work consists in generating both image and gene expression data thus creating a reference test that can be used to analyze and to effectively evaluate the performance of microarray image analysis tools. Hence, we can choose the most suitable technique for the real experiment.

ANALYSIS OF REAL MICROARRAY IMAGES

There are several factors affecting cDNA experiments, i.e. mRNA preparation, PCR amplification, transcription, labeling, array geometry, target volume, target linking, hybridization, sub-layer non-homogeneity, microarray scanning and image analysis. We are interested in evaluating the influence on the results of analysis tools applied to the scanned images. Hence, we need to derive general and local image properties in order to set up adequate and effective parameters for a spot simulation model. We can use data stored in public databases for deriving the parameter values necessary to the spot and grid generation. In the present work, we choose the Stanford MicroArray Database as data source. For each experiment in SMD, it is possible to download raw data and the results reported by experimenters. The images, scanned at 635 nm and 532 nm wavelengths, are the starting point for the real microarray experiment analysis (Yang et al. 2001). Grid geometry, spot locations, and other low level details are recovered from the results file. A square region around each feature is considered for analyzing background and spot properties. Independently from the results saved by experimenters and the used normalization
method, we calculate the following values for each feature region:

- median, mean, and variance of background pixel intensity of each channel;
- median, mean, and variance of spot pixel intensity of each channel;
- spot geometric center coordinates;
- number of holes and their location;
- correlation of spot pixels of two channels.

Pixels of the considered area are classified in two clusters, spot and background, by a K-means algorithm that uses the squared Euclidean distance as metric (Kanungo et al. 2002). In this way, we implicitly find a threshold value that depends on the local brightness of the considered spot area. K-means initial seed points are the upper-left and the central pixel of the region. Background classified regions but included inside the spot area are considered as holes. The first column of Figure 1 shows the considered spot area in the two channels where brightness intensity is rescaled for a better visualization. The second column shows segmented area by K-means algorithm and reports some values: mmb is median of background pixels, mms is median of spot pixels, nh is the number of holes within spot.

Moreover, the spot alignment is not perfectly regular and then we estimate the following quantities:

- mean of x misalignment between geometric center of spot and centre of sub-region which includes it Mx_mis_ch1, Mx_mis_ch2;
- mean and variance of y misalignment, My_mis_ch1, My_mis_ch2.

Figures 2: Spatial Distribution Example of Gene Activation

Finally, for what concerns holes within spots, the following quantities are considered:

- mean of number of holes Mn_hole_ch1, Mn_hole_ch2;
- mean of distances of holes from spot geometric center Md_hole_ch1, and Md_hole_ch2.

We also developed a procedure to highlight eventual large defects. They are characterized by a partial or total removal of the sensitive sub-layer and correspond to dark areas in scanned images and can be detected as anomalous grouping of missing spot. An example is depicted in Figure 2 where a large defect is highlighted by white pixels.

**SIMULATION MODEL**

From a visual analysis of microarray images it can be realized that spots generally do not have a regular shape. In fact, they often present some morphological distortion instead of being circular (Tu et al. 2002). For example, spots with doughnut shape are frequently observed in real microarray images. Such a shape can be effectively modeled by a linear combination of two bivariate Gaussian distributions (Braendle et al. 2003; Ekstroem et al. 2004). The developed model, relying just on the above consideration, allows to get a wide set of spot shapes. In fact, a generic shape can be obtained as envelope of several surfaces. It has been assumed that a spot is entangled in a square region of fixed size. Such a region is the definition domain D of all the surfaces the envelope is made of. Given a bivariate Gaussian distribution \( G(x,y) \) and a set of \( n \) secant planes \( \{P_i(x,y)\} \), each surface can be expressed by the last element of a sequence \( \{C_i(x,y)\} \) of linear combination between functions describing a surface and the corresponding secant plane. The first element of the sequence \( C_0(x,y) \) coincides with the surface described by the given Gaussian distribution \( G(x,y) \) while the generic element
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is a linear combination between the previous one and the corresponding secant plane. Such a procedure has to be repeated for each envelope surface. Hence, denoting with \( m \) the generic surface, the model can be expressed by the following equations:

\[
C_{m0}(x, y) = G_m(x, y)
\]

\[
C_{mn}(x, y) = C_{m-1}(x, y)
\]

\[
\forall x, y \in D \mid C_{mn-1}(x, y) \leq P_{mn}(x, y)
\]

\[
C_{mn}(x, y) = a_{mn} C_{m-1}(x, y) + b_{mn} P_{mn}(x, y)
\]

\[
\forall x, y \in D \mid C_{mn-1}(x, y) > P_{mn}(x, y)
\]

with \( a_{mn}, b_{mn} \in \{−1, 0, 1, 2\} \) where

\( m=1,2,\ldots M \). \( M \) no. envelope surfaces

\( n=1,2,\ldots N_m \). \( N_m \) no. section planes of \( m \)-th surface

The values of coefficients \( a_{mn} \) and \( b_{mn} \) affect the specific type of shape, convex, plane or concave, that will be obtained. Equations (2) and (3) describe how the surface is modified by the application of the corresponding secant plane. In more detail, the surface is generally cut in two regions. The one under the secant plane remain unchanged, whereas the other is modified in accord to the equation (3). There are three different combination allowed modes, namely clip \((a_{mn} = 0, b_{mn} = 1)\), dig \((a_{mn} = -1, b_{mn} = 2)\) and lift \((a_{mn} = 2, b_{mn} = -1)\). The above described procedure is repeated until all the secant planes have been applied, thus producing a single element of the envelope. The succeeding elements will be defined repeating the same procedure as many times as many are the number of specified Gaussian. Hence, the final surface is obtained enveloping all the single surfaces:

\[
S(x, y) = \max(C_{mn}(x, y))
\]

The resulting function \( S(x, y) \) represents the spatial distribution of the simulated spot brightness. Obviously, the generated spot shape will depend on the number of Gaussian surfaces and the corresponding set of secant planes. The parameters characterizing each Gaussian distribution are the standard deviation along \( x \)-, \( y \)-direction \((\sigma_x, \sigma_y)\), the correlation factor \( \rho \), and the peak coordinates \((peak_x, peak_y)\), whereas at least three coefficients \((a, b, c)\) are needed in order to specify each correlated secant plane. Some of the input parameters are derived from the real experiment. Among them, there is the peak location of each Gaussian distribution, as well as, the standard deviations and the correlation factor. All these values affect location, radius and orientation of the generated spot and could make its shape more or less elliptic. A further parameter specifies the desired peak value of spot brightness distribution. Just as for an example, we report the spot resulted by the envelope of two bivariate Gaussian, each modified in dig mode by a single secant plane. The parameters used in this example are summarized in Table 1 where the Gaussian peak coordinates and the coefficients of the secant plane equations are referred to the bottom left corner of the spot area.

**Table 1: Parameter Values for the Spot Generation**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spot area</td>
<td>20 x 20 pixel</td>
</tr>
<tr>
<td>Gaussian no. 1</td>
<td></td>
</tr>
<tr>
<td>( s_x )</td>
<td>3.5</td>
</tr>
<tr>
<td>( s_y )</td>
<td>4.0</td>
</tr>
<tr>
<td>( \rho )</td>
<td>0.50</td>
</tr>
<tr>
<td>( peak_x )</td>
<td>10.0</td>
</tr>
<tr>
<td>( peak_y )</td>
<td>10.0</td>
</tr>
<tr>
<td>Secant plane</td>
<td></td>
</tr>
<tr>
<td>Dig mode parameters</td>
<td></td>
</tr>
<tr>
<td>Gaussian no. 2</td>
<td></td>
</tr>
<tr>
<td>( a_{11} )</td>
<td>1</td>
</tr>
<tr>
<td>( b_{11} )</td>
<td>2</td>
</tr>
<tr>
<td>( s_x )</td>
<td>3.0</td>
</tr>
<tr>
<td>( s_y )</td>
<td>2.5</td>
</tr>
<tr>
<td>( \rho )</td>
<td>10.0</td>
</tr>
<tr>
<td>( peak_x )</td>
<td>9.9</td>
</tr>
<tr>
<td>( peak_y )</td>
<td>9.8</td>
</tr>
<tr>
<td>Secant plane</td>
<td></td>
</tr>
<tr>
<td>dig mode parameters</td>
<td></td>
</tr>
<tr>
<td>Gaussian no. 3</td>
<td></td>
</tr>
<tr>
<td>( a_{11} )</td>
<td>-0.1</td>
</tr>
<tr>
<td>( b_{11} )</td>
<td>0.1</td>
</tr>
<tr>
<td>( c )</td>
<td>0.55</td>
</tr>
</tbody>
</table>

**Figures 3: Spot Generation Phases**

The complete operative sequence of spot production is presented in Figure 3 where the surfaces obtained by cutting
the Gaussians with the respective secant planes, the corresponding spots and the final envelope are shown. The procedure for microarray image generation consists in generating spots one at a time and assembling them in accord to the microarray layout specified by the input parameters. The layout parameters are typically the total spot and macro block number, the spot and block per row and column number, the distance between adjacent spots and blocks. Each spot is generated in accord to a set of input parameters derived from the corresponding features of real experiment. The following step consists in giving a virtual color to the spot in order to generate both red and green channel according to the map described in previous section. Hence, the simulated brightness is distributed between the red and green channel still preserving the appearance of the real spot. The final image will then be produced assembling all the generated spots. Noise can be applied to the image in two different ways: a small variation of brightness at most image pixels (distributed noise); a significant brightness variation applied to a few pixels only (local noise). A report, including all the parameter values together with the characteristics of generated spots necessary to reproduce the image, is also compiled. Moreover, a binary map, where the pixels belonging to the spots are identified against the background, will be stored for each spot.

RESULTS AND DISCUSSION

We have performed various experiments using data extracted from Stanford Microarray Database for testing three different spot extraction algorithms implemented in commercial analysis packages. In the following we report the results concerning the experiment labeled as #52928 in SMD. It is important to notice that we report these results for showing a possible use of the proposed method and not for evaluating the goodness of our approach that derives from the uncertainty and variability characterizing real experiments instead. The experiment slide contains 41472 spots and the scanned image size is 5552 x 1912 pixels. Spot properties are extracted using the methodology previously explained. They are summarized by the following quantities:

- median of spot pixel intensities medians, $MM_{\text{spot.ch1}}$, $MM_{\text{spot.ch2}}$;
- mean of spot pixel intensities variances, $Var_{\text{spot.ch1}}$, $Var_{\text{spot.ch2}}$;
- mean of correlation of spot pixel intensities between channels, $Corr_{\text{spot.ch1}}$, $Corr_{\text{spot.ch2}}$;
- variance of correlation of spot pixel intensities between channels, $VarCorr_{\text{spot.ch1}}$, $VarCorr_{\text{spot.ch2}}$.

Calculated values of the relevant features for the experiment #52928 are reported in Table 2. The list of main parameters necessary to the simulation of a generic spot is reported in Table 3. Most values are calculated from the features of the corresponding real spot while the others are estimated in accord to the statistical properties of the real microarray. Distributed and local noise has been applied to the simulated image. Distributed noise occurs with a probability of 99.95 %, whereas local noise occurs with a probability of 0.05 %. The distributed noise modifies the pixel brightness by a random value extracted from a range -0.1–0.2. The random variation caused by the local noise $N_{\text{lf}}$ lies in the range 0.5–2.0.

<table>
<thead>
<tr>
<th>Name</th>
<th>Ch 635 nm</th>
<th>Ch 532 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$MM_{\text{spot.ch}}$</td>
<td>2268</td>
<td>3890</td>
</tr>
<tr>
<td>$Var_{\text{spot.ch}}$</td>
<td>3321.1</td>
<td>4272.1</td>
</tr>
<tr>
<td>$Corr_{\text{spot.ch1.ch2}}$</td>
<td>0.8363</td>
<td>0.0199</td>
</tr>
<tr>
<td>$VarCorr_{\text{spot.ch1.ch2}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$MM_{\text{ch}}$</td>
<td>255</td>
<td>953</td>
</tr>
<tr>
<td>$Var_{\text{ch}}$</td>
<td>447.4</td>
<td>1113.6</td>
</tr>
<tr>
<td>$M_{\text{yi, ch}}$</td>
<td>0.025</td>
<td>0.023</td>
</tr>
<tr>
<td>$M_{\text{yi, ch}}$</td>
<td>0.032</td>
<td>0.038</td>
</tr>
<tr>
<td>$M_{\text{hole.ch}}$</td>
<td>0.67</td>
<td>0.76</td>
</tr>
<tr>
<td>$M_{\text{hole.ch}}$</td>
<td>1.32</td>
<td>1.32</td>
</tr>
</tbody>
</table>

Table 3: Microarray Generation Parameters List

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{\text{A}}$, $S_{\text{B}}$</td>
<td>Height and width of the spot area</td>
</tr>
<tr>
<td>$N_{\text{ga}}, N_{\text{kp}}$</td>
<td>No. of gaussian and secant planes</td>
</tr>
<tr>
<td>$G_{\text{pk}}$</td>
<td>Peak value of the gaussian distribution</td>
</tr>
<tr>
<td>$G_{pkY}, G_{pkX}$</td>
<td>Vertical and horizontal shift from the spot area centre</td>
</tr>
<tr>
<td>$s_{\text{v}}, s_{\text{v}}, \rho$</td>
<td>Standard deviations and correlation factor</td>
</tr>
<tr>
<td>$a, b, c$</td>
<td>x, y coefficient and known term of plane equation</td>
</tr>
<tr>
<td>$P_{\text{de}}$</td>
<td>DE spot percentage</td>
</tr>
<tr>
<td>$N_{\text{dp}}, N_{\text{nl}}$</td>
<td>Distributed and local noise probability</td>
</tr>
<tr>
<td>$N_{\text{de}}, N_{\text{nl}}$</td>
<td>Distributed and local noise variation</td>
</tr>
<tr>
<td>$N_{\text{lf}}$</td>
<td>Noise repartition factor between channels</td>
</tr>
</tbody>
</table>

The first simulated block and the corresponding real block of the experiment #52928 are shown in figure 4.

Figures 4: Simulated and Real First Block

Three different segmentation algorithms have been applied to both channels of the synthetic image: HS - histogram based segmentation (Chen et al. 1997); ACS - adaptive circle segmentation (GenePix); OS - Otsu segmentation (Otsu 1979). In order to estimate the correctness of results obtained by each method, we adopted the following criterion. We classified the simulated spots in four classes: not processed (their brightness is very low and they are almost undetectable); over-regulated (log ratio > 1); down-regulated (log ratio < -1); equally expressed (-1 < log ratio < 1).

For each method we calculate the percentage of correctly classified spot. The results are summarized in Table 4. In particular, a matrix for evaluating the correctness of spot activation is reported for each approach. Given a row of such matrix we report how the spots of a given class are distributed by the algorithm in exam. For example, the second row of Histogram approach evaluation tell us that
simulated spots having log ratio greater than 1.0 are corrected classified only in the 49.82% of the cases.

Table 4: Spot Classification for the Simulated Experiment

<table>
<thead>
<tr>
<th>True vs processed</th>
<th>Not processed</th>
<th>LogR&gt;1</th>
<th>LogR&lt;-1</th>
<th>-1&lt;LogR&lt;1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Histogram error</td>
<td>1.3794</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not processed</td>
<td>0.9962</td>
<td>0.0036*</td>
<td>0.0001*</td>
<td>0.0001</td>
</tr>
<tr>
<td>LogR&gt;1</td>
<td>0.5018*</td>
<td>0.4982</td>
<td>0.0000*</td>
<td>0.0000*</td>
</tr>
<tr>
<td>LogR&lt;-1</td>
<td>0.5536*</td>
<td>0.0000*</td>
<td>0.4428</td>
<td>0.0027*</td>
</tr>
<tr>
<td>-1&lt;LogR&lt;1</td>
<td>0.2977</td>
<td>0.3167*</td>
<td>0.0000*</td>
<td>0.3856</td>
</tr>
<tr>
<td>Circle error</td>
<td>1.4290</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not processed</td>
<td>0.9999</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>LogR&gt;1</td>
<td>0.6012</td>
<td>0.3988</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>LogR&lt;-1</td>
<td>0.6777</td>
<td>0.0027</td>
<td>0.3089</td>
<td>0.0108</td>
</tr>
<tr>
<td>-1&lt;LogR&lt;1</td>
<td>0.5847</td>
<td>0.1365</td>
<td>0.0000</td>
<td>0.2788</td>
</tr>
<tr>
<td>Otsu error</td>
<td>0.9478</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not processed</td>
<td>0.9748</td>
<td>0.0207</td>
<td>0.0019</td>
<td>0.0001</td>
</tr>
<tr>
<td>LogR&gt;1</td>
<td>0.4123</td>
<td>0.5866</td>
<td>0.0000</td>
<td>0.0011</td>
</tr>
<tr>
<td>LogR&lt;-1</td>
<td>0.2194</td>
<td>0.0000</td>
<td>0.7712</td>
<td>0.0094</td>
</tr>
<tr>
<td>-1&lt;LogR&lt;1</td>
<td>0.0032</td>
<td>0.283</td>
<td>0.0000</td>
<td>0.7130</td>
</tr>
</tbody>
</table>

The erroneous classifications are all in the class of Not processed spots 51.18%. Moreover the table reports an error index (values from range 0.0 ~ 4.0) as sum of relevant classification errors (values marked with stars). Naturally, the diagonal elements of the matrix express the correctness of the approach. In this example, real experiment data were evaluated by an ACS based tool, but it is clear that an OS based tool could have assured a better quality of results. If we have to conduct a new experiment with similar or identical condition, we can evaluate which is the more precise approach, or we can have an idea of error magnitude conditioning our results.

CONCLUSIONS

Our research is focused on the enhancement of the reliability of microarray experiment results. In particular, we are interested in the image analysis phase because there is a general lack of reference tests for calibrating or evaluating the segmentation algorithms used by microarray software packages. Our idea is that does not exist a segmentation algorithm or software definitely better than all the others, but it is possible to choose the most suitable for given experiment. The proposed method allows to create simulated images of a given real microarray experiment. These images and corresponding data can be used as reference test for the analysis tools employed in this technology. The implemented spot simulation model uses parameters that are derived from real experimental data. As further work we are also interested in a suitable and reliable technique for evaluating the similarity between the real and simulated microarray images. The proposed method has been implemented in R and a web version is currently under development.
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ABSTRACT

This paper details a simulation intended to explore the viability of storage systems where data is placed intelligently depending on data-specific quality of service requirements and the characteristics of the underlying storage devices. Our implementation provides a framework for the automatic profiling of a virtualised storage system, specification of data-level quality of service requirements, simulation of data streams acting on the storage system and visualisation of the results. We demonstrate that an intelligent data placement algorithm can achieve a good match between desired and offered storage system quality of service.

INTRODUCTION

The volume of data produced world-wide continues to grow. In the second quarter of 2008, shipped disk storage capacity was 1,777 petabytes, representing growth of 43.7% year on year\(^1\). Indeed, the International Data Corporation (IDC) forecasts that shipped disk storage capacity will increase at a compound annual rate of 38% for the next three years (Rydhning and Reinsel, 2009). Recently there has been a trend towards centralised storage systems, with the aim of reducing management overhead and lowering total cost of ownership. These systems are usually implemented in the form of a Virtualised Storage System (VSS), i.e. a contiguous logical volume where the underlying storage devices (e.g. solid state disks, RAID arrays, etc.) are abstracted away. Different devices provide very different storage characteristics, however, and their abstraction makes the job of efficiently placing data far more complex.

Performance is key to many users, but it is not the only characteristic to take into account when using VSSs. Reliability is another very important aspect, as is space efficiency. Throughout this paper we refer to these data considerations as Quality of Service (QoS). For example, a bank’s transaction records have to be stored in a fashion that guarantees high reliability. A temporary file, by contrast, probably needs only high performance. Data placement is a very important aspect of this problem, but the QoS attributes and the patterns in which data is accessed are not static and might change over time for different data streams. This implies that not only initial allocation must be considered but also migration, to ensure delivered QoS remains as close to that required by the user as possible on a sustained basis.

A number of other projects have investigated similar ideas in terms of intelligent data placement. BORG (Block-reORGanization and Self-optimization in Storage Systems) (Bhadramkar et al., 2009) is a module for the Linux kernel which sits between the file system layer (e.g. ext3, JFS, NTFS etc) and the I/O scheduler. It constantly evaluates process access patterns based on temporal, process-level, and block-level attributes and constructs access pattern graphs.

In Franciosi and Knottenbelt (2009), the authors present a modification of the well-known ext3 file system to include QoS attributes, which exploits redundant bits in the individual inodes to mark QoS attributes for sets of data. The system will use these attributes along with a performance profile of the underlying storage devices to intelligently place data.

This paper describes a simulation of a system which allocates and migrates data depending on a set of user-specified QoS requirements and the characteristics of the underlying VSS. We begin with a brief overview of modern storage systems, before detailing the design and implementation of our simulator. We describe how our simulation automatically profiles a VSS’s logical address space to create a multi-attribute QoS model of the device, and then outline how the user specifies their QoS requirements and the characteristics of the data streams that will be used to drive the simulation. We further present the allocation and migration techniques that we have implemented, and show how the simulator visualises the resulting data layout and performance for the user. Finally, we present a number of case studies of the use of the simulator before concluding.

BACKGROUND

Today the most common storage medium is the hard disk drive. This device consists of a mechanical read/write head which moves over a spinning disk made of fer-

romagnetic material. Multiple hard disks can be used to improve performance and reliability, typically using one of the Redundant Array of Inexpensive Disks (RAID) levels. In this work we focus on the most commonly used configurations: RAID 0 (striping without redundancy), RAID 1 (mirroring), RAID 5 (distributed parity) and RAID 10 (stripes of mirrors). We note that our work could easily be extended to model additional schemes such as RAID 6 (double distributed parity).

<table>
<thead>
<tr>
<th>RAID Level</th>
<th>Performance</th>
<th>Data Reliability</th>
<th>Space Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>H</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td>1</td>
<td>H</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>5</td>
<td>M</td>
<td>L/M</td>
<td>M</td>
</tr>
<tr>
<td>10</td>
<td>M/H</td>
<td>L/M</td>
<td>H</td>
</tr>
</tbody>
</table>

Table 1: Summary of RAID characteristics.

Each RAID level offers different trade-offs between performance, reliability and space efficiency, as summarised in Table 1. For example, RAID 0 offers very high performance as disk accesses can be performed in parallel and its space efficiency is also very good since it stores no redundant data. Its reliability is, however, poor as if one drive fails then data will be lost. On the other hand, RAID 1 offers very good reliability as it maintains a copy of all data so that if one drive is lost, all data on it can be recovered from the mirror. It also offers very good read performance as either disk can be accessed for a particular piece of data. Write performance is degraded, however, as a request must be serviced by both disks, and it is not particularly space-efficient as it requires twice the number of drives to store the same volume of data as RAID 0.

by contrast, does not provide such good performance but does provide good data reliability, as every single tier keeps redundancy data.

Data Stream Characteristics

<table>
<thead>
<tr>
<th>Data Stream A</th>
<th>Data Stream B</th>
</tr>
</thead>
<tbody>
<tr>
<td>System critical</td>
<td>Non-critical</td>
</tr>
<tr>
<td>&gt; 50% read requests</td>
<td>100% write requests</td>
</tr>
<tr>
<td>100% sequential</td>
<td>100% non-sequential</td>
</tr>
<tr>
<td>Requests typically small</td>
<td>Requests typically large</td>
</tr>
</tbody>
</table>

Table 2: Example QoS requirements for 2 data streams.

The central concept of this work is that if we know the characteristics of the requests made to a VSS on a per-application basis (which we term a data stream) and also the user’s QoS requirements for that stream, we can exploit intelligent data placement strategies to deliver better QoS. Consider the situation where Stream A and Stream B both want to access data on the same VSS. The QoS requirements for the two streams are given in Table 2. The most suitable place on the logical partition for data from Stream A is very likely to be different from the most suitable place for the data from Stream B.

We consider three QoS requirements:

- Performance
- Reliability
- Space efficiency.

It is important to note that the QoS attributes for data are not static. We therefore consider not just the initial placement of data according to its requirements and the attributes of the underlying storage system, but also its migration within the storage system in response to changing access patterns and QoS requirements. Ideally this migration should be done automatically to minimise the management overhead of the VSS.

PROFILING

In order to simulate a VSS faithfully, it is necessary to quantify the performance, reliability and space efficiency of every one of its (logical) block groups. We characterise performance by throughput, which we measure in KB/s. We have implemented an automatic profiler which runs on a real VSS and issues block group-level requests and records the time that they take to complete. As input, we consider sequential and random accesses of two different request sizes (large and small) for both reads and writes, for a total of 8 possible combinations. The resulting times are then processed to yield the average throughput for each block group under each of these I/O patterns.
It is then necessary to classify the performance of areas of the underlying storage as either Low, Medium or High. These classifications should be relative to the underlying storage and not absolute since the profiler should not be dependent on the system it runs. We first find the throughput which lies on the 33rd percentile and the 66th percentile. Any throughput which lies below the 33rd percentile is classified as Low, between the 33rd percentile and the 66th percentile is classified as Medium and anything greater than the 66th percentile is classified as High.

**Figure 2:** The GUI for selecting device types within logical address ranges.

When profiling reliability and space efficiency, the abstraction of devices within a VSS is a problem since the profiler cannot automatically gather the required information. Instead we must rely on the user’s knowledge of the makeup of the VSS, and we thus provide a tool to enable the user to manually choose the types of devices comprising the VSS and to specify the logical address range to which they correspond. Figure 2 shows an example of a VSS where the range 1GB-7GB describes a RAID 1 device and 7GB onwards describes a RAID 6 device. The coloured strips represent space efficiency (upper) and reliability (lower), where red corresponds to Low, yellow to Medium and green to High. From this and the RAID characteristics in Table 1, we automatically create a per block group classification of reliability and space efficiency in terms of High, Medium and Low.

**SIMULATION**

In real systems a ‘sea’ of requests will be made to the storage from a variety of sources. For example, the system may be a file server containing users’ home directories, while at the same time it may also house a database server storing experimental data. In order to simulate such situations we introduce the concept of data streams, and for each of these in a simulation the user must identify the following characteristics:

- Arrival Rate: the average number of I/O operations per unit time (assumed to arrive according to a Poisson process).
- Performance Required: High, Medium or Low
- Reliability Required: High, Medium or Low
- Space Efficiency Required: High, Medium or Low
- Data Size: The expected proportion of Small:Large data accesses
- Order of Access: The expected proportion of Sequential:Random data accesses
- I/O Type: The expected proportion of Read:Write data accesses

**Events and Event Generation**

In order to achieve realistic simulation results there are three main points to consider:

- Which stream triggers the event
- What type of event (read or write) is triggered
- Amount of time until the next event

The likelihood of a particular stream being chosen depends on its arrival rate, and is calculated as $\frac{rate(stream)}{\sum rate(i)}$. After the stream has been selected, the type of I/O operation issued by that stream needs to be generated. These can be either reads or writes; we further distinguish between three types of write event: data creation, data deletion and data modification.

To drive the utilised capacity of the file system towards a target capacity, $t$, given space usage $c$, we require:

$$
\begin{align*}
c > t & \quad \Rightarrow \quad P(delete) > P(create) \\
c = t & \quad \Rightarrow \quad P(delete) = P(create) \\
c < t & \quad \Rightarrow \quad P(delete) < P(create)
\end{align*}
$$

We therefore use the following probabilities to calculate if a write operation is a modify, a create or a delete:

$$
\begin{align*}
P(modify) & = k_{modify} \\
P(create) & = 1 - P(delete) \\
P(delete) & = \left\{ \begin{array}{ll} 
\frac{k_{modify}}{2(1-t)} & c \leq t \\
\frac{k_{create}}{2(1-t)} & \text{otherwise}
\end{array} \right.
\end{align*}
$$

The constants $k_{modify}$, $k_{create}$ and $k_{delete}$ are set to $\frac{5}{3}$, $\frac{1}{6}$ and $\frac{1}{6}$ respectively in the implementation.

It is assumed that events occur with exponentially-distributed inter-arrival times, with rate $\lambda = \sum_i rate(i)$.

**Intelligent Data Placement and Migration**

The result of the profiling step is that we have a characterisation of every block group on the VSS in terms of performance, reliability and space efficiency. We also have matching QoS requirements for each data stream under the same three headings. The key challenge now is to place the data from the input streams on the VSS in such a way that these requirements are met as far as is possible. To achieve this we define and use a Request-Receive matrix.
QoS requirements. For example, if a particular stream has the QoS requirements Low, Medium and High for performance, reliability and space efficiency (abbreviated to LMH in Figures 3 and 4), which VSS service levels would satisfy these and in what order? Figure 4 suggests an ordering of [HHH, MHH, HMH, LHH, MMH, HLM, HHM, ....] in descending order of suitability. This ordering is used by our simulator to intelligently place data. When a request is made by a stream to write data, the simulator traverses the address space of the VSS in the order specified by the column of the Request-Receive matrix which corresponds to the QoS requirements of the stream making that request until it finds sufficient free space to accommodate the data.

We also consider the migration of data from its initially allocated location. Such migration can occur in response to two situations: newly available capacity and changing stream characteristics.

**Newly Available Capacity** If the system gets to a high space utilisation, new data will most likely be placed in less satisfactory locations. However, should more satisfactory locations become available due to the deletion of data, data currently residing in less suitable locations can be migrated there.

**Changing Stream Characteristics** Migration is also required because streams are not static entities and their characteristics can change with time. Data may have been placed in one location according to the stream’s initial access patterns or QoS requirements, but if these change it is necessary to move this data to areas which more closely match the new requirements.

### VISUALISATION

We have created a visualisation engine in Java for the simulation to show how the well the current data placement meets the user’s QoS requirements. The visualisation consists of 3 main views: Stream View, Storage View and Graph View.

![Figure 5: Stream View](image)

Figure 5 shows how Stream View displays the placement and QoS requirement satisfaction of an individual data stream. The upper strip indicates where data currently resides, with a fully white bar meaning that a location is empty and a fully black bar that it is full. The lower strip represents how each area of the storage rates relative to the stream’s requirements (Green – Better than required, Yellow – As required, Red – Underperforms).
An additional panel known as the Storage View is available which visualises the storage as a whole (stream independent). Storage View is similar to an aggregated Stream View with the exception that it does not have the lower strip representing the storage system's offered QoS. This view is demonstrated in Figure 6.

Figure 7: Graph View

Graph View is used to display the performance benefit of the intelligent placement technique, as shown in Figure 7. It displays in real-time a graph of the I/O operations per second achieved under the intelligent placement scheme, and also provides for comparison a graph of the performance of a random placement technique.

EVALUATION

We demonstrate the applicability of our simulation through a number of case studies. Since the simulation requires an underlying profile of a VSS, we use a fabricated profile in order show some interesting characteristics of our techniques. This is shown in Figure 8, which plots logical address (x-axis) against throughput (y-axis), and is intended to simulate a VSS consisting of the following components:

1. Standard Magnetic Hard Disk
2. RAID 0 System
3. RAID 1 System
4. Read-Biased Flash Memory
5. Write-Biased Flash Memory
6. RAID 5 System
7. RAID 10 System

We will describe the characteristics of the streams used to drive the case studies using a 7-tuple of the form \{\{1,H,M,L,50\%,50\%,50\%\}\}. This example has an Arrival Rate of 1 I/O operation per second, High Performance requirements, Medium Reliability requirements and Low Space Efficiency requirements, with equal parts Small Sequential Reads to Large Random Writes. We use the QoS constants \( k_P = 2, k_R = 3 \) and \( k_S = 1 \) for all case studies. Videos of the case studies are at http://www.doc.ic.ac.uk/~njd200/studies.html.

Case Study: Order of placement

In order to verify the order in which the simulation places data, we executed the simulator with a single input data stream with the characteristics \{\{1,M,M,M,50\%,50\%,50\%\}\}. As shown in Figure 9, the green (better than required) portions of the storage are the first to be filled. Next (at \( t = 6000 \)) the yellow (as required) portions of the storage start to be filled since there are no more green areas. In this example, since the simulation was only asked to fill 80\% of the space, the red portions of the storage will never be used since no more space is needed.
Case Study: Performance Comparison

The next experiment is to measure the performance of the placement method in terms of rate of I/O operations. In order to provide a basis for comparison we will also investigate the case where a random placement algorithm is employed. We explore two scenarios, both with a single input stream with characteristics \([1,M,M,M,50\%,50\%,50\%]):

- Scenario A: 80% free space aim
- Scenario B: 20% free space aim

![Figure 10: Performance of the VSS in Scenario A.](image1)

![Figure 11: Performance of the VSS in Scenario B.](image2)

The graph for Scenario A (Figure 10) demonstrates that by using the intelligent placement technique over the random placement technique there is a performance increase of nearly 2.5 disk operation per unit time. Scenario B (Figure 11) only yields a performance increase of 0.75 disk operations per unit time. This is because when the system is kept at 20% of storage space in use, the probability of finding high performance areas of storage is high since they would not yet have been filled. This means that the majority of the data will be placed in these areas yielding very good performance for the system as a whole. When the percentage of storage space in use is set at 80%, the chance of finding a high performance area is far lower.

Case Study: Multiple Streams

Since in reality many data streams will be competing with each other to allocate space, we now explore the case of multiple concurrent streams. Figure 12 shows the animation of a run with 3 streams: \([1,H,M,L,17\%,18\%,84\%], [3,L,M,H,78\%,81\%,13\%], [1,M,M,M,50\%,50\%,50\%])

Stream 0
Stream 1
Stream 2
Storage View

![Figure 12: Multiple streams acting on one VSS.](image3)

Figure 12 demonstrates the multiple stream simulation. An interesting thing to notice about this run of the simulation is that, because each stream was given very different characteristics, the way each values its underlying storage is very different. There are certain areas of the storage that are preferred by all streams; this can lead to conflict between the streams.

![Performance Graph](image4)

![Random Placement — Intelligent Placement](image5)

Figure 13: Performance profile when multiple streams are acting on the same storage.

In Figure 13 we observe that our intelligent placement scheme succeeds in allocating storage space such that performance is improved over results from a random allocation scheme.

Case Study: Changing Stream Characteristics

We demonstrate the extent to which our simulation is capable of responding to changing access pattern characteristics by migrating data in a case study with a single stream with parameters \([1,L,M,H,78\%,81\%,13\%])
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Figure 14: Changing QoS stream characteristics.

Figure 14 shows an example of a simulation where there is a change in the stream’s characteristics mid run. The four snapshots correspond to the follow situations:

a): Shortly before stream characteristics change.

b): The point at which the stream’s characteristics change. Note that portions of the storage that were unsuitable are now classified as good.

c): The simulation in mid-migration.

d): The final resting place of the data post-migration.

Figure 15: Performance where a stream’s characteristics have been changed in mid-simulation.

Figure 15 shows a performance graph of this run of the simulation. The most noticeable aspect of the graph is the spike at $t = 16000$, caused by the migration process writing the poorly placed data to the best available space, which is very high performance. Also note the system’s performance is higher post migration.

Case Study: Changing Space Consumption

It is to be expected that with time a system’s space utilisation will grow and shrink. In this context we investigate the extent to which migration can be applied successfully. Figure 16 shows an example of the simulation with a single stream with settings {I,M,M,M,50%,50%,50%}.

a): The file system reaches its highest space utilisation.

b): The file system at its lowest space utilisation.

Figure 16: Example of a simulation when the file system grows and then shrinks.

c): Migration is 50% complete.

d): The post-migration layout of the data.

Once again, performance is higher post migration.

CONCLUSION

This paper has described methods of profiling and characterising a storage device under different conditions to achieve an in-depth picture of how the device will perform. We have then discussed the placement and migration of data on such a storage device to best meet users’ performance, reliability and space efficiency requirements. This has been implemented in a simulation where data streams can be specified to operate on the storage, and we have demonstrated this in operation through a number of case studies.

There are many opportunities for further work. One attractive feature of VSSs is the ability to add new devices dynamically. This requires a mechanism for detecting when such an event has occurred and automatically re-profiling the VSS. We have also not modelled the failure of hard drives and the operation of RAID systems in degraded mode, but these would obviously have a major effect on performance and would complicate placement and migration. Finally, real-life processes often anticipate the amount of storage they will require and provisionally pre-allocate space to ensure that their data is not fragmented, but this is not currently supported.
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ABSTRACT
In designing embedded systems, such as printers, it is vital to select the proper subcomponents and to fully realize their potential. In this paper, we propose a simulation-based approach to assess and improve tentative printer datapath architectures.

INTRODUCTION
Present-day printers process all kinds of documents, involving both paper-based and data-only formats. An important part is the digital datapath, that transforms the input data (PostScript or scanned image) to the output data format. The datapath functionality warrants the coordination of various resources, allowing their concurrent use. Developers face the task of establishing architectures by selecting and connecting resources, as well as specifying scheduling and resource allocation strategies. Architecture proposals need to be assessed by evaluating their performance. We will sketch a simulation-based approach to achieve this, concentrating on the datapath architecture and abstracting from the physical paper-and-ink aspects. Our research is an elaboration of (Ignà et al. 2008).

A printer system contains a scanner as input device, a printer (in the narrow sense) as output device, whereas a network port serves as input-output device. Between input and output, a series of image processing tasks are performed, depending on the nature of the requested job type (e.g. print, scan, copy). In (Brassé and de Smet 2008), typical examples of image processing are given. Steps are executed concurrently, requiring resources such as memory for temporary storage (e.g. volatile RAM, flash memory, hard disk), buses for data transport, and processing hardware (e.g. general purpose CPU, graphical processor, FPGA block, ASIC).

Typically, in a printer datapath, the requested image quality may not be sacrificed for speed. An end user may observe that the printer slows down when a complex image is processed. In a video environment, this requirement is reversed; image quality must be sacrificed, if necessary, in order to achieve the timely delivery of the images.

In designing a datapath architecture, the resources should be balanced in order to meet the performance and quality requirements without unnecessary costs. Simulation is used to assess the consequences of given architectures and scheduling policies, producing charts and tables that allow to identify performance bottlenecks and thereby suggest improvements. Given the concurrent nature of the modeled system and the need for hierarchy, we use CPN Tools (http://wiki.daimi.au.dk/cpntools/cpntools.wiki; Jensen 1992). High-level Petri nets like CPN are often used for performance modeling and evaluation, viz. (Frigerio and Salice 2008; Machado et al. 1998; Sokolov et al. 2007).

Jobs are characterized by their use case (e.g. color-copying with 141% zoom) and parameters (e.g. input and output paper size). Figure 1 depicts an example use case, defining the job structure of a class of simple copy jobs. It consists of scanning, image processing, and then printing (in several copies) a document consisting of multiple pages. An actual job belongs to a use case and possesses several job parameters, such as the number of copies. In the depicted use case, each document page is scanned, followed by resampling, halftoning, and finally printing. The printed images are also uploaded; these uploaded images must be downloaded in order to print additional copies.

The use case in Figure 1 contains the parameters $d$ (document page) and $c$ (copy number). The function $p(d)$ gives the number of page $d$; initially, because of the initial token in place $x$, the start scan event takes the page $d$ satisfying $p(d) = 1$ (the first page). When resampling has finished, the page number is incremented. The pair $(d, c)$ consists of page $d$ and a copy number $c$. The function $nxt(d, c)$ increments the page number, so $nxt(d, c) = (p(d) + 1, c)$ unless $d$ is the last page, in which case $nxt(d, c) = (1, c + 1)$. If $d$ is the last page and $c$ the last copy, then $nxt(d, c)$ is empty. Because of the initial token in the place $y$, downloading starts from the second copy onward.

Dependencies between tasks are indicated in CPN notation. Each task consists of a start and end event and may be parameterized. For instance, because of the ini-
tial token in place \( x \), the \textit{start-scan} event in the figure is enabled with a document page \( d \) satisfying \( p(d) = 1 \). As the function \( p(d) \) gives the page number of a document, this ensures that scanning is started with the first page. Resampling is pipelined with scanning, so it can start before scanning has ended. When resampling has ended, the next page (with page number \( p(d) + 1 \)) can be scanned concurrently with half-toning the current page. Half-toning needs the full image, so it is not pipelined. Uploading and printing the first copy of the half-toned images are concurrent. For printing copies beyond the first, the images must be downloaded, which is ensured by the initial token in place \( y \).

Figure 2 gives in part two possible execution charts of the job of Figure 1, for an architecture with a single bus resource that is fully occupied by uploading and downloading jobs. The printing of the first copies \( p(1,1) \ldots p(4,1) \) \( (p(1,1) \) occurs between \textit{start print} and \textit{end print} with \( d = 1, c = 1 \) and the uploading \( u(1) \ldots u(4) \) are concurrent. Uploading and downloading needs the same resource, so concurrency between these tasks is not realizable. In the topmost chart, the uploading of the first page \( u(4) \) causes a delay in the printing of the second copy \( p(1,2) \), because \( d(1,2) \) (downloading page 2) has to wait until \( u(4) \) has terminated. A different scheduling policy that allows preemption of the \( u(4) \) task may reduce the printer idle time, as shown in the bottom chart.

In the sequel, we describe the models and experiments of a datapath simulation study that we have carried out.

**MODELING**

**Top level and job handling**

Modeling with CPN tools (and similar high-level Petri nets) presents a choice between adding structure to the net model or to the token colors. Typically, a balance is maintained between the two. In our model, a division is made between job and resource handling. The job handler consists of use cases depicted as partial orders like Figure 1; so the net structure represents the job workflow. The resource handler instead uses data (token colors) to control the flow. Resources are not modeled individually, as, unlike use cases, many possible architecture choices are possible. Representing these choices by colors rather than by net structure offers more flexibility.

The job handler controls the workflow, keeping track of enabled events, which are transferred to the resource handler through the request place. The requests contain all relevant parameters for the resource handler, such as task sizes. Depending on resource availability, the resource handler takes care of executing the event and enabling successor events after appropriate timing delays. These delays are computed from the resource characteristics and the event parameters. The successor triggers are communicated back to the job handler. Note that a single event may trigger several successors, viz. \textit{start scan} in Figure 1. The modeling closely resembles the nets-as-tokens approach from (Valk 1998); the use case partial orders can be interpreted as net tokens handled by the resource handler substitution transition.
Figure 3: Top-level Model

Figure 3 depicts the top level of our simulation model. The job handler contains a partial order subnet for each use case. Figure 1 is an example subnet; the actual CPN models contain more image processing events than depicted in Figure 1. Also, additional interface arcs allow events to communicate with the resource handler. The job generator can either generate a fixed set of print jobs or a random stream that might occur in practice.

Resource handling

The Resource Handler subnet in Figure 4 deals with individual events and contains information about the system architecture, resource allocation and scheduling strategies. It maintains information about the occupation of resources and the tasks that occupy them. Note that some tasks allow preemption - they may be interrupted and their resources redistributed. Some resources, like data buses, can be partially allocated to tasks, allowing them to proceed at a slower rate.

Some information about the successors of requested events is needed in addition to the resource state. Currently, a data structure containing use case information is provided.

Figure 4 depicts the Resource Handler subnet. All requests submitted to release resources are handled by the release resources transition, recalculating the resource capacities stored in the resource state and moving the event requests from the request claim/release place to the requests place. The requests place contains a queue of events waiting for their requested resources to become available to them, based on the resource allocation rules and scheduling policy implemented. Once the resources for a waiting event are allocated, the handle request transition updates the resource state and adds the successor events, determined from the partial order data structure, to the running jobs (busy tasks) list. This list contains records consisting of job information, event name, remaining size and current rate. If the current rate of a busy task is not modified, its time to completion equals the remaining size divided by the current rate. Note that the reallocation of resources can modify the current rate.

The subnet task manager is responsible for monitoring the running jobs. This subnet contains timed color sets; it computes the required delays. Whenever a new successor event is added to the running jobs list, a trigger is created by adding a token in the trigger place. This enables the task manager, which calculates the earliest finish time (EFT) for the jobs in the running jobs list based on their remaining size and current rate attributes. If there are no further new additions to the running jobs list, the task manager removes the event with the EFT equal to the current model time and sends a trigger to enable the corresponding event in the Job Handler partial order through the granted successor interface place. Additionally, the task manager recomputes the remaining size, current rate and EFT for the remaining entries in the running jobs list. Note that a calculated EFT can either be invalidated by a new addition to the running jobs list with a smaller completion time, or by influencing the current rate of entries in the running jobs list. In some cases, this causes superfluous recalculation of the remaining size and current rate of the entries in the running jobs list. This is a result of the constraint in CPN Tools that a token with a given time stamp cannot be removed or updated before its due time.

Figure 4: Resource Handler
The sketched division between job and resource handling greatly improves the clarity and reusability. There is a price attached, though. The resource handler, which is responsible for scheduling decisions, has less information about tasks to be executed, which makes lookahead scheduling harder to implement.

SIMULATION EXPERIMENTS

Simulation models have been built for a use cases that differs somewhat from Figure 1. These models have been compared to an implemented prototype for validation purposes. In addition, Gantt charts produced by the simulation were inspected by the prototype engineers. The validation led to a reduction in expected size of input documents (reducing durations and resource usage). Also, the duration distribution for the uploading and decompression tasks that precede printing in the use case had to be adapted. Then, new printer datapath architectures were modeled and experimented with, resulting in various proposals for improvement. One example addresses the buffers $X,Y$ used for storing intermediate results of the image processing tasks $I$ (interpreting), $R$ (rendering), $C$ (compressing), and $S$ (storing). These tasks occur in many print use cases and must be executed in sequence for any page. Step $I$ claims writes to $X$; task $R$ reads from/releases $X$ and claims writes to $Y$; task $C$ overwrites $Y$; task $S$ reads from/releases $Y$. The average durations for the $I,R,C$ and $S$ tasks were respectively set to 1.61, 0.99, 0.95 and 0.67 time units. Buffer capacity is claimed at the start of a task and released upon termination. The CPN model for this experiment consists of about 100 nodes (places and transitions), 50 functions and 30 data types (color sets) in total. The job handler subnet contains the majority of the nodes, that were of a very generic nature. The resource handler is responsible for most arc inscriptions and function definitions. Monitors were added for recording execution times and resource utilization. Explorative simulations were carried out, simulating the processing of 500 pages within several architecture choices.

Figure 5 symbolically charts a simulated run containing a five-page print job where buffers $X,Y$ allow respectively two and one images to be stored concurrently. This buffer strategy (BS) is called BS-21. The charted run clearly shows gaps (idle time) for each of the four tasks. By increasing buffer $Y$, these gaps can be reduced. The chart in Figure 5 has been simplified; due to variations in page contents and CPU utilization, the duration of tasks is not constant. In the actual model, stochastic variables are used. Choosing distributions for the task durations did require focussed breadboard experiments. Moreover, shortage of non-buffer resources may cause additional gaps. The actual experiments did take these influences into account.

After an exploratory phase, a few promising designs were selected for an in-depth simulation study processing 30 subruns with 500 pages, taking about 25 minutes of simulation time on an Intel Centrino Duo 2.20 GHz CPU with 2GB RAM per alternative. These simulations resulted in performance characteristics with confidence intervals (given as half widths) for the chosen alternatives. Table 1 lists five buffer strategies BS-$xy$, with buffers $X,Y$ allowing the storage of respectively $x,y$ images.

In the simulation experiments, jobs amounting to 500 pages were generated for each modeled architecture. Job generation was then stopped and the systems ran to completion. The task durations were randomized with experimentally determined normal distributions. The simulated metrics include duration until completion (cdur) with 95% half width (hw). Also, the idle times of task $I$ (itI) with half widths are listed and likewise for tasks $R,C,$ and $S$.

Table 1 shows that task $I$ has the least idle time, so it is probably a bottleneck. During the execution of a job, a scheduler should keep idling of bottleneck resources to a minimum. Architectures BS-11, BS-21, BS-12 perform suboptimally in this aspect. A dramatic improved is achieved by BS-22. A further increase of buffer sizes gives only marginal improvements. The confidence intervals clearly indicate that these deductions are valid. Note that by increasing the efficiency (strategies BS-22 and BS-23), the standard deviation becomes larger, as running jobs can influence one another in more ways.

We have extended the above experiments, involving the bandwidth of the bus used by the storage task, which influences the duration of that task. Figure 6 plots the duration until completion with respect to the bandwidth for each of the five buffer strategies.

Note that strategy BS-12 does not benefit from a bandwidth increase. This illustrates the fact that task $I$ is critical for this strategy. Reducing the duration of storage thus will not affect the overall duration.
Table 1: Buffer strategy simulation results

<table>
<thead>
<tr>
<th>arch.</th>
<th>cduration</th>
<th>hw</th>
<th>it</th>
<th>hw</th>
<th>it</th>
<th>hw</th>
<th>it</th>
<th>hw</th>
<th>it</th>
<th>hw</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS-11</td>
<td>1373</td>
<td>2.3</td>
<td>572</td>
<td>1.6</td>
<td>876</td>
<td>1.8</td>
<td>924</td>
<td>2.1</td>
<td>1032</td>
<td>2.2</td>
</tr>
<tr>
<td>BS-12</td>
<td>1292</td>
<td>2.6</td>
<td>492</td>
<td>1.3</td>
<td>798</td>
<td>1.8</td>
<td>844</td>
<td>3.2</td>
<td>943</td>
<td>3.3</td>
</tr>
<tr>
<td>BS-21</td>
<td>1279</td>
<td>2.7</td>
<td>472</td>
<td>3.0</td>
<td>781</td>
<td>2.6</td>
<td>830</td>
<td>1.5</td>
<td>945</td>
<td>1.7</td>
</tr>
<tr>
<td>BS-22</td>
<td>847</td>
<td>5.7</td>
<td>52</td>
<td>8.4</td>
<td>354</td>
<td>8.2</td>
<td>405</td>
<td>8.7</td>
<td>495</td>
<td>9.7</td>
</tr>
<tr>
<td>BS-23</td>
<td>842</td>
<td>6.7</td>
<td>47</td>
<td>9.4</td>
<td>349</td>
<td>9.5</td>
<td>401</td>
<td>9.7</td>
<td>489</td>
<td>10.4</td>
</tr>
</tbody>
</table>

Figure 6: Buffer Strategies and Bandwidth Durations

CONCLUSION

There is much literature on comparing distributed system architectures (e.g., flexible manufacturing systems) by simulation. In this vein, we have studied printer datapaths. Our approach allowed to compare tentative designs and measure their performance under more or less realistic circumstances. Experimenting with simulation models - in contrast to hardware prototypes - allows full access to the state, giving much more opportunities to detect possible causes of suboptimal behavior. Of course, there are costs involved in modeling (e.g. to obtain duration distributions) and validating the models, but the costs of, e.g., developing an emulator are much higher.

Using colored Petri nets for modeling the use cases as in Figure 1 allows runtime inspection of states from the tokens representing busy or waiting tasks. Thus, queues caused by resource shortage can be observed, which is a great help in diagnosing the model’s performance. Exploration can even be improved by allowing models to be adapted at run-time, saving time that would have been needed to modify, recompile and restart. CPN Tools allows to explore alternatives, while retaining the possibilities to replicate experiments and compute confidence intervals for in-depth simulation experiments with reliable conclusions.

Simulation methods do supplement the methods addressing the steady state behavior for jobs consisting of “infinitely” many pages. Such methods allow the search for optimal designs in certain circumstances (Ghamarian et al. 2006). However, for a queue containing several finite jobs, a schedule producing good steady state behavior for each individual job may perform not so well. Assessing the schedules by simulation is therefore necessary.

The sketched approach presents a few challenges, such as calibrating the needed parameters as well as the knowledge transfer needed between the developers of the system architecture and of the simulation model. Ideally, the engineers involved in printer development should also create the simulation models and conduct the experiments. We plan to support developers without extensive knowledge of CPN Tools by a toolkit that generates simulation models from a specification of the design choices.

REFERENCES


Frigerio, L. and F. Salice 2008 “A performance-oriented hardware/software partitioning for datapath applications.” Proceedings CODES+ISSS ’08, ACM.

Ghamarian, A.; M. Geilen; S. Stuijk; T. Basten; A. Moonen; M. Bekooij; B. Theelen; and M. Mousavi 2006 “Throughput analysis of synchronous data flow graphs.” Proceedings ACSD ’06, IEEE.


State Estimation of a Nonlinear CSTR Using a Novel Asynchronous Data Fusion Based on Adaptive Extended Kalman Filter

Vahid Fathabadi  
Mehdi Shahbazian  
Karim Salahshoor  
Lotfollah Jargani  
Petroleum University Of Technology  
Department of Instrumentation and Automation,  
P.O.Box 12333, Tehran,  
Iran  
E-mails: vahidfathabadi@gmail.com, shahbazian_m@yahoo.com, salahshoor@put.ac.ir, pooria_jargani@yahoo.com

KEYWORDS
Multi sensor fusion systems, Decentralized data fusion, Extended Kalman filter, Adaptive Fading Extended Kalman filter, State estimation.

ABSTRACT
This paper presents the state estimation problem for nonlinear industrial systems using asynchronous measurements to simulate the circumstances of practical processes. There exist three distinct difficulties encountered in real-world applications, i.e. lack of perfect knowledge on model-reality mismatch and noise distribution matrices, diversified sampling rate and communication delays. For the first drawback, an adaptive fading extended Kalman filter (AFEKF) is utilized to simultaneously alleviate both model uncertainty and measurement noise. For the second problem, a distributed AFEKF is proposed to cover the issue of multi-rate measurement signals. To meet the last challenge, three methods are proposed which encompass the fusion of modified AFEKF and Alexander EKF(Alexander 1991) method. A comparative study was further conducted on a simulated nonlinear CSTR to demonstrate the extent of improvement achieved over the existing methodologies. Simulation outcomes indicate a significant superiority of the proposed approaches.

INTRODUCTION
Data fusion is the process of dealing with association, correlation and combination of data and information from single or multiple sources to achieve refined position and identity estimates. Multi-sensor fusion systems (MFS) often receive data from dissimilar sensors. Hereafter, the system should consider the coordination between sensors such as different communications or inherent delays and also different sampling rate.

In this paper, the nontrivial problem of multi-sensor multi-rate data fusion is reformulated in a distinct manner to let for a more specific treatment. Three sources of difficulties can be distinguished accordingly; these are: 1) Model-reality mismatch and unknown noise distribution matrices. 2) Measurement signals with different sampling rates. 3) Different communication delays.

Among the various techniques available for multi-sensor data fusion, Kalman filtering-based approach is one of the most significant one, as it proves to be an efficient recursive algorithm suitable for real-time applications. In classical Kalman filter approaches, however, a Gaussian distribution is assumed a priori for both process and measurement noise signals; a centralized fusion filter that assumes all observation coming with known fixed specifications, i.e. mean and covariance matrices. For many real-world applications this may not truly be the case. Some methods have been proposed in literature to meet this challenge. In (Authur et al. 1987), the adaptive Kalman filter banks for weights have been used to compute covariance. In (Moose 1975), the output correlation has been used to compute Kalman gain without care of this covariance. In this paper an AFEKF approach is proposed to reduce the effect of model-uncertainty and inaccurate assumptions made on noise characteristics.

Asynchronous data fusion is used when measured signals are received with different sampling rate and communication delays. In the time delays context, a common approach is the partial differential equation (PDE) approach used frequently in literature. This approach is usually related to solving a partial differential equation with boundary condition which do not have an explicit solution in general. For the case of discrete-time systems, the problem has been investigated via system augmentation and standard Kalman filtering. Note that the augmented Kalman filtering approach is computationally expensive, especially when the dimension of the system is high and the measurement lags are large. On the other hand, the polynomial approach only addresses the steady-state filtering problem and it requires solving a much higher order of spectral factorization for systems with delays. To this end, we here present novel technique which sum up the advantage of AFEKF (Authur et al. 2009) and Alexander method (Alexander 1991). A recalculation methodology as a well-established approach is also examined to probe its viability within the new framework. A careful comparative study was carried out via a simulated nonlinear CSTR to illustrate the effectiveness of the proposed algorithm in this paper.

The rest of this paper is organized as follows: Based on nonlinear process and incomplete noise statistical character, state estimation procedure based on EKF and adaptive fading methods has been derived in following section. The next
section shows how the EKF algorithm can be changed to accommodate latency in the measurements due to both communication delay and multi-rate sensors. In next section, CSTR industrial plant will be simulated. Simulation results illustrating the performance of the proposed state estimation approaches are presented in next section. Finally, last section summarizes the main conclusions.

PROPOSED METHODOLOGY

Extended Kalman Filter

Extended Kalman filter (EKF) gives a simple and effective remedy to overcome nonlinear estimation problem. Its basic idea is to locally linearize the nonlinear functions at the sampling time instant around the most recent process condition estimate.

\[
x(k) = F(k)x(k-1) + B(k)u(k-1) + w(k-1)
\]

\[
z(k) = H(k)x(k) + v(k)
\]

Where the state transition matrix \(F(k)\), the input matrix \(B(k)\), and the observation matrix \(H(k)\) are the Jacobian matrices which are evaluated at the most recent process operating condition in real-time rather than the process fixed nominal values. Now, a linear state space system and a linear measurement equation are in (1) and (2) respectively. That means standard Kalman filter equations can be used to estimate the state. Thus, the following equations are named as the EKF equations:

\[
\tilde{x}_k = f_{k-1}(\tilde{x}_{k-1}, u_{k-1})
\]

\[
P^-_k = F_{k-1}P^-_{k-1}F_{k-1}^T + Q_{k-1}
\]

\[
K_k = P^-_kH_k^T\left(H_kP^-_kH_k^T + R_k\right)^{-1}
\]

\[
\tilde{x}_k^+ = \tilde{x}_k + K_k(z_k - h_k(\tilde{x}_k))
\]

\[
P^+_k = (I - K_kH_k)P^-_k
\]

Adaptive Fading Extended Kalman Filter

The extended Kalman filter formulation assumes complete a priori knowledge of the process and measurement noise covariance matrices \(Q_k\) and \(R_k\). However, in most practical applications these matrices are initially estimated or, in fact, are unknown. The problem here is that the optimality of the estimation algorithm in the extended Kalman filter setting is closely connected to the quality of the \textit{a priori} noise statistics. It has been shown how poor estimates of the input noise statistics may seriously degrade the Kalman filter performance, and even provokes the divergence of the filter (Fitzgerald 1971). From this point of view it can be expected that an adaptive formulation of the extended Kalman filter will result in a better performance or will prevent filter divergence.

In this case, the covariance of the adaptive fading algorithm is (Author et al. 2009):

\[
C_k = E[\eta_k\eta_k^T] = H_kP^-_kH_k^T + R_k
\]

Where \(\eta_k = z_k - h_k(\tilde{x}_k), \ P^-_k\) and \(R_k\) are innovations, a predicted error covariance and a measurement covariance of the EKF, respectively. \(C_k\) has been referred as the calculated innovation covariance. In general, the innovation of the filter is easily affected by unaccounted errors, such as an unknown fault bias, an un-modeled dynamic, or an unknown initial condition. Also, the innovation covariance shows the effect of any unaccounted errors, as they are directly involved in the computations of the innovation.

As a result, the change of an innovation covariance can be used for an adaptive filter. The increased innovation covariance can be estimated as

\[
\bar{C}_k = \frac{1}{M} \sum_{i=k-M+1}^{k} \eta_i\eta_i^T
\]

(9)

Where \(M\) is a window size. \(\bar{C}_k\) is called the estimated innovation covariance in this paper.

To account for the effect of the unaccounted system model errors, Kim (Kim 2006) proposed the AFKEF. In this section, we summarize the structure of the AFKEF. Assume that the exact dynamic or measurement equation is unknown. The relation between \(C_k\) and \(\bar{C}_k\) is defined as \(C_k = \alpha_kC_k\). Then, the scalar variable \(\alpha_k\) can be estimated by

\[
\alpha_k = \max\left\{1, \frac{1}{m}\text{tr}\left(C_k\bar{C}_k^{-1}\right)\right\}
\]

(10)

Where \(m\) is the dimension of \(z_k\), which is the \(m\times1\) measurement vector. When the innovation covariance is increased by unaccounted errors, an estimated innovation covariance \(\tilde{C}_k\) shows the estimate of the true innovation covariance.

We consider the first case, in which the dynamic equation is not known exactly. Generally, the effects of incomplete information in the dynamic equation can be compensated by the increase of the magnitude of \(P_k^-\). Thus a predicted error covariance must be increased to compensate the effect of an inexact dynamic equation as \(\tilde{P}_k^- = \lambda_kP_k^-\). Here \(\lambda_k\) is called a forgetting factor and \(\lambda_k \geq 1\). Then \(\tilde{C}_k\) can be represented by

\[
\tilde{C}_k = H_k\tilde{P}_k^-H_k^T + R_k = H_k(\lambda_kP_k^-)H_k^T + R_k
\]

(11)

In (11), we can obtain the following equations

\[
\alpha_k[H_kH_k^T + R_k] = \lambda_kH_kP_k^-H_k^T + R_k
\]

\[
\lambda_k \approx \frac{\text{tr}(\alpha_kH_kP_k^-H_k^T + (\alpha_k-1)R_k)}{\text{tr}(H_kP_k^-H_k^T)}
\]

(12)

Here, (12) gives an approximate value of \(\lambda_k\). However, the measurement equation does not have unaccounted errors in the first case. As a matter of fact, an innovation covariance is increased by the increased predicted error covariance, not the measurement covariance. This indicates that the ratio of innovation covariances \(\alpha_k\) is mainly generated by \(\tilde{C}_k\).

Therefore it can be assumed that \(\alpha_k\) is almost equal to \(\lambda_k\). With the assumption of \(\lambda_k = \alpha_k\), the error covariance is \(\tilde{P}_k^- = \alpha_kP_k^-\). The AFKEF using this concept is denoted as “the AFKEF with rescaling-\(P_k^-\)”.

Next, we consider the second case, in which the measurement equation is not known exactly. The estimation error and the innovation covariance may be also increased by the effect of the unknown information, as they were in the first case. Here, the dynamic equation does not have unaccounted errors in the second case. So, an innovation
covariance is increased by an increased measurement covariance, not a predicted error covariance. The effects of incomplete information in the measurement equation can be compensated by the decrease of the magnitude of $K_k$. We set $\lambda_k=1$ because the predicted error covariance is unchanged as $P^*_k = P^*_k$ and we use the Kalman gain that is decreased by $1/\lambda_k$. The decrease of the Kalman gain magnitude means that it depends less on measurement information. The AFEKF using this concept is denoted as “the AFEKF with rescaling-$K_k$.”

**ASYNCHRONOUS KALMAN FILTER**

In the previous section, it was assumed that all the sensor measurements are synchronously available at each sampling instant. This unrealistic assumption must be disregarded in accordance with the communication delay or the different sensor sampling rates that affect the multi-sensor data fusion procedure.

**Asynchronous Communication Delay**

A nonlinear discrete system observed by non-delayed measurements where both process and measurements are influenced by additive Gaussian noise can be put in state space form in (1) and (2).

Furthermore, if this system has an output that is delayed n samples, for instance due to a slow sensor or a long processing time of the sensor data, there will be a second output equation (Author et al. 1998):

$$z^*_k = h^*(x_k, s) + v^*_k$$  \(13\)

Where

$$s = k - N$$

The delayed measurement cannot be fused using the normal extended Kalman filter equations but requires some modifications in the structure of the filter.

**Recalculation Method**

If only a few measurements are fused in the delay period or if the computational burden of the filter is uncritical, an optimal filter estimate can be obtained simply by recalculating the filter through the delay period. As the measurement are not available in the time interval $t=S$ to $t=K$, it is suggested to update state and covariance without measurement update in this time interval. As soon as measurement of time $t=S$ is received with delay at $t=K$, estimation procedure begins with time update and measurement update again from $t=S$, and will be proceed to time $t=K+1$ using only time update equations. The repeated manner of this procedure imposes high computational burden. Thus the following methods are proposed to overcome this drawback.

**Updating State at different times(Alexander method)**

Using the standard extended Kalman filter equations, the measurement $z^*(k)$ should be fused at time $s$, causing a correction in the state estimate and a decrease in the state covariance. As the state covariance matrix decides the Kalman gain, the measurements occurring after this will all be fused differently than if the measurement update for $z^*(k)$ is omitted. Therefore, if the measurement $z^*(k)$ is delayed n samples and fused at time $k$, the update data should reflect the fact that the n data updates from time s to k. Therefore, the state and covariance estimates have all been affected by the delay in a complex manner.

Equations that account for this when fusing $z^*(k)$ at time k has been derived in (Alexander 1991) but are of such complexity that they are not feasible in many cases. It is, therefore, suggested that if the measurement sensitivity matrix $H^*(s)$ and the noise distribution matrix, $R^*(k)$ are known at time s, the filter covariance matrix should be updated as if the measurement is available. This leads the measurements in the delay period to be fused as if $z^*(k)$ had been fused at time s. At time k, when $z^*(k)$ is available, incorporating $z^*(k)$ is then greatly simplified, by adding the following quantity after $z(k)$ has been fused:

$$\delta_k = M_k \{z^*_k - H^*_k \delta_k \}$$  \(14\)

If the delay is zero, $M^*$ is the identity matrix. For $n>0$, $M_n$ is given by:

$$M_n = \prod_{i=0}^{n-1} (I - k^{-1} H_{k-1}) F_{k-i-1}$$  \(15\)

The prime on $K^*$ signifies that these Kalman gain matrices have been calculated using a covariance matrix updated at time s with the covariance of the delayed measurement. As one factor in the above product can be calculated at each sample time, the method only requires two matrix multiplications at each sample time.

**Combination of Alexander and Adaptive Fading Method (our Suggestion)**

The mere principal of Alexander approach lies in the utilization of classic EKF. He initially assumes prior complete knowledge of the noise distribution characteristics, both for process and measurement signals. This proposition however, in many instances turns out to be unrealistic. To make room for the unknown variable noise attributes (mean and covariance matrices) and also for the realistic problem of model uncertainty, we provide an incremental strategy in which no such a restrictive prior assumption is made on noise properties, but rather we try to alleviate the degrading effects of unknown noise and model-reality mismatch, using an adaptive fading method fused with Alexander technique. Hence, based on above sections, the Equations (14) and (15) in Alexander method are replaced by

$$\delta_k = M_k \{z^*_k - H^*_k \delta_k \}$$  \(16\)

$$M_n = \prod_{i=0}^{n-1} (1 - \frac{\lambda_k}{\alpha_k} k_{k-i} H_{k-i}) F_{k-i-1}$$  \(17\)

Where $\alpha_k$ and $\lambda_k$ are (10) and (12).

**Different Sampling Rates**

Assume that the m sensors are geographically distributed on an industrial plant. Estimation procedure should have the ability to deal with the amount of data that will be received by the estimation node at different times. In this paper decentralized data fusion will be used to estimate states from asynchronous different sampling rate sensors.

In order to deal with different sampling rate sensors, Alouani suggestion (Alouani 1994) is to fuse received measurement values at the end of pre-selected time interval. In contrast, the authors suggestion is to fuse data of multi-rate sensors at
any time in which a measurement is received. At this step, the fused value of states and covariances are sent back to estimation nodes as the information of data of time = k and the procedure will be repeated to estimate the desired values of time = k+1. As the sensors are multi-rate, naturally measured values of all sensors cannot be accessible at each arbitrary time-step. Thus, for those sensor nodes that measured value are not available, they send state and covariances which have been computed by only time-update equation to fusion node.

For \( i = 1, 2, \ldots, m \), suppose that \( \hat{X}_i(k) \) and \( P_i(k) \) are the state estimates and the estimation error covariance matrices of \( X_i(k) \) by adaptive fading extended Kalman filter, which are independent of each other, then the optimal fused estimate in the sense of linear minimum covariance is given by

\[
\hat{X}(k|k) = \sum_{i=1}^{m} a_{i,k} \hat{X}_m(k|k)
\]

(18)

Where

\[
a_{i,k} = \left( \sum_{j=1}^{m} P_{j,m}^{-1}(k|k) \right)^{-1} P_{i,m}^{-1}(k|k)
\]

(19)

and the corresponding estimation error covariance matrix is

\[
P(k|k) = \left( \sum_{j=1}^{m} P_{j,m}^{-1}(k|k) \right)^{-1}
\]

(20)

MATHEMATICAL MODEL OF CSTR

An irreversible and exothermic reaction \( A \rightarrow B \) takes place inside the jacket CSTR. The reaction is operated by two proportional controllers that are used to regulate the outlet temperature and the tank level. A cooling jacket surrounds the reactor and the coolant is water in this case. Negligible heat losses, constant densities, perfect mixing inside the tank and uniform temperature in the jacket are assumed.

The dynamic equations describing the system are given by (Jones and Luyben 1989):

\[
dV = F_i - F_o
\]

\[
\frac{d(VCa)}{dt} = F_i Ca - F_o Ca - \left( k_v \exp \left( \frac{E_a}{RT} \right) \right) Ca
\]

\[
\frac{d(VT)}{dt} = \rho c_p \left( F_i T_i - F_o T_o \right) - \Delta H \left( k_v \exp \left( \frac{E_a}{RT} \right) \right) Ca - U a_o (T - T_j)
\]

\[
\rho \frac{dT}{dt} = \rho c_p F_i (T_c - T_j) + U a_o (T - T_j)
\]

(21) (22) (23) (24)

SIMULATION STUDIES

For computer simulation, the CSTR nonlinear model is implemented using s-function and SIMIULINK facilities in MATLAB. The basic time unit is hours (hr) and the sampling time is taken to be equal to 0.005 hr.

As it is clear from CSTR equations, the outputs of the system are volume and temperature of product, concentration of A, and temperature of CSTR jacket. For the simulation studies, measurements \((V, T)\) have been assumed as the observed values in order to estimate all states of the system \((V, T, Ca, T_j)\).

Asyncronous Communication Delay

The implementation results of 3 proposed methods in corresponding section on CSTR case study are depicted in figures 1-2. In order to investigate the capability of the proposed methods in estimation of system states according to realistic settings in which asynchronous sensor data are corrupted with unknown noise together with an imperfect modeling, both incorrect values of noise variance assumptions and different communication delays are embedded in the simulation. The ratios of the incorrect values to the correct ones are 0.1 for measurement noise in Figure 1-2. These methods should compensate for the effect of lack of information. The capabilities of presented methods in extracting of real values are clearly illustrated via figures and root mean square error criteria (RMSE).

Figure 1. Estimation of Reactor volume which is measured by a 30 sampling period delay.

Figure 2. Estimation of Reactant concentration embedding a delay of 30 sampling periods.
Table 1. RMSE of different methods in estimation of CSTR volume when data of sensor V received after different values of delay. The measurement noise variance used in estimation is artificially set as 0.1 actual noise variance((0.002*48^2)).

<table>
<thead>
<tr>
<th>RMSE</th>
<th>Number of delay</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Alexander Method(A)</td>
<td>2.0785</td>
</tr>
<tr>
<td>CAAF Method(C)</td>
<td>0.3262</td>
</tr>
<tr>
<td>Adaptive Recalculation Method(R)</td>
<td>0.0595</td>
</tr>
</tbody>
</table>

Table 2. RMSE of estimation of temperature with different sampling rates. (NH corresponds to temperature sampling rate as high-rate sensor and NL is for volume as low-rate sensor; NH/NL is the ratio of two quantities.)

<table>
<thead>
<tr>
<th>RMSE</th>
<th>NH NL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Low Rate(Volume)</td>
<td>0.53242</td>
</tr>
<tr>
<td>High Rate(Temperature)</td>
<td>0.51294</td>
</tr>
<tr>
<td>Fusion</td>
<td>0.46142</td>
</tr>
</tbody>
</table>

Alexander method as discussed is only suitable in asynchronous paradigm with assumption of complete availability of noise information. This drawback has been approximately improved in CAAF method. On the other hand, Adaptive fading recalculation method has manifested the best performance but it is computationally more expensive than two other methods. In order to provide a more comprehensive comparison between the different methods in terms of accuracy, the RMSE values are presented for different values of delay from sensor V in tables 1.

**Sensors with Different Sampling Rate**

Figures 3-4 show the results of proposed method in corresponding section in which data generation rate of sensor T (as a high rate sensor) is 30 times of sensor V (as a low rate sensor).

Presented data in table 2 are produced by MATLAB software in which sampling rate of sensor T is NH/NL times of sensor V.

![Figure 3. Estimation of Reactor temperature.](image)

CONCLUSION

The mechanism of fusing uncertain, incomplete and asynchronous data from a variety of heterogeneous sensors to extract a single compilation of the overall system status for monitoring, control and decision making purposes has been considered in this paper. The inaccurate estimation of states in Alexander method due to a lack of solid consideration of existing model uncertainty and also a nonrealistic pre- assumption on noise distribution matrices, has been alleviated by incorporation of an adaptive fading EKF method (AFEKF). As compared with the adaptive recalculation method, the CAAF method proposed in this paper is much more computationally attractive, especially when the delays are large.

Also, an asynchronous decentralized data fusion platform for an estimation of multi-sampled signals based on AFEKF has been studied. The fused estimate proposed in this paper exhibits an improved performance over the scheme in which a single AFEKF is utilized for each sensor.

The simulation results, demonstrate the capability of the proposed approaches in real time monitoring and state estimation of a CSTR as a nonlinear case study.
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ABSTRACT
The paper deals with the problem of decision-making supports, which are supposed to be (i) properly integrated into the simulation models and (ii) potentially prearranged (verified) before their employment in simulation experiments. It was selected the architecture called ABAsim (Agent-Based Architecture of simulation models) to demonstrate a suitable embodiment of advisory components (supporting decision-making processes) within an agent. The case study briefly presents traffic simulations related to a passenger railway station, within the frame of which a selected decision-making support (realised as an artificial neural network) is introduced.

INTRODUCTION
Implementation of decision-making supports and their proper integration into the simulation models represents quite a challenging problem. The solution of that problem influences the credibility of the entire model. At first, let us present the mentioned topic using a specific agent-based simulation architecture (called ABAsim). Next, the simulation model (exploiting ABAsim architecture) reflecting the traffic within the passenger railway station is briefly introduced. Finally, a typical decision-making problem (of platform track assignment) occurring within passenger railway stations is presented and the corresponding realised support (including its integration into the model) is described.

ABASIM ARCHITECTURE IN A NUTSHELL
Agent-based architecture ABAsim (described in detail in (Kavička et al. 2007)) was mainly developed for simulation of large service systems (namely transportation logistic systems). Let us mention the most important features of those systems, which essentially influence the architectural properties.

Service system structures can be considered (from the point of view of order execution) strictly hierarchical. The order (the customer) entering the system initiates a recursive sequence of suborders, according to the rules of competence redistribution. All system elements (subsystems) work in a synergic way (unlike the majority of natural systems).

The entities within a service system (orders/customers and resources) can be divided into specialisation classes with the same behavioural rules for all entities in the class. This means that the responsibility for the behaviour of these entities is taken over by their superior subjects (agents). Hence, there is no reason to consider individual entities as agents. Transport service systems usually represent large-scale systems. It is necessary in most cases to transfer service resources to the customer (or vice versa), in order to actualise the service activity. Hence, frequent and complex transposition processes are typical within such systems.

Figure 1: The agent functions

The main agent functions in ABAsim architecture are described in Figure 1. A given task or goal is assigned to each agent. The agent then realises, according to its mission, its own life-cycle: sensing – decision making – acting (within its life space) using the support of solving (focused on making solution proposals) and communicating with other agents (eventually with human operators). If the agent
detects a problem or a situation beyond its delegated competence, it informs other agents about the need for a corresponding solution.

Each agent can be decomposed into the following groups of internal components (Figure 2). The first, control and decision making component (called the manager) is responsible for making decisions and for inter-agent communication. In addition, the manager represents the central agent component because it initiates the work of other internal components and can also communicate with all of them.

![Internal Structure of an Agent](image)

**Figure 2:** The internal structure of an agent

The group of sensors is specialised for mining information from a state space. This group is composed of two kinds of components - the query delivers the required forms of information instantly, and the monitor scans the state space in some time interval and continuously brings important information to the manager.

The next group, called solvers, provides solutions of problems to the manager, which can accept them or ask for alternative ones. The advisor is a passive component able, by return, to react only on the manager’s requests for delivery of proposals for problem-solving. On the other hand, the scheduler (focused on a restricted scope of problems) works continuously for the manager, on the basis of either a priori rosters or schedules. Thus, the solvers represent the components, within the frame of which the decision supports are involved.

The last component group includes effectors (actuators), which make changes to system status after receiving corresponding instructions from the manager. No other agent components are allowed to make these changes. An action-component makes prompt state changes (within one instant of simulation time), while a process-component makes them continuously (within an interval of simulation time) until its task is finished.

Simulation models of simple real systems could be composed of only one agent; however, the simulation of complex service systems requires obviously a multi-agent approach, using the agents within some organisational structure. Let us remark that the philosophy of ABAsim architecture was also partly inspired by the paradigm of reactive agents (Brooks 1991), which is based on a society of reactive rather than proactive agents. The intelligence of such society emerges when one observes the whole community and not its separate members (individually of relatively low intelligence).

To summarise the philosophy of ABAsim operation: The control role is played by mutually communicating managers (supported by sensors and solvers), which initiate the activities of effectors at the correct time instants and under particular conditions.

**TRAFFIC SIMULATIONS OF A PASSENGER RAILWAY STATION**

Significant progress has been achieved during the last decade in the area of simulations reflecting the traffic within railway stations (Adamko and Klima 2008), (Kavička et al. 2006), (Kavička and Bažant 2007), (Bendfeldt et al. 2000), (HaCon 2007), (Nash and Hürlimann 2004). Current research and development pays special attention to a support of decision making procedures related to operational problems occurring within (simulation models of) railway stations (Chakroborty 2008), (Bažant 2008), (Bažant and Kavička 2009). The realisation of relevant decision supporting components can be based on different approaches, methods and paradigms.

The system of a passenger station can be classified (from the viewpoint of investigation concentrated on railway traffic) as a queuing system. Resources are represented as tracks, service personnel members and locomotives. Passenger trains (or train sets) participating in the station traffic and being objects of an attendance are understood as customers.

Let us introduce the hierarchical structure of agents (Figure 3) constituting the simulation model of a passenger railway station. Dispatcher represents a topmost agent responsible for all agents, which is directly superior to Surroundings agent (reflecting relevant processes within surroundings of examined system, e.g. train arrivals), Service agent (responsible for the execution of user-defined technological procedures) and User Cooperation agent, which stands for humans interacting with the model during run-time. In addition, Dispatcher carries out its own activities (e.g. associated with the arrivals and departures of trains). Common Resource agent governs a set of agents (Infrastructural, Personnel and Engines) responsible for allocation, work and release of respective resource types. Operation agent organises (delegating specialised tasks to its subordinated agents) executions of elementary technological activities. Transfer agent realises individual movements of train sets using a corresponding rail infrastructure. And finally, the agent of Regroup operations controls the reorganisations related to compositions of train.

Simulation model of a passenger railway station include quite a wide range of decision-making tasks. Hereafter attention is paid only to one selected problem related to assignment of platform tracks to delayed trains. The mentioned problem lies within the authority of Dispatcher agent.
TRACK ASSIGNMENTS TO DELAYED TRAINS

Assignment of platform track to an arriving train represents a typical decision-making task for dispatchers within passenger railway stations. If the inbound trains follow the timetable, the platform tracks are commonly assigned according to a priori created plan. In the case of a delayed arriving train the dispatcher is supposed to make an operative decision (potentially considering a set of substitutive tracks) about a relevant platform track assignment.

The above mentioned assignment problem should be properly solved also within particular simulation models. This is important for example, in the case of investigations focused on passenger stations suffering from frequent delays of arriving trains. Assigned tracks ought to correspond to resulting decisions made by experienced station dispatchers in reality. After assigning a platform track to a relevant train many other specialised algorithms (involved within a simulation model) are carried out (e.g. an algorithm focused on a setting train route respecting the rules of an interlocking system, an algorithm calculating the dynamics of the train movement to the assigned platform etc.).

A station dispatcher (managing real railway traffic) partially subjectively evaluates potential platform tracks that are suitable for an assignment to a delayed incoming train. The ultimately assigned track represents the best solution according to the expert knowledge of a particular dispatcher using certain criteria. The same strategy is applicable for a relevant simulation model. The first stage of the original submitted approach is focused on delayed trains from one arrival direction only. Platform track selection is primarily related to construction of an a priori track set, the elements of which can be admissibly assigned to a considered (delayed) inbound train. The tracks contained in the mentioned set are determined with regard to the defined arrival and departure line track. The sets can be further reduced according to the specific conditions (e.g. some elements/tracks are removed from the relevant set because of their insufficient length with respect to the considered train etc.).

The next step is associated with the final selection of a particular platform track (from an a priori set), which represents the most suitable solution (according to specific criteria) for the considered train in time of its real arrival. The mentioned criteria take into account the knowledge of station dispatchers and are formed as follows:

A: Track vacancy degree at the moment of train arrival.
B: Track vacancy period with regard to station sojourn time of an arriving train.
C: Occupation of the neighbouring track at the same platform (owing to the selected track) by a connection train.
D: Further technical and technological preferences of the track in respect to an arriving train.

A specified track assignment problem is obviously connected with multiple-criteria decision making focused on selection of variants (Figueira et al. 2004). The finite set of variants corresponds to the above mentioned a priori track set containing the tracks, which stand as candidates for a relevant assignment. If the criteria are at our disposal (A, B, C, D) and it is possible to calculate the criterion values (the relevant calculation is described in (Bažant and Kavička 2009)) of investigated decision variants then a criterion matrix can be created. An element of criterion matrix \( y_{ij} \) expresses the value of a criterion \( i \) (where \( i = 1, 2, ..., 4 \) reflects criteria A, ..., D) for the relevant variant/track \( k_j \). The mentioned matrix can be formalised as follows.

\[
\begin{align*}
A & = \begin{pmatrix}
    k_1 & k_2 & ... & k_m \\
    y_{11} & y_{12} & ... & y_{1m} \\
    y_{21} & y_{22} & ... & y_{2m} \\
    y_{31} & y_{32} & ... & y_{3m} \\
    y_{41} & y_{42} & ... & y_{4m}
\end{pmatrix}
\end{align*}
\]  

(1)

When evaluating values of individual criteria, the maximisation principle is applied, i.e. the criteria are designed so that a particular variant is the best when the highest relevant criterion values are used. Calculation of the criterion values related to criteria A and B utilises a static track occupation plan, which is constructed for every major passenger railway station. Each running track within the station is linked with data (using the time step of one minute) about its occupation of trains.

Attention is further paid to an artificial neural network applying supervised learning (Nguyen et al. 2003), which represents one of the possible ways of solving the discussed track assignment problem. The mentioned neural network requires a rearrangement of two sets: a set of specific individual traffic situations (training patterns/inputs) and another set of relevant expert solutions. Produced outputs of a trained neural network are then compared with corresponding expected solutions – an expert-supervisor continuously evaluates the quality of the outputs and decides upon the next training steps.

Selection of an appropriate neural network type (e.g. feedforward network, multilayered perceptron etc.) represents an essential problem. It is quite difficult to determine the suitable kind of neural network (concerning a given
problem) in advance. Thus, experiments with different kinds of neural networks and their diverse parameterisations were carried out. As a result of the experiments it was claimed that a two-layered perceptron produced the most encouraging outcomes.

The above mentioned methodological approach can be divided into the following steps:

- Gaining knowledge about the platform track assignment problem.
- Specification of the calculation method applied to getting criteria \((A−D)\) values.
- Computation of criterion matrices (exploiting criteria \(A−D\)) for different traffic situations.
- Separation of available data into disjoint sets (training set and test set).
- Supervised learning of selected neural network using data from the training set.
- Evaluation of the neural network behaviour in respect to input data from the test set.

A two-layered perceptron was trained, tested and then applied to platform track assignments for arriving trains within the simulation model reflecting the system of a passenger station.

CASE STUDY

Selection of Prague main station as a testing case took into account (i) the number of platform tracks, (ii) the number of trains approaching the station within the peak hours and (iii) good knowledge of local operational conditions (especially related to control and decision-making processes). Attention was paid to the timetable 2004/2005 and the contemporary track infrastructure layout. Traffic at peak time (5.30–9.00 a.m.) was investigated in order to verify correct behaviour of the neural network. Delayed trains arriving within the frame of that rush period cause the most serious problems (comparing with the rest of the day) connected with platform track assignment.

One arrival direction was chosen to inspect neural network sufficiency of a correct track assignment. Local station dispatchers recommended taking the arrival direction from the town Kolín, which disposed of the highest number of delayed trains (because of reconstruction works within relevant line) from all arrival directions concerning the studied station. Eleven long distance trains arrive at Prague main station (using one arrival track from the mentioned direction) during morning rush hours, thus corresponding criterion matrices (1) for all these trains were evaluated. The main concept of investigation was to examine a sufficient number and lengths of delays related to each train. For that reason the delay values of each train varied from 0 to 60 minutes (with the step of one minute).

Different delay values of arriving trains are connected with diverse traffic situations (different trains occupy station tracks) depending on time. In this connection, 671 criterion matrices were elaborated considering 61 delay values for each of the 11 trains. All other trains, observed within simulated traffic, were going on time according to the mentioned timetable. Next, an expert determined a platform track (expected solution), which would be assigned in reality, for each calculated matrix (pattern) reflecting a traffic situation.

The linearly ordered initial set of applied data (reflecting traffic situations associated with 671 instances of delays related to eleven selected trains) was divided into the two following disjoint subsets:

- Training subset (containing 336 elements/patterns) constructed on the basis of systematic sampling applied to the initial set (sampling period was set to 2 minutes).
- Test subset (composed of 335 elements) was constructed analogically; particular sampling was shifted in comparison with the previous subset (phase-shift was equal to 1 minute).

![Figure 4: Hit ratio trends of neural network behaviour](image)

The process of supervised learning coupled with a two-layered perceptron, utilised data elements from the training subset. The neural network was able to learn all patterns after applying a reasonable number of learning epochs (Figure 4). Next, the network was tested using data inputs from the test set. The testing stage reached a 95% hit ratio (comparing the network outputs and expert expectations). Different track assignments from an expert’s proposal were obtained in five percents of cases (concerning test data). In spite of this fact, even those “unsuccessful” outputs (platform track assignments) still represented quite good solutions.

CONCLUSIONS

The discussed decision-making support was realised as the advisor-component contained in the Dispatcher agent. That component is activated for each (potentially delayed) incoming train. The relevant criterion matrix (reflecting the current operational situation) is calculated and utilised as an input for the trained artificial neural network. The network produces the outputs evaluating the fitness rates (with regard to an assignment to the given train) of all considered platform tracks. Finally, Dispatcher agent selects the track with the highest fitness rate and assigns it to the relevant arriving train. The mentioned approach to integration of the decision supports into agent-based simulation models seems to be very efficient because it is quite easy to identify a competent agent, within the frame of which the particular support is supposed to be located. In addition, the approach contributes to a flexible construction and maintenance of simulation models.
Utilisation of a two-layered perceptron as a support of track assignments to delayed arriving trains (within the simulation study investigating Prague main stations) can be classified as successful. Alternatively realised supports, based on classical mathematical methods related to multiple-criteria evaluation (focused on selection of variants) reached the results comparable to the neural network outputs (Table 1) however the application of mathematical methods is associated with the problematic subjective expert quantification of relations between individual criteria (the pairwise comparison matrix (Figueira 2004) is typically utilised). The mentioned quantification usually complies with the limited number of considered operational situations, the solutions of which are very good. However, the solutions of other situations can be potentially unacceptable, i.e. in this case the new quantifications have to be realised. On the contrary, the artificial neural network has a higher potential of generalisation – especially in the case that the wide range of training patterns (traffic situations) are available.

Table 1: Hit ratio evaluated by classical mathematical methods (Bažant 2008)

<table>
<thead>
<tr>
<th>Method/criteria weight</th>
<th>Criteria weight</th>
<th>Hit ratio [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence method</td>
<td>A 0.40 B 0.30 C 0.20 D 0.10</td>
<td>92.25</td>
</tr>
<tr>
<td>Fuller method</td>
<td>A 0.35 B 0.35 C 0.20 D 0.10</td>
<td>93.14</td>
</tr>
<tr>
<td>Geometric mean method</td>
<td>A 0.44 B 0.44 C 0.09 D 0.03</td>
<td>99.55</td>
</tr>
<tr>
<td>Saaty method</td>
<td>A 0.44 B 0.44 C 0.10 D 0.03</td>
<td>99.25</td>
</tr>
</tbody>
</table>

In spite of the fact that the developed approach currently takes into account the delayed trains from one arrival direction only, it already represents a substantial benefit for selected types of simulation studies. For example, an investigation of passenger stations suffering from frequently delayed trains mainly arriving from one direction can be mentioned (e.g. because of long-term reconstruction works within relevant railway line). On the other hand, there are only a few delayed trains coming from other arrival directions, i.e. the delays of those trains are not considered (certainly after relevant expert review) within this particular simulation model. Thus, the discussed approach is effective for solving the mentioned kinds of problems. The next research stage is supposed to upgrade the standing approach, i.e. the delayed trains incoming from any arrival direction can occur.
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ABSTRACT

Paper focuses on integration of simulation modeling system and decision support system in order to achieve efficient processes design in organizational-technical systems. Paper describes theoretical aspects of system development, used mathematical model and methods, stops in detail on knowledge representation model, describes multi-agent resource conversion processes approach, combined with InteRRaP architecture, continues with development of software, implementing the designed mathematical model, and concludes with developed software application and economical effect.

INTRODUCTION

Use of situational models in process control facilitates efficiency and taken decisions quality growth, decision taking time decrease, resource consumption rationalization. Dynamic situations modeling systems (DSMS) design is one of perspective directions of decision support systems (DSS) development. Currently multi-agent systems area is under major research; one of its features is agent collaborations interaction, such agents identify decision making people. An important area of multi-agent technologies application is simulation. Multi-agent systems engineering approaches can be distinguished into two types:
1. Based on object-oriented methods and technologies and
2. Use of traditional knowledge engineering methods
   (Andreichikov and Andreichikova 2004).
Object-oriented method extensions and multi-agent systems engineering technologies are developed in methodologies of first type. Certain CASE tools support information systems development based on object-oriented methods (All Fusion, Rational Rose). Object oriented agent behavior definition language UML-RT is utilized in multi-agent simulation system AnyLogic. Methodologies of second type are built on basis of traditional knowledge engineering methods extension. An actual task is development of dynamic situations modeling system, based on object-oriented technologies.

CURRENT STATE OF DYNAMIC SITUATIONS MODELING SYSTEMS

Dynamic situations modeling systems area state analysis reveals unavailability of resource conversion processes oriented systems. Nearest functionality analogs include simulation and expert modeling tools, particularly real-time expert system G2, multi-agent simulation system AnyLogic, business-processes modeling system ARIS, simulation system Arena, dynamic situations modeling system BPsim.MAS and technical economical engineering system BPsim.MSS. We have cede a comparison of these products. The results revealed, that the named systems lack support of some features, useful in effective simulation. For example, agent-based approach implementation is limited. Another disadvantage of two most powerful systems, ARIS ToolSet and G2, is a very high retail price, which might stop a potential customer.

Simulation, situational modeling and expert systems are used in modeling, analysis and synthesis of organizational-technical systems and business processes. Multi-agent resource conversion processes theory (Aksyonov and Goncharova 2006) may be used for organizational-technical systems definition from decision support point of view, a dynamic component of business processes, expert systems, situational modeling and multi-agent systems. Decision support system development requires selection or development of mathematical apparatus.

KNOWLEDGE REPRESENTATION MODEL

One of the most important problems in intelligent systems engineering is selection and design of subject area knowledge representation models, that allow the easiest native transition from nonformalized knowledge and views to formal models and knowledge base. Knowledge elicitation and acquisition process might be very complicated in intelligent systems engineering. Knowledge structuralization complexity is revealed in requirement for subject area model, that allows the most
adequate transition to technical implementation with least effort (Shvetsov 2004).
Subject area conceptual model needs subject area structure to be defined, available objects and subjects behavior determined, logical interaction models designed. Minsky defined a frame as a structure for stereotyped (standard) situations representation (Minsky 1975). This structure is filled with various information: defining objects and events expected in certain situations as well as providing guidelines on use of information, contained in a frame. Main idea is to concentrate all knowledge, related to specific objects or events class, in a common data structure, but not to distribute it between a multitude of small structures like logical formulae and productive rules. Such knowledge is either concentrated within the structure itself or available from the structure (e.g. stored within a related structure) (Jackson 1998).
Each frame is associated with various information (including procedures), e.g. information defining frame use, expected results of frame execution, directions for actions when expectations are not fulfilled, etc.
Frame-based approach reveals the following advantages: frame concept is natively integrated with subject area conceptual modeling; frame structures are easily defined within object-oriented design; inheritance capabilities are effectively supported; subject area hierarchical representation is provided. Thus, frame-based approach selection might be a reason for object-oriented approach and object programming languages application in dynamic situations modeling system development. Such approach minimizes costs for software development as well.
Analysis of Shvetsov’s object-oriented design and programming-related research reveals three main model classes, implementing class-based representation formalism: semantic networks and frames-based models; database theory and semantic data patterns-based models; abstract data types-based models. Frame-based languages extend semantic and object-oriented data models capabilities, which substantiates their application and further research in this area.

This research makes use of frame approach, based on frame-like structures association with J.F.Sowa’s conceptual graphs constructions (Sowa 2000), in order to design subject area conceptual model and achieve software development costs reduction. Active and passive frames distinction and agent behavior consideration are among approach advantages.
Basic frame-concept (FC) construction is presented on Figure 1. Frame name is a unique identifier, used within subject area conceptual model.
Frame-concept level application information contains informal verbal definition of available frame-concept application situations, behavior scenarios, selection features, etc. Dynamic subject area components and agents behaviour is defined in behaviour scenarios structure, containing scenario selection block, that allows current frame alternative behaviour options generation.
Slots structure consists of two structures: concepts structure and attributes structure (Figure 2). Concepts structure contains list of frame-concepts, in some way embedded into or descend from current frame-concept; relation type is indicated in «conceptual relation» field, being relation of specific concept (SC) SC; to current frame-concept FC, SC; is i-th frame-concept name. Frame-concepts are combined into conceptual graphs structures to form subject area logical organization.

![Figure 2: Slots structure](image)

Conceptual graph is a bipartite graph with two types of nodes: concept nodes or conceptual nodes and conceptual relations nodes. Thus, frame-semantic knowledge representation is used.
Frame-concept model is defined in the following way:

\[
FC = (FN, FT, AI, BSS, SLS)
\]

\[
SLS = (CS, AS)
\]

\[
CS = \{CN_1, CR_{11}, CN_2, CR_{12}, \ldots, CN_n, CR_{1n}\}
\]

\[
AS = \{AN_1, VR_1, AV_1, AN_2, VR_2, AV_2, \ldots, AN_m, VR_m, AV_m\}
\]

– where \(FC\) – frame name, \(FT\) – frame type, \(AI\) – application information, \(BSS\) – behaviour scenario structure, \(SLS\) – slots structure, \(CS\) – concepts structure, \(AS\) – attributes structure, \(CN_i\) – concept name, \(CR_{ij}\) – conceptual relation, \(AN_m\) – attribute name, \(VR_m\) – attribute available values range, \(AV_m\) – attribute value.
Thus, frame-concept and conceptual graph-based approach to subject area definition allows frame-semantic knowledge representation model use. Multi-agent resource conversion processes architecture design is described in next sections.

MULTI-AGENT RESOURCE CONVERSION PROCESS MODEL

In this research, we will define the resource conversion process (RCP) as the process of an input conversion (resources necessary for process execution) into output (products – outcomes of process execution). The main objects of discrete Multi-agent RCP are the following: operations (Op), resources (Res), control commands (U), conversion devices (Mech), processes (PR), sources (Sender) and resource receivers (Receiver), junctions (Junction), parameters (P), agents (Agent). Process parameters are set by the object characteristics function. Relations between resources and conversion device are set by link object (Relation). The agents existence resumes availability of the situations (Situation) and decisions (action plan) (Decision). Agents control the RCP objects. More detailed information about multi-agent resource conversion processes apparatus is presented in (Aksyonov et al. 2008).

Utilized simulation algorithm consists of the following stages: current moment of time identification $SysTime = \min_j T_j$; agents actions processing; conversion rules queue generation and operation memory state modification. Simulator makes use of expert system unit for situations diagnosis and control commands generation (Aksyonov et al. 2008). System graphs of large scale integration level (Avramchuk et al. 1988) are used for multi-agent resource conversion process hierarchical structure definition (Aksyonov and Goncharova 2006). Right selection and implementation of multi-agent architecture is a key factor in multi-agent object oriented decision support system design.

MULTI-AGENT RCP EXTENSION WITH INTERRAP ARCHITECTURE

Two main agent architecture classes are distinguished. They are:
1. **Deliberative agent** architecture, based on artificial intelligence principles and methods, i.e. knowledge-based systems;
2. **Reactive** architecture, based on system reaction to external environment events.

All currently existing architectures cannot be defined as purely behavioral or purely knowledge-based. Any designed architecture is hybrid, offering features of both types.

Multi-agent resource conversion process architecture is based on InteRRaP (Muller and Pischel 1993, Aksyonov et al. 2009) architecture, as the most appropriate for subject area. InteRRaP architecture represents an aggregate of vertically ordered levels, relating to common management structure and using common knowledge base. Architecture consists of blocks: external environment interface, reactive sub-system, planning sub-system, cooperation with other agents, and hierarchical knowledge base. External environment interface defines agent capabilities in external environment objects and events perception, influenceability, and means of communication. Reactive sub-system utilizes agent capabilities in reactive behavior, as well as partly utilizes agent knowledge of procedural kind. It is based on «behavior fragments» concept as reaction draft in some standard situation. Planning sub-system contains planning mechanism that provides agent local plans capability (not related to co-operative behavior). Cooperation sub-system is responsible for building co-operative behavior plans, focusing on certain joint goals, or fulfillment of obligations for other agents, as well as implementation of agreements.

In accordance with InteRRaP architecture common concept, multi-agent RCP agent model is represented in four levels:

1. **External environment** model corresponds to the following MRCP elements: convertors, resources, tools, parameters, goals. External environment performs the following actions: generates tasks, transfers messages between agents, processes agent commands (performs resource conversion), alters current state of external environment (transfers situation $S_i$ into state $S_{i+1}$).
2. **External environment interface** and reactive behavior components are implemented in form of agent productional rules base and inference machine (simulation algorithm).
3. **Reactive behavior** components performs the following actions: receives tasks from external environment, places tasks in goal stack, collates goal stack in accordance with adopted goal ranging strategy, selects top goal from stack, searches knowledge base. If appropriate rule is located, component transfers control to corresponding resource converter from external environment. Otherwise, component queries local planning sub-system.
4. **Local planning** level purpose is effective search for solutions in complex situations (e.g. when goal achievement requires several steps or several ways for goal achievement are available). Local planning component is based on frame expert system. Frame-concept and conceptual-graph based approach is utilized for knowledge formalization.

Subject area conceptual model and agent local planning knowledge base design is based on UML class diagram extension. Semantically this notion may be interpreted as definition of full decision search graph, containing all available goal achievement ways (pre-defined by experts). Current knowledge base inference machine is implemented in decision search diagram, based on UML sequence diagram. Each decision represents agent activity plan. Each plan consists of a set of rules from reactive component knowledge base. Based on located decision, current agent plan is updated. Examination of all available options, contained in knowledge base, generates agent plans library.

If an agent, when processing task or message received from external environment, is unable to locate appropriate rule in its knowledge base (e.g., select an option from several ones), the reactive behavior component queries plans library, indicating goal (i.e. task to execute, or external environment
state to bring into). Planning sub-system searches plans library, selects appropriate plan and places first rule of selected plan into reactive component goals stack.

**INTELLIGENT AGENT OPERATION ALGORITHM**

Special-purpose object-oriented language RADL (Reticular Agent Definition Language) in form of **When-If-Then** construction implemented in agents and multi-agent systems engineering system **Agent Builder** (Reticular Systems, Inc.) (Andreichikov and Andreichikova 2004) is used as a basis for agent behaviour rules. Mental model includes intentions, desires, obligations and capabilities as well as agent behaviour rules definition. Specific intelligent actions are calculated on the basis of this model.

**DECISION SUPPORT SYSTEM BPsim.DSS**

Object-oriented decision support system BPsim.DSS is implemented on basis of dynamic situations modeling system BPsim.MAS and technical economical engineering system BPsim.MSS integration. Agent model is represented with four levels in compliance with InterRARap architecture general concept. **External interface and reactive behavior components** together with **external environment model** are implemented in BPsim.MAS tool. **Local planning component** is based on BPsim.MSS expert system module. Expert system shell visual output mechanism builder is based on decision search diagrams (UML sequence diagram extension) and presented on Figure 3. Cooperation level is based on both modules.

Object-oriented decision support system BPsim.DSS allows the following features implementation: subject area conceptual model definition, multi-agent resource conversion process dynamic model design, dynamic simulation, experiment results analysis, reporting on models and experiment results, data export to MS Excel and MS Project.

Decision support system BPsim.DSS was used on various stages of Ural State Technical University Common Information System (CIS) development and deployment, starting with educational process analysis stage, performing re-engineering, and ending with separate CIS units deployment efficiency estimation.

Model of an agent (decision making person), controlling software development process in Ural State Technical University, was developed in decision support system BPsim.DSS. Model consists of simulation model “Educational process software development” and decision support models, including the main model “CIS implementation options selection”. Model knowledge base contains information on networking, hardware and software, information systems, IT-projects, teams of IT-specialists.

Expert system module is used for project alternatives and effective alternative search algorithms knowledge base development. Simulation model is used for separate project stages monitoring, detection of errors and conflicts, occurred on initial planning stage, solution of vis major, that happens during development project control and CIS deployment. Simulation model is based on Spiral model of software lifecycle and is designed in BPsim.DSS.

BPsim.DSS was used for multi-agent dynamic model development of Urals Industrial Group, CJSC (further referenced as UIG). The main reason for modeling is UIG behavior algorithm and pricing strategy development, targeting share of the market growth and transition to higher technological level, increasing enterprise competitiveness. Fragment of the model together with single agent’s knowledge base in If-Then form is presented on Figure 4.

Decision support system visual output mechanism builder, based on decision search diagrams (Figure 3), as well represents agent knowledge base, based on frame-concepts. So, agent knowledge base may be defined in two ways: productive (Figure 4) and frame-concept – based.
Another application of BPsim.DSS included multi-service telecommunication network models design and telecommunication services area business processes dynamic simulation.

Currently carriers’ development departments use their own experimental knowledge base when engineering data-communication networks, while data-communication implementation engineering solutions are foisted by hardware vendors. No operator either makes use of data-communication networks automated design aids, or models various designed/existing network behavior situations when developing new regions.

Development of automated design and modeling methods and aids requires large quantity of primary data for qualitative multi-service network (MSN) technical and economical engineering, which includes: telecommunication hardware and technologies types and parameters; engineers, economists, project managers, marketers, and lawyers’ level of knowledge.

Decision support systems fit most for MSN technical and economical engineering problem solution. Decision support systems can make use of simulation, expert and situational modeling (Aksyonov and Goncharova 2006). Decision support systems development and deployment within cellular communication operators is a pressing and needed problem.

The following mathematical methods are used in MSN and business processes modeling, analysis and synthesis tasks: teletraffic theory may be used on all MSN levels except services level; simulation, situational and expert modeling methods are used for business processes analysis and synthesis tasks. Expert and situational modeling methods, neural networks, multi-agent and evolutionary modeling methods can be used in RCP formalization.

Multi-agent resource conversion processes theory is applied for MSN definition from decision support point of view. Frame-concept and conceptual graphs based approach, offered by A. N. Shvetsov and implemented in form of «Frame systems constructor» expert system shell (FSC), is used as a means of knowledge formalization. A frame-based semantic network, representing feasible relations between frame-concepts, is defined in form of extended UML classes diagram, at the stage of system analysis. UML sequence diagram is used for visual FSC output mechanism builder implementation. This approach allows visual (in form of flowchart) problem solution flow definition, when solution turns into a sequence of procedure (method/daemon) calls from one frame to another. Hereby, this approach allowed visual object-oriented ontology and knowledge-based output mechanism constructor implementation in form of decision search diagrams.

This constructor, provided that being filled with MSN subject area knowledge and technical and economical engineering rules, represents an intelligent MSN automated engineering system (Intelligent MSN CAD).

Transition from engineering to simulation modeling is implemented by semantic match making between FSC and multi-agent RCP elements.

Intelligent MSN automated engineering and modeling system BPsim.DSS is used for MSN technical and economical engineering problem solution.

CONCLUSION

Currently AS-TO-BE model data is implemented in CIS program modules and deployed in Ural State Technical University. Due to “Contingent traffic” process improvement and automation dean’s office employees work efficiency was raised by 27%, student desk employees work efficiency was raised by 229%. Deployment economical effect is estimated by about 25 thousand euro per calendar year. Economical effect is achieved in shortening and automation of unnecessary document processing stages, information double input prevention and employee load decrease.

Deployment in Urals Industrial Group focused on effective pricing strategy search, considering passive and active competitors behavior. After a series of experiments a pricing policy, resulting in share of the market growth from 6.6% to 20-22%, was determined. Limiting to current problem the optimal values of processes characteristics were calculated. The projected saving rate from the modeling results implementation is estimated by €1.9 million per year.

Simulation, expert, situational and multi-agent modeling integration with object-oriented approach allowed implementation of new object-oriented multi-agent resource conversion processes simulation and decision support method, reflected in development of object-oriented decision support system BPsim.DSS, deployed at companies in Ural region of Russia. Finally, BPsim.DSS system was applied to multi-service network process formalization, model design and decision support in MSN engineering.
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ABSTRACT
The evaluation of the impact of the recent inter-human A/H1N1 influenza spreading on a regional health system has been achieved using a Decision Support System. The latter includes two models: first, a stochastic model composed of a multi-agents system linked to a Geographical Information System; second, a deterministic model using the main parameters of a virus spreading. Both models have been designed in collaboration with doctors (of medicine?). The simulation software has been tested with the data available for Corsica Island and the results have been presented to the local authorities. Small experimental plans, with the main spreading parameters, help in predicting various indicators for the regional health system, such as the number of medical consultations, the number of doctors needed in the different medical areas… The final aim of this support system is for it to be used for local public health decisions, and possibly be adapted to other regions.

INTRUDUCTION
Since 2005, the probability of a new influenza pandemic virus was close to 1. In order to be reactive enough, we started to work on decision-aid software able to study the inter-human spreading of the H5N1 strain. Indeed, at that time, Asian countries suggested a probable person-to-person transmission of avian influenza H5N1 (Ungchusak et al. 2005). In 2008, a Chinese group even presented a probable case of inter-human contamination (Wang et al. 2008). In the meantime we were able to propose simulation software, designed by a multi-disciplinary team, including doctors in computer technology (Hill et al. 2008). The simulation was an individual based model, using current data on the existing medical areas of Corsica. The proposed software was dedicated to the H5N1 strain, and combined a Geographical Information Systems (GIS) and a Multi-Agent System (MAS) with a small world like communication between agents. This model could be viewed as a self-organizing system with an important focus on spatial distribution as a key point for the decision aspects. However, in the proposed individual model, the main purpose was to provide indicators for the health system, thus emergent properties were not looked for and the system was too simple to look for dynamic structures at runtime.

After this first software development, we wanted to propose a more generic application. First, we had enough information to customize the software for any kind of virus (including sanitary measures and barriers). Second, we wanted to provide an easy and fast entry point for any region with spreadsheet data as input file in addition to the geographical information system link. Third, we wanted to offer the opportunity to include a comparison of the simulation results obtained with the spatial multi-agent simulation with a more classical deterministic model for pandemic spreading. With this last point we wanted to be able to launch a basic experimental plan with a variation of the pandemic factors (mainly the virus attack rate). Indeed, since the beginning of computer simulation, experimental design has been an active research field for improving the effectiveness of simulated systems (Kempthorne 1952) (Zeigler 1976; Kleijn 1987; Balci and Sargent 1989).

In the first semester of year 2009, the emergence of A/H1N1 surprised many specialists (Linea 2009) and the question of a pandemic was raised (Sim and Mackie 2009). We are now certain of the pandemic but of course the future virulence and evolution is still unknown. When many factors are imprecise, simulation is a good exercise. Experimental design is then a valuable technique in the decision-making context (Kleijn and Groenendaal 1992; Hill 1996; Amblard et al. 2003).

Since 2004, many models have been built with the avian flu in mind (Longini et al. 2004, 2005) (Ferguson et al. 2005) (Carrat et al. 2006) (Colizza et al. 2007) (Hill et al. 2008) (Das et al. 2008) and (Iwami et al. 2009). Regarding A/H5N1, model proposals are of course currently limited. A markovian model has been proposed for parameter estimation (Ross et al. 2009). The latter has
been used for infectious data from an outbreak of 'Russian influenza' (A/USSR/1977 H1N1) in an educational institution. More recently, a generic serious game has been released; it has been developed by the medical center of the Erasmus University (Rotterdam) and the Ranj Serious Games company (it is even possible to play online: http://www.thegreatflu.com/). Concerning our proposal, the inclusion of two simulation models (a classical deterministic model and a spatial stochastic multi-agents simulation) sharing a common set of parameters led to the design of a Decision Support System (DSS hereafter) including the main sanitary measures (vaccination, prophylaxis, masks and quarantine enforcement).

![Graphical Result of the Interface with the Local Geographical Information System - Spatial Stochastic Simulation (Using a Multi-Agent System with A 25% Attack Rate as Main Parameter)](image)

**DESIGN OF THE DECISION SUPPORT SYSTEM**

Figure 1 above presents a sample output of the interactive simulation software we developed in 2008. As mentioned in the introduction, this software was a stochastic multi-agents system connected with a Geographical information system, it is fully described in (Hill et al. 2008). The development was done using an object-oriented analysis and design with a Java implementation. We wanted to enhance this first modular software to obtain a more complete DSS intended to help decision makers in case of intensive flu virus spreading. Our system is a Model-driven DSS, compiling useful information and parameters provided by users to assist decision makers in analyzing a pandemic situation. Using two different models and personal knowledge, this tool will help identifying potential problems and thus participate in the local decision process (support is provided for medical groups, medical organizations or local medical authorities). In many DSS we have 3 main components:

1. The database, which includes geographical data, but also territorial and medical data.
2. The model (2 models in this DSS: the stochastic spatial multi-agent system and the deterministic model).
3. The user interface enabling doctors and specialists to run simulations and sets of experiments, thereby helping them in the decision process.

Despite the fact that one of our models uses agents representing individuals with social relationships, we do not deal with cognitive decision-making functions, i.e. we have not introduced artificial intelligence in our DSS – it would have been called an Intelligent Decision Support System (IDSS). The main UML classes of our DSS are presented in
figure 2. The data base is composed of four elements: maps, statistic, territory and parameter. These are used by the simulator, which is in charge of handling the model component. Finally, the interactions with the user are obtained through the GUI, configuration and test classes.

Figure 2: UML Diagram of the Main Classes (Generated from the DSS Software with eUML2)

INPUT DATA AND PARAMETERS AND DETERMINISTIC MODEL

Figure 1 showed that we have different local maps with contour for the different medical areas of Corsica. In addition, among a set of raw data we also have at our disposal for each medical area:

- The number of doctors and nurses.
- The number of inhabitants – with the number of individuals for 3 age groups: junior (below 20 years old), adult (between 20 and 60 years old) and senior.

Regarding the models parameters, both kinds of model share an XML file mapped with the XStream library to instantiate the parameter class. The file structure is as follows: the first parameter is the attack rate:

```xml
<attackRate>0.30</attackRate>
```

Then, the file is split in two parts, the first one describing the characteristics of the first wave of a pandemic virus and the second one dealing with the second wave, statistically more serious than the first wave (we have not considered more than 2 waves).

```xml
<firstWave>
  <ratioVirus>0.4</ratioVirus> // Junior factor
  <ratioVirus>0.5</ratioVirus> // Adult factor
  <ratioVirus>0.1</ratioVirus> // Senior factor
  <ratioConsultation>3.0</ratioConsultation> // Junior
  <ratioConsultation>3.0</ratioConsultation> // Adult
  <ratioConsultation>3.0</ratioConsultation> // Senior
...</firstWave>
```

With this parameter set we specify for each age group: its sensitivity to the virus, the number of consultations if an individual has contracted the virus, the probability of a hospitalization and the death probability in case of hospitalization. This set of parameters is given twice, for the first and second wave.
With this approach the deterministic model can easily compute how many people are concerned in each age group for both waves. To obtain the number of persons infected in a medical area, we simply apply the attack rate to the number of adults present in a medical area. Then the reduction factor of its age group applies (modeling the resistance), it is thus easy to specify that adults below 60 years old are more susceptible to be infected by the virus (which is a common signature for pandemic viruses). For each infected person we apply the mean consultation factor to obtain a number of medical consultations imposed by the new virus. Knowing the number of doctors in a medical area and its average number of consultations, we can determine if we need to reassign doctors in areas poorly equipped in human medical resources.

For the spatial stochastic model we have many specific parameters such a contact matrix depending on the age group (implementing a contact network), the incubation duration time (between 2 and 7 days in the case of H1N1), and so on.

An advanced parameter window (figure 4) enables the testing of sanitary measures: pre-vaccine and pandemic vaccination, antiviral drugs (prophylaxis), masks (chirurgical and FFP2). The quarantine is also considered.

![Figure 3: Subclassing of the Main Parameter Class to Facilitate the Handling of Both Model Types](image)

![Figure 4: Parameter Window for Sanitary Measures Including: Pre-vaccines, Pandemic Vaccine, Masks (Chirurgical Masks and FFP2 Masks - and Quarantine Enforcement is also Considered but only in the Spatial Stochastic Model](image)

**TEST AND RESULTS FOR CORSICA**

Our approach consists of three interdependent levels:

1. The Modeling level: This is the longest phase (following an analysis, design, verification and validation cycle.) Through a deterministic global simulator: modelers evaluate the impact of *global parameters* (attack rate and sanitary measures) on the number of infected people. Through an individual-based stochastic simulator: They evaluate the impact of *individual-based parameters* (social network, latent and infection periods) on the number of infected people.
people. Finally, a comparison between both models allows calibrating both global and local factors.

2. Engineering level: Results of the modelling level (e.g., the number of consultations) are compared with resources (e.g., consultations achievable by doctors.)

3. Decision level: Depending on the result of the comparison of both usage and availability of resources, these resources (doctors) can be reallocated in local medical areas.

Figure 5: Results of the Deterministic Model for all the Medical areas in Corsica with a Unique Attack Rate (35%)

The modelling level

Using the deterministic model, the main parameter is the attack rate. It was easy to run quasi-instantly many scenarios. Figure 5 above presents a simulation for all the medical areas of Corsica (with an attack rate at 35% and a very strong lethality of 2% for a first wave, which is considered as an extremely severe case (almost like the Spanish Flu)). Fortunately, the A/H1N1 virus is currently much less virulent, but we have to test the worst cases to determine if the local medical system can cope with the pandemic.

During the testing phase of the spatial stochastic model, we realized that the individual-based parameters (number of contacts by age categories, latent and infection periods, etc.) as well as the duration of infection largely influence the results.

Although the deterministic model provides quickly exploitable results, the spreading is more realistic in the spatial stochastic simulation. In the latter, we can really and finely observe the difference between attack rates and of course the spatial impact is much more evident (cf., Figure 6). For instance, we can notice that some medical areas are less affected by the virus (in particular in the centre of Corsica and in areas with fewer inhabitants). Indeed the population is much less concentrated and the population density is also a factor used in our multi-agent system in addition to the connection matrix.

Finally, a calibration of stochastic parameters (cf. Figure 7) can be achieved by comparing both stochastic and deterministic results.

For both models, the most effective medical measures are the wearing of masks as well as the setting in quarantine. Indeed, with sanitary measures, it is possible to strongly limit the propagation speed of the disease.

The engineering level

The number of consultations, hospitalizations and deaths are used as indicators and do not have to be considered as prediction. However, they can be used to test probable propagation scenarios, and thus evaluate the safeness of the healthcare network.

Figure 8 depicts such a comparison. Required consultations by infected people, consultations achieved by doctors, and consultation margins (i.e., the number of Required consultations minus the number of consultations achieved) are depicted. We can notice that for attack rates above 45%, the consultation margin is negative. That is to say that the number of doctors assigned to this medical area is not sufficient.

Decision level

Using the knowledge acquired on the previous engineering level, new policies can be developed. For example, the consultation margin can be carefully noticed in medical areas. For medical areas with a large consultation margin,
we can consider the reassignment of some cases to other medical areas with a poor or negative margin.

According to the number of infected persons, the impact on society organization can also be inferred. Hence, the number of infected adults corresponds approximately to the number of work stoppages (subtracting naturally the number of people who do not work). New organization policies can then be developed for maintaining a minimum activity level for administrations, businesses and industries.

**DISCUSSION AND CONCLUSION**

The main goal of our Decision Support System was to provide the user with a modular tool, enabling him to specify the main parameters influencing the propagation of a pandemic on the island of Corsica. It is a classical application of DSS without particular technical innovations. The object-oriented software proposed uses text configuration files (in XML) and a graphical interface to test the results of two models. The first one is a spatial stochastic multi-agent system (individual based) linked to a Geographical Information System providing maps and valuable data for all the Corsican medical areas (Hill et al. 2008). The second simulation model is deterministic and applies the main factors of flu propagation to all the medical areas. A command line version also exists and enables the use of parallel computing – mainly on computing clusters or small SMPs – for further statistical studies following specific design of experiments. For the stochastic multi-agents simulation, we can also specify scenarios of propagation with ASCII files (mainly to test the impact of various occurrence of flu in the different medical areas). A confidence interval is of course computed when we run the stochastic model.

Even if we use this kind of statistical technique, no one can propose accurate predictions for a pandemic flu. The main problem of simulation software for prediction is the lack of reliable statistics. This point has been strongly underlined by the World Health Organization. This does not mean that decision support systems are useless, but our point of view is that we need to run experimental plans with a wide range of values for the most sensitive parameters such as the attack rate (or R0 for the stochastic multi-agent model) and the lethality factor. The latter, for
instance, ranges from 0.002% to 0.7% if we observe the current data with more than thousands of cases from different regions of the World. Therefore, all the speculative estimates can only serve to test scenarios. The variation of the main model factor (virus attack rate) has even been proposed directly in the decision support software without having to run another dedicated statistical tool.

For the sake of generality, we need to leave aside useful information about some medical areas, which could increase the accuracy of the simulation results. For instance, the presence of a local University in the centre of Corsica (Corti) and the fact that many young students plus teachers and scientists are travelling from Bastia or Ajaccio to Corti will make a significant change in the results of the corresponding medical area. The closure of the university could also be considered. Without data about schools we have not introduced this parameter, which, like a kind of quarantine, will have a significant impact over the speed of virus spreading.

Figure 7: Comparison of Results of the Spatial Stochastic Simulation with the Deterministic Model for a Second Wave of the Virus Spreading over the whole Corsican Population (Attack Rate Varying from 10% to 50%)
In the Case of the Stochastic Model, the Attack Rate Corresponds to the Probability of Infection per Person

<table>
<thead>
<tr>
<th>Attack rate</th>
<th>Junior Infected</th>
<th>Adult Infected</th>
<th>Senior Infected</th>
<th>Required Con.</th>
<th>Hospitalization</th>
<th>Death</th>
<th>Consultations achieved</th>
<th>Consultation Margin</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>840</td>
<td>2598</td>
<td>153</td>
<td>10773</td>
<td>535</td>
<td>75</td>
<td>30150</td>
<td>18377</td>
</tr>
<tr>
<td>0.2</td>
<td>1120</td>
<td>3464</td>
<td>204</td>
<td>14364</td>
<td>712</td>
<td>100</td>
<td>30150</td>
<td>15766</td>
</tr>
<tr>
<td>0.25</td>
<td>1400</td>
<td>4331</td>
<td>254</td>
<td>17955</td>
<td>890</td>
<td>124</td>
<td>30150</td>
<td>12195</td>
</tr>
<tr>
<td>0.3</td>
<td>1680</td>
<td>5197</td>
<td>305</td>
<td>21546</td>
<td>1069</td>
<td>150</td>
<td>30150</td>
<td>8604</td>
</tr>
<tr>
<td>0.35</td>
<td>1960</td>
<td>6063</td>
<td>356</td>
<td>25137</td>
<td>1246</td>
<td>174</td>
<td>30150</td>
<td>5013</td>
</tr>
<tr>
<td>0.4</td>
<td>2240</td>
<td>6929</td>
<td>407</td>
<td>28720</td>
<td>1424</td>
<td>200</td>
<td>30150</td>
<td>1422</td>
</tr>
<tr>
<td>0.45</td>
<td>2520</td>
<td>7795</td>
<td>458</td>
<td>32319</td>
<td>1602</td>
<td>224</td>
<td>30150</td>
<td>12168</td>
</tr>
<tr>
<td>0.5</td>
<td>2800</td>
<td>8661</td>
<td>509</td>
<td>35910</td>
<td>1780</td>
<td>250</td>
<td>30150</td>
<td>5760</td>
</tr>
<tr>
<td>0.55</td>
<td>3080</td>
<td>9527</td>
<td>560</td>
<td>39501</td>
<td>1959</td>
<td>274</td>
<td>30150</td>
<td>9351</td>
</tr>
</tbody>
</table>

Figure 8. Consultation margin for Ajacciu, with attack rates from 15% to 50%, with 3 consultations per contaminated people.
Among the possible evolutions of this decision support system, a major change could be to add a dynamic link to geographical data. Currently, we have a very limited link with geographical data since bitmap data exported from a Geographical System are post-processed by a separate program before being loaded in memory at the beginning of the simulation. Various techniques can be deployed; in the past, we have deployed many (Coquillard et al. 1995) of them but this would imply much more software development not directly connected with the main aim of this decision support system. However, more essential improvements could be made if we could also have reliable data concerning the remaining stockpile of vaccine, of prophylactic (antiviral) drug, as well as vaccine and prophylactic drug administration capacity. As in (Das et al. 2008), it could also be interesting to consider the duration of hospital stay to combine this model output with the regional hospital bed capacities. A variant of the quarantine enforcement can be to consider only the school and university closure. The current computing performances are satisfactory using Java; they have been tested and profiled to work on a regular personal computer. Moreover, we could adapt the input files and parameters to handle larger areas, from countries to a worldwide simulation. Large experimental designs are planned to be run on computing clusters and not on personal computers. Finally, we think that the current decision support system is flexible enough to be adapted to other viruses.
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ABSTRACT

Memory is one’s mental ability to store, to retain, and recall information, representing past and future, our dreams and/or expectations. However, as the human been ages, the capacity of remembering decreases as well the ability to pile up new memories, therefore affecting our quality-of-living and lowering our self-esteem. This configures a social and human dilemma. With the present work we intend to address some of these problems, in terms of a Personal Memory Assistant (PMA), in order to help the user to remember things and occurrences, making it in a proactive mode. It will also cater for some form of relaxation on the part of the user.

INTRODUCTION

An intrinsic characteristic of the human being is his/her memory. Our remembering capacity is of the utmost importance as it gives us the sense of being and the capacity to have a social life, to remember how things are done and to envision the future. This work is oriented to an older population, typically retired, with spare free time, helping them in schedule events with minimal interaction and suggesting activities to fill their unfilled time.

A PMA tool and a Social Enabler one are presented, as well as the simulation results of their impact on the user life.

Ageing Population

According to the United Nations Population Fund (UNPF), the life expectancy of the world population is increasing and the birth rate of children is decreasing rapidly. The UNPF estimates that the European Population decreased 13% in a fifty year period, increasing the age average to 48 years old (UNFPA 2002) at the age of 50 the human beings are severely affected by it, being the forgetfulness of events, namely the more recent ones, one of the most occurred symptoms. Memory is no more than the concept that refers to the process of remembering (Mohs 2007), aging, especially if associated with chronic diseases, affects our ability to remember. There is still no known way of reversing the human brain loss of information, so a possible solution may be the use of computational systems to store and retrieve all that data.

Thru the use of an agenda and/or calendar, we may reach the goals set to this work. However, the current technologies fail in this point, by misinterpretation of the actual needs of the users or the directions taken to approach the problem. On the other hand it has been shown that scheduling and storing intelligently the user's activities, making easier the communication with their peers and relatives, may greatly improve the elderly self-esteem on their daily activities (Aguilar, et al. 2004) (S. J. Brown 2003).

Memory Assistant

It is still unknown in detail how to store memories in the brain, how it works. At the present moment we can only foresee the way it works in terms of organization and memorization. This leads us to conclude that a human being with loss of memory can be helped by means of PMAs. An area that covers a broad spectrum, with many projects arising with different objectives, although they are scattered and have many different focus, like time-lapse recorders and event managers. In the agenda and organization arena, resulting from a thorough investigation, there are no projects being developed at the present time. There are, however, other projects in the memory assistant arena, which will be object of attention, serving also as a small benchmark of what is being done nowadays. None are directly related with our work, but some ideas can be correlated and some features may be considered.

HERMES

HERMES is aimed to provide cognitive care (Jiang, Geven e Zhang 2009). This project is supported by the EU under the Framework Programme 7. It is designed in order to provide an independent living and social participation, improving the quality of living of the user. The main objective is to develop a system, software and hardware, which will reduce the negative impact of declining cognitive capabilities, particularly the memory. An important feature of this project is the implementation of a monitoring system which should be able to record every action and choice of the user in order to build an association "map", and based on that "map", creating a pattern that emulates the human memory mechanisms. Despite its ambitious goals, HERMES is still in a very early stage of development with an amount of problems that wave no known time of resolution.

M4L: Memories for Life

Developed by the Engineering and Physical Sciences Research Council, has as objective to use technological solutions to help the user's memory (P. J. Brown 2004). This
project has focus on five different fields: health, private life, education, entertainment and science. Currently it is proposed a raw data archive centre that can store information of different users. The access to the data can be performed by hand-held devices and computers that have constant connection to the server. Basically it aims to save all the user information and put it available in one place. As a result, it intends to eliminate all the paper used and having, at the same time, all the people linked to the system connected. The project is still in a investigation and implementation phase, and any concrete results will be only be achieved in the years ahead.

**VirtualECare Project**

Initially developed under the VirtualECare project (Novais, Costa e Carneiro, et al. 2008) the iGenda has become more than a module, as it grew apart as independent project (Figure 1).

The main objective of the VirtualECare project is to build a multi-agent and multi-module system capable of monitoring and interact with its users providing health care services, thus, increasing their quality of living. Its distributed architecture is composed of several modules connected through a network, having each one a unique role. It has also become a great cradle of smaller projects that are now, waiting for their spotlight and independency.

**AGENDA SCHEDULING AND ORGANIZATION**

Our main objective in this work is to produce an intelligent scheduler that interacts with the user through computational means, creating a product that will help the user to remember relevant information or events, i.e., a PMA, by emulating the way the brain processes new events and reorganizes the already scheduled ones. For rescheduling an event we normally see in the agenda, which are the events able to be moved to other place(s), considering factors like their relevance and attached problems (e.g. other persons involved, a meeting). It may help specially the ones with loss of memory, by sustaining all the daily events and making known to the user when it is time to put them into action. It will be able to receive information delivered by any platform and organise it in the most convenient way, according to predefined standards and protocols, so that the user will not need to be bothered about planning or scheduling specific events and tasks. The iGenda is a hierarchy of states and events (Figure 1), intended to deal with the users expectations. It is constituted by the Agenda Manager, the Free Time Manager, the Conflicts Manager and the Interface Manager. All the project modules were written in Java and Prolog, being dependant on the JADE to manage the agents.

**Communication**

The communication protocol complies with the FIPA-ACL XML (Caire 2006). All the modules will be compliant with this standard since they are all JADE implemented agents. Messages carry the information of updates and direct announcements. These messages are sent and received through the several modules and clients.

Also with the utilization of JADE it is possible the distribution of agents platforms across machines, which may have different operative systems with the possibility to migrate agents among machines at run-time. It also provides portability, which means that any module may run in different machines, being positioned on any part of the world. Due to its small size the messages are lightweight, easy to be transmit between agents; due to tolerance to errors a message buffer was also created to support any miscommunication or loss of connection with the agents.

The new event messages will carry in their content XML formatted information (Listing 1).

```
Listing 1: An example of a new event message

  (inform
    :sender Admin@AdmM
    :receiver AM0001@AmM
    :reply-with 1203302
    :language XML
    :ontology new_event
    :content <new-event>
      <id> 0001</id>
      <prio> 3</prio>
      <sum> "Visit dentist"</sum>
      <dateb>20090514</dateb>
      <timeb>110000</timeb>
      <datee>20090514</datee>
      <timee>123000</timee>
    </new-event>
  )
```

**Agenda Manager**

The Agenda Manager (AM) sets the bridge between the remaining parts of the manager system and the scheduling one, using the communication infrastructure available to receive and to send requests. As a result, the AM stands for the starting point of all the work that has to be done. It configures a two stage module application. It manages the incoming events to be scheduled and programs the time that triggers the Free Time Manager.

It also supports the reception of multiple messages, thus increasing the overall performance of the system. Indeed, the AM manages the entire project. Its assessment modifies the way the project works.
Conflicts Manager

The Conflicts Manager (CM) module is intended to assure that there is no overlap of activities. This module schedules or reorganizes the events that are received from the AM, making sure that they are in accordance with the other events. When a collision of different hierarchical events is detected, the outcome will be decided by methods of intelligent conflict management. In case of overlapping events with the same priority level, the notification of overlapping is reported to the sender, so he/she may try to reschedule to a different time slot.

The CM will work whenever the Agenda Manager considers it is appropriate. This module has also the capacity to manage all the connections with the other users as well as with the user relatives.

The Conflicts Manager operation can be explained in the following way:
1. When an operation is done by an administrator, the AM receives the message and calls the CM.
2. The CM enters in action by reading all the calendar files, parsing the new event and using the CLP engine to compare the priority levels of eventually conflicting events.
3. It is created a new ICS calendar ready to be delivered to the user.
4. A new message is then sent to the user and to the administrator, notifying them that a new Calendar is available and that the new insertion was successful.

Free Time Manager

The Free Time Manager (FTM) will fit recreational activities in the free spaces on the user calendar, then trying to enforce the well being of the user. These activities configure an important milestone for an active ageing on the part of the user, once it promotes his/her cultural, educational and conviviality conducts, based on an individual plan. The FTM has a database that contains information of the user's favourite activities, previously checked by the decision support group.

As the project evolved, an idea emerged, that of inspiring the free time activities on the part of the user. One of them was the inclusion of community related projects. These projects were not developed here, but were imported and adjusted to the results expected to be achieved with this work. The two projects considered were the Time Bank (Castolo, Ferrada e Camarinha-Matos 2004) and ePal, which make up a type of community volunteerism.

\[ v = -1 \times n_{i=0}^{n} \text{rand}([n]) \]  \hspace{1cm} (1)

The Free Time Manager uses a distribution function (1); it decides on the activity that is inserted into the user's free time. For instance, in a three activities packet, the rate for the activity of higher priority is of 70%, 25% for the second and 5% for the remaining one. The activities are merely suggestive, it comes to the user to decide to execute them or not. On the other hand the activities chosen are those that fit into the time space that is available.

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>-2</td>
<td>-2</td>
<td>-9</td>
</tr>
<tr>
<td>-3</td>
<td>-4</td>
<td>-6</td>
</tr>
<tr>
<td>-2</td>
<td>-4</td>
<td>-3</td>
</tr>
<tr>
<td>-3</td>
<td>-2</td>
<td>-6</td>
</tr>
<tr>
<td>-1</td>
<td>-6</td>
<td>-9</td>
</tr>
<tr>
<td>-3</td>
<td>-4</td>
<td>-9</td>
</tr>
<tr>
<td>-1</td>
<td>-2</td>
<td>-6</td>
</tr>
<tr>
<td>-1</td>
<td>-6</td>
<td>-9</td>
</tr>
<tr>
<td>-2</td>
<td>-4</td>
<td>-6</td>
</tr>
<tr>
<td>-1</td>
<td>-6</td>
<td>-6</td>
</tr>
<tr>
<td>-3</td>
<td>-6</td>
<td>-6</td>
</tr>
<tr>
<td>-3</td>
<td>-2</td>
<td>-3</td>
</tr>
<tr>
<td>-2</td>
<td>-2</td>
<td>-3</td>
</tr>
<tr>
<td>-1</td>
<td>-2</td>
<td>-9</td>
</tr>
<tr>
<td>-3</td>
<td>-2</td>
<td>-6</td>
</tr>
<tr>
<td>-3</td>
<td>-6</td>
<td>-3</td>
</tr>
<tr>
<td>-2</td>
<td>-2</td>
<td>-3</td>
</tr>
<tr>
<td>-1</td>
<td>-4</td>
<td>-3</td>
</tr>
<tr>
<td>-2</td>
<td>-6</td>
<td>-6</td>
</tr>
</tbody>
</table>

Figure 2: An example of function (1) run

In Figure 2 it is depicted an example of the choices made, i.e., in green are posted the winning activities for each round, as well as the values returned by the function’s (1) for each activity. As it may be seen the activity 1 presents a rate of choices of 65%, the activity 2 of 30% and the activity 3 of 5%, values that are proximal of the expected ones.

Interface Manager

The interface intends to be intuitive and easy to use. It is known that the elderly have some difficulties with the new technologies, so the interface must be intuitive and easy to use. Large buttons are used and only the necessary information is displayed. A variable warning system is also available. When an event is triggered or accomplished, the user is informed.

SIMULATION

A simulation platform was devised to test the overall system.

Free Time Manager

A typical result of a run of the FTM module is given in Figure 3. It presents not only a calendar where a set of activities were previously scheduled, but also the results obtained with the FTM module, i.e., a calendar filled with full of fun activities.
Figure 3: A calendar’s before and after picture of a FTM call

All the activities planned came from the database present in the system. On the other hand, the chosen activities have to fit into the time slot available. For example, and as it is shown on the calendar’s picture before a FTM, let us consider three events only, i.e., a visit to the doctor, the lunch and the granddaughter visit (Figure 3). A lot of calendar’s spaces remain available, and may be occupied by other activities. As it was explained before these activities were selected by the distribution function (1), having into consideration the priority values as also a randomization element that introduces variance to the final result.

Conflicts Manager

Figure 4: The calendar’s picture after a direct scheduling without rearrangement

The Figure 4 denotes a direct scheduling. The result points to the elimination of an activity, Rita’s Visit, replaced by one of higher priority, a healthiness one. The CM avoids a direct scheduling with no regard for the previous scheduled events. It operates intelligently by triumph over all the problems, i.e., rescheduling the overlapping events. As it is seen in Figure 5, all the events that are healthiness have priority 1. If they overlap with any other activities, with minor priority, the former are removed, and any person associated with this event is notified of that fact.

Figure 5: The calendar’s picture after a CM call

The “Visit to the Park” and “Rita’s Visit” where immediately changed as they have a low priority factor. Rita was noticed of the rescheduled event.

Figure 6: The calendar’s picture after a CM call in two consecutive days

In Figure 6 it is shown:
- The result of a CM call on a previous event-filled calendar. As it can be seen the “Rita’s Visit” is moved to Tuesday. This happened once Rita’s visit was not programmed when the iGenda scheduled it. Rita’s visit was moved to the day after, as she confirmed in the user calendar that she had that time slot available;
The result of shifting activities between two consecutive days. In Figure 6 it is shown a calendar’s picture after a CM’s call that happen in two consecutive days. As it can be seen the Rita’s visit is on Tuesday. This happened because Rita could not be present when the iGenda scheduled it. She has moved the event to the next day as she confirmed on the user calendar that she had that time slot available.

FUTURE WORK

In terms of future work we will consider some ideas that came up and surfaced during this work, namely:

- A Case Based Reasoning model will be implemented, so that the iGenda will have the capacity to remember and learn from past decisions (Aamodt e Plaza 1994);
- A weather detection mechanism will be also fixed, in order to provide iGenda with the possibility to optimize the selection of events; and
- A Geographic Information System.

CONCLUSIONS

Although this project has been conceived to set one of the functionalities of the VirtualECare project, it surpasses such endeavour. It turned into an independent and self-sufficient project, with potential to be used in other environments and situations.

Regardless of how it will evolve in the future, there are still problems and critical decisions to be made, namely the "density" problem, where by density we mean overcrowding the calendar of the user with too many activities, making it more stressful than relaxing.

It also makes the difference to other PMAs, once it introduces the component of free time opportunity, a problem to be addressed in terms of socialization; i.e., in terms of a process by which the user learn acceptable and unacceptable behaviours for a give environment.
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ABSTRACT

In a genetic algorithm, fluctuations of the entropy of a genome over time are interpreted as fluctuations of the information that the genome’s organism is storing about its environment, being this reflected in more complex organisms. The computation of this entropy presents technical problems due to the small population sizes used in practice. In this work we propose and test an alternative way of measuring the entropy variation in a population by means of algorithmic information theory, where the entropy variation between two generational steps is the Kolmogorov complexity of the first step conditioned to the second one. We also report experimental differences in entropy evolution between systems in which sexual reproduction is present or absent.

INTRODUCTION

The evolution over time of the entropy of a genome within a population is currently an interesting problem which is conjectured to be connected to the evolution of the complexity of organisms in a genetic algorithm [Adami et al., 2000, Adami and Cerf, 2000]. The complexity of the genome of an organism is considered to be the amount of information about its environment it stores. That is, evolution would cause the appearance of more complex sequences, which correspond to more complex phenotypes. This hypothesis states that natural selection acts as a Maxwell demon, accepting only those changes which adapt better to the environment and give rise to more complex individuals with genomes of lower entropy. This idea was tested by the simulation of a very simple system of asexual individuals in fixed environmental conditions.

However, it is well known that that the computation of the entropy as

\[ H(\text{genome}) = - \sum_{x \in \text{population}} p(x) \log p(x) \]  

where \( x \) is one of the genomes in the population, has technical complications, due to the large size of the sample needed to estimate it with accuracy [Adami and Cerf, 2000, Herzel et al., 1994, Basharin, 1959]. In practice, it is usually estimated as

\[ H(\text{genome}) = \sum_{i=1}^{\text{size(genome)}} H(i) \]  

i.e., as the sum of the entropy contributions of each locus in the genome. This estimation misses the entropy contributions due to epistatic effects. Some sophisticated statistical methods can be used to remedy this (see Appendix in Adami et al. [2000]), although we will not deal with them in this work.

An still unexplored way to overcome this problem is to estimate the entropy of a genome as its average Kolmogorov complexity

\[ <K(\text{genome})>_{\text{genes in the population}} \rightarrow H(\text{genome}) \]  

(see Cover and Thomas [1991], Kolmogorov [1968], Li and Vitányi [1997]). However, this result only holds for infinitely long sequences, and therefore it cannot be applied to finite (sometimes short) genomes.
If we are only interested in the entropy evolution of the genome, and not in the particular value estimation, we can resort to the following trick: the genetic algorithm can be modelled as a thermodynamic system which evolves over time, where every population is just a measurement by an observer, i.e. the system is modeled as a statistical ensemble of genomes and each measurement is just a sample from that ensemble.

Now we can measure the entropy evolution of the system from two different viewpoints. The first is the system itself, where the entropy is calculated a la Shannon (equation 2) by estimating the probabilities of the loci alleles, using the frequencies of the ensemble sample.

The second way of measuring the entropy is from the viewpoint of the observer, where a measurement is made of the population at each time step, and the information about the system is updated, i.e., the observer measures the system at time \( t \) and stores this information \( S_t \). At time \( t + 1 \) the observer makes another measurement and substitutes \( S_t \) by \( S_{t+1} \). The entropy variation due to this substitution can be calculated for both equilibrium and non-equilibrium thermodynamic systems [Zurek, 1989a,b, Bennett, 1982]. Since evolution cannot be modeled as a system in equilibrium, the second case applies: the mutation and generational replacement operators may increase or decrease the entropy of the system [Vose, 1999, Wright, 2005].

Thus the entropy variation from the observer viewpoint is \( K(S_t) - K(S_{t+1}) \) bits. As \( K(\cdot) \) is an incomputable measure, we estimate it by using the Lempel-Ziv algorithm [Ziv and Lempel, 1978] as \( \lim_{n \to \infty} (1/n) \text{LZ}(x) = (1/n)K(x|n) \), where \( x \) is an infinite string and \( |\text{LZ}(x)| \) is the size of the same string compressed [Cover and Thomas, 1991]. Now our measurement of the system at time \( t \), \( |S_t| \) is much larger than with equation 3 (just the genome), so the estimation becomes possible.

**EXPERIMENTS**

We want to test whether the evolution of \( K \) (population sample) can help in the study of the evolution of \( H \) (genome). Both measurements have their limitations, but their agreement would provide evidence that the entropy evolution is being studied correctly.

We have evaluated this experimentally, using the genetic algorithm proposed by Hayashi et al. [2007], which is able to reproduce sexual behaviour in a very detailed way, because it includes several features absent in the Adami et al. [2000] experiments, such as sexual reproduction, different inter-locus and intra-locus interactions across the genotypic or phenotypic distance, and the evolutionary mechanisms of mutation and natural selection.

We have implemented and run the same simulation proposed by Hayashi et al. The model’s sexual dynamics can be summarized as follows: there are two different sexes (male and female). The likelihood that a female with trait a will mate with a male with trait b is defined by \( \psi(d) = e^{-\alpha d^2} \), where \( d \) is the genetic or phenotypic distance measuring compatibility between the sexes, and \( \alpha \) is a parameter that represents the compatibility between traits. The value of \( \alpha \) used in the simulations is 0.005. The overall number of offspring produced by a female in each coupling is given by

\[
W_f = B_{max} e^{-sc(P-P_{opt})^2}
\]

where \( P \) is the proportion of males with which the female has been able to mate. The parameter \( P_{opt} \) (which can take the values \{0.2, 0.4, 0.6, 0.8\}) defines the fertility of the female. The parameter \( sc \) (ranging from 1.02 to 4×1.02) stands for sexual conflict selection in females. \( B_{max} \) is the maximum possible number of offspring (5). The sex and the father are randomly chosen for each offspring, and the number of males each female encounters is \( n = 20 \).

Twenty two different experiments have been performed. \( K \) (population sample) and \( H \) (genome) have been estimated for each generation step with the methods described above. The system evolved for 10,000 generations with a population size of 1,000 individual genomes.

In all our results, both measures were highly correlated (see fig. 1), giving evidence that the dual measurement of the evolution of entropy by means of Kolmogorov complexity confirms the use of the Shannon entropy.
DISCUSSION

When sexual dynamics are introduced in the system, the increase of complexity observed by Adami et al. [2000] is not present anymore.

The typical result observed in our experiments is a chaotic behavior of the entropy (fig. 2). Only large genome lengths or high female mating rates ($P_{opt}$) escape from this (the other parameters seem to have little importance). The effect of this is to increase the autocorrelation of the entropy time series and provoke the rise of a few entropy bumps during a small number of generations (figs. 3 and 4).

Our hypothesis for this behavior of the entropy is the absence of natural selection in the Hayashi et al. [2007] model, which could explain the similarities between male and female evolution (fig. 5). Without natural selection, the environment for females is reduced to random boundary conditions (mutations). On the other hand, males are selected by females as mating partners. In this way, females can be considered to become the environment for males, since they determine the way in which the entropy of the males evolves. On the other hand, females have no environment to adapt to. Perhaps if the pressure of natural selection was applied both to male and female (not necessarily in the same way), more complex patterns in the behavior of their entropies would appear. The fact that natural selection is not taken into account may be the cause of the differences in entropy evolution between the models by Adami et al. [2000] and Hayashi et al. [2007], and the reason why global decreases in entropy are not observed in the latter.

Figure 1: Histogram of the 22 experimental correlation coefficients.

Figure 2: Example of continuous evolutionary chase without genetic differentiation obtained with parameters $B_{max} = 5$, $P_{opt} = 0.2$, $\mu = 5.0 \times 10^{-3}$, $a=0.05$, $sc = 1.02$, 2 loci, phenotypic model: additive. Experimental correlation coefficient: 0.9956.

Figure 3: Example of differentiation without speciation, obtained with parameters $B_{max} = 5$, $P_{opt} = 0.8$, $\mu = 5.0 \times 10^{-3}$, $a = 0.05$, $sc = 1.02$, 8 loci, phenotypic model: co-dominance. Experimental correlation coefficient: 0.9741.
CONCLUSIONS AND FUTURE WORK

Studying a genetic algorithm from the observer point of view allows us to have large-scale estimates of the entropy evolution via Kolmogorov Complexity. This overcomes many limitations that arise from epistatic effects between loci and provide an easy way to study the dynamics of the algorithm without resorting to complex mathematical trickeries.

We have also used this methodology to study the effect of sexual reproduction in terms of the evolution of complexity as a decrease in entropy. We show that, when sexual reproduction is present, the population enters a chaotic regime of complexity driven by the complexity drifts of the female organisms. We suggest that this might happen because in our experiments female organisms evolve chaotically, without natural selection, while male organisms evolve using females as boundary conditions, which gives rise to an overall chaotic evolution of complexity.

In next immediate step we plan to introduce natural selection in the experiments and find whether this will change the evolution of complexity. We plan to do it by implementing the typical natural selection operators from genetic algorithms, such as tournament selection, steady state-selection, and so forth. We would also analyze the effects of different types of selection pressure on the females, such as food availability and other environmental aspects which up to now have not been considered. We conjecture that introducing natural selection will remove the chaotic complexity dynamics and might probably get closer to what Hayasi et. al. formerly reported: an increase in complexity attained by removing those genetic mutations that do not improve the fitness function.

The reason why we have not taken those aspects into account in our current implementation is the fact that we are not addressing any flavor of genetic algorithms, but studying the general mechanics of this family of algorithms. In the future we may try to address this point too.
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ABSTRACT

For the problem of optimizing inspection strategies in multi-stage production systems, a metaheuristic consisting of an evolutionary algorithm with embedded simulation was developed in Van Volsem et al. (2007), Van Volsem (2009) and Van Volsem (accepted for publication, 2009). The metaheuristic requires normally distributed pseudo-random numbers; the time needed for this random number generation is a substantial fraction of the total computation time. In an effort to reduce the computation time, the metaheuristic was adapted for computation on the Cell Broadband Engine. The proposed adaptation is twofold: we propose a way to make the metaheuristic suitable for fast multicore computation, and secondly, the potential of SIMD computation for speeding up the random number generation process and the metaheuristic is investigated.

INTRODUCTION

Traditional computer software is written for serial computation. To solve an optimization problem, an algorithm or metaheuristic is constructed and implemented as a serial stream of instructions. These instructions are executed on a central processing unit (CPU) on one computer.

Parallel computing uses multiple processing elements simultaneously to solve a problem. This is accomplished by breaking the problem into independent parts so that each processing element can execute its part of the algorithm simultaneously with the others. The processing elements can be diverse and include resources such as a single computer with multiple processors, several networked computers, specialized hardware, or any combination of the above.

Today most commodity CPU designs include single instructions for some vector processing on multiple (vectorized) data sets, typically known as SIMD (Single Instruction, Multiple Data). Modern video game consoles and consumer computer-graphics hardware rely heavily on vector processing in their architecture. In 2000, IBM, Toshiba and Sony collaborated to create the Cell Broadband Engine (Cell BE), consisting of one traditional microprocessor (called the Power Processing Element or PPE) and eight SIMD co-processing units, or the so-called Synergistic Processor Elements (SPEs), which found use in the Sony PlayStation®3 among other applications.

The computational power of the Cell BE or PlayStation®3 can also be used for scientific computing. Examples and applications have been reported in e.g. Kurzak et al. (2008), Bader et al. (2008), Olivier et al. (2007), Petrini et al. (2007).

In this paper, the potential of using the PlayStation®3 for speeding up metaheuristic optimization is investigated. More specifically, we propose an adaptation of an evolutionary algorithm with embedded simulation for inspection optimization. Thereto, two issues need to be addressed:

- the metaheuristic itself needs to be adapted to make it suitable for parallel computation and vector processing, and
- the random number generation required by the metaheuristic has to be adapted for parallel computing as well.

The main mechanism of achieving this goal is through parallelization and vectorization. The main obstacles in the way of parallel execution are data hazards, which prevent simultaneous execution of instructions with dependencies between their arguments, and control hazards, which result from branches and other instructions changing the Program Counter (Kurzak et al. 2008). In other words:

- Instructions can be grouped together only if there is no data dependency between them.
• Communication and synchronization between the different subtasks are typically one of the greatest obstacles to getting good parallel program performance.

Moreover, the potential speed-up of an algorithm on a parallel computing platform is limited by Amdahl’s law, which states that a small portion of the program which cannot be parallelized will limit the overall speed-up available from parallelization.

The remainder of the paper is organised as follows: in Section 2, the original problem and metaheuristic solution approach is described. Section 3 reports on the adaptation of the metaheuristic, while the potential of SIMD computation for speeding up the random number generation process is investigated in Section 4. Section 5 summarizes and concludes.

INSPECTION OPTIMIZATION WITH AN EVOLUTIONARY ALGORITHM AND SIMULATION

Efficient production quality control is a major issue to manufacturers. Efficient economic inspection strategies ensure the required output quality while minimizing the total inspection cost. Generally speaking, more and tighter inspection will induce a higher product quality – in terms of meeting product specifications – but will also result in higher costs of inspection, scrap and rework. An economic inspection plan will balance this trade-off. Consider a serial multistage production system (MSPS) in which products travel sequentially from stage 1 to stage n and inspection of products is performed by k (k \(\leq n\)) inspection stations. At each stage, a manufacturing action is performed on or with the products, before moving on to an inspection station, or to the processing station of the next stage in case of no inspection. An inspection strategy for an MSPS decides on:

1. the number and location of inspection stations;
2. the rigor of the inspections (inspection limits) for each inspection station;
3. the number of inspections executed (sample size or sampling frequency and acceptance number) for each inspection station;

The problem facing the MSPS inspection planner thus consists of finding the combination of these inspection parameters in order to minimize the total expected inspection cost (\(TIC\)). This is a complex joint optimization problem; addressed in Van Volsem et al. (2007), Van Volsem (2009) and Van Volsem (accepted for publication, 2009).

Their joint optimization method consists of embedding Monte Carlo simulation (to compute the serial \(n\)-stage MSPS subject to inspection) in an Evolutionary Algorithm (EA) (to perform the actual optimization). For each of the \(n\) stages, the EA proposes the inspection type (\(F\) for full inspection, \(S\) for sampling inspection, \(N\) for no inspection), the upper and lower inspection limits (\(UIL_i\) and \(LIL_i\)), and the acceptance sampling parameters \((s_i, t_i)\) where appropriate.

The following notation is used:

\[
\begin{align*}
K &= \text{batchsize} \\
n &= \text{number of process stages} \\
p_i' &= \text{fault occurrence in stage } i \\
LIL_i &= \text{lower inspection limit in stage } i \text{ (variable)} \\
UIL_i &= \text{upper inspection limit in stage } i \text{ (variable)} \\
LS_n &= \text{lower specification limit after stage } n \text{ (fixed)} \\
US_n &= \text{upper specification limit after stage } n \text{ (fixed)} \\
s_i &= \text{sample size for stage } i \\
t_i &= \text{acceptance number for stage } i \\
d_i &= \text{number of bad items after stage } i \\
c_{T,i} &= \text{unit test cost in stage } i \\
c_{R,i} &= \text{unit rework cost in stage } i \\
c_P &= \text{unit penalty cost (after stage } n) \\
TC_i &= \text{test cost in stage } i \\
RC_i &= \text{rework cost in stage } i \\
\alpha_F,i &= 1 \text{ if } F \text{ is selected in stage } i, = 0 \text{ otherwise} \\
\alpha_S,i &= 1 \text{ if } S \text{ is selected in stage } i, = 0 \text{ otherwise} \\
TTC &= \text{total test cost} \\
TRC &= \text{total rework cost} \\
TPC &= \text{total penalty cost} \\
TIC &= \text{total inspection cost}
\end{align*}
\]

The \(TIC\) is calculated as follows:

\[
TIC = TTC + TRC + TPC \quad (1)
\]

with

\[
TTC = \sum_{i=1}^{n} TC_i \quad (2)
\]

\[
TRC = \sum_{i=1}^{n} RC_i \quad (3)
\]

\[
TPC = c_P d_n \quad (4)
\]

and with

\[
TC_i = c_{T,i} (\alpha_F,i \cdot K + \alpha_S,i \cdot s_i) \quad (5)
\]

\[
RC_i = c_{R,i} p_i' \quad (6)
\]

Determining the optimal inspection strategy, i.e. the whole of inspection decisions that minimize the \(TIC\), requires the determination of inspection options \(\alpha_i\) and the corresponding inspection limits \((LIL_i, UIL_i)\) and sampling parameters \((s_i, t_i)\), for all stages \(i = 1, ..., n\).

This is what the proposed Evolutionary Algorithm does. Evolutionary Algorithms are adaptive heuristic search methods mimicking selective breeding, where offspring
are sought which have certain desirable characteristics, determined at the genetic level by combination of the parents’ chromosomes. In a similar way, in seeking better solutions, EA’s combine pieces of existing solutions: new generations of offspring are generated through an iteration process until a convergence criterion is met. The basic concepts were developed by Holland (1975) and were forged into a problem solving methodology for complex optimization problems by De Jong (1975) and Goldberg (1989).

There are four main parts in the EA paradigm, namely the problem representation and initiation, the objective function evaluation (fitness calculation), the parent selection, and the actual evolutionary reproduction of candidate solutions.

Problem representation and initiation

Every proposed solution is represented by a vector of the independent variables (inspection decision variables), coded as a chromosome constituted by as many genes as the number of independent variables. The chromosomes used in the EA we propose, consist of a set of “character” values (F, N or S), real values (LILi and ULLi) and integer values (si, ti).

We used a population size M of 50 initial solutions. From this pool, some are selected (parents) to construct new solutions (children). The construction algorithm for the initial population consists in randomizing the characters (N, S, F), and randomizing the limits by allowing (symmetrical) variation from the original limits by a certain user defined percentage.

Objective function evaluation (fitness calculation)

For every candidate solution its fitness as a possible parent has to be evaluated, where fitness refers to measure of profit or goodness to be maximize while exploring the solution space. We use a straightforward normalization procedure to calculate the fitness value f for each solution j in a population of M solutions:

\[
f_j = \frac{1}{\sum_{k=1}^{M}(1/TIC_k)}
\]

Parent selection

Parent selection for producing offspring is done as in Holland’s original Genetic Algorithm, i.e. for each reproduction two parents are chosen: one parent is selected on its fitness basis, the other is chosen randomly. The idea behind this is that the parent chosen for its fitness ensures genetic quality, while the random parent ensures genetic diversity.

Reproduction

In our algorithm, the new generation consists of \((M - 1)\) children, the \(M^{th}\) solution in the next generation population is the best solution from the previous generation (= elitism of 1). Generating offspring is performed in two steps: first crossover is applied, then the inspection limits are adapted. After these two steps, reproduction is completed and the children thus obtained can populate the new generation. This way, the simultaneous determination of inspection parameters is achieved. Our crossover operator randomly selects a crossover point, and constructs two new solutions by exchanging the tails of both parents. Instead of mutation, inversion is used (see Reeves (1993; pg. 173)).

Algorithm 1 original EA

Create initial sorted population

for generation = 1 to number of generations do

Create offspring

for solution = 1 to M do

for stage = 1 to n do

Calculate process values

Calculate inspection cost

end for

Calculate TIC

end for

Sort population

end for

Take winner

ADAPTATION OF THE EA

Kurzak et al. (2008) state that while not all problems SIMDize well, most can benefit from one way or another.

To adapt the above metaheuristic for computation on the Cell Broadband Engine, we need to parallelize it to make it suitable for computation on the SPEs, and consequently the code has to be vectorized for in order to make efficient use of the SPEs.

First we have to choose which parts will run on the SPEs and what on the PPE. Next step is to SIMDize the SPE code. Calculating the TICS of an inspection strategy requires a fair amount of computational power and has no data dependencies. This is therefore an ideal candidate to run on the SPE’s. The creation of offspring for new generations will be done on the central PPE, which will then communicate the inspection strategies to the SPEs who will calculate the TICS in parallel.

The TIC calculation on the SPE’s consists of calculating the process values and subject them to the selected inspection strategy. Each solution is simulated 50 times, the average TIC is returned. This simulation requires a lot of normal random numbers, how to adapt the random number generation for parallel processing is the
Algorithm 2 adapted version of the EA

<table>
<thead>
<tr>
<th>Create initial sorted population</th>
</tr>
</thead>
<tbody>
<tr>
<td>for generation = 1 to number of generations do</td>
</tr>
<tr>
<td>for solution = 1 to M do</td>
</tr>
<tr>
<td>Create offspring</td>
</tr>
<tr>
<td>Calculate TIC on SPE (IN PARALLEL)</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>Sort population</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>Take winner</td>
</tr>
</tbody>
</table>

subject of the next section.

How is the TIC calculation now implemented on an SPE? Keeping in mind that the memory of an SPE is limited to 256k, we have decided to calculate it one process value at a time, through all $n$ stages instead of complete batches stage by stage. This is feasible as the processing of the values is not interdependent. This way we needn’t worry about the 256k memory which would otherwise become a problem if the batchsize becomes too big.

How do we SIMDize the inspection? Normally this code consists of a lot of branches:

Do we need to inspect? YES/NO
Is the value between inspection limits? Y/N
Are we using sampling inspection? Y/N
Do we need to switch to full inspection? Y/N

In SIMD we cannot have the conditional branches as the same code needs to run on all the elements in the vector. We implemented a standard technique of processing the instructions for both branches of the conditional branch and at the end select the right value with the instruction SPUse1.

NORMAL PSEUDO-RANDOM NUMBERS

In many simulation and Monte Carlo programs, a substantial fraction of the computation time is used in generating pseudo-random numbers (Brent 1998). Vector or parallel computation can significantly contribute in accelerating the simulation process. However, parallel computation for Monte Carlo programs in itself also brings about some difficulties that cannot be overlooked:

- The requirements for parallel random number generators (RNGs) are more stringent than those for sequential RNGs. If a simulation is to be run on a multi-processor machine, it is of the essence to ensure that the random numbers used by each processor are independent, or equivalently, to ensure that the sequences of random numbers used by each processor are disjoint.

Different applications require pseudo-random numbers with different distributions (uniform, normal, exponential, Poisson, etc.). The algorithms used to generate these random numbers usually rely on a good source of uniform random numbers, which are then transformed to random numbers with other distributions. The algorithms used can be divided in the following groups:

**Inversion methods** are based on the observation that continuous cumulative distribution functions (cdfs) range uniformly over the interval $[0, 1]$. If $u$ is a uniform random number on $[0, 1]$, then a random number $X$ from a continuous distribution with specified cdf $F$ is obtained using $X = F^{-1}(U)$. Subject to the restriction that the distribution is continuous, this method is generally applicable (and can be computationally efficient if the cdf can be analytically inverted).

**Transformation methods** provide an alternative in cases where cdf inversion too computationally expensive in practice for some probability distributions. The Box–Müller transform is an example of such an algorithm. It produces two normally distributed random numbers from a pair of uniformly distributed random numbers. If $u_1$ and $u_2$ are independent random variables that are uniformly distributed on $[0, 1]$, then

$$z_0 = R \cos(\Theta) = \sqrt{-2 \ln u_1} \cos(2\pi u_2)$$
$$z_1 = R \sin(\Theta) = \sqrt{-2 \ln u_1} \sin(2\pi u_2)$$

are independent random variables with a standard normal distribution.

**Acceptance-rejection methods** also provide an alternative in cases where the functional form of the required distributions makes it difficult or time-consuming to generate random numbers using inversion methods. As the previous two methods, acceptance-rejection methods require uniform random numbers. In this method it is assumed that the probability distribution $F$ we wish to simulate has a pdf $f(x)$. The basic idea is to find an alternative probability distribution $G$, with pdf $g(x)$, from which we already have an efficient algorithm for generating from, but also such that the function $g(x)$ is “close” to $f(x)$. In particular, we assume that the ratio $f(x)/g(x)$ is bounded by a constant $c > 0$. The algorithm for generating $X$ distributed as $F$ proceeds as follows:

1. Choose a pdf $g$.
2. Find a constant $c$ such that $f(x)/g(x) \leq c$; $\forall x$
3. Generate a uniform random number $u$
4. Generate a random number $v$ from $g$
5. If $c \ast u \leq f(v)/g(v)$, accept and return $v$. Otherwise, reject $v$ and go to step 3
For efficiency, a “cheap” method is required for generating random numbers from $g$, and the scalar $c$ should be small.

These methods all either involve the computation of mathematical functions such as sines, cosines and logarithms, which are slow in comparison to the time required to generate a uniform random number, or require on average more than one uniform random number for each normal random number. From this it evidently follows that normal RNGs based on transforming uniform random numbers are slower than uniform RNGs. Leva (1992) compared several of the best acceptance-rejection methods an found that they are at least five times slower than a fast uniform RNG on the same machine. Brent (1998) argues that the most well-known and widely used methods for normal RNG often do not vectorize well. He therefore suggests vectorized implementations of the “old-fashioned” Box-Müller transformation.

We follow this suggestion; the RNG used to generate the uniform random numbers is the SFMT (SIMD-oriented Fast Mersenne Twister, Saito and Matsumoto (2006)), followed by our own implementation of the Box-Müller transform. Standard mathematical functions such as sines and cosines are calculated using the Universal SIMD Mathlibrary (2009) libsimdmath.

SUMMARY AND CONCLUSIONS

We design an optimized parallel implementation of an evolutionary algorithm and simulation for optimizing inspection strategies for multi-stage processes on the PlayStation®3. We adapted the algorithm to eliminate branches and optimized the code using standard techniques such as loop unrolling and vectorization. We adapted the random number generation process: we developed and implemented a Box-Müller transform on uniform random numbers generated with an 128-bit Mersenne twister. The original algorithm calculation time was >1 hour for 200 generations; re-writing the code with SIMDizing the RNG led to a calculation time of 5.59" on a single core of a 2.5GHz AMD Phenom processor. The further porting and optimizing of the code to make it suitable for running on the cell broadband engine led to a calculation time of 14" on a PlayStation®3. We thus realized a speedup factor of more then 256 in comparison with the original algorithm in Van Volsem et al. (2007), and showed the PlayStation®3 suitable for scientific computing.
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ABSTRACT

The paper presents a micro-simulation model of motorway driving using vehicle trajectory data to define key behaviours such as longitudinal and lateral movements. Micro-simulation plays an important role in transport research. In particular it can be used to appraise new transport schemes, help predict short/medium term traffic conditions in real time, and provide a realistic driver behaviour model for implementation within a driving simulator. In the past microscopic model developers have tended to build models 'top-down' due to the cost of acquiring suitable microscopic field data. A top-down approach has a principal aim of creating microscopic models that represent aggregated macroscopic field data correctly, with less attention to the behaviour at the level of individual drivers. The aim of the project described in this paper was to build a microscopic model from the 'bottom-up'. A bottom-up approach uses microscopic field data (namely vehicle trajectory data) to build and calibrate microscopic models, and has a principal aim to replicate the behaviour of individual drivers. It is anticipated that if the microscopic behaviour is modelled with sufficient accuracy then the aggregated macroscopic statistics (e.g. journey times, capacities, queue lengths, etc.) will also be correct, and greater confidence can be given to the model predictions.

INTRODUCTION

Vehicle trajectory data

The research project makes use of a novel vehicle trajectory dataset - Individual Vehicle Data (IVD) (see Lunt 2005; Lunt and Wilson 2003) that is owned by the Transport Research Laboratory (TRL). A detailed description of the micro-simulation framework and how the data was created and used in a Neural Network behavioural model can be found in (Dumbuya et al, 2006; Dumbuya et al, 2007). The work was further developed in 2007/08 to enhance the framework to model two key behaviours, namely longitudinal and lateral driver behaviour in free-flow motorway conditions (see discussion on the behavioural theory of traffic dynamics for homogenous multi-lane freeways, Daganzo 1999; Gunay, 2007; Laval and Leclercq, 2007; Taylor et al, 2008). Vehicle trajectory data is an appropriate data source to build microscopic models from the bottom-up. This data describes the path of individual vehicles over time, giving a time series of individual speeds, accelerations, and lateral movements. When combined with surrounding vehicle trajectories it is possible to build an understanding of how drivers interact with each other, and allow appropriate models to be built. Although trajectory data alone does not provide information on a particular driver's thought processes, it still provides a valuable resource to help understand vehicle interactions at a microscopic level.

The use of vehicle trajectory data to build microscopic models is not a completely new concept. Recently the capture of video footage and the subsequent automatic/manual re-identification of vehicles has provided model developers with trajectory information (see Hoogendoorn et al, 2005). Survey vehicles have also been used and can provide very frequent time-series trajectory data from one vehicle. However, due to the manual effort required to track vehicle trajectories from video footage, the data sets typically only span ½ to 1 hour. Survey vehicle data is also expensive to collect and so only a few drivers are monitored in a trial; consequently the sample will not represent the full variation in driver behaviour. It is also possible that drivers of survey vehicles might behave differently knowing that they are being monitored and so provide a biased sample. For both reasons the data sets do not provide a sufficiently large, representative sample of the driving population.

Individual vehicles recorded at consecutive MIDAS1 inductance loop sites were automatically re-identified (see Lunt, 2005 for a description of the method) across a range of 500 metres at fixed 100 metre intervals, proving trajectory information. 90,000 vehicle trajectories were recorded over a consecutive period of 3 days (8th to 9th December 2003). The data was recorded at Junction 6 of the M42 near Birmingham UK, in-between the diverge and merge points, as shown in Figure 1. For each trajectory at each 100 metre site statistics were recorded detailing the measured vehicle speed, length, time headway to vehicle ahead, lane, and timestamp.

This unique data source is sampled at fixed locations. Video and probe vehicle trajectory data is sampled at fixed time intervals. The close proximity of the sites allows trajectory data of a sufficient sampling frequency to extract longitudinal and lateral driver behaviour in free-flow

---

1 MIDAS (Motorway Incident Detection and Automatic Signalling) is a Highways Agency ITS control system to provide roadside messages to drivers via Variable Message Signs (VMS)
conditions (vehicles travelling at 70mph are recorded at intervals of 3.2 seconds at fixed 100 metre intervals).

Figure 1: Locations of IVD Collection Sites M42 Junction 6 near Birmingham UK

If additional IVD were collected to cover high flow and low speed conditions then there would be uncertainty as to how well the existing, or modified, re-identification algorithms would correctly re-identify vehicles. Additionally the dataset would contain vehicle statistics at fixed distances, and in slow-moving conditions there could be long durations between successive trajectory measurements.

Overview of longitudinal and lateral behaviour models

Longitudinal models predict the longitudinal positions of vehicles. A major subset of these models, is concerned with car following. Car following is defined loosely as the interactions between two vehicles such that the following vehicle chooses to follow the lead vehicle, or, the condition is imposed such that the following vehicle is unable to overtake the lead vehicle and therefore slows down to follow the lead vehicle. A number of car following models may include:

- **Gazis-Herman-Rothery (GHR) models** (Chandler et al., 1958) - Based on a stimulus-response function i.e. the acceleration of a driver is proportional to the separation distance and relative speeds.
- **Linear (Helly) models** (Helly, 1959) - The acceleration of the current driver is proportional to whether the immediate driver in front (and two vehicles in front) was braking.
- **Safety distance or Collision Avoidance models (CA)** (Kometani and Sasaki, 1959 and Gipps, 1981) - Based on the concept of safe following distance manipulated by the Newtonian equation of motion i.e. what is the safe following distance to avoid a collision if the driver in front were to behave unpredictably?
- **Psycho-physical or Action Point models (AP)** (Michaels, 1963) - Based on the idea that a driver can operate in a number of driving regions. A threshold is used to determine the change from one region to the other. There are two seminal models proposed by (Fritzschke, 1994) and by (Wiedemann, 1974). The regions are characterised across two dimensions, the headway to the vehicle in front, and the closing (or opening) speed to the vehicle in front.

Lateral models (sometimes simplistically referred to as lane changing models) predict the sideways movements of vehicles, and are often simplified by assuming a vehicle's lateral location can only exist in a number of discrete states, or lanes. Although this is a simplification of the actual process, the models are still traditionally much more complex compared with longitudinal models. In lane changing, there are many considerations to be taken into account. The behaviour (or motives) of other drivers in the target lanes the current driver is intending to move to must be carefully assessed. Lane-changing opportunities can become available both in light uncongested and congested traffic conditions. In uncongested traffic, lane changing is considered feasible if there is a gap of sufficient size in the target lane so that the vehicle can move into the target lane safely, without forcing other vehicles in the target lane to slow down significantly. On the other hand, lane changing in congested traffic involves using ‘forced’ and ‘co-operative’ lane changing procedures, (Hidas, 2004, also see Daganzo 1999; Gunay 2007; Laval and Leclercq 2007; Taylor et al, 2008). A review of lane changing for the England Highways Agency model SISTRM (Simulation of Strategies for Traffic on Motorways) identified three fundamental behavioural processes associated with lane changing, (Baguley et al, 2003), namely:

1. Lane change desire
2. Lane change availability
3. Lane change mechanics

A rule based approach is generally used to model lane changing. For example, in multi-lane roads a hierarchical set of rules is used to model lane changes (e.g. VISSIM). In DRACULA, (Lin et al, 1995), the lane-changing model contains three steps: (1) obtain the lane-changing desires and define the type of changing, (2) select the target lane, and (3) change lane if all gaps are acceptable.

An inherent part of lane changing behaviour is gap acceptance. This is also a relatively complex behaviour that takes place when a driver wishes to insert themselves between vehicles in a different traffic stream. For example, in lane changing a driver must assess the critical gap length of the target lane to which he/she intends to move. Critical gaps are typically modelled as random variables to capture the variation in the behaviours of different drivers and for the same driver over time, (Ahmed et al, 1996). A gap is measured as headway between the most immediate pair of vehicles in the target traffic stream. As with car following, gap acceptance is also usually measured in time.

From the brief review of longitudinal and lateral models it is noted that the increased understanding of car following models, both from the traffic engineering and traffic psychology point of view, help to design better microsimulation models. A previous limitation in psychological driver model development was the need for accurate and extensive behaviour data. However, now there are number of data sources to validate these models (see Brockfeld and Wagner 2006; Dougherty et al 2000; Bonsall, 2000).
Furthermore, a mixture of approaches including control (mechanistic/mathematical) and psychological (behavioural) would be required to build realistic models.

**MOTORWAY DRIVING BEHAVIOUR MODELS**

**Development of Longitudinal Model**

A psychological Action Point (AP) model was developed for the longitudinal (or car following) behaviour in motorway traffic. An AP phase diagram (in this case the boundaries are from the Fritzschke model) is shown in Figure 2. An example vehicle trajectory (thick black line) has been drawn on the diagram and the action points (occurrences where the trajectory passes into a new region and takes on new behaviour) are drawn as circles. An AP model contains behavioural regions defined between boundaries. When these boundaries are crossed then an action is taken to alter the existing behaviour. This ‘existing behaviour’ is typically a constant acceleration/deceleration, and the process mimics a driver fixing the accelerator pedal for a while, and then altering its position to another fixed point given a change in perceived conditions. The AP phase diagram operates in two dimensions for a typically lead-follower vehicle pair, defined over the space headway to the vehicle in front (Δx, vertical axis) and the difference in speed to the vehicle in front (Δv, horizontal axis). In this Fritzschke model, the driving regions are:

- Free driving, accelerate up to desired speed (green)
- Following, maintain the same speed (blue)
- Closing in, brake in order to reach the same speed as the vehicle in front (yellow), and
- Danger, brake sharply (red)

![Figure 2: Illustration of Action Point Phase Diagram and Path of a Vehicle Trajectory (represented by the bold line)](image)

Typically, with AP models, it is possible to cluster IVD to obtain behaviour in the different regions. The research project was concerned with extracting the most important factors that influence longitudinal behaviour, with an intention to consider more complex influences at a later time. For the purpose of this project, it was assumed that lane changing, and its affect on subject and surrounding vehicles, was a complex influence. Therefore, attempts were made to filter out trajectories affected by lane changes in order to facilitate the extraction of fundamental longitudinal driver behaviour from the trajectory dataset.

To consider vehicles unaffected by lane changes, filtering of the original 90,000 trajectories was conducted. This involved only considering vehicle trajectories that did not change lane and that had no lane change made immediately in front of them across all the six inductance loop sites. The detailed filtering process is described in (Lunt and Dumbuya, 2007).

Given the variation in driver behaviour in different lanes, and across vehicles of different lengths, a further filtering of vehicle trajectories that only travelled in lane 2, and those whose lengths were between 2 and 6 metres was made. This filtering reduced the dataset to a collection of vehicle trajectories that exhibited broadly similar characteristics.

In summary, the filtering process left vehicle trajectories with the following properties:

1. Trajectories that remained in lane 2 across all six sites
2. Trajectories unaffected by lane changes immediately in front of them across all six sites
3. Vehicles between 2 and 6 metres in length

The reduced dataset still consisted of 13,000 vehicle trajectories. This demonstrates one of the great benefits of the original IVD in that stringent filtering could take place and still leave a large number of vehicle trajectories (in this case 13,000) for model development. This kind of filtering is not feasible on much smaller datasets currently used for existing model development and calibration, since only a very small number of trajectories would remain.

Furthermore, only the trajectory statistics recorded at the third and fourth inductance loop site were considered. This was to reduce the chance of considering drivers that were not genuinely car following since there was no information on how vehicles behaved just before the data capture, and just after. By only considering statistics at the two middle sites, there was very high confidence that a lane change did not occur 200 metres before, and 200 metres after the measurements were made. The only possible errors would have been from incorrect re-identification within the original algorithm, or erroneous data from the loop sites. For a vehicle travelling at 70mph this corresponds to a time of 6.5 seconds before and after the statistics at the two central sites were measured.

New AP boundaries were constructed from the reduced vehicle trajectory dataset. By considering the speeds from loop 3 to loop 4 of each trajectory (s3 and s4), the acceleration over this distance (100 metres) is given by

\[
\frac{s_4^2 - s_3^2}{100}
\]

Calculating this acceleration for each trajectory, and subsequently categorising the trajectories into similar
acceleration bands, gave rise to collections of vehicles that had similar responses. These responses were taken from the HA micro-simulation model SISTM - a microscopic simulation of traffic model which dynamically models ramp metering, speed control; takes into account shockwaves and exit management and allows the operation of those systems to be dynamically controlled in real time (see Baguley et al 2003 for details). The responses are defined as follows:

<table>
<thead>
<tr>
<th>Response</th>
<th>Speed Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Braking</td>
<td>less than -5 kph/s</td>
</tr>
<tr>
<td>Slowing down</td>
<td>between -5 and -0.5 kph/s</td>
</tr>
<tr>
<td>No Change</td>
<td>between -0.5 and 0.5 kph/s</td>
</tr>
<tr>
<td>Speeding Up</td>
<td>between 0.5 and 3.83 kph/s</td>
</tr>
<tr>
<td>Accelerating</td>
<td>greater than 3.83 kph/s</td>
</tr>
</tbody>
</table>

The value -5 kph/s is a default value in SISTM and is defined as the braking rate adopted if the brake lights of the vehicle ahead are seen. The value 3.83 kph/s is a default value in SISTM and is defined as the maximum achievable acceleration rate when travelling at over 75% of desired speed. The values of -0.5 and 0.5 kph/s were manually chosen as a suitably insignificant acceleration and deceleration rates and within a driver's natural variation in maintaining a fixed speed.

**Development of Lateral Model**

Lateral or lane changing models can be complex. A three stage lateral or lane changing model was developed for the project. This considers:

1. Lane change desire
2. Lane change availability
3. Lane change mechanics

The justification for choosing this three-phase lane changing model was that the same approach was adopted in the HA SISTM tool developed by TRL, so was familiar to the developers. Also, although there is currently little field data to support model development for processes 1 and 3 the IVD trajectories provide a wealth of information for phase 2 (gap acceptance). The IVD trajectory dataset was used to create models for two of these steps: Lane change desiring and Lane change availability. The aspect of Lane change mechanics (i.e. how a lane change is physically made) could not be extracted from the IVD since detailed lateral positions are not contained within the IVD. Therefore, it was decided to use the IVD to build a sub model concerned with lane changing for speed advantage, from lane 2 to lane 3. In so doing, the desire to change lane for a speed advantage was assumed to be linked to the attainable speed in the current lane, and the attainable speed in the target lane.

All lane changes from lane 2 to lane 3 were extracted from the vehicle trajectory dataset, 2044 lane changes in total. This included lane changes at all sites, not just site 3 and site 4 as used in the development of the longitudinal model described earlier. Vehicles of all lengths were also considered since the numbers of lane changing vehicles was fewer than those used for the longitudinal model. Of these lane changes the speed of the vehicle immediately ahead of the subject vehicle just before a lane change, and the speed of the vehicle immediately ahead in lane 3, was captured. This effectively gave a value of the attainable speed in the current lane (as provided by the vehicle immediately ahead), and the available speed in the target lane (as provided by the speed of the vehicle immediately ahead in the target lane).

Information on lane change availability (i.e. gap acceptance) was extracted by considering the front and back headway accepted by vehicles that made a lane change from lane 2 to lane 3. A deterministic distance lead and lag gap threshold was extracted from the dataset since there was no information on the gaps that vehicles rejected, only those that were accepted (i.e. the IVD did not contain direct information on the thought process of drivers). Manual observation of the dataset suggested that a lead and lag gap between 10 and 12 metres would be appropriate. This was refined by analysing the number of lane changes greater than a certain lead or lag gap, and plotting the number of these lane changes in each case. This is shown in Figure 3 alongside the derivative for each series. There is a clear drop in gradient at about 11.5 metres; this distance was chosen as an appropriate lead and lag gap.

![Figure 3: Analysis of Gap Acceptance](image)

Like the longitudinal model, the speed advantage lane changing model was developed from observed lane changes, built from so many vehicle trajectories and, itself provides a unique and novel set of results.

**RESULTS AND DISCUSSION**

The longitudinal and lateral models described in the previous sections were incorporated and implemented within a micro-simulation framework. A number of simulations were conducted on a 1km circular track, representing a motorway. This network allowed fundamental analysis of lateral and longitudinal movements. The following subsections describe the results from simulations for lane changing as this provides the most interesting for a complex lateral behaviour.

**Results for multiple vehicles, with lane changing**

The lateral model described previously was implemented within the micro-simulation framework. The model was built using data from vehicles moving from lane 2 to lane 3, although within the simulation was used to model movements from lane 1 to lane 2. Lane 3 was banned. The simulation also did not consider reverse movements back to
lane 1. The results from the simulation runs are shown in Figure 4, with a vehicle changing from lane 1 to lane 2.

![Image of lane changing](image)

Figure 4: Lane Changing from Lane 1 (inside lane) to Lane 2 (middle lane). Circular Track Shown on Bottom Left

Results from the analysis are shown in Figure 5 below with 5 vehicles. The back vehicle maintained a constant speed of 60 kph in lane 1. The results show that all four vehicles eventually overtook the slow moving vehicle in lane 1, and remained in lane 2. They all performed the lane change at different times. The vehicles changed lane quite late, and spent some time driving behind the slower vehicle. It is anticipated that in reality vehicles would change lane earlier under such circumstances, especially given the lack of vehicles in the target lane. It is recommended that, for a more refined model, lane changing desire probability distributions should be created for different levels of traffic density. Furthermore a corresponding model for movements back to the original lane should also be created.

![Image of lane changing graph](image)

Figure 5: Lane Changing Enabled, 5 vehicles, Back Vehicle Maintained a Constant Speed of 60 kph

**CONCLUSIONS**

This paper has described the work as part of a traffic micro-simulation project at TRL. The research and development has concentrated on building a model from individual vehicle trajectory data; an approach that has only until recently been adopted by model developers. Furthermore, the microscopic field data used to build the model in this report describes many more vehicles than the traditional microscopic datasets. Since TRL’s IVD trajectory data does not contain vehicle behaviour in congested conditions, the models described in this paper are mainly approximate to free-flow, higher speed conditions.

The longitudinal (car following) model was considerably enhanced. A new lateral (lane changing) model was created. The development of both models has demonstrated that behavioural statistics can be extracted from the IVD trajectory dataset, and microscopic models can be built and implemented from them. The models simulate a subset of driver behaviour. The longitudinal model was calibrated using extensive measurements from car following conditions, although lacked calibration data from collision avoidance and stop-start conditions. The lateral model attempted to predict lane changes one lane to the right for a speed advantage, and did not attempt to model movements back to the original lane.

The models developed for this project are uniquely defined by its 'bottom-up' development, providing high confidence in the output of the model, particularly for scenarios that could not be validated with existing field data: it could become a leading motorway micro-simulation model.

**Current limitations and further research**

The approach adopted for the longitudinal (car following) model did not attempt to vary the action point boundaries by the speed of the vehicle; an approach used in some other Action Point models. Since the original dataset did not contain a diverse range of speeds this did not seem appropriate. However, if more data were collected, across a wider range of speeds, then a study into the variation of actions points by speed could be conducted. Furthermore, the current model does not capture any variation amongst drivers and that, in reality, different drivers will behave across different action points and boundaries, even changing their boundaries over the course of a journey. This area could be investigated further both using the existing dataset, and/or with a new more comprehensive dataset (not necessarily IVD) to continue to expand the capability of the models.

The sub model is simple in that it only describes speed advantage from lane 2 to lane 3. Other types of lane changing behaviour were not extracted, like returning to an original lane, or moving out to accommodate a merging vehicle etc. With further research, additional sub models could be created and combined to make a more complete lane changing model.
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ABSTRACT

How can we obtain realistic mobility models? Many researchers analyze mobility data based on real human behaviors in an attempt to answer this question. But in the future, will user on-line behavior change with the introduction of new mobile services and devices? In this paper, we analyze the mobility of a subset of users who are significantly more mobile than the general WLAN users; the ultra mobile users.

VoIP device users are a very good example of the ultra mobile user population, since it is a lightweight device that can be used on-the-go. By analyzing these traces we aim to compare the behavior of ultra mobile users to the general WLAN users. To that extent, we contrast the mobility of the WLAN users, and four carefully selected sets of ultra mobile users across various mobility metrics.

We find that prevalence for VoIP users are lower than WLAN users and also that the average and median number of access points (APs) visited are 4 to 8 times larger than that of the WLAN users indicating that the VoIP users are more mobile than general WLAN users. VoIP users are also physically more mobile, roaming a wider area.

In order to examine whether this sharp contrast in mobility affects mobile networking protocols, we compare the performance of Markov O(1), O(2), O(3) and the LZ predictors across these different set of traces. To our surprise, we find that the average prediction success rate is over 60% for general WLAN traces while the prediction success rate drops below 25% for VoIP traces. Our study strongly suggests that both mobility modeling and location prediction should be re-visited in the context of future ultra mobile users and devices.

INTRODUCTION

Realistic modeling of user mobility is one of the most critical research areas in wireless networks. Mobility data based on real human behaviors may give us the opportunity to improve wireless and mobile services for users in many ways. Currently, several mobility models are proposed based on the analysis of real WLAN traces [1,2,5,6,9]. However, the large collection of WLAN usage traces seems to capture little mobility from the users. The average user is usually static while using the network, and exhibits a large off time.

In this paper, we focus on a subset of wireless users, who use wireless VoIP devices. These users leave their devices on most of the time and the devices are light enough to walk and talk. Hence, these users show a more mobile characteristic than laptop or other heavy device users while connected to the network. We aim to compare the behavior of highly mobile VoIP users to the general WLAN users by analyzing these traces. This sheds light on the realism of WLAN trace-based models. We also aim to examine the effect of any differences on protocol performance, e.g., prediction protocols.

Particularly, we compare the mobility of VoIP user traces to whole WLAN traces (as used in previous studies) and also to some test sets we have generated based on criteria that distinguish these test sets as highly mobile compared to others. We use the metrics of prevalence, number of visited APs and activity range defined in Section 3 to capture some of the main mobility characteristics of the users in our study. Our results clearly indicate that there is a significant difference between VoIP users and general mobile users, which strongly suggests revisiting mobility models for future always-on portable devices.

But does such dramatic contrast in mobility affect mobile networking protocols? In order to quantify such effect we examine the accuracy of several classes of mobility prediction protocols under various conditions of realistic mobility.

We compare these different sets of traces using several different predictors including the Markov O(1), O(2), O(3) and also the LZ predictor. Our experiments indicate that the Markov O(2) is the predictor with the highest accuracy among the four predictors and the LZ has the lowest. Surprisingly, all predictors perform quite poorly with VoIP users with an average of approximately 25% correct prediction rate, compared to 60% for the general WLAN users. These results prompt re-visitng of such algorithms for ultra mobile users.

We provide guidelines and pointers to improve mobility modeling and prediction protocols for highly mobile users based on lessons learned from this study. Based on such insights we plan to develop complete solutions to these problems in our future work.

The rest of the paper is organized as follows. In Section 2, we discuss related work and approaches. In Section 3, we outline our experimental setup along with background information on our data sets and metrics. In Section 4, we examine the difference of mobility between WLAN and ultra mobile users.
In Section 5 we explore different predictors and the different prediction results between WLAN and ultra mobile users. Section 6 concludes the paper and discusses future work.

RELATED WORK

The related work lies in the areas of mobility modeling and mobility (and location) prediction. Among the numerous modeling techniques for mobility (random, synthetic, etc.) the most realistic is the trace-based mobility modeling. Many mobility modeling techniques so far were done based on analyzing the collective WLAN traces. Model T[5] and T++[6] are empirical registration models derived from the WLAN registration patterns of the mobile users. They are able to formulate the inter-dependence of space and time explicitly by a set of few equations.

In [1], Hsu et al. proposed a mobility model to capture time-variant user mobility. In this model, they define communities that are visited often by the nodes to capture the skewed location visiting preferences, and use time periods with different mobility parameters to create the periodical re-appearance of nodes at the same location. Hsu et al. [9] also looks into modeling generic WLAN users by identifying the mobility characteristics of individual users. In [7], Balazinska et al. studied user mobility patterns and introduced metrics to model user mobility from a four week trace collected in a large corporate environment. They also analyzed user distribution and load distribution across APs. Most of these works are directly based on WLAN traces which can be found under the MobiLib project [13] or the CRaWDAD project [14].

Interestingly, only a few researches were done on the VoIP trace. Kim et al. in [4] analyzed the VoIP trace from the Dartmouth WLAN trace and tried to come up with a mobility model by analyzing pause times, speeds, paths and locations of the users. But their paper does not analyze the difference of mobility and predictability between WLAN and VoIP traces. To the best of our knowledge there has not been any work done using predictors to compare the mobility of different users.

Song et al. in [3] investigated several domain-independent predictors for the location prediction on the WLAN trace, but did not define mobility characteristics or propose any techniques to construct the mobility model. Based on the comparison result, they gave some suggestions for the usage of the predictor on WLAN traces. There are a number of user mobility prediction algorithms [10, 11] in the current literature that target cellular networks. These predictors are used in a different setting and for different purposes (i.e. paging scheme [10], efficient handoff [10], resource reservation [11]). The characteristics and scale of the predictions mentioned in the above literature are different from what we are working on. The difference including, but not limited to, the fact that a cellular device showing up in a cell that is a long distance away is very low, thus it is bounded location-wise. Whereas, in our study the mobile user could easily log off and then log back on from a totally different location at a random time. Chinchilla et al. [12] proposes usage of the Markov Chain to model the associations of users in order to improve the performance of wireless infrastructures using efficient caching, prefetching and load balancing methods on web traffic.

In our study, we use four predictors that have already been explored in existing literature [3] to verify the difference of the prediction accuracy due to mobility. The LZ predictor predicts in the case when the next symbol in the produced sequence is dependent on only its current state. The Order-k Markov predictor assumes that the location can be predicted from the current context which is the sequence of the k most recent symbols in the location history. The probability equation in the Markov Family considers how often the string of interest occurs in the entire input string.

EXPERIMENTAL SETUPS

Data Sets

We use the 3 year long Dartmouth movement trace [14] collected from 2001 to 2004 in our study. There are 13888 users and 623 different APs in this particular trace. While using this trace as our standard, general WLAN user base, we also extract other ultra mobile user data sets from this trace.

The VoIP data set we use in this work is a subset of the WLAN trace above and consists of 97 users. These are acquired by mapping the whole WLAN trace with a MAC to device type map, which is a list of all the MAC addresses mapped with the type of device it is by looking at the first three octets of the MAC addresses. In this data set we observe 2 types of VoIP devices - the Cisco7920 and Vocera devices. We have particularly chosen VoIP to measure the mobility of WLAN users since VoIP devices are always on the on state unlike other pocket PCs or PDAs that may easily go into hibernate mode or may even be turned on and off frequently.

Along with the VoIP data set we have generated ultra mobile test sets from the same traces in order to validate our findings. There are three test sets used in this work and they are all considered to be ultra mobile users. The ‘ap_200’ set is a collection of users who have visited 200 or more distinct APs and the ‘ap_170’ set is a collection of users who have visited more than 170 APs but less than 200 during the length of the trace. The ‘range’ set is a collection of users who have covered the largest physical area during the length of the trace. This was done by studying the AP location file and calculating the area range that each user has covered. Each of these test sets has approximately 100 users each. The following table 1 shows the different characteristics of the different data sets at a glance.

| Table 1: Data Sets Used from Dartmouth Trace 2001-2004 |
|-----------|----------|------------------|
| **Labels** | **# of users** | **Characteristics** |
| WLAN | 13439 | General WLAN users |
| VoIP | 97 | VoIP device users |
| ap_200 | 112 | Users that have visited more than 200 distinct APs |
| ap_170 | 127 | Users that have visited more than 170 less than 200 APs |
| ap_range | 113 | Users who have covered the largest physical area range |
Metrics

How do we measure the difference of mobility that exists for different users? How do we say one user is more mobile than another? In order to answer these questions and quantify user mobility in order to compare and investigate users with different mobility levels, we come up with the following metrics: prevalence, number of visited APs and activity range.

Our evaluation metrics include prevalence, number of APs visited and the activity range. Prevalence of the traces indicates the time that a user spends on a given AP, as a fraction of the total amount of time that they spend on the network. The activity range comparisons is to analyze how wide an area each user has visited during each session, where the definition of session is the time duration from the user connecting to the network to when they disconnect or disappear from the network. The activity range is defined as the smallest square area which can cover all the APs the user visited in an activity. We also analyze the activity range to see what the frequency of the activity range is for different sets of users. To compare the performance of different predictors we use the prediction accuracy metrics which define the percentage of correct prediction for each user in the following section.

MOBILITY METRICS

In our work, we compared the mobility characteristics of WLAN traces and VoIP traces from several different aspects. The evaluation metrics include prevalence, the number of APs visited by the users and the activity range where a user has been active in. The results of the comparison for each of our evaluation metrics is listed and shown as follows.

Prevalence

Prevalence is one of the mobility metrics proposed in [7], which indicates the time that a user spends at a given AP, as a fraction of the total amount of the time that they spend on the network. Higher prevalence means user spent more time on such an AP, and thus less mobile. Figure 1 and 2 show that VoIP users are more mobile than WLAN users, since the bar is lower. Especially for the most right bar which indicates prevalence higher than 0.95, the WLAN is much higher than VoIP. This means there are larger portion of users in WLAN who spent most of their time on only one AP than that in VoIP.

Number of APs Visited

Figure 3 and 4 shows the number of APs visited distribution CDF by WLAN and VoIP users. This clearly shows VoIP users visited much more APs than WLAN users. The average number of APs that the VoIP users visited is about 4.1 times than that of the WLAN users while the median number of APs that the VoIP users visited is about 7.7 times than that of WLAN.

Activity Range

Activity range is defined as the smallest square area which can cover all the APs the user has visited in a given activity. Figure 5 and 6 shows the activity range distribution for WLAN
and VoIP users. The percentage of VoIP users having a larger area of activity range is higher than that of the WLAN users who, most of the time tends to stay in a very limited area.

![Activity Range Distribution of WLAN trace](image1)

Figure 5: Activity Range Distribution of WLAN trace

![Activity Range Distribution of VoIP device users](image2)

Figure 6: Activity Range Distribution of VoIP device users

**PREDICTABILITY COMPARISON**

To study the effect of the sharp contrast in mobility and behavioral characteristics between VoIP and other WLAN users on networking protocols we analyze a set of well known prediction algorithms with the various sets of traces we have in our study.

We have run the Markov O(1), O(2) and O(3) predictors along with the LZ [3] predictor for each of the test sets we have, and also for the VoIP trace set and the whole body of the WLAN trace. We also compared the accuracy of all four predictors with the VoIP trace data to see which one has the best performance. Accuracy is measured as percentage of correct predictions of the next AP to visit. As shown in figures 7 through 12, the WLAN trace always had the best prediction accuracy for all the predictors with an average of about 60% accuracy. The VoIP trace, by contrast, had the worst prediction accuracy for all of the predictors with an average of approximately 25% accuracy. From these graphs we see that the best accuracy can be no more than 80% for VoIP users, while more than 95% accuracy for WLAN users.

When we were first conducting our experiment, we expected that the range of the physical area that each user covered would be a better criterion to measure mobility than the number of APs visited since we consider a person to be more mobile when that person covers more ground. Hence, we expected that the ‘range’ set would return very bad prediction accuracy. Surprisingly, the ‘range’ set always exhibits performance between of the other two test sets (ap_200 and ap_170), which indicates that the users that covered larger areas physically most likely have visited an average of 200 APs during their lifetime.

To explain this result, intuitively the users that had visited less APs also had a better prediction rate than that of the users who had visited more APs. The difference of the prediction accuracy between the two test sets is always around 10% near the median.

![Prediction Accuracy of Markov O(1) Predictor](image3)

Figure 7: Prediction Accuracy of Markov O(1) Predictor

![Prediction Accuracy of Markov O(2) Predictor](image4)

Figure 8: Prediction Accuracy of Markov O(2) Predictor

![Prediction Accuracy of Markov O(3) Predictor](image5)

Figure 9: Prediction Accuracy of Markov O(3) Predictor
CONCLUSION AND FUTURE WORK

Our findings open the door for revisiting mobility modeling and improved prediction of ultra mobile users. We can see from our findings that whatever protocols and services (i.e. prediction) that were developed for the normal WLAN user can change dramatically in the environment of future ultra mobile users. We plan to design a better predictor for “ultra mobile” users. Our plan includes investigating domain-specific knowledge, regressions, schedules and repetitive or preferential user behavior. The success rate should also be taken into consideration since depending on the granularity of the success rate the prediction accuracy may be highly affected. We shall also examine the adequacy of WLAN trace based mobility models for ultra mobile and VoIP users, that are likely to increase in the future.
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ABSTRACT

Spatial self-organizations appear in many natural and artificial systems. Spatial systems creation and development, called morphogenesis, is the subject of many research studies since many years (1). Fractal computation approach is, for example, one of the methods proposed to deal with such studies. But, even if this method is able to describe unlimited local formations on multi-scale descriptions, the formation process itself is described in a global way. The goal of this paper is to introduce the distributed and decentralized computing as a general methodology to propose emergent spatial formation, able to deal with local perturbations and with non-homogeneous formation rules. We propose a study case on Schelling Model dealing with interacting population over an environment based on a regular grid.

SPATIAL MORPHOLOGY MODELLING ON THE EDGE OF COMPLEXITY

The study of spatial morphology is a major aspect of the understanding of many phenomena for natural or artificial systems. Living systems or social systems, for example, are systems where the spatial formation has a high meaning and modifies deeply by itself the system evolution. The system evolution leads to modify itself the spatial formations by feedback processes.

Spatial morphology models can be classified by many criteria. Some of these models are static (finding the optimal shape of some problem) or dynamic (morphogenesis, for example). When the models involve dynamical processes, these dynamics can be expressed in a global way, like we do using partial differential equations: the objective of the system description consists in describing the different phenomena involved (diffusion, transport, ...).

Spatial morphology systems can be involved inside a multi-scale processus, giving some specific properties to this multi-scale formation, like the development of important exchange area. Fractal systems are well-known to model these multi-scale systems like fractal shape of plants.

Even if these fractal geometries are able to model multi-scale descriptions, they are generally completely deterministic and they are not suitable to describe geometrical evolutions or to integrate local disturbances. For this purpose, we need to change the model concept and go from global deterministic models to decentralized approaches where the whole system is only known (or emerge) by the interaction system of behavior population.

SCHELLING MODEL EXTENSION IN ORDER TO MODEL SELF-ORGANIZATION BY MEANING OF MULTI-CRITERIA SYSTEM SEPARATION

Thomas Schelling’s city segregation model illustrates how spatial organizations can emerge from local rules, concerning the spatial distribution of people which belong to different classes. In this model, people can move, depending on their own satisfaction to have neighbours of their own class. Based on this model, a city can be highly segregated even if people have only a mild preference for living among people similar to them.

In this model, each person is an agent placed on a 2D grid (in his original presentation, a chessboard was used by Thomas Schelling). Each case can be considered like a house where the agent lives. Each agent cares about the class of his immediate neighbours who are the occupants of the abutting squares of the chessboard. Each agent has a maximum of eight possible neighbours. He computes the rate of the neighbours of its own class
from its eight possible neighbours. Each agent has a tolerance rate determining whether he is happy or not at his current house location. If the rate of the neighbours of its own class is under this tolerance rate, he decides to move to live in another free place in the 2D grid.

Figure 1: Standard 2 populations segregation Schelling model on RePast

The exact degree of segregation which emerges in the city depends strongly on the specification of the agents tolerance rate. It is noticeable that, under some rule specifications, Schelling’s city can transit from a highly integrated state to a highly segregated state in response to a small local disturbance. We can observe some bifurcation phenomena which lead to chain reaction of displacements.

In figure 1, we show an implementation of this algorithm using the multi-agent platform called Repast (7). Here, we show the “classical” and original problem, modelling the segregation phenomenon with two population classes, described by red and blue squares. Both,

Figure 2: 5 populations segregation Schelling model on RePast with density = 0.625 and with 2 values of tolerance rate
the initial population distribution and the final stable distribution are given.

In figure 2, we detail the impact of tolerance rate on the segregation result. In this figure, we extend the original problem based on 2 population classes to 5 classes population. Part (a) describes the initial distribution according to a whole population density equal to 0.625. Part (b) describes the stable population distribution for a similar tolerance rate for each agent, equal to 0.375, corresponding to 3 neighbours on 8. This value is a discrete bifurcation point from where all small additional value leads to a very different distribution. To illustrate this phenomenon, part (c) describes the population distribution for a tolerance rate greater than 0.375, corresponding to 4 neighbours. The final population distribution is completely different than the one in part (b).

Figure 3 describes some singular formations which can appear in very few cases, when we go over the bifurcation point which leads to no global clustering formation, except if some very small cluster kernels appear according to stochastic move spatial conjunction.

CONCLUSION

In this paper, we discuss about the properties of decentralized methods to model the spatial self-organization. These methods are based on the description of the whole system by the interaction systems of individual behaviors. We present some experiments on Schelling’s model where auto-organization emerge from local rules. This model is able to take into account multi-criteria: each population class could be understood as the characteristic of some specific criteria. And the processus leads to simulate the emergent system morphology in order to define its criteria-specific sub-population separation (as an extension of segregation problem toward multi-component morphology development).
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ABSTRACT

This paper presents an efficient method for solving the non-smooth economic dispatch (ED) problem with valve-point effects, by introducing a constriction factor into the original particle swarm optimization (PSO) algorithm. The proposed constriction factor based particle swarm optimization (CFBPSO) combines the original PSO algorithm with a constriction factor. The application of a constriction factor into PSO is a useful strategy to ensure convergence of the particle swarm algorithm. To verify the feasibility and performance, the proposed method is applied to a test non-smooth ED problem with valve-point effects. The results of the CFBPSO are compared with the results of other methods; the genetic algorithm (GA); the evolutionary programming (EP); the modified PSO; and in particular the improved PSO (IPSO).

1. INTRODUCTION

Under the new deregulated electricity industry, power utilities try to achieve high operating efficiency to produce cheap electricity. High operating efficiency minimizes the cost of a kilowatt-hour to a consumer and the cost to the company delivering a kilowatt-hour in the face of constantly rising prices for fuel, labor, supplies, and maintenance. Operational economics involving power generation and delivery can be subdivided into two parts. Economic dispatch (ED), as one part is called, has the distribution of generated power at lowest cost as its main objective. Minimum-loss, as the second part is called, deals with minimum-loss delivery of the generated power to the loads.

The ED of power generating units has always occupied an important position in the electric power industry. ED is a computational process where the total required generation is distributed among the generation units in operation, by minimizing the selected cost criterion, subject to load and operational constraints. For any specified load condition, ED determines the power output of each plant (and each generating unit within the plant) which will minimize the overall cost of fuel needed to serve the system load (Wood and Wollenberg 1996). ED is used in real-time energy management power system control by most programs to allocate the total generation among the available units, unit commitment, etc. ED focuses upon coordinating the production cost at all power plants operating on the system.

In the traditional ED problem, the cost function for each generator has been approximately represented by a single quadratic function and is solved using mathematical programming based optimization techniques such as lambda-iteration method, gradient-based method, etc. (Park et al. 2006). These methods require incremental fuel cost curves which are piece-wise linear and monotonically increasing to find the global optimal solution. Unfortunately, the input-output characteristics of generating units are inherently highly non-linear due to valve-point loadings. Thus, the practical ED problem with valve-point effects is represented as a non-smooth optimization problem with equality and inequality constraints. This makes the problem of finding the global optimum solution challenging. Dynamic programming (DP) method (Liang and Glover 1992) is one of the approaches to solve the non-linear and discontinuous ED problem, but it suffers from the problem of “curse of dimensionality” or local optimality. In order to overcome this problem, several alternative methods have been developed such as evolutionary programming (EP) (Yang et al. 1996), genetic algorithm (GA) (Walters and Sheble 1993), tabu search (Lin et al. 2002), neural network (Lee 1998), and particle swarm optimization (Eberhart and Shi, 2000; Shi and Eberhart, 2001).

Particle swarm optimization (PSO), being one of the evolutionary computation techniques, is one of the most powerful methods for solving global optimization problems. The PSO method is a member of the wide category of swarm intelligence methods, which was first introduced by American social psychologist James Kennedy and electrical engineer Russel C. Eberhart in 1995 (Kennedy and Eberhart 1995). It was first inspired by social behavior of organisms such as fish schooling and bird flocking resulted in the possibilities of utilizing this behavior as an optimization tool (Gaiing 2003). In PSO, the potential solutions, called particles, fly through the problem space by following the current optimum particle. Every particle finds its personal best position and the group best position through iteration, and then modifies their progressing direction and speed to reach the optimized position quickly. Because of the rapid convergence speed of PSO, it has been successfully applied
in many areas.

Since its introduction, PSO has attracted much attention from researchers around the world. Many researchers have indicated that the PSO often converges significantly faster to the global optimum but has difficulties in premature convergence, performance and the diversity loss in optimization process. Clerc, in his study on stability and convergence of PSO has indicated that use of a constriction factor may be necessary to insure convergence of the particle swarm algorithm (Clerc 1999). His research indicated that the inclusion of properly defined constriction coefficients increases the rate of convergence; further, these coefficients can prevent explosion and induce particles to converge on local optima.

In this paper, a novel approach is proposed to the nonsmooth ED problem with valve-point effects using a constriction factor based PSO (CFBPSO). The proposed CFBPSO combines the original PSO algorithm with a constriction factor. The application of a constriction factor into PSO is a useful strategy to ensure convergence of the particle swarm algorithm. Unlike other evolutionary computation methods, the proposed method ensures the convergence of the search procedure based on the mathematical theory. In order to verify the feasibility, the proposed method is tested on a three-generator power system and the results are compared with those of other methods and in particular the improved PSO (IPSO) (Park et al. 2006) in order to demonstrate its performance. The results indicate the applicability of the proposed CFBPSO method to the practical ED problem.

The rest of the paper is structured as follows. The ED problem formulation is described in Section 2. In Section 3, the proposed CFBPSO algorithm for solving the ED problem is explained. Section 4 presents the simulation results and comparison with those of other methods. Finally, in Section 5, conclusions are drawn, based on the results found from the simulation analyses in Section 4.

2. ECONOMIC DISPATCH FORMULATION

A. Basic Economic Dispatch Formulation

Fig. 1 shows the configuration that will be studied in this section. This system consists of \( N \) generating units connected to a single busbar serving a received electrical load, \( P_{\text{load}} \). The input to each unit, shown as \( F_i \), represents the cost rate of the unit \( i \). The output of each unit, \( P_i \) is the electrical power generated by that particular unit. The total cost rate of this system is the sum of costs of each of the individual units. The essential constraint on the operation of this system is that the sum of the output powers must equal the load demand. It is obvious, in the case that the generators are connected to the same busbar, the losses are zero, but if the generators are located in distant geographic locations, the losses will not be zero or close to zero. For simplicity, in this phase of the research, we assume that the losses are zero.

Mathematically speaking, the problem may be stated very concisely. That is, an objective function \( F_T \), is equal to the total cost for supplying the indicated load. The problem is to minimize \( F_T \) subject to the operating constraints of the power system.

The objective of the ED problem is to minimize the total cost of generation under various system and operational constraints while satisfying the power demand. The primary concern of an ED problem is the minimization of its objective function. The total cost generated that meets the demand and obeys all other constraints associated is selected as the objective function. In general, the ED problem can be formulated mathematically as a constrained optimization problem with an objective function of the form:

\[
F_T = \sum_{i=1}^{N} F_i (P_i) \tag{1}
\]

where \( F_T \) is the total generation cost; \( N \) is the total number of generating units; \( F_i \) is the power generation cost function of the \( i \)th unit.

Generally, the fuel cost of a thermal generation unit is considered as a second order polynomial function

\[
F_i (P_i) = a_i + b_i P_i + c_i P_i^2 \tag{2}
\]

where \( P_i \) is the power of the \( i \)th generating unit; \( a_i, b_i, c_i \) are the cost coefficients of the \( i \)th generating unit.

This model is subjected to the following constraints.

1) Real Power Balance Equation

For power balance, an equality constraint should be satisfied. The total generated power should be the same as total load demand plus the total line loss

\[
\sum_{i=1}^{N} P_i = P_{\text{Demand}} + P_{\text{Loss}} \tag{3}
\]
where $P_{\text{Demand}}$ is the total system demand and $P_{\text{Loss}}$ is the total line loss. For simplicity, transmission loss is not considered in this paper (i.e., $P_{\text{Loss}} = 0$).

2) Unit Operating Limits
There is a limit on the amount of power which a generator can deliver. The power output of any generator should not exceed its rating nor should it be below that necessary for stable operation. Generation output of each generator should lie between maximum and minimum limits. The corresponding inequality constraints for each generator are

$$P_{\text{min}} \leq P_i \leq P_{\text{max}}$$

(4)

where $P_i$ is the output power of generator $i$; $P_{\text{min}}$ and $P_{\text{max}}$ are the minimum and maximum power outputs of generator $i$, respectively.

B. Economic Dispatch with Valve-Point Effect

The generating units with multi-valve steam turbines exhibit a greater variation in the fuel-cost functions (Park et al. 2006). The valve opening process of multi-valve steam turbines produces a ripple-like effect in the heat rate curve of the generators. These “valve-points” are illustrated in Fig. 2.

![Fig. 2: Incremental fuel cost versus power output for a 5 valve steam turbine unit.](image)

Fig. 2 shows that the cost curve increases at a greater rate with power production just as a valve is opened. The reason for this is that the so-called throttling losses due to gaseous friction around the valve-edges are greatest just as the valve is opened and taper off as the valve opening increases and the steam flow smoothens.

The significance of this effect is that the actual cost curve function of a large steam plant is not continuous but more important it is non-linear. Thus, the cost function contains higher order nonlinearity. To model the effects of “valve-points”, a recurring sinusoid contribution is added to the cost function. Therefore, equation (2), the basic quadratic equation for the fuel cost of a thermal generation unit should be replaced by equation (5) to consider the valve-point effects. The valve-point effects are taken into consideration in the ED problem by superimposing the basic quadratic fuel-cost characteristics with the rectified sinusoid component as follows:

$$F_i(P_i) = a_i + b_i P_i + c_i P_i^2 + \left| e_i \times \sin(f_i \times (P_{\text{min}} - P_i)) \right|$$

(5)

where $e_i$ and $f_i$ are the coefficients of generator $i$ reflecting valve-point effects. Note that ignoring valve-point effects, some inaccuracy would be introduced into the resulting dispatch.

3. CONSTRUCTION FACTOR BASED PARTICLE SWARM OPTIMIZATION

A. Basic Concept of Particle Swarm Optimization

Particle swarm optimization (PSO) is a population based stochastic optimization technique developed by Kennedy and Eberhart in 1995, discovered through simplified social model simulation (Kennedy and Eberhart 1995). It stimulates the behaviors of bird flocking involving the scenario of a group of birds randomly looking for food in an area. All the birds don’t know where the food is located, but they just know how far they are from the food location. So, an effective strategy for the bird to find food is to follow the bird which is nearest to the food. PSO is motivated from this scenario and is developed to solve complex optimization problems.

In the conventional PSO, suppose that the target problem has $n$ dimensions and a population of particles, which encode solutions to the problem, move in the search space in an attempt to uncover better solutions. Each particle has a position vector $X_i$ and a velocity vector $V_i$. The position vector $X_i$ and the velocity vector $V_i$ of the $i$th particle in the $n$-dimensional search space can be represented as $X_i = (x_{i1}, x_{i2}, ..., x_{in})$ and $V_i = (v_{i1}, v_{i2}, ..., v_{in})$, respectively. Each particle has a memory of the best position in the search space that it has found so far ($P_{\text{best}}$), and knows the best location found to date by all the particles in the swarm ($G_{\text{best}}$). Let $P_{\text{best}} = (x_{1i}, x_{2i}, ..., x_{ni})$ and $G_{\text{best}} = (x_{1g}, x_{2g}, ..., x_{ng})$ be the best position of the individual $i$ and all the individuals so far, respectively. At each step, the velocity of the $i$th particle will be updated according to the following equation in the PSO algorithm:

$$V_{i}^{k+1} = \omega V_{i}^{k} + c_1 r_1 \times (P_{\text{best}}^k - X_{i}^k) + c_2 r_2 \times (G_{\text{best}}^k - X_{i}^k)$$

(6)

where,

- $V_{i}^{k+1}$: velocity of individual $i$ at iteration $k + 1$,
- $V_{i}^{k}$: velocity of individual $i$ at iteration $k$,
- $\omega$: inertia weight parameter,
- $r_1, r_2$: random numbers between 0 and 1,
- $X_{i}^k$: position of individual $i$ at iteration $k$,
- $P_{\text{best}}^k$: best position of individual $i$ at iteration $k$,
- $G_{\text{best}}^k$: best position of the group until iteration $k$. 
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In this velocity updating process, the acceleration coefficients \( c_1, c_2 \) and the inertia weight \( \omega \) are predefined and \( \eta_1, \eta_2 \) are uniformly generated random numbers in the range of \([0, 1]\). In general, the inertia weight \( \omega \) is set according to the following equation:

\[
\omega = \omega_{\text{max}} - \frac{\omega_{\text{max}} - \omega_{\text{min}}}{\text{Iter}_{\text{max}}} \times \text{Iter}
\]  

(7)

where,

- \( \omega_{\text{max}}, \omega_{\text{min}} \) initial and final inertia parameter weights,
- \( \text{Iter}_{\text{max}} \) maximum iteration number,
- \( \text{Iter} \) current iteration number.

The model using (7) is called the “inertia weight approach (IWA)” (Kennedy and Eberhart 2001). Using the above equations, diversification characteristic is gradually decreased and a certain velocity, which gradually moves the current searching point close to \( \text{Pbest} \) and \( \text{Gbest} \) can be calculated. Each individual moves from the current position (searching point in the solution space) to the next one by the modified velocity in (6) using the following equation:

\[
X_i^{k+1} = X_i^k + V_i^{k+1}
\]

(8)

B. Constriction Factor Approach

After Kennedy and Eberhart proposed the original particle swarm, a lot of improved particle swarms were introduced. Because PSO originated from efforts to model social systems, a thorough mathematical foundation for the methodology was not developed at the same time as the algorithm. Within the last few years, a few attempts have been made to begin to build this foundation. The particle swarm with constriction factor is very typical. Clerc (Clerc 1999) in his study on stability and convergence of PSO have introduced a constriction factor \( K \). Clerc indicates that the use of a constriction factor may be necessary to insure convergence of the particle swarm algorithm. He had established some mathematical foundation to explain the behavior of a simplified PSO model in its search for an optimal solution.

The basic system equations of the PSO (6-8) can be considered as a kind of difference equations. Therefore, the system dynamics, namely, the search procedure, can be analyzed by the Eigen value analysis and can be controlled so that the system has the following features.

a) The system converges,
b) The system can search different regions efficiently by avoiding premature convergence.

In order to insure convergence of the PSO algorithm, the velocity of the constriction factor based approach can be expressed as follows:

\[
V_i^{k+1} = K \left[ V_i^k + c_1 r_1 \left( \text{Pbest}^k - X_i^k \right) + c_2 r_2 \left( \text{Gbest}^k - X_i^k \right) \right]
\]

(9)

\[
K = \frac{2}{2 - \varphi - \sqrt{\varphi^2 - 4\varphi}}, \text{ where } \varphi = c_1 + c_2, \varphi > 4
\]

(10)

The convergence characteristic of the system can be controlled by \( \varphi \). In the constriction factor approach, the \( \varphi \) must be greater than 4.0 to guarantee stability. However, as \( \varphi \) increases, the constriction factor, \( K \) decreases and diversification is reduced, yielding slower response.

Typically, when the constriction factor is used, \( \varphi \) is set to 4.1 (i.e. \( c_1, c_2 = 2.05 \)) and the constant multiplier \( K \) is thus 0.729. This results in the previous velocity being multiplied by 0.729 and the terms \( \left( \text{Pbest}^k - X_i^k \right) \) and \( \left( \text{Gbest}^k - X_i^k \right) \) being multiplied by \( 0.729 \times 2.05 = 1.49445 \) (times a random number between 0 and 1).

The constriction factor approach results in convergence of the individuals over time. Unlike other evolutionary computation methods, the constriction factor approach ensures the convergence of the search procedure based on the mathematical theory. Therefore, the constriction factor approach can generate higher quality solutions than the basic PSO approach. However, the constriction factor approach only considers dynamic behavior of one individual and the effect of the interaction among individuals. Namely, the equations were developed with a fixed set of best positions (\( \text{Pbest} \) and \( \text{Gbest} \)), although \( \text{Pbest} \) and \( \text{Gbest} \) change during the search procedure in the basic PSO equation.

C. Constriction Factor Based PSO for ED Problems

In this section, the constriction factor based PSO (CFBPSO) algorithm will be described in solving the ED problem. Details on how to deal with the equality and inequality constraints of the ED problem when modifying each individual’s searching point are based on the improved PSO (IPSO) method proposed by Park (Park et al. 2006).

In subsequent sections, the detailed implementation strategies of the proposed CFBPSO method are described.

1) Initialization of Individuals

In the initialization process, a set of individuals (i.e. a group) is created at random within the system constraints. In this paper, an individual for the ED problem is composed of a set of elements (i.e., generator outputs). Thus, individual \( i \) at iteration 0 can be represented as the vector \( P_i^0 = (P_{i0}, \ldots, P_{in}) \) where \( n \) is the number of generators. The velocity of individual \( i \) at iteration 0 can be represented as the vector \( V_i^0 = (V_{i0}, \ldots, V_{in}) \) and this corresponds to the generation update quantity covering all generators. The elements of position and velocity have the same dimension (i.e., MW) in this case. Note that individuals initialized must satisfy the equality constraint (3) and inequality constraints (4) defined in Section 2. That is, the sum of all elements of individual \( i \) (i.e., \( \sum_{j=1}^{n} P_{ij} \)) should be equal to the total system demand.
(i.e., \( P_{\text{demand}} \)) neglecting transmission losses (i.e., \( P_{\text{loss}} = 0 \)) and the created element \( j \) of individual \( i \) at random (i.e., \( P_j \)) should be located within its boundary. Unfortunately, the created position of an individual is not always guaranteed to satisfy the inequality constraints (4). Provided that any element of an individual violates the inequality constraints then the position of the individual is fixed to its maximum/minimum operating point as follows:

\[
\left\{
\begin{array}{l}
P_{\hat{y},g}^{k+1} + V_{g}^{k+1} \quad \text{if} \quad P_{g,\text{min}}^{k} 
\leq P_{\hat{y},g}^{k+1} + V_{g}^{k+1} \leq P_{g,\text{max}}^{k} \\
P_{\hat{y},g}^{k} \quad \text{if} \quad P_{g,\text{min}}^{k} 
\leq P_{\hat{y},g}^{k} + V_{g}^{k+1} < P_{g,\text{min}}^{k+1} \\
P_{\hat{y},g}^{k+1} \quad \text{if} \quad P_{g,\text{min}}^{k} 
\leq P_{\hat{y},g}^{k+1} + V_{g}^{k+1} > P_{g,\text{max}}^{k+1}
\end{array}
\right.
\]  

(11)

Although the previously mentioned method always produces the position of each individual satisfying the required inequality constraints (4), the problem of satisfying the equality constraint (3) still remains to be solved. Thus, it is necessary to employ a strategy suggested in the IPSO paper (Park et al. 2006) such that the summation of all elements in an individual is equal to the total system demand. The following procedure is employed for any individual in a group:

Step 1) Set \( j = 1 \).

Step 2) Select an element (i.e., generator) of individual \( i \) at random and store in an index array \( A(n) \).

Step 3) Create the value of the element (i.e., generation output) at random satisfying its inequality constraints.

Step 4) If \( j = n-1 \) then go to Step 5, otherwise \( j = j+1 \) and go to Step 2.

Step 5) The value of the last element of individual \( i \) is determined by subtracting \( \sum_{j=1}^{n-1} P_{j} \) from the Demand.

If the value is within its boundary then go to Step 8, otherwise adjust the value using (11).

Step 6) Set \( l = 1 \).

Step 7) Readjust the value of element \( l \) in the index array \( A(n) \) to the value satisfying the equality condition (i.e., Demand - \( \sum_{j=1}^{n-1} P_{j} \)). If the value is within its boundary then go to Step 8; otherwise, change the value of element \( l \) using (11). Set \( l = l+1 \), and go to Step 7. If \( l = n+1 \), go to Step 6.

Step 8) Stop the initialization process.

After creating the initial position of each individual, the velocity of each individual is also created at random. The following strategy is used in creating the initial velocity:

\[
(P_{\hat{y},g}^{0} - \varepsilon) - P_{\hat{y},g}^{0} \leq V_{g} \leq (P_{\hat{y},g}^{0} + \varepsilon) - P_{\hat{y},g}^{0}
\]  

(12)

where \( \varepsilon \) is a small positive real number. The velocity element \( j \) of individual \( l \) is generated at random within the boundary.

The initial \( \text{Pbest} \) of individual \( i \) is set as the initial position of individual \( i \) and the initial \( \text{Gbest} \) is determined as the position of the individual with minimum payoff of equation (1).

2) Updating The Velocity and Position of Individuals

In order to modify the position of each individual, it is necessary to calculate the velocity of each individual in the next stage (i.e., generation). This can be calculated using equations (9) and (10). When the search algorithm in the CFBPSO method looks for an optimal solution in a solution space, it has a velocity multiplied by the constriction factor \( K \) of equation (10) instead of \( \alpha \) in the basic PSO. Then velocity of each individual is restricted in the range of \([-V_{\text{max}}, V_{\text{max}}]\) where \( V_{\text{max}} \) is the maximum velocity. This prevents excessively large steps during the initial phases of the search.

The position of each individual is modified by equation (8). Since the resulting position of an individual is not always guaranteed to satisfy the equality and inequality constraints, the modified position of an individual is adjusted by (11). Additionally, it is necessary for the position of an individual to satisfy the equality constraint (3) at the same time. To resolve the equality constraint problem without intervening the dynamic process inherent in the PSO algorithm, the following heuristic procedures are employed:

Step 1) Set \( j = 1 \).

Step 2) Select an element (i.e., generator) of individual \( i \) at random and store in an index array \( A(n) \).

Step 3) Modify the value of element \( j \) using (8), (9), and (11).

Step 4) If \( j = n-1 \) then go to Step 5, otherwise \( j = j+1 \) and go to Step 2.

Step 5) The value of the last element of individual \( i \) is determined by subtracting \( \sum_{j=1}^{n-1} P_{j} \) from the Demand.

If the value is not within its boundary then adjust the value using (11) and go to Step 6, otherwise go to Step 8.

Step 6) Set \( l = 1 \).

Step 7) Readjust the value of element \( l \) in the index array \( A(n) \) to the value satisfying the equality condition (i.e., \( \text{Demand} - \sum_{j=1}^{n-1} P_{j} \)). If the value is within its boundary then go to Step 8; otherwise, change the value of element \( l \) using (11). Set \( l = l+1 \), and go to Step 7. If \( l = n+1 \), go to Step 6.

Step 8) Stop the modification procedure.

The fuel cost for each individual considering the valve-point effect is calculated based on (5). The objective function of individual \( i \) is obtained by summing the fuel cost for each generator in the system as shown in (1).

3) Updating \text{Pbest} \ and \text{Gbest} \ of \ Individuals.

The \text{Pbest} \ of each individual at iteration \( k+1 \) is updated as follows:
\[ P_{best_{y}}^{k+1} = X_{y}^{k+1} \quad \text{if} \quad F_{i}^{k+1} < F_{i}^{k} \]  
(13)

\[ P_{best_{y}}^{k+1} = P_{best}^{k} \quad \text{if} \quad F_{i}^{k+1} > F_{i}^{k} \]  
(14)

where,

- \( F_{i}^{k+1} \) the objective function evaluated at the position of individual \( i \) at iteration \( k+1 \)
- \( F_{i}^{k} \) the objective function evaluated at the position of individual \( i \) at iteration \( k \)
- \( X_{y}^{k+1} \) position of individual \( i \) at iteration \( k+1 \)
- \( P_{best_{y}}^{k+1} \) best position of individual \( i \) until iteration \( k+1 \)

(13) and (14) compare the \( P_{best} \) of every individual with its current fitness value. If the new position of an individual has better performance than the current \( P_{best} \), the \( P_{best} \) is replaced by the new position. In contrast, if the new position of an individual has lower performance than the current \( P_{best} \), the \( P_{best} \) value remains unchanged.

Additionally, the \( G_{best_{y}}^{k+1} \) global best position at iteration \( k+1 \) is set as the best evaluated position among \( P_{best_{y}}^{k+1} \).s. In other words, \( G_{best} \) determines the current best fitness value in the entire population. If the current best fitness value among all other \( P_{best} \)s is better than the current \( G_{best} \), then the position of the current best fitness value is assigned to \( G_{best} \).

4) The Stopping Criteria
The proposed CFBPSO is terminated if the iteration approaches a predefined criteria, usually a sufficiently good fitness or in this case, a predefined maximum number of iterations (generations).

4. CASE STUDIES

In order to verify the feasibility of the proposed CFBPSO method, and make a comparison with the improved PSO (IPSO) method researched by Park (Park et al. 2006), a three-generator power system was tested. In both cases, the test system is composed of three generating units and the input data of the 3-generator system are as given in Table I. The valve-point effects are considered and the transmission loss is omitted. The total demand for the system is set to 850MW.

Table I: Data For Test Case (3-Unit System)

<table>
<thead>
<tr>
<th>Unit</th>
<th>( a_{1} )</th>
<th>( b_{1} )</th>
<th>( c_{1} )</th>
<th>( e_{1} )</th>
<th>( f_{j} )</th>
<th>( P_{i,\text{min}} )</th>
<th>( P_{i,\text{max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>561</td>
<td>7.92</td>
<td>0.001562</td>
<td>300</td>
<td>0.0315</td>
<td>100</td>
<td>600</td>
</tr>
<tr>
<td>2</td>
<td>310</td>
<td>7.85</td>
<td>0.001940</td>
<td>200</td>
<td>0.0420</td>
<td>100</td>
<td>400</td>
</tr>
<tr>
<td>3</td>
<td>78</td>
<td>7.97</td>
<td>0.004820</td>
<td>150</td>
<td>0.0630</td>
<td>50</td>
<td>200</td>
</tr>
</tbody>
</table>

A. Case I
In this case, the fuel cost characteristics considering the valve-point effects were employed to test and verify the feasibility of the proposed CFBPSO. In order to simulate the proposed CFBPSO method, some parameters must be assigned and are as follows:

- Number of particles = 50;
- Maximum iteration number = 10000;
- The convergence rate of the system is controlled by \( \varphi \). In this case, \( \varphi \) is set to 4.1 (i.e. \( c_{1}, c_{2} = 2.05 \)) and the constriction factor \( K \) is thus 0.729.

The obtained results for the three-generator system using the CFBPSO method are given in Table II and the results are compared with those from GA (Walters and Sheble 1993), EP (Yang et al. 1996), MPSO (Hou et al. 2005), and IPSO (Park et al. 2006). As shown in Table II, the CFBPSO has outperformed GA and has provided the same optimal solution as obtained by EP, MPSO and IPSO.

<table>
<thead>
<tr>
<th>Unit</th>
<th>GA</th>
<th>EP</th>
<th>MPSO</th>
<th>IPSO</th>
<th>CFBPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>300.00</td>
<td>300.26</td>
<td>300.27</td>
<td>300.27</td>
<td>300.27</td>
</tr>
<tr>
<td>2</td>
<td>400.00</td>
<td>400.00</td>
<td>400.00</td>
<td>400.00</td>
<td>400.00</td>
</tr>
<tr>
<td>3</td>
<td>150.00</td>
<td>149.74</td>
<td>149.73</td>
<td>149.73</td>
<td>149.73</td>
</tr>
<tr>
<td>TP</td>
<td>850.00</td>
<td>850.00</td>
<td>850.00</td>
<td>850.00</td>
<td>850.00</td>
</tr>
<tr>
<td>TC</td>
<td>8234.07</td>
<td>8234.07</td>
<td>8234.07</td>
<td>8234.07</td>
<td>8234.07</td>
</tr>
</tbody>
</table>

* TP: TOTAL POWER [MW], TC: TOTAL GENERATION COST [S]

Table III shows the frequency of attaining the best cost of 8234.07 [S] out of 50 runs for two algorithms of IPSO and CFBPSO with 50 particles and 10,000 generations. In this table, IPSO represents the improved PSO algorithm by Park (Park et al. 2006) and CFBPSO is the algorithm presented in this paper.

Table III: Relative Frequency of Convergence (50 Runs)

<table>
<thead>
<tr>
<th>Method</th>
<th>Best Cost = 8234.07 [S]</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPSO</td>
<td>7</td>
<td>0.14</td>
</tr>
<tr>
<td>CFBPSO</td>
<td>14</td>
<td>0.28</td>
</tr>
</tbody>
</table>

The results in Table III illustrated that CFBPSO has higher probability of achieving the better solutions between both algorithms.

B. Case II
In this case, the maximum number of generations is set to 100 and the number of particles limited to 5. In order to further test the performance of the proposed CFBPSO method when compared to the IPSO in solving the non-smooth ED problem with valve-point effects, both methods were applied on a three-generator system where the fitness of the best particle for each method was being investigated.

The criterion for the comparison is the achievement of the best cost of 8234.07 [S] in the shortest generation. In addition to that, observations were made on the best, mean, and worst costs, and standard deviation. Fig. 3 shows the fitness value of the best particle for both methods and Table IV summarizes the results of both simulations.
The simulation results indicate that the CFBPSO method exhibits good performance. As seen in Table IV, the CFBPSO finds the cheapest cost faster than the IPSO. From Fig. 3, it can be observed that the IPSO suffers from a lot of fluctuations in reaching the optimal result in different generations. In this respect the superiority of the CFBPSO is quite evident.

5. CONCLUSION

This paper presents a novel approach for solving the non-smooth ED problem with valve-point effects based on the constriction factor based PSO (CFBPSO). The proposed CFBPSO includes a constriction factor $K$ into the velocity rule, which has an effect of reducing the velocity of the particles as the search progresses thereby ensures convergence of the particle swarm algorithm. The appropriate parameter values for the ED by the constriction factor approach are the same as those recommended by other PSO papers. The robust convergence characteristic of the CFBPSO method is also ensured in solving the ED problem. Simulation results on the three-generator system demonstrate the feasibility and effectiveness of the CFBPSO method in minimizing cost of the generation. The results also show that improvements were made to solve the ED problem more effectively. Finally, it has been demonstrated that the CFBPSO algorithm improves the convergence and performs better when compared with the improved PSO (IPSO).
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ABSTRACT
Coastal areas are always an ideal place for different specific business activities which include the agricultural industry. This study reviews available statistical models for pricing weather derivatives with temperature as the underlying variable which will enable industries, businesses and other organizations in South African coastal areas like Durban, Cape Town and Port Elizabeth to protect themselves against losses due to fluctuation in the weather and thus hedge their risks. Historical South African weather data was used to test the models.

1. INTRODUCTION
Weather derivatives are financial contracts with payouts that depend on weather in some form. West (2002) defines a weather derivative as a contract that provides a payoff in response to an index level based on weather phenomena. The underlying variable can be, for example; humidity, rain, snowfall, temperature, or even sunshine. The main players who take part in the weather derivatives markets industry can be grouped in to five main categories, namely: End users (also referred to as hedgers), Speculators, Market makers, Brokers and Insurance and re-insurance companies.

2. METHODOLOGY AND RESULTS
Since it is essential for anyone playing a role in weather derivatives to understand the behavior of temperature, this section investigates a model that describes the daily temperature. Figure 3.1.1 below graphs the real Port Elizabeth temperature data for 28 years (Source of data: South African Weather Service).

Figure 3.1.1: A 28-year segment of the daily average temperature for Port Elizabeth: Jan 1980 - April 2008

From the daily average temperature data in figure 3.1.1 one clearly sees that there is cyclical seasonal variation in the temperature. The daily mean temperature seems to vary between approximately 26 °C during the summer periods and approximately 12 °C during the winter periods. When one looks at figure 3.1.1, it is possible to model the seasonal dependence with some function, say a sine function (Alaton, 2003). The sine function would have the following form:

\[ A + C \sin(\omega t + \varphi) \]  \hspace{1cm} (3.1.1)

Where \( t \) denotes the time measured in days, \( \omega \) denotes...
the period and \( \varphi \) denotes the phase angle. Upon closer inspection of the data one may observe that it reveals a positive trend. This trend might be difficult to determine as it is weak, however, it does exist. The daily average temperature tends to increase over the years. There are many factors which contribute towards the weak positive trend. It might be due to the global warming effect which is causing a warming trend to be being experienced on our planet. Also, there is the urban heating effect, temperatures tend to increase in areas nearby a big city because the city is growing and warming its surroundings with the heat generated from the industries within the city.

One may make the assumption that this warming trend is linear due to the fact that the trend is weak (Alaton, 2003). With all these characteristics, one combines the sine and linear functions to end up with a model for the mean temperature at time \( t \), which has the form:

\[
T_t^m = A + Bt + C \sin(\omega t + \varphi) \quad \ldots \ldots \quad (3.1.2)
\]

The parameters \( A, B, C, \varphi \) and \( \omega \) have to be determined in order to fit the above curve to the real temperature data. Fitting the above function (3.1.2) to the temperature data using the method of least squares, results in the determination of the numerical estimates of the parameters \( A, B, C, \varphi \) and \( \omega \). Applying this method to the 10336 observations of the temperature data from Port Elizabeth, the amplitude of the sine function is about \( 3.80^\circ \)C which implies that the temperature difference between a typical winter day and a summer day is about \( 7.6^\circ \)C. A plot of this function together with the real temperature data in shown in figure 3.1.2 below. The red smooth curve represents the fitted model while the dark blue one represents the real data.

Figure 3.1.2: The estimated mean temperature and real temperature at Port Elizabeth for 28 years

3. PRICING WEATHER DERIVATIVES

The process of pricing weather derivatives is an extensive and involving process because the two parties try to hedge the risk created by the weather, which has no value in the market as it is not a tradable asset. The first stage involves pricing the expected payoff at the end of a contract while second one requires one to estimate a fair price which one should pay for their risk to be hedged; this involves including the market price of the underlying risk.

Expected Derivative Pay-Off

It was decided to combine the distribution chosen for pricing our derivatives and the commonly used structures (Jewson, 2005). In this case the normal distribution is the more favourable distribution. Only the call contract will be discussed in this paper.

A call option is a financial contract between two parties where the buyer of a call option has the right, but not the obligation to buy an agreed quantity of a particular financial asset or commodity from the seller of the option at a particular time. In this case, the buyer pays a premium for this right. The seller is also obliged to sell the commodity should the buyer decide to purchase. In weather derivatives, at the beginning of the contract the buyer pays a premium to the seller and at the end of the contract the seller pays the buyer a pay-off which depends on the value of the index accumulated.

Fair Price of a Weather Derivative

The fair price of a derivative is the cost of a derivative
including the market price of a risk. The market price of a risk is normally included in the calculation of the expected temperature. If a standardised market risk of 0.08 is included, it is found that the same call contract costs more. Figure 4.1.2 below shows the relationship between the expected payoff and the fair price of a contract with increase in strike level.

Figure 4.1.2: Graphs comparing the expected payout and fair price of a call contract over different strike levels.

![Graph showing strike level vs payout and fair price]

It is clear that an increase in the strike level from approximately eighty degree days increases the difference between the expected payout and the fair price, which includes the market risk.

4. CONCLUSION

This study justifies the need for a standard pricing approach for industries affected by extreme weather conditions so that all participants who wish to hedge against extreme weather could start communicating in a common language. It enables many companies and business organisations establish a hedging policy or even figure out how their businesses or industries are exposed to weather risks.
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ABSTRACT

The paper deals with interpersonal trust modelling taking the focus on intervention effect. Terms as trust, trust factors and trust representation are introduced. Brief description of interpersonal trust forming is presented. Intervention model is introduced. The proposed trust formula formation and intervention model enable to cover trust intervention. The study of the behaviour of trust evolution is extended in this way. The comparison of trust model with and without intervention effect is discussed. The parameter values of trust intervention, i.e. intervention power, and intervention distribution are modified and the effect of these modifications on trust is studied.

INTRODUCTION

Trust is a unique phenomenon and plays an important role in the relationships among subjects in the communities. These subjects need not be only humans. In the internet age, the trust among humans and the machines, e.g. servers, network nodes or various software utilities, gains more and more on importance. Widening of e-service (Liu et al., 2008), e-commerce (Zhang et al., 2008), e-banking, etc., arises the question of human machine trust. Further, trust plays an important role in peer-to-peer networks (Wu et al., 2008), ad hoc networks (Mejia et al., 2009), grid computing, semantic web (Wang and Zhang, 2008), and multi agent systems, where humans and/or machines have to collaborate. Trust models are used in those uncertain environments (Wang and Varadharajan, 2008), (Camp et al., 2008), (Vellosio et al., 2006). The role of trust is very important in e-service, e-banking and e-commerce particularly, e.g. (Chen and Yeager, 2008).

The acceptance of trust is wide and various explanations are offered (Fetzer, 1988); from honesty, truthfulness, confident expectation or hope, something managed for the benefit of another, confidence in ability or intention to pay for goods or services in the future, till business credit. The universal trust definition does not exist. Bulk of definitions comes out from Gambetta’s definition (Gambetta, 2000). We will understand trust as a given credit, hope, confidence in ability or intention of some subject to perform to benefit of other subject at some future time.

TRUST FORMING FACTORS

Trust models, and interpersonal trust models particularly, e.g. (Wu et al., 2008), (Lifen, 2008), (Ryutov et al., 2007), (Chen and Yeager, 2008) are usually focused on one of factors determining trust, but no more than two were considered. The reputation, recommendation and initial trust are basic factors determining trust. Initial trust is the trust value in other person on the start. The reputation represents the knowledge about trusted person. The information obtained by communication with others is called recommendation. Each of the factors (initial trust, reputation, and recommendations) can be modelled as an individual component.

Firstly, for examining trust as a behavioural pattern, some way of representing trust is needed. Generally, trust can be quantified by a value from the interval \((a, b)\), where \(a, b\) (\(a < b\)) are integer or real numbers. Value \(a\) represents complete distrust and value \(b\) means blind trust. Without loss of generality, we will use real values from the interval \((0, 1)\).

Next, we specify an interpersonal trust representation, i.e. trust between two subjects. Consider a group of \(n\) subjects represented as the set \(S = \{s_1, s_2, ..., s_n\}\). The measure of interpersonal trust between the subject \(s_i\) and \(s_j\) is introduced by:

\[
t_{ij} = \rho(s_i, s_j), \quad t_{ij} \in (0, 1],
\]

where: \(i, j = 1, ..., n\) and \(i \neq j\).

We use a matrix, called interpersonal trust matrix, for representation of interpersonal trust in a group, where \(t_{ij}\) are matrix entries. Matrix entry -1 denotes that the subject does not know this one or self-trust (self-trust is not considered).

INTERVENTION EFFECT MODEL

We will use a general model of information intervention effect depicted in Figure 1 (Vavra F., University of West Bohemia, personal communication).

The probability distribution \(P\) on the input represents the state before intervention, the probability distribution \(Q\) on the output describes the state after intervention activity and the intervention is modelled by probability distribution \(R\), where \(x (x \in X)\) is event observed from finite set of events \(X\). These events can be products preference and the probability distribution represents their relative sale frequencies.
The uncertainty of preference in a single observation can be measured by entropy:

\[
H(X) = -\sum_{x \in X} P(x) \cdot \log P(x) \tag{2}
\]

where \(P(x)\) is the value of probability mass function. The entropy is increasing if the effect of the intervention uniform probability distribution, whereas it is decreasing in opposite case.

The difference between initial probability distribution \(P\) and final probability distribution \(Q\) can be measured by relative entropy:

\[
D(P \parallel Q) = \sum_{x \in X} P(x) \log \frac{P(x)}{Q(x)} \tag{3}
\]

While relative entropy is not a metric, we will take symmetric relative entropy:

\[
d(p, q) = D(P \parallel Q) + D(Q \parallel P) \tag{4}
\]

For joining initial probability and intervention probability we use their mixture (Rényi, 1961):

\[
\tilde{Q}(x) = (1 - \lambda) P(x) + \lambda R(x), \tag{5}
\]

where \(0 < \lambda \leq 1\), represents intensity of the intervention.

Given probability mass functions \(P(x)\), \(R(x)\), \(\tilde{Q}(x)\) the intensity \(\lambda\) can be found by

\[
\lambda = \frac{\sum (Q(x) - P(x)) (R(x) - \tilde{Q}(x))}{\sum (R(x) - P(x))^2}, \tag{6}
\]

if exists.

The conditions of existence are

\[
\sum_{x \in X} (R(x) - P(x)) (Q(x) - R(x)) \leq 0
\]

and

\[
\sum_{x \in X} (R(x) - P(x)) (Q(x) - \tilde{Q}(x)) \geq 0.
\]

The mixture of distributions may be used for negative \(\lambda\) if following holds:

\[
0 \leq (1 - \lambda) P(x) + \lambda R(x) \leq 1; \quad \forall x \in X. \tag{7}
\]

**TRUST EVOLUTION MODEL**

Trust between subjects evolves under changing factors determining trust. We have proposed trust model determining new value of interpersonal trust \(T_{ij}\) of subject \(s_i\) to subject \(s_j\) as function of trust forming factors, i.e. previous trust each to other, subject reputation, number of subject recommendations, number of reciprocal contacts and trusting disposition (Netrvalova and Safarik, 2009). Initial trust between subjects is got on the start. The reputation of the subject comes after individual experience and by some information dissemination about subject in its neighbourhood and influences trust formation considerable. Trust depends also on the frequency of mutual contacts of subjects. Next, trust is formed by information about another subject that other subjects have passed on. This information is called recommendation. Trusting disposition representing a degree of non rational behaviour of a subject is modelled by a random factor.

Trust forming of \(i\)-th subject (trustor) to \(j\)-th subject (trustee) is described by

\[
T_{ij} = t_{ij} + \sqrt{t_{ij} \cdot \frac{\Delta c_{ij} + \Delta d_{ij}}{w_{ij}}} \cdot \frac{r_{ij}}{w_{ij}} \cdot g_{\alpha, \beta}(\alpha, \beta) \tag{8}
\]

where \(T_{ij} (0 \leq T_{ij} \leq 1)\) is new trust value of \(i\)-th subject in \(j\)-th one, \(t_{ij}\) is previous trust (trust starting value is \(r_{ij}\)) of \(i\)-th subject in \(j\)-th one, \(t_{ij}\) is previous trust of \(j\)-th subject in \(i\)-th one, \(\Delta c_{ij}\) is relative gain (loss) of the number of contacts between \(i\)-th and \(j\)-th subject, \(\Delta d_{ij}\) is relative gain (loss) of the number of recommendations of \(j\)-th subject to \(i\)-th subject, \(r_{ij}\) is reputation of \(i\)-th subject about \(j\)-th one, \(g_{\alpha, \beta}(\alpha, \beta)\) is trusting disposition probability distribution, \(w_{ij}\) is weight coefficient of the number of contacts of \(i\)-th subject, \(w_{ij}\) is weight coefficient of the number of recommendations of \(j\)-th subject to \(i\)-th subject, \(w_{ij}\) is weight coefficient of effect of reputation of \(i\)-th subject about \(j\)-th one, and \(w_{ij}\) is weight coefficient of trusting disposition.

The model reflects usual factors influencing interpersonal trust in standard real life situations. On the other hand, there are situations when there is a massive intervention in order to increase trust to some subject(s), e.g. election campaign.

To model trust intervention, we use described intervention effect model.

Initial probability distribution is given by initial trust values \(T_{ij}\) of a subject \(s_i\) to all other subjects. The intention to increase trust value to some subject is described by intervention probability distribution \(I\). Expressing the intensity of intervention by \(\lambda\), \(0 < \lambda \leq 1\), the new trust probability distribution is given by values \(T'_{ij}\)

\[
T'_{ij} = (1 - \lambda) T_{ij} + \lambda I_{ij}, \tag{9}
\]
EXPERIMENTS AND RESULTS

To pursue trust intervention model behaviour we carried out series of experiments. Here, we present following scenario. The group of five subjects was considered. Relations of subject $s_1$ to other subjects, i.e. $s_2$, $s_3$, $s_4$, and $s_5$, from this group were chosen. Parameters of experiments are presented in Table 1 (initial trust), Table 2 (reputation), Table 3 (number of mutual contacts), Table 4 (number of recommendation), Table 5 (trusting disposition) and Table 6 (intervention distribution).

Table 1: Initial Trust of Subject $s_1$ to Other Subjects

| $s_1 ightarrow s_2$ | $s_1 ightarrow s_3$ | $s_1 ightarrow s_4$ | $s_1 ightarrow s_5$ |
|----------------------|---------------------|---------------------|---------------------|
| 0.75                 | 0.04                | 0.2                 | 0.01                |

Table 2: Subject $s_1$ - Partner’s Reputation of Other Subjects

| $r_2 ightarrow s_1$ | $r_3 ightarrow s_1$ | $r_4 ightarrow s_1$ | $r_5 ightarrow s_1$ |
|----------------------|---------------------|---------------------|---------------------|
| 0.25                 | 0.23                | 0.3                 | 0.14                |

Table 3: Number of Contacts of Subject $s_1$ with Partners

| Step | $s_1 ightarrow s_3$ | $s_1 ightarrow s_4$ | $s_1 ightarrow s_5$ |
|------|---------------------|---------------------|---------------------|
| 0    | 0                   | 0                   | 0                   |
| 1    | 0                   | 0                   | 0                   |
| 2    | 1                   | 0                   | 1                   |
| 3    | 1                   | 0                   | 2                   |
| 4    | 0                   | 0                   | 2                   |
| 5    | 0                   | 0                   | 3                   |

Table 4: Partner’s Recommendation to Subject $s_1$

| Step | $d_2 ightarrow s_1$ | $d_3 ightarrow s_1$ | $d_4 ightarrow s_1$ | $d_5 ightarrow s_1$ |
|------|----------------------|----------------------|----------------------|----------------------|
| 0    | 0                    | 0                    | 0                    | 0                    |
| 1    | 1                    | 0                    | 2                    | 0                    |
| 2    | 1                    | 1                    | 3                    | 0                    |
| 3    | 0                    | 0                    | 2                    | 0                    |
| 4    | 0                    | 1                    | 4                    | 3                    |

Table 5: Trusting Disposition (Subject $s_1$ to Others) Stepwise

| Step | $s_1 ightarrow s_2$ | $s_1 ightarrow s_3$ | $s_1 ightarrow s_4$ | $s_1 ightarrow s_5$ |
|------|----------------------|----------------------|----------------------|----------------------|
| 0    | 0.50                 | 0.50                 | 0.50                 | 0.50                 |
| 1    | 0.55                 | 0.88                 | 0.85                 | 0.34                 |
| 2    | 0.74                 | 0.92                 | 0.67                 | 0.65                 |
| 3    | 0.82                 | 0.62                 | 0.67                 | 0.65                 |
| 4    | 0.71                 | 0.56                 | 0.76                 | 0.35                 |
| 5    | 0.76                 | 0.78                 | 0.56                 | 0.91                 |

Trust formation of subject $s_1$ in other subjects without intervention effect is presented in Figure 2. Trust changes were relatively small adequately to reputation values, number of contacts and recommendations. This behaviour enables us to observe changes in trust evolution caused by intervention. Intervention distribution values used in the experiment are in Table 6.

Values of $\lambda$ parameter were set to 0.05, 0.1, 0.5 successively. Subject $s_1$ and its partners were observed. Stepwise trust forming is shown in Figure 3, Figure 5 and Figure 7. The influence of the intervention intensity represented by the parameter $\lambda$ can be visually observed. Moreover, the intervention effect can be measured using the terms of information theory, that were introduced previously, i.e. entropy (2), relative entropy (3) and symmetric relative entropy (4). Trust intervention effect, i.e. initial trust distribution before intervention ($T_0$), final trust distribution after first step ($T_1$), and trust intervention distribution, are depicted in Figure 4, Figure 6, and Figure 8. Entropy relative entropy and symmetric relative entropy values are presented in Table 7, Table 8 and Table 9.

Table 6: Intervention Distribution (Subject $s_1$)

| $s_1 ightarrow s_2$ | $s_1 ightarrow s_3$ | $s_1 ightarrow s_4$ | $s_1 ightarrow s_5$ |
|----------------------|---------------------|---------------------|---------------------|
| 0.03                 | 0.10                | 0.75                | 0.12                |

Figure 2: Trust of Subjects without Intervention Effect.

Figure 3: Trust Formation for $\lambda =0.05$ Stepwise.

Table 7: Entropy and Relative Entropy for $\lambda =0.05$ after the 1st Step

| Subject | $H(T_0)$ | $H(I)$ | $H(T_1)$ | $D(T_0||T_1)$ | $D(T_1||T_0)$ |
|---------|--------|--------|--------|-------------|-------------|
| $s_1 ightarrow s_2$ | 0.311  | 0.151  | 0.341  | 0.044       | -0.042      |
| $s_1 ightarrow s_3$ | 0.186  | 0.332  | 0.185  | 0.000       | 0.000       |
| $s_1 ightarrow s_4$ | 0.464  | 0.311  | 0.494  | -0.052      | 0.063       |
| $s_1 ightarrow s_5$ | 0.066  | 0.367  | 0.112  | -0.010      | 0.020       |
| Sum     | 1.027  | 1.161  | 1.132  | -0.018      | 0.041       |

$\lambda_{comp}=0.053, d(p, r)=0.023$
distribution (Table 7, Table 8, and Table 9) and the entropy increases when the intervention is stronger. Also, the new trust distribution has to have greater distance to the initial one, what is proved by higher symmetric relative entropy (Table 7, Table 8, and Table 9) and the distance grows when the intervention is stronger.

Achieving a trust distribution in some steps, we can ask on the intervention intensity $\lambda$ which would cause the same trust distribution in one step. This value is given by Equation (6).

![Figure 4: Trust Intervention Effect for $\lambda=0.05$ after the First Step.](image)

![Figure 5: Trust Formation for $\lambda=0.1$ Stepwise.](image)

Table 8: Entropy and Relative Entropy for $\lambda=0.1$ after the 1\textsuperscript{st} Step

| Subject | $H(T_0)$ | $H(I)$ | $H(T_1)$ | $D(T_0||T_1)$ | $D(T_1||T_0)$ |
|---------|----------|--------|----------|---------------|---------------|
| $s_1\rightarrow s_2$ | 0.311 | 0.151 | 0.378 | 0.106 | -0.096 |
| $s_1\rightarrow s_3$ | 0.186 | 0.332 | 0.216 | -0.013 | 0.016 |
| $s_1\rightarrow s_4$ | 0.464 | 0.311 | 0.510 | -0.087 | 0.117 |
| $s_1\rightarrow s_5$ | 0.066 | 0.367 | 0.113 | -0.010 | 0.020 |
| Sum | 1.027 | 1.161 | 1.217 | -0.004 | 0.057 |
| $\lambda_{\text{comp}}^=$ | 0.108 | $d(p, r) =$ | 0.053 |

![Figure 6: Trust Intervention Effect for $\lambda=0.1$ after the First Step.](image)

![Figure 7: Trust Formation for $\lambda=0.5$ Stepwise.](image)

Table 9: Entropy and Relative Entropy for $\lambda=0.5$ after the 1\textsuperscript{st} Step

| Subject | $H(T_0)$ | $H(I)$ | $H(T_1)$ | $D(T_0||T_1)$ | $D(T_1||T_0)$ |
|---------|----------|--------|----------|---------------|---------------|
| $s_1\rightarrow s_2$ | 0.311 | 0.151 | 0.530 | 0.708 | -0.368 |
| $s_1\rightarrow s_3$ | 0.186 | 0.332 | 0.269 | -0.032 | 0.057 |
| $s_1\rightarrow s_4$ | 0.464 | 0.311 | 0.508 | -0.253 | 0.606 |
| $s_1\rightarrow s_5$ | 0.066 | 0.367 | 0.267 | -0.028 | 0.197 |
| Sum | 1.027 | 1.161 | 1.574 | 0.395 | 0.492 |
| $\lambda_{\text{comp}}^=$ | 0.503 | $d(p, r) =$ | 0.887 |

![Figure 8: Trust Intervention Effect for $\lambda=0.5$ after the First Step.](image)

Trust values achieved for $\lambda=0.5$ after five steps would be reached by $\lambda_{\text{comp}}=0.976$ in one step. Entropy relative entropy and symmetric relative entropy values are displayed in Table 10. We can observe expected decrease of the entropy $H(T_1)$ for $\lambda_{\text{comp}}=0.976$ compared to $H(T_1)$ for $\lambda=0.5$ as the distribution values became more uneven, now on benefit of subject $s_3$. The enormous increase of symmetric relative entropy indicates a grandiose intervention power.
Table 10: Entropy and Relative Entropy for $\lambda_{comp} = 0.976$

| Subject | $H(T_0)$ | $H(I)$ | $H(T_1)$ | $D(T_0||T_1)$ | $D(T_1||T_0)$ |
|---------|----------|--------|----------|----------------|----------------|
| $s_1 \rightarrow s_2$ | 0.311 | 0.151 | 0.216 | 2.930 | -0.195 |
| $s_1 \rightarrow s_3$ | 0.186 | 0.332 | 0.332 | -0.052 | 0.132 |
| $s_1 \rightarrow s_4$ | 0.464 | 0.311 | 0.321 | -0.377 | 1.397 |
| $s_1 \rightarrow s_5$ | 0.066 | 0.367 | 0.367 | -0.035 | 0.430 |
| Sum | 1.027 | 1.161 | 1.236 | 2.464 | 1.764 |
| $\lambda_{comp} = 0.976$ | | | | $\Delta(r, p) = 4.228$ |

Figure 9: Trust Intervention Effect for $\lambda = 0.976$.

CONCLUSION

We developed trust model integrating intervention effect for trust evolution. The experiments proved behaviour of the model to be in accordance with expectations. Next, we intend to pursue the collaboration with sociologist to apply the model to real cases. The model itself will be deployed in an agent based trust management model.
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ABSTRACT
Solving conceptual models with multi-agent models requires assumptions in terms of discretizations of space, time and in agents. Such implementation choices can introduce biases into simulation results and cause computational models to become non consistent with conceptual models. The goal is to analyze some of those assumptions and the model sensitivity to the corresponding biases through a systematic and experimental study. The models used in this article are specific agent communities, yet parsimonious in parameters, in the perspective of abstracting the results. The study focuses on the extent to which the implemented models agree with the expected outputs, formulated as their precision and accuracy. Results show that simulation tools must enable I° domain experts to explicit their models (dependencies between behaviors, initializations, discretizations) and 2° systematic analysis of computational biases.

INTRODUCTION
The translation of conceptual models into agent-based computational models introduces a number of issues to the field of individual-based simulation (Goldspink 2002, Michel et al. 2003). For domain experts, the point is to build and experience their models through simulation (Davidsson 2002) in order to learn from them (Frigg and Hartmann 2006). This led many to the concept of virtual laboratories, which is based on the organization of the modeling activity around simulation (Ramat and Preux 2003). Yet, such concept needs the implemented model to be consistent with the domain expert’s conceptual model. Thereafter, the computer scientist’s responsibility is not to qualify the representations built by domain experts – thematic and conceptual models – but to operationalize those models (Drogoul et al. 2003).
This operationalization into multi-agent systems brings in assumptions on agents behaviors and implies discretizations of space, time and in agents. If there are no theoretical “good choices” for all models, as described by Michel et al. (2001) for agent scheduling, each assumption is a potential source of biases in the results (Kubera et al. 2009), e.g. spatial and temporal assumptions (Axtell 2000), biases to which the models are more or less sensitive. Various analysis of computational models (Sargent 2004) and especially of individual-based models (IBM) were proposed (Ginot et al. 2006, Santner et al. 2003). Methods for numerical consistency analysis enable to investigate if model implementation affects results in a negligible and controlled manner or not. Yet, it is still necessary to conduct sensitivity analysis to evaluate the impact of implementation choices on models, especially when it comes to predictive models for which there is no reference data for calibration. Computer scientists are responsible for designing tools enabling domain experts to identify the sources of biases introduced in computational models, so that they can quantify their impact on the results (Edmundo 2001, Souissi et al. 2004).

The goal of this article is to analyze the potential sources of biases in agent-based computational models. Based on the pattern oriented approach (Grimm et al. 2005), this analysis is pragmatic: it consists in systematically measuring the bias sources using the same theoretical modeling framework, which is both parsimonious in assumptions and parameters and characteristic of a large family of models. Each source of biases is the object of a specific study, for which we exhibit the minimal model and the situations that produce the most demonstrable results. Patterns enable all along the article the distinction between results, i.e. the designation of the “good” computational models –what Goldspink (2002) called internally valid models– and the evaluation of introduced biases.

The conceptual framework of this study is theoretical ecology: communities of living species inhabit a homogeneous habitat of finite dimension and limited carrying capacity. Models of agent communities are relevant here, as they can deal with interaction and scale heterogeneities. The study starts with the issue of implementing agents having independent behaviors. Then, we cover the issues of the discretizations brought on by
agents, space and time and the model’s sensitivity to the corresponding biases. But, before all, we identify the patterns and the conceptual model of communities that we want to implement.

MEANS

The analysis is based on the following principles: the consistency of a computational model with a conceptual model is evaluated as its capacity to account for the patterns characterising the conceptual model. Following the pattern oriented approach, patterns are formulated by domain experts with no supposition on the mechanisms governing the system. Here, we use them as a description of the expected, or theoretical, behavior of the conceptual model. To conduct this study, we focused on patterns that could be characterized using quantitative indicators, making no supposition on the general nature of patterns. Thereafter the gaps between the computational model’s outputs and the patterns are the biases on which is focused the analysis. Those biases are analyzed through the accuracy and the precision of the models’ outputs. The accuracy is estimated as the gap between the theoretical value and the observed value, and the precision as the variability of this observed value. At last, the sensitivity is the variation in biases depending on the parameters of the models.

Patterns and indicators

The communities taken in example here are theoretical and the patterns that characterize them are therefore somewhat arbitrary. Two patterns are considered. P1: numerical stability, the population size of each species is constant in time. P2: spatial homogeneity, each species inhabits uniformly its habitat. P1 is characterized by the stability of the variable \( N(t) \), the agent population size in time. The effective indicator is \( \sigma_N \), standard deviation of \( N(t) \) all along the simulation time. Pattern P2 depends on the population’s local density. It is characterized by the homogeneity of this density inside the species habitat. Its calculation is function of the environment grid \( M \).

The model accuracy is estimated here by the gap between the expected number of agents \( N_i \), which is \( N(0) \) for a population at equilibrium, and the mean population size \( \mu_N \): \( \Delta_N = |N_i - \mu_N| \). The standard deviation of \( N, \sigma_N \), measures the absolute accuracy of the model and the variation coefficient \( cv_N = \sigma_N / \mu_N \) its relative accuracy. Model sensitivity is evaluated by the changes in \( \Delta_N \) and \( cv_N \) according to the implementation choices.

Conceptual model

The processes structuring the system dynamic are basic: agents breed, die, move around their habitat and hunt other agents. Their habitat is simple: it’s a homogeneous disk (with the exception of its edges) positioned at the center of the environment. The edges are smoothed and describe an affinity gradient going from the maximum (preferential habitat) to the minimum (a place not fit to live in). The habitat is perceived by agents through the distribution of the affinity in the environment: \( \alpha_H(x, y) \in [0, 1] \) is the affinity to habitat \( H \) at location \( (x, y) \).

AGENT BEHAVIORS

The study focuses here on the implementation in a single agent of conceptually independent behaviors. The question is to know if those behaviors can be independent in the computational model. The implementation lies on choices on the deterministic or stochastic nature of behaviors, on their synchronization, on state variables management and communities initialization. To carry out this study, let’s consider the case of a population “at equilibrium”, in which as many individuals die in a given period as others are born. This corresponds to pattern P1; the structuring processes are the mortality and reproduction.

Deterministic model

The simplest deterministic computational model for the reproduction is if an individual creates a new born when it reaches its species age of sexual maturity; symmetrically, an individual dies when its age reaches its species age of longevity. A specific solution, consistent with the pattern, is to set the age of sexual maturity to the longevity. Each agent has two behaviors, function of its age, activated at each timestep. Given such simple implementation, let’s now consider the implementation choices that need to be taken in order for this solution to reproduce pattern P1.

Behavior synchronization

Behaviors are said to be independent if they can be executed in any order, without the execution order affecting agent states, which is equivalent to a synchronous activation. Two properties must be verified: 1° the execution of one does not impact the execution of others, 2° the system dynamic is independent of the execution order. Let’s analyze those properties with the reproduction and mortality behaviors.

Consider the solution where behaviors modify disjoined sets of state variables. This is equivalent, in the present case, with having a variable age per behavior, both variables evolving in an identical manner in each behavior. Executing the reproduction does not influence the mortality’s execution, whereas mortality makes reproduction impossible. The result, not consistent with pattern P1, is an exponential decrease of the population size (figure 1a), because, here, the execution of one of the
behaviors impacts the execution of the other and therefore the system dynamic is dependent of the execution order. If a mechanism ensuring the equity of behavior executions is added, that is a mechanism that guarantees that all behaviors of an agent are executed as many times as one another, the model accurately reproduces pattern P1.

Let’s now consider the evolution of the age and the case of mortality. This behavior executes two elementary actions one after another: increment the age and change the agent state for “dead”. Depending on the order those actions are executed by the behavior and again if no mechanism ensuring the equity of behavior executions is added, then the results are those of figures 1c or 1d. Here again, the global dynamic is all the way different.

Identifying the issue and its solution is here obvious, but it is less the case in general, when behaviors do not execute themselves at the same frequency, when behaviors side effects are indirect or when the implementation is less simple.

Initialization of state variables

The initialization of IBMs is a critical issue for their simulation (Goldspink 2002) and the initial state of each agent cannot be directly set using observed macroscopic data. The solution is for domain experts to define random initializations of state variables according to probability laws, parametric or not. Yet, what about the initialization of the various variables of a same agent?

Take again the model of the reproduction and mortality processes, with each their own variable age and a mechanism ensuring that their execution is fair (equity of execution). Here, the two variables are joined—conceptually corresponding to the same idea, for demonstration sake—and need to be initialized. It is obvious here that the two variables must have the same initial value and if this is not guaranteed, we might get the dynamic in figure 1b: disappearance of about half of the population. Such dynamic was obtained by randomly (using an uniform distribution), and independently, initializing variables of all agents. Thereafter, about half of the agents had an initial value for the mortality’s variable that was greater than the one for the reproduction’s variable.

Here again the solution for this specific implementation is obvious, yet the general solution for this issue would require to know the matrix of variances-covariances for all state variables of agents, which is, by essence, impossible in an IBM as state variables are model artefacts, inaccessible—directly, or even through proxies—in the natural system. Processing statistically those covariances is impossible for a model with many parameters and few observed data. Establishing analytically them would require to have an analytical solution to the problem, which is unattainable with a complex system.

Stochastic behaviors

A behavior is stochastic if it executes itself with a specific probability or if its outputs are stochastic. Using a stochastic agent-based computational model is equivalent to reproducing within each individual the non deterministic nature of the system. In addition to the previously identified restrictions, behavior independence requires independent execution probabilities, assuming that random number generators are independent too and that the execution of one does not impact the others.

Consider here behaviors which results are non continuous: the creation or destruction of an agent, but this would be the case with any other non continuous change in the agent state. Such behavior makes the system dynamic sensitive to the number of agents, as shown in table 1. Here, the accuracy of the result is very poor below 100 agents. Figure 2 shows that the decrease of the variation coefficient is linear against the number of agents on a log-log scale. In this example, the absolute benefit of accuracy is low beyond 500 agents. However, figure 3 shows that the 30 trajectories out of which was processed the mean dynamic for 1000 agents are quite different, even though the global bias is low.

Analysis

Those examples show the strong sensitivity of the system to implementation artefacts with very strong biases for some of them. If general solutions exist for synchronizing independent behaviors, it is not the case for managing and initializing variables. Furthermore, stochastic
models require high numbers of agents and the execution of many simulations. This increases processing time and makes the analysis of results complicated (Berteille et al. 2007). It is therefore essential to characterize patterns with very synthetic indicators that have minimal sensitivity.

**DISCRETIZATION IN AGENTS**

The study now addresses the discretization in agents of the model. The choice of such granularity is taken according to the number of agents required to describe a given phenomenon. Choosing the “right” amount of agents to describe a given population is a compromise between available resources and the minimum accuracy and precision required.

**Homogeneous discretization: the case of one population**

Agent modeling introduces a non continuous dynamic in number of the population, like other IBM approaches. However, the number of agents in the simulation does not always correspond to the amount of individuals of studied systems that can be composed of a huge amount of individuals. Thereafter, using agent populations to represent a much larger population of individuals can introduce a bias.

**Computational model.** Consider again the case of a population “at equilibrium”, which is now spatialized. **Reproduction behavior.** Deterministic and based on the ecological notion of sexual maturity, it is implemented using an accumulator $\Phi$. Such accumulator depends on a coefficient $\tau_\Phi$: $\Phi$ is incremented at each execution by $\alpha_H(x, y) \times \tau_\Phi$. The number of children per agent to create is then, at each execution, the floor value of $\Phi$.

**Mortality behavior.** Deterministic, it is based on the affinity $\alpha_H(x, y)$ and $K_{\text{max}}$, which is a proxy parameter for the carrying capacity of the habitat. The agent dies if the local density in agents is greater than $K_{\text{max}}$ weighted by the local affinity to the environment.

**Recruitment behavior.** The location $(x, y)$ of a newly created agent (resulting from the reproduction behavior) is calculated using a non-parametric probability distribution based on the affinity to the environment $\alpha_H(x, y)$. The positioning of the new agent at this location is the result of the execution of the recruitment behavior, which is executed once when the agent is created.

**Mean.** Discretization $M$ equals $16 \times 16$ cells. The $\Phi$ variables are initialized to zero in all agents. Finally, the varying factor is the parameter of maximum density $K_{\text{max}}$ that controls the number of agents the habitat can host.

**Results.** Results from table 2 indicate that the model reproduces pattern $P1$, except of course for the first simulation ($K_{\text{max}} < 1$). Figure 4 shows that the increase of the number of agents implies a decrease of $cv$ and that this decrease is linear on a log-log scale. At last, the model reproduces more or less pattern $P2$ as shown in figure 5: a too small number of agents produces a spatial distribution distant from the expected theoretical distribution.

### Table 1: Stochastic model: sensitivity to the number of agents.

<table>
<thead>
<tr>
<th>$N_i$</th>
<th>$\mu_N$</th>
<th>$\sigma_N$</th>
<th>$cv_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>12</td>
<td>42.2</td>
<td>3.47</td>
</tr>
<tr>
<td>50</td>
<td>30</td>
<td>53.6</td>
<td>1.78</td>
</tr>
<tr>
<td>100</td>
<td>98</td>
<td>103.</td>
<td>1.05</td>
</tr>
<tr>
<td>500</td>
<td>499</td>
<td>296.</td>
<td>0.59</td>
</tr>
<tr>
<td>1000</td>
<td>1005</td>
<td>327.</td>
<td>0.33</td>
</tr>
<tr>
<td>5000</td>
<td>4981</td>
<td>77.</td>
<td>0.16</td>
</tr>
</tbody>
</table>

**Figure 2:** Stochastic model: evolution of $cv$. $y = \ln(cv_N) ; x = \ln(N_i)$

**Figure 3:** Stochastic model: trajectories of 30 simulations (1000 agents).

### Table 2: Discretization in agents, case of one population and deterministic density-dependant behaviors: effect of density, $K_{\text{max}}$.

<table>
<thead>
<tr>
<th>$K_{\text{max}}$</th>
<th>$N_i$</th>
<th>$\mu_N$</th>
<th>$\sigma_N$</th>
<th>$cv$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.64</td>
<td>50</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>77</td>
<td>87</td>
<td>4.89</td>
<td>6.10^{-2}</td>
</tr>
<tr>
<td>6</td>
<td>467</td>
<td>537</td>
<td>10.7</td>
<td>2.10^{-2}</td>
</tr>
<tr>
<td>13</td>
<td>1013</td>
<td>1110</td>
<td>11.2</td>
<td>1.10^{-2}</td>
</tr>
<tr>
<td>65</td>
<td>5067</td>
<td>5211</td>
<td>18.2</td>
<td>4.10^{-3}</td>
</tr>
<tr>
<td>129</td>
<td>10057</td>
<td>10227</td>
<td>19.8</td>
<td>2.10^{-3}</td>
</tr>
</tbody>
</table>

**Figure 1:** Variation coefficient (log scale)
Heterogeneous discretization: the case of several populations

If the choice of a granularity must be “adapted” to each phenomenon to represent, it can become necessary to use different granularities for different populations in the same model. The study addresses here this heterogeneity of scale that introduces issues regarding the interactions between components of the model described differently in terms of number of agents. To conduct this study, let’s consider two populations of preys and predators “at equilibrium” and in trophic interaction.

Computational model. To enable the interaction of two populations with different discretizations in agents, it is necessary to introduce a scale factor $\rho$. This factor describes the granularity in number of agents of a population. It is the ratio between the number of individuals $X$ in the real population and the number of agents in the summation $N$: $\rho = X/N$. Let’s add $\rho$ to the model of the previous study and an additional predation behavior describing the interactions between the different types of agents (preys and predators). All agents are therefore associated to reproduction, mortality and recruitment behaviors. Only predators execute a predation behavior.

This last behavior depends on two parameters, $Q_{\text{max}}$ and $Q_{\text{min}}$, that are respectively the amount of preys that a predator agent tries to eat (the predation impact on preys) and the minimum amount that this agent needs to eat to survive (the predation impact on predators). $Q_{\text{max}}$ and $Q_{\text{min}}$ are expressed in number of individuals.

At last, $\rho_p$ and $\rho_p$ are respectively the preys’ scale factor and the predators’ scale factor. Thereby, a predator tries to eat a maximum of $Q_{a,\text{max}} = Q_{\text{max}} \times \rho_p/\rho_p$ agents and a minimum of $Q_{a,\text{min}} = Q_{\text{min}} \times \rho_p/\rho_p$ agents. The predator hunts in its cell, where it randomly captures a prey, if it encounters one, until it has eaten $Q_{a,\text{max}}$ agents or if the cell is empty. Last, the predator dies if it has not eaten $Q_{a,\text{min}}$ agents and if it does not find more preys.

Mean. Discretization $M$ equals $16 \times 16$. The scale factor being explicit, the number of prey individuals is $X_{p,i} = 10^6$ and the number of predator individuals is $X_{p,i} = 10^4$. The varying factors are the number of agents and the corresponding scale factors: $N_p$, $N_p$, $\rho_p$ and $\rho_p$.

Results. The first four lines of table 3 show that the bigger the scale factor, the bigger the gap between the number of individuals the agents were to model and the results: the accuracy is very bad and we can have $\mu_{N_p} \ll 10^6$ and $\mu_{N_p} \ll 10^4$. The lost of precision depends on the number of agents and the heterogeneity of scale induces biases that are generally stronger that in the homogeneous case. Especially, the three simulations for which $\rho_p$ is minimal ($\rho_p = 200$) and $\rho_p$ is greater than 2 give dramatic $\Delta X_p$. Last, simulations for which $\rho_p$ is minimal ($\rho_p = 2$) and $\rho_p$ is greater than 100 give good results. In conclusion, simulations with 5000 predator agents give very good results whatever the number of preys.

Analysis

Globally, increasing the number of agents improves the accuracy and precision of the results, which was expected. However, the study of the homogeneous discretization shows that this increase is not linear and, asymptotically, the benefit is null. The results on pattern P2 take the same direction. Nonetheless, a too small number of agents per cell leads to results that do not correspond to the conceptual model, but this is a consequence of a non adapted discretization in agents.
The study of the heterogeneous discretization shows that the model is very sensitive to this factor and to its heterogeneity: biases can be very high. A small discretization in number of preys seems to less influence the results.

**SPATIAL DISCRETIZATION**

The study focuses now on the discretization of the environment needed in the computational model. Indeed, information about the environment is discretized and their perception by agents is thus biased in: 1° the relation of the agent with its environment and 2° the relation of the agent with others.

**Homogeneous discretization: interaction with the environment**

The question here is to know how the environment discretization influences the spatial dynamic of an agent population. To achieve this study, let’s consider a population “at equilibrium”, roaming in its habitat and distributing itself homogeneously. This situation corresponds to pattern P2: the structuring process is migration. Processes of reproduction, natural mortality and predation are ignored in this particular study.

**Computational model.** The migration behavior is the tendency for an agent to follow the local affinity gradient in order to reach an “ideal place”, which is a trade-off between the highest affinity and a low density. The agent calculates a migration vector that is the sum of: 1° the vector towards the neighboring cell with the highest affinity and 2° the vector opposite the neighboring cell with the highest density. The agent moves in the resulting direction of a given migration step that is smaller than the size of the smallest grid cell. Thereby, the roaming does not depend on the discretization except through the perception of the environment. In these simulations, the perception is based on a Von Neumann neighborhood.

**Mean.** We have \( N_{\text{prey}} = 10^4 \) and the varying factor is the discretization of the information the agent perceive in the environment: the affinity and the density.

**Results.** Figure 6 shows the various resulting distributions at timestep 3600 and shows that pattern P2 is more or less reproduced. Recall that a strong discretization induces a small number of agents per cell, which partly explains the differences in the results, however, the model sensitivity to the studied factor is high.

**Homogeneous discretization: interaction between agents**

Here we focus on the influence of the spatial discretization on the relation between agents. Let’s consider the model of the previous study to which is added a population of predators that hunt the first population which is now the preys. Again, pattern P2 is considered and the structuring processes are migration processes.

**Computational model.** The migration behavior described in the previous study is now the migration of preys. It is slightly modified to take into account predators: to compute its migration vector, a prey considers a third vector that is opposite to the neighboring cell of highest density in predators. Thereby, preys tend to flee predators. Concerning the migration behavior of predators, the “ideal” habitat of a predator is locally characterized by the highest density in preys and the lowest in predators. A predator agent computes a migration vector that is the sum of the vector to the neighboring cell of lowest intraspecific density and the vector to the neighboring cell of highest density in preys. A predator is also drawn by areas of highest affinity, but only when it has no preys in sight, which is a borderline case.

**Mean.** We have \( N_{\text{pred}} = 5 \times 10^3 \) and again the varying factor is the spatial discretization.

**Results.** Figure 7 shows the resulting distributions at timestep 3600 and shows, as for the case of one population, that pattern P2 is more or less reproduced. For predators, the homogeneity is less pronounced and agents seem to get organized in strips. Yet, such strips do not depend on the discretization, they are constant throughout the different results and are therefore not relevant to our study. What is important are the constant elements in the results that thus depend on the discretization. The greater the discretization (smaller grid cell sizes), the more homogeneous seems the distribution. But, this is to put in perspective again with the fact that a high discretization leads to a low number of agents per cell. We simply notice that a strong discretization produces an agent distribution that seems consistent with the conceptual model.

**Heterogeneous discretization**

Following the logic of the previous study: depending on the needs in precision of studied populations, it can become necessary to have different spatial discretizations for the different populations. The question here is therefore to study what kind of impact and multi-scale interaction are introduced by such heterogeneity of description. To achieve this study, let’s consider again the computational model of the previous study.
Mean. Consider two populations, each in a different environment. To do this, we use the virtuOcean simulation platform that enables the building of two models using model-agents to couple them (Bonneaud et al. 2007). Last, we have \( N_{\text{prey},i} = N_{\text{pred},i} = 5.10^3 \).

Results. Figure 8 shows the resulting distributions at timestep 3600. The results are much less convincing than in the homogeneous case: they are even more influenced by the spatial discretization. Especially, a low discretization of the preys environment leads to non homogeneous distributions that do not depend on the habitat. The preys and predators distributions of figure 8b are for instance very different from the habitat theoretical distribution. On the opposite, a strong discretization of the preys environment leads to very good results in regards to the theoretical distribution and the results in the homogeneous case, whatever the spatial discretization of the predators environment.

Analysis

Homogeneous spatial discretization impacts the population distribution differently depending on the discretization used. The model being minimal, it explains in itself some density peaks that are then (temporary) stable locations for the agents. But the model globally behaves very differently depending on the discretization. Concerning the preys-predators case study, here again the results tend to show that the system is sensitive to the spatial discretization. Distributions are however more homogeneous and regular and globally the system behaves consistently with the conceptual model. This shows that interaction processes in between populations can hide biases impacts due to the spatial discretization. Last, the study of heterogeneous spatial discretization shows a strong sensitivity of the system to this factor and the resulting dynamics are further away from the expected dynamics than in the homogeneous case. In particular, a low discretization results in population distributions that are non consistent with the conceptual model, while a strong discretization leads to distributions that are consistent.

TEMPORAL DISCRETIZATION

The study now addresses the impact of the temporal discretization on the results. The question is even more relevant for agent-based models and more generally IBM: a high activation frequency of agents seems to help refine the dynamic of their behaviors. But how does that work? What type of impact on the results does such a choice in the discretization induces?

Computational model. To achieve this study, we focus again on a population “at equilibrium” and especially on agent creation and destruction processes, that produce non continuous changes in the population’s state and a model sensitive to the timestep. Let’s consider again the computational model used for the study of the homogeneous discretization in agents (case of one population) with the reproduction, mortality and recruitment behaviors. We now need to take into account the temporal scale: only the reproduction behavior de-
Table 4: Temporal discretization: results.

<table>
<thead>
<tr>
<th></th>
<th>( \tau_\Phi )</th>
<th>( \mu_N )</th>
<th>( \sigma_N )</th>
<th>( cv )</th>
</tr>
</thead>
<tbody>
<tr>
<td>day</td>
<td>( 3.10^{-3} )</td>
<td>10229</td>
<td>20.6</td>
<td>( 2.10^{-3} )</td>
</tr>
<tr>
<td>month</td>
<td>0.09</td>
<td>10226</td>
<td>30.0</td>
<td>( 3.10^{-3} )</td>
</tr>
<tr>
<td>semester</td>
<td>0.54</td>
<td>10216</td>
<td>52.2</td>
<td>( 5.10^{-3} )</td>
</tr>
<tr>
<td>year</td>
<td>1.08</td>
<td>10198</td>
<td>70.7</td>
<td>( 7.10^{-3} )</td>
</tr>
</tbody>
</table>

Figure 9: Temporal discretization: evolution of the number of agents according to the timestep.

Figure 10: Temporal discretization: evolution of \( cv \) according to the timestep. \( y = cv_N \tau_\Phi \) and \( R^2 = 0.977 \)

Analysis

The study of the temporal discretization shows that the benefit in precision is here linear. Furthermore, and it is an expected result, between a timestep of a year and a timestep of a day, the precision is not dramatically improved. Lastly, the system’s sensitivity to the temporal discretization might be more critical with other models, with populations of roaming agents for instance. A low activation frequency of behaviors would induce great migration amplitudes.

CONCLUSION

Dependence between behaviors, their synchronization and the choice of initial states are critical implementation issues. Dependent variables can for instance break the model’s consistency apart. Moreover, the stochastic solution as an operational tool leads to implicit assumptions that must be clearly known.

The sensitivity analyses of discretizations presented in this article often exhibit predictable results, yet some are more critical than expected. Globally, the models are very sensitive to those factors and, depending on the discretization, the results can be non-consistent with the conceptual model. If some results are intuitive and the sources of biases known, it is impossible to know in general their consequences on the results. Depending on the models, the biases are more or less easily noticeable and some processes can even partly hide them. When considering complex models, such biases can lead to wrong interpretations of the results. In consequence, their study should be systematic.

Building a model and choosing its granularity means \textit{de facto} making a compromise between the required precisions of the results and available resources. This compromise depends on the system, the resources and the implemented model. Furthermore, the implementation choices are justified in regards to an application and its requirements in terms of precision and accuracy. There are no absolute acceptable thresholds for a model’s accuracy and precision, yet the latters should be known in order to be able to understand the results and inter-
pret them. It is therefore necessary to have specialized simulation tools that enable systematic analysis of computational biases. The perspective of this work is to propose a modeling language for domain experts to explicitly their models (behaviors, variables, discretizations), with an operational semantics that guarantees the properties we have identified here.
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ABSTRACT
This paper describes the design of an agent model for simulating normative behaviour and norm formation processes. The model is based on a scientific theory of norm innovation, provided by the FP6 project EMIL (EMerge In the Loop). The main focus of the paper is the conversion of the theoretical framework towards a software implementation (specified formally by UML-based activity diagrams) that can be applied for multiple simulation scenarios.

INTRODUCTION
This paper focuses on the design and implementation of an agent-based simulation approach which describes the process of norm innovation. It is part of the FP6 project EMIL (EMerge In the Loop: Simulating the two-way dynamics of norm innovation) as an example of simulating emergent properties in complex social systems, funded by the EU initiative “Simulating Emergent properties in Complex Systems” (no. 033841). The model design is based on a scientific theory of norm innovation, provided by EMIL (Andrighetto et al. 2007). Using this theoretical framework, an agent-based norm innovation model is designed, implemented and tested by using different simulation scenarios.

THEORETICAL FRAMEWORK
The EMIL project especially focuses on understanding and analysing norm innovation processes in social systems, which can be seen here as a special case of complex systems, composed of many different interacting intelligent autonomous agents. In general, including norms in multiagent models seems to be a promising concept to understand human (and artificial) agent cooperation and co-ordination. Therefore, the design of agents with normative behaviour (i.e. normative agents) is of increasing interest in the multiagent systems research (Boella et al. 2007).
Because of the fact that norms can be seen as a societal regulation of individual behaviour without sheer pressure, special attention in modelling and analysing norm innovation processes should be given not only to the inter-agent behaviour but also to the internal (mental) states and processes of the modelled agents (intra-agent) (Neumann 2008). Following this, the dynamics of norm innovation in EMIL can be described mainly by two processes:
• immeregence: intra-agent process by means of which a normative belief is formed into the agents’ minds (Andrighetto et al. 2008).
If this happens often enough, the resulting behaviour becomes a “sociological phenomenon” (Durkheim 1895):
• emergence: inter-agent process by means of which a norm not deliberately issued spreads through a society.
From a more practical point of view, agent architectures, which are principally able to represent mental states and cognitive processes of agents, usually follow the classical BDI (Belief-Desire-Intention) approach (Bratman 1987). Even if an approach like the BOID (Belief-Obligation-Intension-Desire) architecture (Broersen et al. 2001) enhances this concept towards a more norm-like modelling by introducing an additional feature “obligation”, the complexity of modelling and simulating norm innovation processes proposed in EMIL does not recommend the usage of such general and predefined architectures. This is because of the fact that all agent knowledge (beliefs, desires, intentions and especially obligations) are seen as predefined and “hard-wired” agent properties. With these structures, it is impossible to answer questions regarding the origin of new norms or the communication of norms between agents (Campenni et al. 2008).

ARCHITECTURE OF A NORMATIVE AGENT

Concepts
Based on the theoretical background of agent-based approaches on one hand and principles of norm innovation dynamics on the other. How can an agent be equipped with capabilities that allows norm-oriented behaviour and establishing, perceiving and, extending norms?
Below a possible answer to this question is presented – a framework realizing the theoretical concepts proposed in EMIL. It is also associated with the EMIL project, thus the resulting software has been given the name EMIL-S(imulator).
As usual in agent-based simulation, the communication between agents is based on a concept of messages, which trigger the processing of events agents perceive within the environment in which they are situated and which they influence by corresponding actions. For example, in a traffic simulation scenario a car driver perceives a pedestrian on one side of the road and reacts by slowing down the car. This event motivates the pedestrian to begin with crossing the road, which, in turn, makes the car driver stop the car. These events, originating from an agent’s perception, are called environmental events in EMIL-S.

The modelling of agent behaviour based on societal regulations (or norms) and the generation of this kind of regulations (e.g. by learning processes) obviously requires some fundamental extensions of the approach described so far.

First of all, the introduction of an additional category of events is necessary, which allows the assessment of (environmental) events and corresponding actions, performed in a concrete application scenario. For example, it should be possible to evaluate the behaviour of another agent (e.g. admonish a car driver for jumping a red light) by positive/negative valuations or sanctions, or even advising an agent what to do under a particular condition by “deontic” assertions (e.g. “Do not cross the street until the traffic light switches to green!”). These events are called norm-invoction events.

Secondly, these norm invocations should not only be activated by agents directly involved in a concrete situation, but also by agents who observe this situation (e.g. watching an accident). Therefore, EMIL-S distinguishes between two agent roles: actor and observer. Using the described environmental and norm-invocation events by actors and observers, the learning capabilities in EMIL-S (to form preliminary norms into the agents’ minds) can be described as follows:

- **Reinforcement**: learning from an agent’s own experience (e.g. a pedestrian has a near-collision with a car because of not using the striped area for crossing a street)
- **Imitation**: learning by observing other agents’ experience (e.g. observing a near-collision between a pedestrian and a car because this pedestrian did not use the striped area for crossing a street)
- **Normative learning**: listening to other agents’ reports of their experiences (e.g. “You should use the striped area for crossing a street!”)

**Basic Structures**

**Agents.**
The abovementioned processes require at least two agent internal memories:

- **Event boards** memorizing the history of incoming environmental events including the conducted actions. For this purpose each agent has an event board for his/her own perceptions as well as additional event boards for each observed agent.
- **Normative frame** holding preliminary norms, derived from the experiences logged in the event board during the simulation.

Furthermore, each agent needs an initial set of rules (Initial Rule Base, IRB), which contains rules describing basic behavioural elements, and thus constituting the seeds for more complex rules emerging from the simulation process.

The event board is a chronologically sorted sequence whose elements contain the following data:
- the environmental message;
- the current (environmental) agent state (e.g. velocity and perception range for a car driver);
- the associated action tree (see Figure 1) with the individual selection probability function.

For each subsequence of the event board a so-called Classifier (CLA) can be generated. It allows comparisons between event board subsequences and normative frame entries in the norm formation process later on. Each event board sequence describes a consecutive fragment of agent behaviour, thus introducing a higher level of complexity. It must be assumed that only within this complexity level, regularities and in particular norms are residing.

An entry of the normative frame, which can be given in advance by the modeller, or which arises from the detection of regularities in event board sequences, contains the following elements:
- the associated classifier of the event board sequence;
- the events from the corresponding event board sequence;
- a generated rule (a merged action tree);
- a valuation history, holding a statistical report of the valuations received on the respective rule.

![Figure 1: Event Action Tree](image)

Finally, each agent must be equipped with a set of initial rules (IRB), which allows it to act in the simulation environment. Rules in EMIL-S are represented as so-called event-action trees (Figure 1), a kind of decision trees that represent the dependencies between events and actions. For each event an arbitrary number of action groups are defined. Each action group represents a number of mutually exclusive actions. The edges of the tree are attributed with selection probabilities for the respective action groups or actions.
System Environment.
On the system level an additional data structure (normative board) is necessary, which contains regular norms, valid for the complete model. Again, this can be given in advance by the modeller or derived by the evaluation of preliminary norms from the agent’s normative frames. Consequently, an entry of the normative frame consists of the same elements as the normative frames, except the validation history, which is used only in the normative frame to decide if a preliminary norm will become a norm or not.

Agent Behaviour
Basically, the agent behaviour is triggered by discrete events in the form of incoming messages. The (UML-based) activity diagram in Figure 2 shows the main loop of processing incoming messages including the pre-processing steps which are necessary for processing environmental (ENV) and norm-invocation (NI) events later on.
Thus, the first activity “determine role” of this process is dedicated to the distinction of the role of the message receiver x (actor or observer), stored temporarily in the state object R(x). Secondly, based on the role information (x) and on the content (i) of the message field “Recipient”, the relevant event board of the message receiver has to be selected (“select actual event board”) and stored in EB(x, i). This is either the “actor” event board, or the event boards for one of the observed agents. Finally, the identification of the incoming message type is done by evaluating the modal of the message (“check modal”).
Modal values of A (=Assertion) and B (=Behaviour) identify “environmental” (ENV) events, whereas modal values of D(=Deontic), V(=Valuation), and S(=Sanction) characterize “norm invocation” (NI) events. Again this information is stored temporarily in M(x).

Environmental event processing.
Figure 3 shows the processing of incoming environmental events for agent x.

An incoming environmental message triggers this process. The message originates either from the perception of an event within the agent’s environment (a so-called assertion), or is the capture of an assertion or behaviour message from an observed agent.

Figure 2: EMIL-S event processing

The first activity “modify event board” stores information about the incoming event into agent x’s event board EB(x, i) for agent i. This means that EB(x, x) is the “own” actor role event board, while all other event boards are for observed agents. If the current modal is “Assertion” (M(x)=A) a new event board entry is generated, whereas the action field of an already existing event board entry is completed if the modal is “Behaviour” (M(x)=B).
The recently created or modified entry is the base for the “calculate classifier” activity. This classifier represents the event board subsequence of a certain length (determined by a model parameter), with this entry as most recent element. The actual classifier is then saved in the temporary state object CLA(x).

Figure 3: Environmental (ENV) event processing
CLA(x) is the key for the following “rule memory look-up” activity. This complex activity searches for an already existing rule for the sequence of currently recorded events in both of the long-term memories NB and NF(x). Within this activity two steps are processed:

1. The common normative board NB is examined for norms valid according to the classifier. If norms are found, they are copied into agent x’s normative frame NF(x) after a decision process which reflects the agent’s disposition on abiding by norms.

2. The normative frame NF(x) is searched for matching entries which can be preliminary norms or norms copied from the normative board before.

If one or more entries are found, one of them is finally selected within the activity “select rule” and stored in the state object A(x). This procedure is important to recognise typical and already known (complex) situations within the environment at an early stage to allow an adequate and timely reaction (e.g. to avoid undesired incidents).

In case that no normative frame entry is found, the event-action-tree that belongs to the incoming event is fetched from the initial rule base (IRB) within the activity “select initial rule”.

In both cases, a rule (represented by an action tree) is available as input for the activity “evaluate rule”. The effect of this complex activity is furthermore determined by modal M(x) and role R(x). The following modes of operation are specified:

- R(x)=ACTOR: The rule is evaluated for selecting and executing appropriate actions (by sending a message with modal B), and therefore determining the agent’s behaviour. Afterwards the modified rule (in terms of reinforcing the just selected actions) is stored in the event board entry that was created at the beginning of the process.
- R(x)=OBSERVER and M(x)=A: A deontic (i.e. a norm-invocation message with modal D) is sent to the observed agent, expressing which actions would be executed by the observer agent according to its own rule.

- R(x)=OBSERVER and M(x)=B: A valuation or sanction (i.e. a norm-invocation message with modal V or S) is sent to the observed agent, blaming or praising the action which the observed agent has executed. Type and strength of the norm invocation is determined by comparing the observed actions with the rule of the observing agent.

Based on the sketched process the agent’s norm oriented behaviour is implemented.

**Norm-invocation event processing.**

Incoming norm invocations are handled by the process specified in Figure 4.

This process is triggered by the reception of messages that contain either valuations or sanctions with respect to already executed actions, or deontics disclosing information about what to do in environmental situations already experienced. In both cases, the norm invocation refers to data stored within the event board. Thus, the first activity implements an “event board look-up” which usually returns the valued event entry. If no entry is found, then the valuation is invalid (e.g. the valued action is outdated and already removed from the event board), and the processing is aborted. On the other hand, if an entry is found it becomes the most recent event of an event board subsequence for which a new classifier CLA(x) is generated within the activity “calculate classifier”. This activity as well as the following activity “rule memory look-up” are identical with the equally labelled activities of the environmental event process introduced in the previous section.

Again, the result of the look-up process is either

- a set of rules, from which the entry with the highest similarity related to the classifier is selected and stored in A(x) by “select rule”, or
- the information that there is no similar rule found. In

![Figure 4: Norm-invocation (NI) event processing](image-url)
this case, a new rule is generated by merging the rules stored in the event board subsequence for which the classifier has been calculated ("generate rule"). This (either new or already existing) rule then undergoes a complex sub-process within the "process rule" activity, parameterised by state objects $R(x)$ and $M(x)$. Basically, this activity covers the following steps:

- According to $R(x)$ and $M(x)$, the probabilities within the rule $A(x)$ are modified in a way that the execution of positive valued (or sanctioned) actions will be more likely in the future, and vice-versa.
- The current norm invocation is added to the valuation history.
- The valuation history is inspected in order to decide whether the preliminary norm can be transformed into a regular norm. This decision algorithm considers (a) how many different agents valuations are stored in the valuation history, and (b) the change rates of the probabilities attached to the action tree during the recent time period. If the agent decides to transform the preliminary norm into a regular norm, the content of the normative frame entry is proposed to the normative board NB.

This brief overview should nonetheless give an impression of the norm formation process implemented in EMIL-S.

CONCLUSIONS

The norm formation process described in the previous section is the basis for the agent implementation in the EMIL-S simulator. EMIL-S is not realized as a stand-alone software, but rather as an extension of existing simulation scenarios (e.g. based on REPast [North et al., 2006] or TRASS [Möhring and Lotzmann 2009]). Thus, the EMIL-S software provides an interface to concrete simulation scenarios, and an agent design user interface, which facilitates the input of event-action trees.

At present, the concept of describing norm formation models by event-action trees is tested by transforming different model scenarios into this language:

- Traffic scenario (Möhring and Lotzmann, 2009)
- Wikipedia scenario (Troitzsch, 2008)
- Microfinance scenario (Anjos, 2008)
- Scenario on conformity in multiple contexts (Andrighetto et al., 2008)

Except for the traffic scenario, these models are basically replications of existing models. It could be shown that it is easily possible to translate a broad range of widely differing models by using the concept presented.

In all cases the integration of normative observer processes constitutes a substantial model extension. The investigation of the consequences for the replicated models as well as the analysis of the (promising) results achieved so far is subject of the current work.
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ABSTRACT

Agent-based simulation (ABS) is a paradigm which has received much attention within the last years. For enabling industrial use of ABS scalable solutions are required which can be executed on a distributed computing architecture. Such solutions must be capable of simulating complex models with hundreds or more complex deliberative agents with really autonomous behavior. In this article we argue that only optimistic synchronization protocols are potentially capable of providing the required performance. We suggest a synchronization protocol with constrained optimism which exploits specific characteristics of communication patterns within agent based simulations. Furthermore the presented protocol includes appropriate methods for GVT computation and fossil collection in distributed ABS as well as mechanisms to ensure repeatability.

INTRODUCTION

In agent-based simulation (ABS) real world systems are modeled using multiple agents. The modeled system emerges by interaction of the individual agents as well as their collective behavior. Agents typically send messages with respect to some communication protocol. In this context a software agent is defined as a program that acts autonomously, communicates with other agents, is goal-oriented (pro-active) and uses explicit knowledge. Agent-based modeling and therefore agent-based simulation seems to be an appropriate tool for domains characterized by discrete decisions and distributed local decision makers. With growing complexity of agent based models, the scalability of a simulation environment becomes a crucial measure. To simulate an increasing number of entities, the underlying simulation system needs to be scalable, thus creating an immediate demand for distributed simulation. Although ABS has received a lot of attention in recent years there are rather few contributions in place that deal with the problem of scalable distributed agent-based simulation. The objective of the research presented here is to discuss in detail an approach for a scalable time synchronization algorithm which takes advantage of the specifics of the agent-based simulation approach effectively.

BASES OF AGENT-BASED SIMULATION

Agent Technology and Standards

When using agent-based design approaches it is often the interplay between multiple agents, which one is interested in. This leads to the term of multi-agent systems (MAS). An MAS is generally considered a system composed of multiple autonomous agents which can interact with each other. Multi-agent systems can be used to solve or describe problems which are difficult or impossible to solve/describe with individual agents or a monolithic system.

It is often assumed that agents in MAS are executed and interact with each other in real-time, i.e., there is typically no separate logical time representation within an agent as it is known from paradigms like discrete event simulation. Please note that this is often different when talking about ABS, as discussed further down in the paper.

Agents in MAS are only capable of exchanging knowledge and interacting when they use a common language understood by all agents. The Foundation for Intelligent Physical Agents (FIPA) is an organisation founded with the objective of creating a framework architecture for the interaction of heterogeneous agent systems. A central point of this effort are standards for message-based communication of agents and multi-agent systems. The structure of a message is defined by the Agent Communication Language (ACL) (FIPA 2002). Within messages the communicative act, i.e. the intention of the sender, is identified using performatives like “inform”, “request”, “agree”, etc. Figure 1 gives an ACL message example which is part of an auction protocol.

![Figure 1: Example for an ACL-Message](image)

Most importantly for the further discussions, FIPA also defines specifications for interaction protocols (FIPA 2002a). These interaction protocols define typical sequences of messages or patterns, how agents may interact. The resulting dialogs between agents always follow this same pattern. A simple example of this is shown in Figure 2.
The interaction protocol to which a message belongs is contained within a message field. By using a certain protocol the agent commits to react to requests of the protocol in the predefined format. The FIPA Interaction Protocols are designed for usage in MAS in general. In our work, we adopt them to be used in ABS and we take advantage of the fact that they define commonly used interaction sequences.

Agent-based Simulation (ABS)

The term agent-based simulation (ABS) describes the modeling and simulation of real systems with the help of agents, which interact within a simulation model. The usage of agent based approaches for modeling and simulation promises greater flexibility and better abstraction capabilities when describing the behavior of systems with many active (or “intelligent”) components. In agent-based simulations agents can represent workers, machines, carriers, etc. which can all have their autonomous behaviour. There is a wide variety of development environments for agent-based simulations, mostly from academic sources. Current examples include Cougar, Farm, James II, Repast, Samas, Sassy, and many more. Please note that most of these environments use event based mechanisms for advancing logical simulation time. This shows the strong influence that paradigms like discrete event simulation have had on ABS. In fact, one could argue that ABS as a modeling philosophy is quite similar to modeling with object-oriented simulation tools with process-oriented world views like SLX (Henriksen 1997).

In the further discussion we limit the scope of our work to this type of ABS. We do not consider ABS which operate in a real-time manner like common MAS.

Distributed Simulation and ABS

According to Fujimoto (2000) distributed simulation (DS) is a technology that enables a simulation program to be executed on distributed computer systems. Agent-based modeling and simulation environments do not necessarily have to be build in a distributed fashion (Uhrmacher and Gugler 2000). However, when scalability issues have to be considered, the parallel or distributed execution of agents is the only technology offering hope for increased performance when the problem size (i.e. the number of agents and their complexity) increases beyond that what a single machine can simulate or process. Main motivation for suggesting the usage of distributed simulation for agent-based models is therefore the scalability aspect. For enabling scalable agent based simulation, both hardware and software (i.e. the applied algorithms) has to be scalable. The focus of the discussion in this paper is on the software aspect, specifically on a synchronization algorithm that scales well for agent based models and their specific characteristics.

**OPTIMISTIC SYNCHRONISATION OF DISTRIBUTED AGENT-BASED SIMULATIONS**

Synchronization protocols as the core technology needed for distributed simulation can be classified into the two main
categories of conservative and optimistic protocols (Fujimoto 2000). Conservative protocols implement mechanisms that prevent a member of a distributed simulation from processing messages out of time stamp order, thus maintaining strict causality. Conservative synchronization protocols are rather easy to use and implement, but their performance depends highly on a value called Lookahead. Lookahead is a guarantee from a simulation that it will not generate any messages with a time stamp smaller than its current time plus the value of Lookahead. If a simulations’ current time is T, and its Lookahead is L, any message generated by the federate must have a time stamp of at least T+L. Lookahead is hard to extract and always depends on the application context. For agent-based simulations, the situation comes close to the worst case scenario, as their interaction protocols often require immediate answers resulting in a Lookahead requirement. In this case, conservative synchronization protocols almost completely inhibit parallelism within the distributed simulation.

Optimistic protocols do not impose the requirement to process events in strict time stamp order. Simulations using optimistic synchronization can process received messages although there maybe future messages with a smaller time stamp. To maintain causality, these approaches detect and recover from causality errors, which may be introduced by processing events before it is safe to proceed. The major advantage of these approaches is that they allow the exploitation of parallelism in situations where it is possible that causality errors might occur, but in fact they do not occur. The Time Warp protocol is an example of an optimistic synchronization mechanism.

Experimentation Framework

Optimistic protocols are more complex to implement than conservative protocols, but the following statement of Fujimoto (2000) certainly holds much truth: “If one’s goal is to develop a general purpose simulation executive that provides robust performance across a wide range of models [...] optimistic synchronization offers greater hope.” Consequently, our research has focused on this approach and has tried to intelligently combine it with ABS in order to eliminate some of the problems which are inherent to optimistic synchronization techniques.

We have developed a simulation kernel to enable efficient simulation of large-scale agent based models. Therefore, we have added parallel discrete event simulation (PDES) functionalities on top of an existing agent middleware to get support for optimistic simulation.

Our implementation is based on the Java Agent Development Environment (JADE), a generic framework for development of agent based applications (JADE 09). JADE offers an appropriate middleware to simplify the implementation of multi agent systems. It is widely used in academia. Since JADE is compliant to the FIPAs standard, a high degree of interoperability is guaranteed. Moreover, the JADE messaging sub system scales well, even for heaviest message traffic (Vitaglione et. al 2002). JADE provides many built in features like remote method invocation (RMI), serialization, and agent management tools that allow a distributed model to be easily developed. Because the program is written in the Java programming language the implementation is portable across a wide range of platforms.

Applying conventional PDES models and techniques to MAS is more complicated than one might think, since we have to regard specifics of agent technology like a particularly high communication demand and dynamic topologies, without degrading performance. At the heart of the simulation executive there is a new optimistic synchronization algorithm. Furthermore we have implemented an efficient decentralized scalable algorithm for computation of GVT (global virtual time) taking into account transient messages without using blocking barriers. Other basic features of the simulator include automatic state saving, repeatability of simulation runs using a tie-breaking algorithm (Mehl 1992) and simulation support for FIPA compliant agent models. All PDES-functionalities were added to the JADE middleware as platform services using the standard plug-in concept of this agent-framework. This enabled us to test the feasibility of the newly developed algorithms.

Programming simulation models with the simulator is straightforward. Individual agents are programmed by the application developer using the standard agent-based sense-think-act paradigm. Agent processes are autonomous in the sense that they hold and manage their own events, and are optimistic in their event processing. State saving and synchronization of agent processes is done in background.

Optimistic Processing

A scalable architecture by default requires it to be composed of multiple processors/computers, i.e., so that the number of used resources can grow as the problem size increases. Searching for a synchronization technique we have disqualified conservative approaches because of the inherent zero lookahead requirements in many agent interaction protocols. Hence, optimistic synchronization seems to be the most promising approach, because it (at least theoretically) provides enough performance for a wide range of models. However, within pure Time Warp implementations, a common problem can be caused by rollback cascades as there are no constraints on the relative distance between logical processes (LPs). One can call this a problem of “too much optimism”. Every LP processes events almost independently of the progress of other LPs’ timelines. Consequently, the probability of incorrect computations (i.e. causality errors) is very high. If the time to perform a rollback is high, i.e. many states have to be rolled back, the performance of the simulation rapidly decreases.

A good time management algorithms therefore has to avoid situations like these while still ensuring a high degree of parallel execution.

The basic idea of our suggested approach is very straightforward: We suggest to limit the level of optimism in the applied time warp protocol by using extra-knowledge extracted from the used agent interaction protocols. Communication following these interaction protocols is one of the key features in agent technology.

Messages are sent out from a sender to one or more receiver(s). Messages are encoded in an Agent Communication Language (ACL), an external language that defines the intended meaning of a message by using performatives. A series of messages produces a dialog. A
dialog normally follows a predefined structure – the Interaction Protocol (IP). The FIPA Request Interaction Protocol for example allows an agent to request another agent to perform some action. The responding side needs to decide whether to accept or refuse the request. In any case, the message receiver has to respond. Even if the receiver cannot interpret a message, the specification prescribes to send a least a not-understood message.

We exploit this characteristic: the communication almost always follows a known sequence of messages. In normal Time Warp every new event is immediately sent over the network to its corresponding receiver where it can be executed immediately. Our approach leverages delays on the event execution based on information about the current state of the interaction protocol. Instead of immediately processing every incoming event message the event is delayed using an adaptive rule:

**Definition 1 (wait for rule):** Given agent $a_1$ which has sent a message $m_i$ to agent $a_2$, and assuming that there is at least one valid required reply $m_j$ for $m_i$, the rule “wait for” is defined as follows: If the expected reply message was not received yet, the agent $a_1$ must wait for this particular message, before going on to process the next message.

This rule basically requires agents to wait for a reply if a communication which is part of an interaction protocol has been started. In the FIPA-request-protocol for example, if an agent has agreed to doing something for its opponent he automatically commits himself to send an inform-done-message as soon as he has finished the task. If he did not succeed he has to send a refuse-message. In any case the agent always has to reply. Accordingly, for every message $m_i$ which is received while agent $a_1$ is waiting for message $m_j$ from a sender different to the sender of $m_i$, this message is buffered. The execution of $m_i$ is delayed.

\[\text{FIPA:propose} \quad \text{FIPA:agree} \quad \text{FIPA:request} \quad \text{FIPA:inform-done} \quad \text{delayed execution}\]

![Figure 3: Delayed event execution based on protocol information. Agent $a_1$ receives a proposal from Agent $a_3$, while he is waiting for an inform-done message of Agent $a_2$. Instead of immediately processing the incoming message, the execution is delayed. Thus, event order is preserved and still valid.](image)

In Figure 3 an example is given to demonstrate the effect of delayed execution. The events in this example have distinguishable time stamps only for reasons of clarity. The suggested synchronization protocol can handle simultaneous events just in the same way.

In the example, the immediate execution of event $e_{19}$ from $a_1$ normally would cause the agent process $a_2$ to rollback when message $c_{12}$ is received at some later point in time. With the new policy in place this situation can easily be avoided. Instead of immediately processing message $e_{19}$, agent $a_1$ has to wait for the reply message from agent $a_2$. This is because there is an external knowledge that the active interaction protocol will sooner or later require $a_2$ to send a message “FIPA: inform-done” (expressed as $c_{12}$). The wait-for-rule basically formalizes this behaviour. Therefore event $e_{19}$ has to be buffered thus preserving the relative event order. This approach minimizes the potential for incorrect execution of events as far as knowledge from the interaction protocols can be extracted.

The process of waiting for a certain message could be interpreted as a conflict to the asynchronous nature of agent execution, but in fact, it is not a contradiction, rather, it is a natural approach common in PDES to maintain causality. Agents in our simulations must behave consistently with the interaction protocol specification. If agent $a_1$ in the example above executed $e_{19}$ immediately upon reception, a rollback would be unavoidable when $c_{12}$ is received. Since the agent has the external knowledge that $c_{12}$ will in fact occur, it is straight-forward to avoid this situation. It should also be noted, that the result of the simulation is not affected in any way by this approach.

Further to the basic example given above, the implementation of the presented approach has to take into account some special cases where exceptions to this rule may be needed. First, let us have a look at the general decision tree which is passed whenever a new message is sent from one agent to another (Figure 4).

![Figure 4: Algorithm for sending new messages and enabling constrained optimism](image)

If the message is part of an interaction protocol and a response is required by this protocol, the delayed execution is activated and the message is flagged. All further received messages are subject to the wait for rule and their execution is potentially delayed.
However, there may be some situations where exceptions to the wait-for rule may be required. In certain situations an agent must exceptionally be allowed to execute events, even if it is waiting for a reply message. Consider, for example, the following potential deadlock situations. Assuming an agent \( a_1 \) waits for agent \( a_2 \), and at the same time agent \( a_2 \) waits for agent \( a_1 \). This may be the case since both independently have sent a message to each other, each being part of a different conversation. Both agents would then become blocked as they are both waiting for a event message which will never occur. In this case an agent must be allowed to process a message from its opponent even if it is not the message content it was waiting for. Another exception are cyclic dependencies. Although not very likely, there may be situations when an agent receives a request within the same conversation, from a new communication partner different from its original opponent. This may be the case for example in multi-staged-protocols. In this situation, this new message has to be processed by the waiting agent before he can go to wait state again. Figure 5 illustrates the decision tree at the receiver side which takes these special situations into account and bypasses the delayed execution if needed.

![Figure 5: Algorithm for processing received event messages taking into account necessary exceptions](image)

The so described synchronization algorithm is joining optimistic techniques with constrained optimism and can therefore be classified as a time warp with constraints. The proposed policy certainly cannot fully prevent rollback situations. However, it minimizes the risk for rollbacks caused by messages which causally belong to a common communication. For agent-based simulations this approach, according to our experiments, performs better than a pure Time Warp solution. Also, this approach is capable of maintaining an acceptable degree of parallelism required for scalable solutions. The implementation effort of this solution is considerably low. The agent has to be provided with information about the structure of the used protocols at initialization time only. Depending on the protocol length, the policy is applied more frequently. Particular long interaction protocols, like the fipa-contract-net are most eligible.

**SUMMARY AND CONCLUSIONS**

While agent-based simulation as a methodology has received much attention from the research community in the past, scalability and thus industrial applicability of this technology has been somewhat neglected. In this paper we have argued that only the efficient distributed simulation of agent-based models can provide the architectural basis for a scalable solution. We have further on argued that only the deployment of an optimistic synchronization protocol can yield the required performance. Further on, we have in detail presented a constrained optimistic synchronization protocol, which eliminates a significant amount of the drawbacks and risks that exist within the original optimistic time warp protocol.

This is achieved by taking advantage of specific characteristics that are inherent in many agent based interaction protocols making it therefore a good solution for scalable distributed simulation of agent based models which are based on logical simulation time. Empirical performance results for a variety of tests support this statement (Pawlaszczyk and Strassburger 2009).
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ABSTRACT
An information system designing for the complex management of a municipal water net consists of several modules which are destined for solving of many operational tasks like digital visualization of the water net, its mathematical modeling, optimization, control and monitoring, registration of the water net customers etc. These modules consists mostly of several programs including the algorithms whose role is to solve many fragmentary problems of the water net management. These algorithms called tooll algorithms are not essential in the construction of the information system but without them the system efficiency would be radical worse than it could be with them. In the paper some algorithms of these accessory functions, like the automatic calibration of the water net hydraulic model, defining altitude coordinates of the water net nodes, drawing maps for the water flow and pressure distributions and choosing the optimal locations for the SCADA measurement points are presented.

INTRODUCTION
At the Systems Research Institute of Polish Academy of Sciences (IBS PAN) for some years an information system called MACOW (Management And Control Of Waternets) for the management of municipal water networks is under development (Studzinski, 2007). The system consists of four main modules which are the GIS (Geographical Information System) system called G/Water and developed by Intergraph Warsaw, the SCADA (Supervisory Control And Data Acquisition) system based on the visualization program Procon made by Schulz-Infoproj Poznan, a CIS (Customary Information System) system developed by a local Polish firm and a hydraulic waternet model called MOSUW and developed at IBS PAN; the model is coupled with a multicriterial optimization method developed by Straubel (Straubel, 2007). These modules are prepared for the self-contained as well as for cooperated operation but in the latter case some additional algorithms have to be made and included into the MACOW structure. The algorithms make the common operation of individual modules possible and because of that they extend essentially the range of tasks that can be realized by the whole information system. In the following a couple of such algorithms with the tasks they help to exercise will be presented. The information system has been tested at the waterworks of middle size in the Polish city Rzeszow. The city has got ca. 170.000 inhabitants and its waternet has the whole length of ca. 700 km with ca. 20.000 nodes and 20.000 pipes. The nominal daily capacity of the waternet is about 70.000 m³ water.

SHORT DESCRIPTION OF THE MACOW MODULES
The first of the main MACOW modules is the G/Water system generating the numerical map of the waternet (see Fig. 1). This is made with the help of data defined in the Branch Data Base of G/Water that collects all technical, technological and economical information concerning the waternet.

![Figure 1. Numerical map of the Rzeszow waternet generated by G/Water.](image)

The second module of MACOW is the monitoring system consisting of three elements which are the measurements points located on the waternet, the system of data transmission and the program for collecting, processing and visualization of the measurements data. On the Rzeszow waternet there are 30 measurement points recording the current values of water flows and pressures and transferring them to the central unit of the SCADA system. The transfer data occurs by means of the mobile telephony using the GPRS (General Packet Radio Service) system and also for some measurements points by the radio connection. The net of the measurement points and the data collected there are illustrated on the computer screen by the Procon Program that performs also their assembling and processing (see Fig. 2).

The third module of MACOW is the CIS system responsible for collecting the data of the waternet end-users. In this way in the data base of this system the information concerning the amounts of water drawn out in individual waternet nodes in defined time periods are accumulated.
The fourth module of the MACOW system is the hydraulic model of the waternet (MOSUW) coupled with an optimization program. With the model the values of water pressures in the waternet nodes and of water flows in the waternet pipes can be calculated. The model equations are formulated using the Kirchhoff’s laws known from the electrical engineering and using the Bernoullie’s principle known from the flow mechanics. With the I Kirchhoff’s law the model equations for the flow balances in all waternet nodes, linear regarding the flows $q_{ki}$ which enter and leave the node $k$ given, are formulated:

$$\sum_{i} q_{ki} = 0$$  \hspace{1cm} (1)$$

With the II Kirchhoff’s law the equations for the pressure balances in all waternet loops, nonlinear regarding the flows coursing in the loop $l$ given and linear regarding the pressure losses $h_l$ along the pipes forming the loop, are formulated:

$$\sum_{i} h_{li} = 0$$  \hspace{1cm} (2)$$

From the Bernoullie’s principle the linear equations for the pressure values $P_i$ in all waternet nodes result:

$$P_i = P_{i,1} - h_{li}$$  \hspace{1cm} (3)$$

With (1), (2) and (3) the whole set of the model equations is given. The numerical computing of it occurs in MOSUW using the standard Newton-Raphson’s method for iterative solving nonlinear algebraic equations.

The pressure losses $h_l$ along the pipes in the waternet are calculated using the Darcy-Weisbach’s formula:

$$h_l = \frac{\lambda l v^2}{2gD}$$  \hspace{1cm} (4)$$

with $v = \frac{4q}{\pi D^2}$ and with the friction coefficient $\lambda$ described by the following Nikuradse’s formula:

$$\lambda = \frac{1}{(2 \log \frac{D}{k} + 1,14)^2}$$  \hspace{1cm} (5)$$

The friction $\lambda$ depends on the pipe diameter and on the roughness coefficient $k$ whose values are given in special tables relating to the materials of the waternet pipes.

The screens of the MOSUW program are shown in Figures 3 and 4. After the model computation the calculated values of pressures and flows are marked on the waternet graph with different colors for small, high and medium values.

---

Figure 2: The monitoring system of the Rzeszow waternet visualized by Procon program.

Figure 3: The screen of MOSUW with a part of the Rzeszow waternet, before the hydraulic calculation.

Figure 4: The screen of MOSUW after the hydraulic calculation of the waternet.

With MOSUW an algorithm for multicriterial optimization is connected. In this algorithm several goal functions can be defined and while optimizing a waternet they can be as follows:

- $F(1)$ (min): maximal difference between the given and calculated pressure values in the end-user nodes;
- $F(2)$ (min): sum of the pressure losses in all waternet pipes;
- $F(3)$ (min): maximal pumping pressure defined for the waternet pump stations;
- $F(4)$ (max): minimal velocity of the water flow in the waternet pipes;
- $F(5)$ (min): entire investment costs as a result of the waternet optimization;
- $F(6)$ (min): price of 1 m$^3$ of water.

As a result of the algorithm's execution a set of Pareto-optimal solutions is received from which the waternet operator can make the choice of the best one in his opinion.

THE TOOL ALGORITHMS OF MACOW

**Buffer files:** The main modules of MACOW can operate separately but if one wants to get them cooperating then some buffer files must be used. With these files the communication occurs and the input and output data are transferring between the modules. The clue element of the whole information system is the Branch Data Base of G/Water and all intermodular communication occurs via this Base. In this way all modules are connected each other using the data files rotating between G/Water and other programs. In Fig. 5 one can see how a waternet graph designed on the numerical map (the picture on the top-right side) is transferred with a buffer file to the hydraulic model.

![Figure 5: The connection realized between the G/Water and MOSUW.](image)

**Calculation of the node altitudes:** The G/Water system while generating the waternet numerical map uses the data coming from the geodetic map of the waternet. But such the digital reflection of the geodetic map has got a lot of shortages which must be completed to get the waternet graph adapted for hydraulic calculation. These shortages are: many discontinuities at the waternet graph, the lack of waternet nodes which are absent on the geodetic map, and the resulted lack of the node altitudes. The complements of this deficient graph consist in elimination of these discontinuities, in creation of a new layer in G/Water containing the nodes as the new waternet objects, and in calculation of the node altitudes. For the latter task two algorithms have been developed and included into the MACOW structure. They use for their calculations the coordinates of the municipal geodetic points which are determined for each city. In Rzeszow there are 120,000 of the geodetic points fixed. The first algorithm creates a grid of triangles defined on the geodetic points (see Fig. 6). Knowing all the triangle equations one can approximate the altitude coordinate of each node locating in the relevant triangle.

![Figure 6: The grid of triangles covering the waternet area.](image)

The second algorithm uses the kriging approximation to estimate the unknown altitude coordinates (Bogdan and Studzinski, 2007). The kriging approximation means in general the estimation of unknown values of a variable (node altitude in our case) in some selected points of an area (node points) on the base of the known values of this variable defined in other area points (geodetic points). The unknown altitude in the node point $x_0$ is estimated by the formula:

$$z(x_0) = \sum_{i=1}^{N} \lambda_i z(x_i)$$

(6)

where $z(x_i)$ are the defined altitudes in $N$ geodetic points and $\lambda_i$ are some weights coefficients that must be calculated. The kriging approximation algorithm consists of 4 following steps:

**Step 1:** Calculation of the experimental semivariogram function using the altitudes of the geodetic points:

$$\gamma(h) = \frac{1}{2n_h} \sum_{i=1}^{n_h} (z_{i+h} - z_i)^2$$

(7)

where $z_i$, $z_{i+h}$ are the defined altitudes in the points outlying up to distance $h$ from each other and $n_h$ are the numbers of the pairs of such the points determined for different $h$.

**Step 2:** Modeling the experimental semivariogram using an analytical function.

**Step 3:** Calculation of the weight coefficients on the base of the conditions of unbiasedness ($E(z - m_i) = 0$) and of maximal effectiveness ($E[(z - m_i)^2] = min$) of the altitude estimator.

As the result of these conditions the equations system results:

$$\gamma(x_j, x_0) = \sum_{i=1}^{N} \lambda_j \gamma(x_j, x_0) + \mu$$

(8)

for $j = 1, 2, ..., N$, from which the weight coefficients can be calculated.

**Step 4:** Calculation of the altitude value in the node point $z_0$: 

\[ z_a = \sum_{i=1}^{N} \lambda_i z_i \]  

The both algorithms are quite different but the differences in their results are quite the same and not bigger than a few percents (see Fig. 7).

![Figure 7: Approximation results (upper diagram) and the result differences (lower diagram) for both algorithms of the altitude calculation.](image)

**Determining the measurement points for SCADA system:**

The main tasks of SCADA are to give to the water network operator the current information about the network work condition and to support the calibration process of the water network hydraulic model. To do this successfully the monitoring system installed on the water network shall have the measurement points located in sensitive network places. As a result the small number of the measurement points can supply the operator with possibly large amount of useful information. The algorithm of determining the sensitive monitoring points consists in simulation of water leaks in the successive network nodes and in calculation of the network sensitivity in the remaining nodes. The network sensitivity is calculated with the following relations (Straubel and Holznebel, 1998) regarding the water flow and pressure values which are computed with the hydraulic model MOSUW:

\[ S_{pm} = \sum_{k=1}^{N} \frac{\sum_{m=1}^{M} (\Delta p_m / p_m) \cdot L_{km}}{\sum_{k=1}^{N} L_{km}} \]  

\[ S_{qm} = \sum_{k=1}^{N} \frac{\sum_{m=1}^{M} (\Delta q_m / q_m) \cdot L_{km}}{\sum_{k=1}^{N} L_{km}} \]  

where: \( k \) – the successive node with the water leak simulated, \( m \) – the measurement point considered, \( p \) – water pressure, \( q \) – water flow, \( \Delta p_m \) and \( \Delta q_m \) – the differences in measurements by normal and crash cases, \( L \) – the distance between the points \( k \) and \( m \).

The correct measurement points are these ones with the highest sensitivity values. One can see that the accuracy of the water network model decides about the correctness of defining the well situated monitoring points.

**Hydraulic model calibration:** The accuracy of the water network model depends on the quality of its calibration. The usual practice of the calibration is to repeat the simulation runs of the model and to change per hand the roughness values of the water network pipes (see (4) and (5)) until the correspondence between the measured and calculated values of the water pressures and flows is received. The roughness coefficients are given in special tables depending on the pipe material but in the real water networks the pipe roughness is changing with the time and these changed values must be estimated. The algorithm of the water network model calibration used in the MACOW system consists in fitting the model to the water network by using the per hand procedure but by means of the multicriteria optimization algorithm attached to MOSUW (Studzinski, 2009). To do this the water network pipes for changing their roughness are to be fixed and the intervals of the roughness changeability for each pipe must be given. The second step of the calibration is the formulation of two criterial functions that will be optimized (see Fig. 8). These functions describe the deviations between the water pressures and the water flows calculated by MOSUW and measured at the measurement points of the SCADA system.

![Figure 8. The criterial functions defined for the calibration of the water network model.](image)

**Drawing the maps of the water flow and pressure distributions:** While operating a water network it is important for the operator to know the current state of flows and pressures in the network. Using a hydraulic model he can calculate these values but the enormous number of them ordered mostly in the form of big tables makes it quite impossible to recognize quickly in which part of the water network they are incorrect. Because of that it is useful to give the operator an information tool for a quick assessment of the quality of the water network work. Such an algorithm is implemented in MACOW. It uses the kriging approximation to design the distributions of water pressures and flows in the form of contour line maps. On these maps the water network parts with right or bad functioning are marked with different colors (Studzinski and Bogdan, 2007). In Figures 9 and 10 the results of this algorithm are presented. Looking on the maps the water network operator can recognize very fast the work condition of the network. On our exemplary pictures we can state that the water network works wrong: the water flows are too slow (these parts are marked with the green and blue colors in Fig. 9) and the pressure values are too high (these parts are marked with the brown and red colors in Fig. 10). In real
cases of the waternet management the operator has to undertake in such situations some improvement procedures to decrease the pressure and to accelerate the water flows.

**Figure 9: The water flow distribution in the waternet.**

**Figure 10: The water pressure distribution in the waternet.**

**Conclusions**

In the paper the structure of the information system MACOW developed at the IBS PAN to support the management of communal waterworks is presented. This system consists of four modules and their short descriptions have been also outlined. The system works efficiently when different modules cooperate each other and this cooperation is possible while using some additional tool algorithms. The algorithms presented here enable the intermodal communication, kriging approximation and the calculation of the waternet nodes sensitivity and the use of them expands the scope of tasks that can be solved by MACOW.

The information system presented has been implemented in the Rzeszow waterworks in Poland and the system itself as well as its tool algorithms are still under permanent development. The next algorithms which are now under investigation are dealing with the water leaks detection and with the generation of optimal investment plans for the waternet revitalization.
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ABSTRACT
The research on ecological models of water flower is difficult and complicated, because of the complexity of its mechanism and the effect of human beings. Main factors which make water bloom break out in river and lakes is analyzed, and the modeling method of short-time prediction for water bloom based on RBF neural network, including supervise learning method for the center, width and weight of base function in RBF neural network, error-correction algorithm based on gradient descent of RBF, is proposed. The effect which hidden layer of RBF brings to network performance is compared, and fitting capacity between RBF’s width and generalization capability of network is discussed. According to the results of network training and water bloom predict, RBF neural network can be used to predict the change of Chi-a (Chlorophyll a) in short term. Because of the strong generalization capability, high predict precision and good fitting performance, the model has established a solid foundation for further research on short-term predict methods of water bloom in river and lakes and the simulation result showed that the method is very practice and useful.

INTRODUCTION
Water-flower, is caused by the contamination of pools, river, lakes and reservoirs etc., and the increase of eutrophic elements, such as N, P etc., Based on appropriate temperature and illumination, some alga and other hydrophytes increase so immensely that many green or other algal floaters emerge on the surface of water. In water flower, transparency, DO(dissolved oxygen) and color of water are changed; water quality is deteriorated; water ageing is accelerated. In all the ecosystem and function of water are damaged badly.

Since water eutrophication emerged, people have been making efforts on predict of water eutrophication and water flower by building ecological models of lakes and rivers. Many eutrophication models with different complicity have been developed both on theory and practice: from simple model with single state variable, Vollenweider TP model to complex ecosystem model with dynamic simulation, for example, Larsen and Welch put forward P model of water eutrophication. These models are of great importance on research and management of water eutrophication.

The research on ecological models of water flower is difficult and complicated, because of the complexity of its mechanism and the effect of human beings. At present, most methods are mainly based on the change of influencing factors to predict water flower. However, there are highly nonlinear and uncertain states among all factors of ecosystem, and it is difficult to monitor continuously, therefore, traditional predict methods are seldom valid. Ecological numerical models are considered as the trend of research and predict of water flower and red tide. But the applications of these models are limited, because they depend on the ecological mechanism much.

ANN(Artificial Neural Network) models can be useful to predict water flower; however, there are complexity and uncertainty in water flower, which also make ANN models uncertain. Since water flower emerged in lakes and rivers, many scientific research institutes and universities have researched on eutrophication mechanism of lakes and rivers, and concluded some methods and experiences on controlling water flower. In all, as water qualities are different in different areas, effective methods have still not been found to predict and control water flower accurately. Therefore, it will be better to combine ANN models and mechanism models to predict water flower.

MODELING FOR WATER FLOWER

Theory of predicting water flower
A scheme of predicting model for water flower based on soft sensing and ANN. is showed as Fig.1.

Analyze main factors and select secondary variables
There are mainly three types of indexes of water flower: physical, chemical and biological index. Transparency is
the most common physical index. TP and TN, which reflect the potential productivity of hydrophytes, can be considered as the biological indexes of dominant population among biocenosis, in order to help predict and control water quality. In terms of the selection of secondary variables in soft sensing, the influencing factors can be obtained objectively according to ecological condition and test indexes data in different lakes and rivers, as well as general analysis.

![Flow chart of predicting water flow](image)

In order to ensure the main influencing factors of water flow, compositional analysis can be used to analyze the collected data; the factors with more contribution are taken as the secondary variables of ANN soft sensing method. Data collected should be normalized and analyzed compositionally.

The results are shown in Tab.1.

<table>
<thead>
<tr>
<th>TW</th>
<th>SD</th>
<th>DO</th>
<th>EC</th>
<th>PH</th>
<th>TP</th>
<th>TN</th>
<th>Chi-a</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.452</td>
<td>0.439</td>
<td>0.2273</td>
<td>0.4395</td>
<td>-0.335</td>
<td>-0.127</td>
<td>0.1454</td>
<td>-0.45</td>
</tr>
<tr>
<td>2.185</td>
<td>-0.025</td>
<td>0.0588</td>
<td>-0.029</td>
<td>-0.236</td>
<td>0.6671</td>
<td>-0.674</td>
<td>-0.06</td>
</tr>
<tr>
<td>3.008</td>
<td>0.1417</td>
<td>-0.789</td>
<td>0.0282</td>
<td>-0.539</td>
<td>0.0468</td>
<td>0.1411</td>
<td>0.207</td>
</tr>
<tr>
<td>4.036</td>
<td>0.1324</td>
<td>0.1128</td>
<td>-0.064</td>
<td>-0.033</td>
<td>0.6424</td>
<td>0.5694</td>
<td>-0.25</td>
</tr>
<tr>
<td>5.177</td>
<td>-0.498</td>
<td>-0.203</td>
<td>0.7202</td>
<td>0.2869</td>
<td>0.2335</td>
<td>0.1428</td>
<td>0.057</td>
</tr>
<tr>
<td>6.0185</td>
<td>-0.593</td>
<td>0.3897</td>
<td>-0.045</td>
<td>-0.655</td>
<td>-0.0999</td>
<td>0.1713</td>
<td>0.130</td>
</tr>
</tbody>
</table>

In Tab.1, the contribution coefficients of TW, SD, EC, Chi-a are bigger in 1st composition, and so are TP, TN in 2nd composition. Considering these compositions, biological theory of water flow and some data, TW, SD, EC, Chi-a, TP are chosen as the input variables of ANN, namely the secondary variables of soft sensing.

Chlorophyll a (Chi-a), which generally reflects biomass of phytoplankton, is one of the most important indexes to reflect water quality and its degrees. The biomass and change trend of phytoplankton can be known by analyzing the content and dynamic state of Chi-a. Therefore, the content of Chi-a is taken as the output of ANN.

**PREDICTING MODEL OF WATER FLOWER**

The first 56 groups of data interpolated in RBF are chosen to be the training data, and the other 4 groups of data are taken as test data. After that, a three-level network with multi inputs and single output can be established, which is shown in the soft sensing model with RBF network as follows.

![Predicting model based on RBF](image)

In Fig.2, parameters of soft sensing models are set as follows:

5 Secondary variables: temperature (TW), transparency (SD), electric conductivity (EC), total phosphor (TP), chlorophyll (Chi-a).

Number of neurons in hidden layer: 37.
1 domain variable in output: Chi-a.
Network training precision: 0.001.
Stimulating function in hidden layer: Guess function.
Stimulating function in output layer: linear function.

**Calculation by radial basis function (RBF) neural network**

The core of RBF network is the design of hidden layer. The center and width of hidden layer, which represent relative positions of sample space modes and centers, can realize the nonlinear mapping from input layers to hidden layers. The mapping from hidden layers to output layers can be completed by the weight of output layer. The final performance of RBF simply lies on whether the center of radial basis function is selected suitably. The calculation of center of RBF is completed by monitoring learning methods, which are also adopted to train the center, weight and width of RBF. Error correction algorithm based on gradient descent is discussed as follows.

Object function is defined as:
Design RBF and improve its algorithm

RBF is a forward neural network with two levels, including a hidden layer with radial basis function neuron and an output layer with linear neuron. The advantages of RBF network are simple structure, easy training and fast convergence, through which any nonlinear function can be approached. Therefore, RBF network is widely used in the fields of time sequence analysis and soft sensing with neural network, etc.. Radial basis function is deducted as follows:

If function $h \in L^2(R^d)$ is radial, there will be a function $\Phi \in L^2$. For $\forall x \in R^d$, there is a formula
\[
h(x) = \Phi(\|x\|)
\]  
(9)

Where $\|x\|$ is the range of $x$. According to formula (9), the common expression of radial basis function is:
\[
h(x) = \Phi((x-c)^T E^{-1}(x-c))
\]  
(10)

Where $\Phi$ represents radial basis function, $c$ represents central vector of function, $E$ is changing matrix.

Radial basis function is a partly distributed, nonnegative nonlinear function to attenuate symmetrically towards center. There are mainly two parameters in this function: one is the center of basis, namely symmetrical point; the other is the width of basis, namely the obvious response to output in most areas. The performance of RBF network mostly depends on the center. RBF with linear parameters can be outspread on the prediction that $\Phi(.)$ and center $C$ are fixed \cite{15}. The common radial basis functions include:

Gaussian Function: $\Phi(t) = e^{-t^2/\delta^2}$  
(11)

Reflected Sigmoidal Function: $\Phi(t) = 1/(1 + e^{t/\delta})$  
(12)

Multiquadric Function: $\Phi(t) = 1/(t^2 + \delta^2)^a$  
$a > 0$  
(13)

Gaussian Function is in most common use, because of several reasons as follows:

(1) The form of function is simple, even to multi-variable inputs.
(2) Radial symmetry, good smoothness, derivative with any rank exists.

(3) Function is easy to analyze theoretically.

The calculating result of RBF basis function is the Euclid distance between input vector and center; the hidden unit inspiring functions of other networks calculate the internal product between input unit and weight. RBF follows all-purpose approximating principle, which means it can approach continuous functions of compact basis at any precision as long as the data of hidden nodes are enough. The design of hidden node keeps to smallest network structure satisfying the precision, in order to ensure the generalization of network.

However, if there are many input vectors in application, many neurons are needed, which makes network design difficult. Therefore, many scholars put forward some algorithms to improve it. For example: Shenqian etc. presented RBF neural network learning algorithm in which hidden neurons can be “reduced” automatically; Liu meiqin etc. used scaled robust cost function instead of traditional secondary index to search the structure and parameters of optimization RBF neural network (RBFNN), combined with improved genetic algorithm. These improved algorithms have accelerated the application of RBF neural network widely.

ANALYSIS TO WIDTH OF RBF AND FITTING ABILITY OF NETWORK

The width of radial basis function is a very important parameter in the design of RBF network, which can approach various function to any input and output samples theoretically. However, if these samples are selected improperly, over sufficiency and insufficiency will arise in function approach. Generally speaking, the width is selected according to the distance among input vectors, which is longer than shortest distance and shorter than longest one. If the width constant is too small, more neurons are needed in network, but if the width constant is too large, neurons is same with each other, so that it can not be analyze through network trainings.

Suppose that goal error of network goal=0.001, largest hidden node m=60, network can be trained through different widths. The fitting ability and generalization performance of network can be observed when width sp is changing, in order to get the best neural network soft sensing model. Fig.3 shows the fitting curve to actual values and predict values, or convergent error curve.

Fig.3: when $sp=10$, error convergence curve (hidden neuron number $m=50$)

Fig.4: when $sp=1$, the fitting curve of $chi_a$ (hidden neuron number $m=36$)

From the results of network training, when $sp=10$, network can not converge to expected precision with bad fitting ability.

If reduce the width of radial basis, network can converge to goal precision. Its fitting curves with different widths are shown as follows. In Fig.4-6, y-axis is $Chi_a$ (mg/L), x-axis is samples.

Fig.5: when $sp=0.6$, the fitting curve of $chi_a$ (hidden neuron number $m=38$)
Fig.6: when sp=0.16, the fitting curve of chi_a (hidden neuron number m=37)

Fig.7: when sp=0.16, error convergence curve (hidden neuron number m=37)

From these figures above, it can be concluded that the number of hidden neurons is different along with different widths in RBF trainings. When the width is big, network responds slowly to inputs and outputs. But when the width is small, network has a good fitting performance, in which training data can almost be fit and the trainings are successful.

**Width of basis function of RBF predicting model and analysis of network generalization ability**

There are much difference among generalization abilities of network and predict results of testing data with different widths of basis functions. 4 groups of testing data were used to predict in networks trained with different widths. Results are as follows:

<table>
<thead>
<tr>
<th>Group</th>
<th>Predicting value (sp=1)</th>
<th>Predicting value (sp=0.6)</th>
<th>Predicting value (sp=0.16)</th>
<th>Actual measure value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>27.44</td>
<td>28.82</td>
<td>26.80</td>
<td>25.9625</td>
</tr>
<tr>
<td>Group 2</td>
<td>25.01</td>
<td>30.88</td>
<td>26.83</td>
<td>25.7</td>
</tr>
<tr>
<td>Group 3</td>
<td>17.57</td>
<td>28.17</td>
<td>25.48</td>
<td>24.9875</td>
</tr>
<tr>
<td>Group 4</td>
<td>9.64</td>
<td>26.21</td>
<td>23.84</td>
<td>23.6</td>
</tr>
</tbody>
</table>

**Tab.3 Error analysis between predict values and actual values of Chi_a**

<table>
<thead>
<tr>
<th>Testing data</th>
<th>Absol value error</th>
<th>Relative Absolute error</th>
<th>Relative Absolute error</th>
<th>Absolute error</th>
<th>Relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>1.47</td>
<td>5.69%</td>
<td>2.85</td>
<td>11%</td>
<td>0.83</td>
</tr>
<tr>
<td>Group 2</td>
<td>0.69</td>
<td>2.68%</td>
<td>5.18</td>
<td>20.15%</td>
<td>1.13</td>
</tr>
<tr>
<td>Group 3</td>
<td>7.41</td>
<td>29.68%</td>
<td>3.18</td>
<td>12.74%</td>
<td>0.49</td>
</tr>
<tr>
<td>Group 4</td>
<td>13.96</td>
<td>59.15%</td>
<td>2.61</td>
<td>11.1%</td>
<td>0.24</td>
</tr>
</tbody>
</table>

From Tab.2 and 3, it can be seen that: when sp=0.16, the test error of network is smallest; the approaching ability and fitting performance is good; network training is successful. However, in terms of other widths, fitting performances of network are relatively good, but its predict results are bad, which shows that there are “over fitting” and “lack of fitting” in network.

**Test of generalization of RBF soft sensing model**

Test aggregate is used to value the performance of trained network. Generally speaking, sample couples included in training aggregate are only a part of data aggregate. Even the network is trained by all the samples in training aggregate, it is still not sure to obtain satisfactory results when the network is tested by other samples. If a group of representative samples, not belong to training samples, is adopted to test network and the result is satisfying, the trained network is of strong generalization ability, otherwise, the training samples chosen are not representative and can not reflect the general characters of data aggregate, so that the network is of weak generalization ability.

Therefore, in order to obtain good network performance, there are two basic preconditions as follows: first, representative samples should be adopted as training and testing aggregates; two, testing aggregate should be different from training aggregate. In this application, the data of measuring points are used to test the generalization of network. In RBF soft sensing model, the width of radial basis function in hidden level sp=0.16, upon which the other parameters of network are obtained by training. Tab.2 shows measuring values of Chi_a at measuring points and testing results of predict values in soft sensing model.

Network trained can be used to predict the change of Chi_a at measuring points correctly, which shows that the network is of strong generalization and can achieve the expected goal. Fig.8 shows the curves of actual values and predict values, where y-axis is Chi_a (mg/L) and x-axis is sample.
Fig.8 fitting curve of actual values and predict values of Chi_a in measuring points

In all, soft sensing model of water flower based on RBF network, which is of strong generalization, precise predict and good fitting performance, provides an effective way to short-time predict and control water flower in lakes and rivers of city. According to the results of net training and predict, RBF network can be used to predict the change of Chi_a in short time. This predict method can be effective to predict water flower, play a positive role to deduce the cost of governing water and be directing to protect water resource of cities.

CONCLUSION

After analyzing and discussing the main factors and evaluating indexes of water flower, we have researched two kinds of short-time predict models of water flower based on BP and RBF neural networks, which are also analyzed and compared. According to the results of research, BP network model tends to become local minimum; training time is long; the speed of convergence is slow; not easy to converge and the approaching ability of function is insufficient. From the results of models, the fitting precision of models is relatively good, but the predict precision is low, and the generalization of network is also not very good to samples which are added newly.

Therefore, short-time predict method of water flower based on RBF network is put forward, including research on the monitoring learning algorithms to the center, width and weight of basis function of RBF network, as well as error-corrected algorithm based on gradient descent. The function and influence, which the number of RBF hidden level nodes brings to the performance of network, are analyzed; the width of RBF and fitting and generalization abilities of network are analyzed and compared. According to the training and predict results, the short-time change of Chi_a can be predicted by using RBF neural network; soft sensing model of water flower based on RBF has strong generalization ability, high predict precision and good fitting performance, so that an newly effective method can be provided to predict water flower in short time.
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ABSTRACT
In the paper there are described the possibilities of complex analysis of fresh water obtained from underground and surface sources, for monitoring and control reasons. The results of the analysis are necessary for preparing the proper technology for drinking water treatment. Full water analysis is a very complex measurement process that can be supported by specialized simulation tools. While constructing measuring process together with technological one it is possible to obtain the results in real time. The proposed simulation software allows to utilize the analysis results for change of technological water treatment processes by choosing the proper structure from the prepared technological scenarios.

INTRODUCTION
Good quality of drinking water is a very important problem to be solved within a water supply system. The quality of drinking water delivered to consumers depends on fresh water quality, effectiveness of treatment processes and condition of distribution systems (MWH 2005, Sozański et al.1998a). The most important in this chain is a treatment process realized in a water treatment plant. The process depends strictly on pollutions existing in fresh water. Characteristics of underground water are usually stable thus the treatment processes can be established on the basis of laboratory analysis of fresh water. However, after longer exploitation of underground water sources the characteristics of fresh water may change. In case of surface water sources its quality depends more on the present climate change thus there is necessity to change the water treatment technology more often. The traditional approach of designing water treatment technology leads to the search of optimal process technology fulfilling all the requirements concerning drinking water (MWH 2005, Sozański et al. 1998b). However, this approach is non effective in many cases because it is very difficult to change the realized water treatment technology respect to the change of freshwater characteristics. One possible solution of this problem is to create the treatment process as a combination of basic single processes and to choose the proper chain which would finally allow to obtain the good quality of water. The goal will be achieved under two main conditions. First one is to equip a technological installation with controlling devices which help to choose the proper configuration of a treatment process. This requirement is easily being achieved because treatment processes in water treatment plants are very often controlled by using PLC (Programmable Logic Controller). Second condition is to create the possibility of fresh water analysis in time. Basing on this analysis and using data knowledge concerning water treatment technology it is possible to prepare the best configuration of the process of drinking water renewal. Treatment process structure’s change consist usually in creation of scheduling for chosen individual (modularly developed) processes. Thus, the whole automation of drinking water preparation demands solving two important problems: automation of data acquisition and algorithms development of configuration change respect to the proper technology. In the paper there is shown the solution for the first problem using professional simulation software for data acquisition and control, taking into account all quality requirements for drinking water.

SYSTEM STRUCTURE
General structure of the system is presented in the Fig.1. The main tasks of the system are to collect the data concerning parameters of fresh water and its change during water sources exploitation and also to compare the parameters obtained after the treatment processes. The module of data acquisition realises typical algorithms for signal detecting and conditioning, filtration and statistics (Sroczan and Urbaniaik 2003, Sroczan and Urbaniaik 202). This step can be realized using professional data acquisition software (more detailed information will be given in the next section). The obtained results are utilized for on-line water treatment process evaluation. The final parameters of water delivered to water-pipe network must fulfil all requirements determined by water law concerning drinking water. Structure change of water treatment processes is based on the knowledge about
The process of searching for an optimal technology solution must consider different quality of two kinds of fresh water: underground and surface water. In case of underground water technological processes are concentrated on iron, manganese and ammonium removal. These tasks are usually realised by aeration and speed filtration processes. In case of surface water the most important task is to remove carbon compounds defined by concentration of total organic carbon (TOC). The task is achieved by processes of coagulation, oxidation and disinfection. As an example, there is presented an application of simulation tools, taking into account the surface water treatment (Sozański et al. 1998a).

The choice of proper technology of surface water treatment is realized by collecting the four high-effective individual processes in a serial structure depending on results obtained by data acquisition system. The processes are the following:

A. contact coagulation on filter beds,
B. chemical oxidation using ozone and Peroxone,
C. active biological carbon filters,
D. disinfection.

Thus possible configurations of treatment processes can be analyzed in the following systems:

System I: B => A => C => D
System II: A => B => C => D
System III: B => C => D
System IV: A => C => D
System V: C => D

The choice of the proper system structure is realized by taking into account the optimisation criteria which are minimization of energy consumption during processes and maximization of mass capacity of beds filtration. Criteria values depend on many technological parameters, such as: method and velocity of filtration, bed’s kind and its granulation, high of beds filtration, and others. Choice of parameters in the main process is very difficult and, at the same time, costs’ generating. The utilization of specialised simulation software allows to obtain values of process parameters in the proposed parallel systems automatically (Sozański et al. 1998b, Urbania 2008).

**SIMULATION TOOLS**

The projects of the systems described above were elaborated in two kinds of software: LabVIEW and MATLAB (LabVIEW 2009, MATLAB 2009). Both systems have specialized programming modules for servicing of complex experiment setup. Using hardware and software tools it is possible to realise all functionalities connected with data acquisition and control of the technological processes. The simulation approaches represented by MATLAB and LabVIEW are different but they give possibility to construct the systems fulfilling the requirements characterized above. Simulation systems offer user-friendly graphical interface that allows to utilize them by technologists without very specialized computer knowledge. Producers of simulation systems deliver full documentation connected with effective systems’ utilization and special internet service for application creation and servicing ((LabVIEW 2009, MATLAB 2009).

The ordinary MATLAB approach allows to create a control system based on data acquisition obtained from real processes delivered by multifunctional sensors (MATLAB 2009). The algorithms elaborated by technologists make possible the optimal operation of water treatment plant according to technological efficiency as a main criterion. This system can operate as a real-time control system using Simulink toolbox. For this reason it is necessary to create the Data Acquisition Session which consists in the following steps:

1. Create a device object
2. Add channels or lines
   Channels are added to analog input and analog output objects, while lines are added to digital I/O objects.
3. Configure properties
   To establish a device object’s behaviour.
4. Queue data (analog output only)
   Before analog data output, the queue data is performed.
5. Start acquisition or output of the data
   Acquisition and output occur in the background, while MATLAB continues executing.
6. Wait for acquisition or output to complete
7. Extract your acquired data (analog input only)
8. Clean up
   The overview of Data Acquisition Session presented above is used in many application but it is important to note that fourth step is treated differently for digital I/O objects.

The similar effect can be obtained using LabVIEW approach generating the application diagram (LabVIEW 2009a, 2009b). LabVIEW programs are called virtual instruments (VIs) because their appearance and operation imitate physical instruments, such as oscilloscopes and
other devices for measurement of physical magnitudes. Virtual Instrument – VI created in LabVIEW contains three components: front panel, block diagram and an icon with connector pane. The diagram synthesis utilizes G-language which consists of such elements as terminals, nodes, wires and structures. Terminals represent input and output ports which transport data between front panel and block diagram. The data are introduced using the control elements of the front panel and later are transferred to the block diagram using control terminals. Nodes are objects on the block diagram that have inputs/outputs and perform operations. Wires are utilized for the data transfer between block diagram objects. Wires are different in colours, styles and thicknesses depending on their data types. The wires must be connected with inputs and outputs that are compatible with the data transferred in the wire. The wires must be connected to the only one input and at least one output. Using LabVIEW we can create test and measurement, data acquisition, instrument control, data logging, measurement analysis and report of generation application. This is an alternate approach to MATLAB which leads finally to the same effect.

CONCLUSIONS

The developed approach concerns important adaptation problem of water treatment processes to changeability of the fresh water in the time of operation. There are described the first steps of the problem solution consisting in professional simulation of tools utilization for data acquisition. The carried out analysis let us to formulate some conclusions:

1. The proposed simulation approach allows to choose an effective technology of water treatment respect to requirements formulated for drinking water.
2. Automatically realized measurements in the real time by parallel configured processes give the possibility to change a water treatment process, taking into account present quality of fresh water and its changes.
3. The important result of this solution is a possibility of technological process optimization respect to different criteria, mainly energy consumption.
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ABSTRACT

The paper presents the model developed for the analysis of the feedwater system of the CANDU 6 plant. The model allows the simulation of all the normal and abnormal system transients and can be used to operation procedures validation. The abnormal operation of the system, the case of unavailability of one of the heater, is simulated and analyzed in the paper.

INTRODUCTION

Demineralised light water is used in the turbine steam and feedwater cycle. Steam, after passing through the turbine, condenses in the turbine condenser and collects in the condenser hotwell, as shown in Figure 1. From there condensate pumps pass the water through a series/parallel network of low pressure (LP) feed heaters to the deaerator. Steam generator feed pumps, pump water from the deaerator storage tank to four steam generators through parallel sets of high pressure heaters and feedwater control valves. At full power the temperature of the feedwater entering the steam generators is 187°C.

The feedwater cycle contains two types of feedwater heaters. There are several horizontal U-tube feedwater heaters and 1 direct contact deaerating feedwater heater. The main source of heat to these heaters is from the turbine extraction steam lines. Feedwater heaters using this source have a self-regulating feature. There are no control valves on the extraction steam supply lines. The steam flow adjusts itself by a thermal equilibrium process. When the feedwater temperature approaches the saturated steam temperature then condensation of the extraction steam diminishes and therefore the flow of extraction steam to the feedwater heater tends towards zero. We can state that generally the steam flow is directly proportional to both the temperature difference and the mass flow of the feedwater.

A secondary source of heat is drain water cascading from high pressure to low pressure heaters and/or moisture separator drains.

Modelling and simulation of the feedwater system behaviour of normal and abnormal operation regimes is a very useful tool for validation of operational procedures. As example, the actual operation procedures stated that if the isolation of one of the LP or HP heater occurs, the rector power must be reduced to 90% of rector full power or a reduction of about 70 MWe of the power generated by the plant.

This study analyzes the case of one heater isolation concurrently with operation of reactor at full power.

The water flow through the system was determined using the calculation code PIPENET [1]. These results are used as input in the Modular Modeling System (MMS) code for the thermal calculations [2].

![Computational scheme of the secondary circuit](image)

**Fig. 1** CANDU6 feed-water system: SG - Steam Generator; HP - High pressure heater; LP - Low pressure heater; MSR - Moisture separator reaheater; HPT - High pressure turbine; LPT - Low Pressure turbine
**FEEDWATER SYSTEM MODEL**

The MMS Flowchart used for the simulation of the CANDU 6 feedwater system is shown in Figures 2 and 3. Detailed mathematical model can be found in references 3 to 7. The details of the heater (U-tube heat exchanger) model are outlined here. The heater model considers the mass and energy conservation equations. Combining these equations, the general form of the enthalpy variation is obtained of the form:

\[
\frac{d \bar{h}}{dt} = \sum D_i (h_i - \bar{h}) - \sum D_E (h_E - \bar{h}) + Q + \frac{V \Delta p}{\rho W} \tag{1}
\]
This equation is applied to each characteristic heater region: condensation region and subcooled region [5]. The main assumptions used are:

- saturated steam and condensate are in thermodynamic equilibrium for all regimes;
- the heater shell is considered to have a constant flow area;
- noncondensable gases are neglected;
- pressure losses through shell are negligible.

The model takes into account the following physical phenomena:
- heat transfer between steam, condensate and feedwater;
- condensate level variation inside heater;
- parallel operation of heaters.

Writing the equation (1) for each characteristic region, we obtain the following expressions.

The condensation region
- the tube side

\[
\frac{dh_{\text{sc}}}{dt} = \frac{D_{\text{sc}}(h_i - h_{\text{sat}}) + Q_{\text{c}}}{\rho_{\text{sw}} V_c + 0.11 M_{\text{m}}} 
\]  

(2)

- the shell side:

\[
\frac{dh_h}{dt} = \left( D_{\text{si}} + D_{\text{di}} - D_{\text{de}} \right) - V_h \frac{\partial p}{\partial h} \left( \frac{dp_{\text{de}}}{dt} \right) 
\]

(3)

\[
\left( \rho_h + h_h \frac{\partial p}{\partial h} \right) \left( D_{\text{si}} + D_{\text{di}} - D_{\text{de}} \right) + 
\]

\[
\frac{dp_{\text{de}}}{dt} = \frac{\partial p}{\partial h} \left( D_{\text{si}} h_{\text{si}} + D_{\text{di}} h_{\text{di}} - D_{\text{de}} h - Q_{\text{c}} \right) 
\]

(4)

The subcooled region
- the tube side

\[
\frac{dh_{\text{sc}}}{dt} = \frac{D_{\text{sc}}(h_i - h_{\text{sc}}) + Q_{\text{sc}}}{\rho_{\text{sc}} V_{\text{sc}}} 
\]

(5)

- the shell side

\[
\frac{dh_{\text{de}}}{dt} = \frac{D_{\text{de}}(h_i - h_{\text{de}}) - Q_{\text{ex}}}{\rho_{\text{de}} V_{\text{de}}} 
\]

(6)

Consideration of heat transfer across heat exchanger is accounted by the equation:

\[
Q_{\text{c}} = k_{\text{c}} (KA)_{\text{c}} \Delta T_m 
\]

(7)

Where

\[
\Delta T_m = \frac{(T_s - T_{\text{in}}) - (T_i - T_{\text{out}})}{\ln \left( \frac{T_s - T_{\text{in}}}{T_s - T_{\text{out}}} \right)} 
\]

(8)

for the condensation region, and

\[
Q_{\text{c}} = k_{\text{c}} (KA)_{\text{c}} \Delta T_m 
\]

(9)

where

\[
\Delta T_m = \frac{(T_s - T_{\text{in}}) - (T_{\text{de}} - T_{\text{at}})}{\ln \left( \frac{T_s - T_{\text{in}}}{T_{\text{de}} - T_{\text{at}}} \right)} 
\]

(10)

for the subcooled region.

The physical model and the block diagram of the heater are shown in Figure 4.

![Figure 4: Heater model and the block diagram of the model](image)

**RESULTS**

Several normal and abnormal operational regimes were simulated. These regimes comprise:

- plant start-up;
- plant shut-down;
- 100 % full power;
- transients from full power to 80% and 60 % of full power;
- reactor shut-down;
- turbine run down.
- by-pass of one of LP or one of HP heater concomitant with reactor power reduction to 90 % full power;
- by-pass of one of LP or one of HP heater maintaining reactor power at 100 % full power.
The results obtained for the by-pass of one HP heater are shown in Figures 5 to 10.

**Fig. 5** Flow rate and temperature upstream of LP1

**Fig. 6** Flow rate and temperature on pipe line between LP1 and LP2

**Fig. 7** Flow rate and temperature on pipe line between LP3 and deaerator

**Fig. 8** Flow rate and temperature on pipe line between deaerator and SG feedwater pump

**Fig. 9** Flow rate and temperature on pipe line between SG feedwater pump and HP5

**Fig. 10** Feedwater header flow rate and temperature

The by-pass of the HP5 occurs after 500 s of simulation. After the perturbation, the parameters along the feedwater system become stable after 1000
The results obtained show that if the 100% full reactor power is maintained the value of system parameters are within the design limits. In this case, the loss in power generated to the grid is up to 4% of full power compared to 12% of full power when reactor power is reduced to 90% full power.

CONCLUSION

The paper presents the modelling approach of the CANDU 6 feedwater system and the results obtained by simulation of a transient resulting from a HP heater by-pass.

One of the analysis purposes was to validate the normal and abnormal operating procedures of the plant. Also the study of the possibility of improving these procedures was taken into account.

The results obtained show that maintaining the reactor power after the isolation of one LP or HP heater did not affect the safety of the plant. Also this significantly improve the plant performance by generating up to 8% full power more than in the case in which the reactor power is reduced to 90% full power as actual operating procedures state.
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ABSTRACT
The Extended Kalman Filter (EKF) is a prevailing methodology widely utilized for state estimation of nonlinear processes under a noisy environment. The common trend for the EKF implementation assumes pre-specified fixed distribution matrices for both process and measurement noises. This inflexible constant variance set-up which employs the ideal white noise model assumption for describing the process and measurement noises causes the EKF algorithm to diverge or at best converge to a large bound even if the EKF model is perfectly tuned. This paper presents a novel adaptive extended Kalman filter (AEKF) algorithm to cope with the unknown noise variance matrices. Here, however, the variance matrices for both process and measurement noise signals are assumed unknown a priori and thus incrementally estimated and updated using a sliding time window paradigm within which an estimation of the noise variance is calculated and adaptively updated each time the window is shifted forward. The proposed methodology is tested on a simulated continuous stirred tank reactor (CSTR) to estimate 4 states of this nonlinear plant. The simulation results indicate considerable improvements over classical EKF-based and fading extended Kalman filter method.

INTRODUCTION
Data fusion is a multilevel, multifaceted process dealing with the detection, association, correlation, estimation and combination of data and information from multiple sources to achieve refined state and identity estimation, and complete and timely assessments of situation and threat. The use of multiple sensors allows the data of one sensor to complement that of another sensor in order to extract the greatest amount of information about the sensed environment.(Hall 1992) Among the various techniques available for multi-sensor data fusion, Kalman filtering-based approach is one of the most significant one, as it proves to be an efficient recursive algorithm suitable for real-time applications. Kalman filtering is used in many fields such as control, communication, data assimilation, and target tracking.

The Kalman filter addresses the general problem of trying to estimate the state of a discrete-time controlled process that is governed by a linear stochastic difference equation. But what happens if the process to be estimated and (or) the measurement relationship to the process is non-linear? Some of the most interesting and successful applications of Kalman filtering have been such situations. A Kalman filter that linearizes about the current mean and covariance is referred to as an extended Kalman filter or EKF (Simon 2006).

It is important to note that a fundamental flaw of the EKF is that the distributions (or densities in the continuous case) of the various random variables are no longer normal after undergoing their respective nonlinear transformations. The EKF is simply an ad hoc state estimator that only approximates the optimality of Bayes’ rule by linearization. Some interesting work has been done by Julier et al. in developing a variation to the EKF, using methods that preserve the normal distributions throughout the non-linear transformations (Author et al.1997),(Author et al. 2004).

All these Kalman filters are used for known noise statistical characteristics. When these statistics are unknown, however, we must use adaptive Kalman filters. We may use adaptive Kalman filter banks for weight to compute variance (Arthur et al. 1987), or output correlation to compute Kalman gain without care for these covariances (Moose 1975), or fading memory algorithm to reduce the effect of prior measurement (Author et al.2003). These approaches, however, can only be used in linear systems, and reveal poor performances for the case of nonlinear systems.

A novel adaptive Extended Kalman filter (AEKF) is presented in this paper. The main idea of this method is to approximate noise variance by employing a sliding time window within which an estimation of the noise variance is calculated and adaptively updated each time the window is shifted forward.

This paper is organized as follows. In following section , the proposed methodology is presented. Next section describes the CSTR case study. The effectiveness of the proposed approach is demonstrated in next section. Finally, the conclusions are given in last section.
PROPOSED METHODOLOGY

Multi-sensor data fusion (MSDF) is a synergistic process, concerning the mechanism of fusing uncertain, incomplete, and sometimes conflicting data from a variety of disparate sensors in real-time to extract a single compilation of the overall system status for monitoring, control and decision making purposes.

For a particular industrial process application, there might be plenty of associated sensor measurements located at different operational levels and having various accuracy and reliability specifications. One of the key issues in developing a MSDF system is the question of how can the multi-sensor measurements be fused or combined to overcome uncertainty associated with individual data sources and obtain an accurate joint estimate of the system state vector. There exist various approaches to resolve this MSDF problem, of which the KF, for its information form is one of the most significant and applicable candidate solutions (McGee and Schmidt 1985).

Extended Kalman Filter

Kalman filter use to estimate the state xCR of a discrete-time controlled process that is governed by the linear stochastic difference equation

\[ x_k = F_k x_{k-1} + G_k u_{k-1} + w_{k-1} \]  
\[ y_k = H_k x_k + v_k \]

(1)

(2)

The noise processes \( w_k \) and \( v_k \) are white, zero-mean, uncorrelated, and have known covariance matrices \( Q_k \) and \( R_k \), respectively:

\[ w_k \sim (0, Q_k) \]  
\[ v_k \sim (0, R_k) \]

(3)

(4)

\[ E[w_k w_k^T] = Q_k \delta_{k-j} \]  
\[ E[v_k v_k^T] = R_k \delta_{k-j} \]  
\[ E[v_k v_k^T] = 0 \]

(5)

(6)

(7)

To this point we have considered linear filters for linear systems. However, many practical systems are non-linear. Nonlinear filtering can be a difficult and complex problem. It is certainly not as mature, cohesive, or well understood as linear filtering. There is still a lot of room for advances and improvement in nonlinear estimation techniques. However, some nonlinear estimation methods are becoming widespread. These techniques include nonlinear extensions of the Kalman filter, unscathed filtering, and particle filtering. Nonlinear systems can be linearized and then linear estimation techniques (such as the Kalman or H∞ filter) can be applied. This involves finding a linear system whose states represent the deviations from a nominal trajectory of a nonlinear system. We can then use the Kalman filter to estimate the deviations from the nominal trajectory, and hence obtain an estimate of the states of the nonlinear system. The derivation was based on linearizing the nonlinear system around a nominal state trajectory. The question that arises is, how do we know the nominal state trajectory? In some cases it may not be straightforward to find the nominal trajectory. However, since the Kalman filter estimates the state of the system, we can use the Kalman filter estimate as the nominal state trajectory. This is a sort of the bootstrap method. We linearize the nonlinear system around the Kalman filter estimate, and the Kalman filter estimate is based on the linearized system. This idea of the extended Kalman filter (EKF) was originally proposed by Stanley Schmidt so that the Kalman filter could be applied to nonlinear spacecraft navigation problems (Bellantoni and Dodge 1967).

The nonlinear system equations obey the following non-linear relationships:

\[ x_k = f_k(x_{k-1}, u_{k-1}, w_{k-1}) \]  
\[ y_k = h_k(x_k, v_k) \]  
\[ w_k \sim (0, Q_k) \]  
\[ v_k \sim (0, R_k) \]

(8)

(9)

(10)

(11)

Where \( w_k \) and \( v_k \) are process noise and measurement noise with variances of \( Q_k \) and \( R_k \) respectively. A Taylor series expansion of the state equation will be performed around \( x_{k-1} = \bar{x}_{k-1} \) and \( w_{k-1} = 0 \) to obtain the following:

\[ x_k = f_k(x_{k-1}^+, u_{k-1}, 0) + \frac{\partial f_k}{\partial x} |_{x_{k-1}^+} (x_{k-1} - \bar{x}_{k-1}^+) \]  
\[ + \frac{\partial f_k}{\partial w} |_{x_{k-1}^+} w_{k-1} \]  
\[ = f_k(\bar{x}_{k-1}^+, u_{k-1}, 0) + f_k(x_{k-1} - \bar{x}_{k-1}^+) + L_{k-1} w_{k-1} \]

(12)

where

\[ F_k = \frac{\partial f_k}{\partial x} |_{x_{k-1}^+} \]  
\[ L_{k-1} = \frac{\partial f_k}{\partial w} |_{x_{k-1}^+} \]

(13)

(14)

Linearization the measurement equation around \( x_k = \bar{x}_k \) and \( v_k = 0 \) lead to

\[ y_k = h_k(\bar{x}_k, 0) + \frac{\partial h_k}{\partial x} |_{\bar{x}_k} (x_k - \bar{x}_k) + \frac{\partial h_k}{\partial v} |_{\bar{x}_k} v_k \]  
\[ = h_k(\bar{x}_k, 0) + H_k(x_k - \bar{x}_k) + M_k v_k \]

(15)

where

\[ H_k = \frac{\partial h_k}{\partial x} |_{\bar{x}_k} \]  
\[ M_k = \frac{\partial h_k}{\partial v} |_{\bar{x}_k} \]

(16)

(17)

A linear state space system and a linear measurement equation are in (12) and (13) respectively. It means that standard Kalman filter equations can be used to estimate the state. Thus, the following equations are named as the EKF equations:

\[ \tilde{x}_k = f_k(\bar{x}_{k-1}, u_{k-1}, 0) \]  
\[ P_k = F_k P_{k-1} F_k^T + L_{k-1} Q_{k-1} L_{k-1}^T \]  
\[ K_k = P_k H_k^T (H_k P_k H_k + M_k R_k M_k^T)^{-1} \]  
\[ \tilde{x}_k = \tilde{x}_k + K_k (y_k - h_k(\bar{x}_k, 0)) \]  
\[ P_k = (1 - K_k H_k) P_k \]

(18)

(19)

(20)

(21)

(22)

It should be noted that both process and measurement noise signals have appeared as additive terms in Eqs (8) and (9) instead of being embedded within the functions \( f_{k-1} \) and \( h_k \).
Adaptive Extended Kalman Filter

The theory presented in previous section makes the Kalman filter an attractive choice for state estimation. But when a Kalman filter is implemented on a real system it may not properly work, even though the theory is correct. The theory assumes that the system model is precisely known. It is assumed that the noise sequences $\{w_i\}$ and $\{Q\}$ are pure white, zero-mean, and completely uncorrelated. If any of these assumptions are violated, as they always are in real implementations, then the Kalman filter assumptions are violated and the theory may not work. In order to improve filter performance in the face of these realities, the following methods are presented.

Fading Method

It is a simple way of forcing the filter to “forget” measurements in the distant past and place more emphasis on recent measurements. This causes the filter to be more responsive to measurements. It theoretically results in the loss of optimality of the Kalman filter, but it may restore convergence and stability. It is better to have a theoretically suboptimal filter that works rather than a theoretically optimal filter that does not work due to modeling errors. The greater responsiveness of the fading-memory filter to recent measurements makes the filter less sensitive to modeling errors, and hence more robust. The main part of fading is updating covariance for each step $k = 1, 2, \ldots$ as below:

$$R_{k(k+1)} = \alpha^2 R_k + \alpha > 1$$  \hspace{1cm} (23)

Note that $P$ is not equal to the covariance of the estimation error. However, the fading-memory filter is more robust to modeling errors than the standard Kalman filter. If $\alpha = 1$ then the fading-memory filter is equivalent to the standard Kalman filter. In most applications, $\alpha$ is only slightly greater than one based on how much past measurements should be forgotten.

Novel Adaptive Method

As discussed earlier, KF methods assume that the exact value of measurement and process noise variances are known. However, basically, in real industrial processes, it is not a very practical assumption. Thus, an adaptive method that can estimate the process and measurement noise variances could help to make the assumptions more realistic. Here, we propose to adaptively estimate and subsequently update the noise variance matrices within a sliding time window framework.

Suppose the dynamic system equation is

$$x_k = f_k(x_{k-1}, u_{k-1}, t_{k-1}) + w_{k-1}$$  \hspace{1cm} (24)

$$\hat{x}_k = f_k(\hat{x}_{k-1}, u_{k-1}, t_{k-1})$$  \hspace{1cm} (25)

Where $\hat{x}_k$ indicates the calculated state using time-update equations and $\hat{x}_k$ shows the estimated state using measurement-update equations. Generally, $\hat{x}_k$ is more accurate than $\hat{x}_k$ due to the fact that the measurement of time K in estimation node is considered in the procedure.

Consider $\hat{x}_k^+$ is sufficiently close to $x_k$. Hence, following the EoNs. (26) and (27), the process noise can be estimated as the difference between $\hat{x}_k^+$ and $\hat{x}_k$, i.e. $\hat{w}_{k-1} = \hat{x}_k^+ - \hat{x}_k$. Consequently, the process noise variance ($\hat{Q}_{k-1}$) can be obtained via Eq. (28).

$$\hat{w}_{k-1} = \hat{x}_k^+ - \hat{x}_k$$  \hspace{1cm} (26)

$$\hat{Q}_{k-1} = E[\hat{w}_{k-1} \hat{w}_{k-1}^T]$$  \hspace{1cm} (27)

$Q_k$ was assumed to be diagonal, thus, its estimation $\hat{Q}_k$ should also be diagonal.

$$\hat{Q}_{k-1} = \text{diag}[DVQ]$$  \hspace{1cm} (28)

Process noise can be computed using a limited preceding horizon.

$$DV_{k} = \frac{1}{M-1} \sum_{j=1}^{M} \hat{w}_{(k-j)} \hat{w}_{(k-j)} \quad i = 1, 2, \ldots, n$$  \hspace{1cm} (29)

$M$ signifies to the length of the window size. Applying Eqs. (28) and (29), the process variance noise can be estimated using previous available data.

The variance of measurement noise should be estimated as well. Generally, the covariance matrix is determined using Eq. (30).

$$R_k = E[(x_k - \hat{x}_k)(x_k - \hat{x}_k)^T]$$  \hspace{1cm} (30)

$\eta_k$ and $\epsilon_k$ are defined as error in each time-step

$$\eta_k = y_k - H_k \hat{x}_k$$  \hspace{1cm} (31)

$$\epsilon_k = y_k - H_k \hat{x}_k$$  \hspace{1cm} (32)

In order to estimate the measurement noise, an innovation step is introduced by authors. In this step, the measurement noise is computed using a new introduced sequence (IS). IS is defined in Eqs. (33), (34), and (35).

$$IS_{2k-1} = \eta_k, IS_{2k} = \epsilon_k$$  \hspace{1cm} (33)

$$IS = y - H\hat{x}_k$$  \hspace{1cm} (34)

$$IS = (H\hat{x}_k + v_k) - H\hat{x}_k = v_k + H(x_k - \hat{x}_k)$$  \hspace{1cm} (35)

In order to find the relationship between IS and actual measurement noise $R_k$, the variance of IS should be computed. If $v_k$ and $\hat{x}_k$ be independent, $E[IS\text{IS}^T]$can be calculated using Eq. (36).

$$E[IS\text{IS}^T] = R_k + H_P H_k^T$$  \hspace{1cm} (36)

However, $v_k$ and $\hat{x}_k$ are not really independent, because, as mentioned above, the value of $v_k$ was used in updating $\hat{x}_k^+$ (See Eq. (21)). Therefore, considering this fact, our suggestion to calculate the variance of IS is presented as follows. The main idea that helped the authors to reach the following formulation was this fact that the variance of the
difference between two correlated signals is always smaller than the maximum of signal variances. Extensive simulation tests have shown that these formulas can give us more accurate results.

\[
E[\mathbf{IS'}\mathbf{ST'}] = \mathbf{R}_k - \mathbf{HB}_k^+\mathbf{H}^T \tag{37}
\]

\[
\mathbf{R}_k = E[\mathbf{IS'}\mathbf{ST'}] + \mathbf{HB}_k^+\mathbf{H}^T \tag{38}
\]

\[
E[\mathbf{IS'}\mathbf{ST'}] = \text{diag}[\mathbf{DVR}] \tag{39}
\]

\[
DVR_i = \frac{1}{2M} \sum_{j=0}^{2M-1} \mathbf{IS}_{(k-j)}\mathbf{IS}_{(k-j)}^T \tag{40}
\]

\[
i = 1,2,\ldots, m
\]

MATHEMATICAL MODEL OF CSTR

An irreversible and exothermic reaction \( \text{A} \rightarrow \text{B} \) takes place inside the jacket CSTR that is shown in Figure 2 (Sawattanakit and Jaovisidha 1998). The reaction is operated by two proportional controllers that are used to regulate the outlet temperature and the tank level. A cooling jacket surrounds the reactor and the coolant is water in this case. Negligible heat losses, constant densities, perfect mixing inside the tank and uniform temperature in the jacket are assumed.

The dynamic equations describing the system are given by (Jones and Luyben 1989):

\[
\frac{dV}{dt} = F_i - F_o \tag{35}
\]

\[
\frac{d(VCc)}{dt} = FCa - F_iCa - V\left(k_0 \exp\left(\frac{E_a}{RT}\right) Ca\right) \tag{36}
\]

\[
\rho c_p \frac{d(VT)}{dt} = \rho c_p (F_iT_i - F_oT_o) - \Delta HV \left(k_0 \exp\left(\frac{E_a}{RT}\right) Ca - Ua_0 (T - T_j)\right) \tag{37}
\]

\[
\rho Vc_j \frac{dT_j}{dt} = \rho c_j (F_i(T_i - T_j) + Ua_0 (T - T_j)) \tag{38}
\]

\[
F_o = 40 - 10(48 - V) \quad \text{(Level controller)} \tag{39}
\]

\[
F_j = 49.9 - 4(600 - T) \quad \text{(Temperature controller)} \tag{40}
\]

Table 1: Non isothermal CSTR parameter

<table>
<thead>
<tr>
<th>Notation</th>
<th>Variable</th>
<th>Steady state values</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F_o)</td>
<td>Outlet flow rate</td>
<td>40.0 ft³/h</td>
</tr>
<tr>
<td>(C_a)</td>
<td>Inlet reactant concentration</td>
<td>0.5 lb mol of A/ft³</td>
</tr>
<tr>
<td>(T)</td>
<td>Reactor temperature</td>
<td>600°F</td>
</tr>
<tr>
<td>(F_i)</td>
<td>Coolant flow rate</td>
<td>49.9 ft³/h</td>
</tr>
<tr>
<td>(V)</td>
<td>Volume of reactor</td>
<td>48 ft³</td>
</tr>
<tr>
<td>(C_a)</td>
<td>Reactant concentration in reactor</td>
<td>0.245 lb mol of A/ft³</td>
</tr>
<tr>
<td>(T_j)</td>
<td>Jacket temperature</td>
<td>594.6°F</td>
</tr>
<tr>
<td>(T_i)</td>
<td>Inlet feed temperature</td>
<td>530°F</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Notation</th>
<th>Variable</th>
<th>Parameter values</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V)</td>
<td>Volume of jacket</td>
<td>3.85 ft³</td>
</tr>
<tr>
<td>(E_a)</td>
<td>Activation energy</td>
<td>300000 Btu/lb mol</td>
</tr>
<tr>
<td>(U)</td>
<td>Heat-transfer coefficient</td>
<td>150 Btu/ft² °F</td>
</tr>
<tr>
<td>(T_c)</td>
<td>Inlet feed temperature</td>
<td>530°F</td>
</tr>
<tr>
<td>(c_p)</td>
<td>Heat capacity (process side)</td>
<td>0.75 Btu/ft²°F</td>
</tr>
<tr>
<td>(\rho)</td>
<td>Density of process mixture</td>
<td>50 lbm/ft³</td>
</tr>
<tr>
<td>(k_0)</td>
<td>Frequency factor</td>
<td>7.08 × 10¹⁰ s⁻¹</td>
</tr>
<tr>
<td>(R)</td>
<td>Universal gas constant</td>
<td>1.987 Btu/ft³ mol °R</td>
</tr>
<tr>
<td>(a_i)</td>
<td>Heat-transfer area</td>
<td>250 ft²</td>
</tr>
<tr>
<td>(\Delta H)</td>
<td>Heat of reaction</td>
<td>-30000 Btu/lb mol</td>
</tr>
<tr>
<td>(C_j)</td>
<td>Heat capacity (cooler side)</td>
<td>1.0 Btu/ft²°F</td>
</tr>
<tr>
<td>(\beta_j)</td>
<td>Density of coolant</td>
<td>62.3 lbm/ft³</td>
</tr>
</tbody>
</table>

SIMULATION STUDIES

For computer simulation, the CSTR nonlinear model is implemented using s-function and SIMULINK facilities in MATLAB. The basic time unit is hours (hr) and the sampling time is taken to be equal to 0.005 hr.

As it is clear from Fig.2., the outputs of the system are volume and temperature of product, concentration of A, and temperature of CSTR jacket. For the simulation studies, measurements \((V, T)\) have been assumed as the observed values in order to estimate all states of the system \((V, T, C_a, T_j)\).

Proposed methodologies have been implemented on the CSTR plant. Figures 2 to 5 show the estimation of 4 states of the CSTR by 3 methods. The real value of standard deviation of measurement and process noises are 0.002 and 0.005 times of initial real states, respectively. Standard EKF is presented as the comparison criterion in which the correct noise variances are applied. In order to demonstrate the effect of fading and novel adaptive methods in the case of which process and measurement noises are not really known, incorrect values of noises covariance are introduced to these methods to examine their capability to extract the real values. The ratios of the incorrect values to the correct ones are 0.1 and 10, respectively, for \(R\) and \(Q\) in Figs. 2 to 5. These methods should compensate the effect of shortage in this information.

It should be noted that estimation of concentration state is the most important parameter in output quality of CSTR. However, the simulation of others outputs also verify the capability of the proposed method.

Tables 2-5 can clearly show that the proposed Novel adaptive method is the best choice for industrial cases in which the real values of noise variances are unknown.
CONCLUSION

The issue of state estimation of nonlinear technical processes under a noisy environment has witnessed an overwhelming research. Highly nonlinear dynamics, unknown or vague knowledge of existing measurement noises, uncertain modeling paradigms, and unavailability of some major state measurements all have been the driving forces to attract many dedicated studies. The Extended Kalman Filter (EKF) is a prevailing methodology widely utilized for this demanding task. The common trend for the EKF implementation assumes pre-specified fixed distribution matrices for both process and measurement noises. This inflexible constant variance set-up which employs the ideal white noise model assumption for describing the process and measurement noises causes the EKF algorithm to diverge or at best converge to a large bound even if the EKF model is perfectly tuned. In this paper a novel adaptive extended Kalman filter (AEKF) algorithm was suggested to cope with the unknown noise variance matrices. Here, variance matrices for both process and measurement noise signals were assumed unknown a priori and thus incrementally estimated and updated using a sliding time window paradigm within which an estimation of the noise variance is calculated and adaptively updated each time the window is shifted forward. The proposed methodology was tested on a simulated continuous stirred tank reactor (CSTR) problem to estimate 4 states of this nonlinear plant. The simulation results indicate notable improvements over the classical EKF-based and fading extended Kalman filter method.
Table 2: Volume estimation error in terms of RMSE. The first row shows the ratios of incorrect values to correct values of noise variances. The incorrect values are just applied to Fading and Novel Adaptive methods where Standard method uses the actual value of noise and process variances.

| Method       | R   | Q   | 0.1 | 1   | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 |
|--------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Fading       | 0.02426 | 0.04085 | 0.03034 | 0.06653 | 0.02936 | 0.03635 | 0.03823 | 0.08849 | 0.03728 | 0.04085 | 0.05125 |
| Standard     | 0.02091 | 0.02091 | 0.02091 | 0.02091 | 0.02091 | 0.02091 | 0.02091 | 0.02091 | 0.02091 | 0.02091 | 0.02091 |
| Novel Adaptive | 0.01417 | 0.0158 | 0.01431 | 0.01682 | 0.0148 | 0.01572 | 0.01325 | 0.01749 | 0.01389 | 0.01618 | 0.01563 |

Table 3: Concentration estimation error in terms of RMSE. The first row shows the ratios of incorrect values to correct values of noise variances. The incorrect values are just applied to Fading and Novel Adaptive methods where Standard method uses the actual value of noise and process variances.

| Method       | R   | Q   | 0.1 | 1   | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 |
|--------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Fading       | 0.01412 | 0.02886 | 0.01355 | 0.0488 | 0.01771 | 0.01762 | 0.01345 | 0.06684 | 0.01416 | 0.02867 | 0.01409 |
| Standard     | 0.00056 | 0.00056 | 0.00056 | 0.00056 | 0.00056 | 0.00056 | 0.00056 | 0.00056 | 0.00056 | 0.00056 | 0.00056 |
| Novel Adaptive | 0.00062 | 0.00065 | 0.0006 | 0.00058 | 0.00096 | 0.00059 | 0.0006 | 0.00059 | 0.00113 | 0.00058 | 0.00058 |

Table 4: Temperature estimation error in terms of RMSE. The first row shows the ratios of incorrect values to correct values of noise variances. The incorrect values are just applied to Fading and Novel Adaptive methods where Standard method uses the actual value of noise and process variances.

| Method       | R   | Q   | 0.1 | 1   | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 |
|--------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Fading       | 0.5205 | 0.6628 | 0.51461 | 0.89768 | 0.55454 | 0.55641 | 0.51368 | 1.1324 | 0.52081 | 0.66542 | 0.51993 |
| Standard     | 0.32846 | 0.32846 | 0.32846 | 0.32846 | 0.32846 | 0.32846 | 0.32846 | 0.32846 | 0.32846 | 0.32846 | 0.32846 |
| Novel Adaptive | 0.32071 | 0.32663 | 0.32052 | 0.33437 | 0.32673 | 0.32246 | 0.32047 | 0.34334 | 0.32784 | 0.32612 | 0.3227 |

Table 5: Temperature of jacket estimation error in terms of RMSE. The first row shows the ratios of incorrect values to correct values of noise variances. The incorrect values are just applied to Fading and Novel Adaptive methods where Standard method uses the actual value of noise and process variances.

| Method       | R   | Q   | 0.1 | 1   | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 | 10  | 0.1 |
|--------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Fading       | 0.41554 | 0.49098 | 0.41196 | 0.59993 | 0.43558 | 0.43509 | 0.41139 | 0.72896 | 0.41575 | 0.49063 | 0.41514 |
| Standard     | 0.28196 | 0.28196 | 0.28196 | 0.28196 | 0.28196 | 0.28196 | 0.28196 | 0.28196 | 0.28196 | 0.28196 | 0.28196 |
| Novel Adaptive | 0.27474 | 0.2793 | 0.27457 | 0.28335 | 0.27978 | 0.27621 | 0.27452 | 0.28775 | 0.28072 | 0.27885 | 0.27642 |
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ABSTRACT

This article covers the analysis and research into a device recently developed by the University of Wolverhampton (UK), called a ‘GP’ MTD Mechanical Thrombectomy Device, under the direction of Dr G. Pearce. This device will improve the process of extracting thrombosis clots in the cerebral arteries. On the one hand, the development of the simulation model of this device is shown by using Bond-Graph formalism and, on the other hand, the optimization of its performance in the very near future, from the interpretation of the results.
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INTRODUCTION

This article Approaches the study and research into a device recently developed under the supervision of Dr G. Pearce from Wolverhampton University (United Kingdom) called a ‘GP’ Mechanical Thrombectomy Device (MTD) (Pearce et al. 2007, Pearce et al. 2008, Pearce et al. 2009, Rai et al. 2009). This device allows improving the process of extraction of typical thrombosis clots in cerebral arteries. Presented in this paper is the development of the model of this device by means of the Bond Graph technique, as well as its simulation and interpretation of the results obtained with the purpose of optimizing its operation for future use.

The aim of the simulation model that is presented is to obtain the minimum pressure necessary to extract the clot and to check that, both this pressure and the time required to complete the operation are reasonable for use in patients, and are in line with experimentally obtained data. It is therefore necessary to consider aspects from the domains of hydraulics and mechanics. The Bond Graph technique (Karnopp et al. 1990) was chosen for its simplicity and suitability for a combined study of both domains.

STATE-OF-THE-ART

Thrombosis is produced by the formation of a clot inside the blood vessels causing an abrupt interruption of the blood flow. In the cerebral arteries this occlusion takes place due to the presence of a clot that has formed at another location of greater diameter which obstructs the cerebral artery due to its smaller cross section.

The process to eliminate this obstruction is called catheterism and different devices exist to carry out this operation. All of them function by introducing a catheter into the artery to eliminate the clot, generally by pushing it. The device under study in this paper, compared to those currently in use, is based on the suction of the obstructing element by creating a vortex, the advantage being that smaller risks are associated with its use.

For the study of this device, different existing techniques have been considered for the modelling and simulation. Some methods which have been considered for their applicability are the Boltzmann flow simulation technique, and finite elements modelling and its implementation in Matlab software, with 2D or 3D models; or by means of Laplace transformations using Dynamic Motion Solver software.

Finally, the method chosen for the representation and simulation of this model is the Bond Graph technique. Its choice is based on the fact that this technique allows assimilating the model to an electric circuit made up of resistances, capacitances and inductances. Therefore, it is possible to obtain the results in a simple way by evaluating flows and efforts that join and connect the components of the model.

This paper gives a brief description of the device under study, as well as the parts comprising it. Next, the model used for the simulation is described and the phenomena considered to define the device, and, in addition, the values of the parameters used are defined. Lastly the results obtained and the conclusions of this study are attached.

MODEL DESCRIPTION

The specific device shown in this article is formed by a pump that provides the necessary suction pressure for the operation, joined to a very long catheter. The ‘GP’ is located at the end of this catheter.

Figure 1. ‘GP’ Device.
It is a hollow cylinder with the same diameter as the catheter. Its interior is the place where the vortex is created to carry out the extraction. This device is introduced into the cerebral artery at the place where the clot is, and is positioned at a distance of 3mm from it. Then the suction begins until the clot is extracted. The clot crosses the 3mm that separate it from the ‘GP’ and becomes encrusted with it due to the difference in diameters. Once it is encrusted, the device is removed from the body.

To obtain the simulation of the model, Bondin © software will be used (Romero et al. 2009). This program allows obtaining the evolution of the characteristic parameters of the model as well as letting them be compared.

Listed below are the components of the model.

**Pump**

The pump is the component that creates the necessary pressure to carry out the extraction. It is represented by a variable pressure source whose value will increase from zero to 40 kPa, a figure which experience shows to be suitable for carrying out this operation. The time taken to reach 40kPa is 3 sec., after which time the pressure provided by the pump remains constant.

**Catheter and ‘GP’**

The catheter is a 110 cm long 1 mm diameter hollow cylindrical tube. It is joined to the ‘GP’ cylinder of the same diameter and a length of 20mm. In order to represent both elements, they are considered as several pipe sections bearing in mind the different phenomena that take place in their interior: load and inertia loss, and fluid compressibility.

Linear load loss is due to the friction between the liquid particles and the pipe walls. Due to their being straight pipes, only linear load losses are taken into account. As this pipe is horizontal and of constant cross section in each section, the load loss is reduced to a pressure loss as the fluid advances along the pipe, the loss being progressive and proportional to the length of the pipe. It is represented by a resistance R, and a type 1 junction.

To determine the equation that governs its behaviour, it is necessary to know if the behaviour of the blood flow is laminar or turbulent. This is evaluated by the Reynolds number, giving the following value:

$$\text{Re} = \frac{V \cdot D}{\nu} = 1000 < 2200$$

(1)

The behaviour is laminar, and can be determined by the following expression:

$$R = \frac{128 \cdot \eta \cdot L}{\pi \cdot D^4}$$

(2)

where $\eta$ is the dynamic viscosity of the blood flow, $L$ the length of the pipe section and $D$ its diameter.

Secondly, the flow inertia to be overcome in its movement is taken into account. It is represented by a type 1, port and a type 1 junction. The expression is:

$$I = \rho \cdot L / A$$

(3)

where $\rho$ is the blood density, $L$ the length of the pipe and $A$ its cross section. Considering this section with circular geometry:

$$A = \pi \cdot \left(\frac{D}{2}\right)^2$$

(4)

Lastly, the blood compressibility is included. It acts as a spring producing a decrease in volume when the pressure required for compression is increased. This behaviour is dependent on Bulk's blood coefficient (B) and it is defined by a capacitance C with a type 0 junction, by the following expression:

$$K = 4 \cdot B / \pi \cdot D^2 \cdot L$$

(5)

In the model, first the pump is positioned then the catheter. Due to its great length it is represented by ten identical sections that include the three previously described phenomena. Thanks to this representation, it is possible to study the evolution of the pressure loss along the catheter. Later the ‘GP’ is positioned and is represented by the three previous phenomena.

**‘GP’-Artery junction**

The artery is located at the end of the ‘GP’. The transition between both elements is considered as a secondary load loss caused by the difference in diameter of both elements and the subsequent variations in flow. These load losses are modelled by a resistance R and can be calculated with the following expression:

$$R = \frac{8 \cdot \rho \cdot \xi \cdot \frac{Q}{\pi \cdot D^4}}{\nu}$$

(6)

where $P$ is the load loss, $V$ the mean speed of the flow in this section and $\xi$, the load loss coefficient. As the pressures are not equal, the junction is type 1.

The load loss coefficient $\xi$ is an adimensional parameter that quantifies the loss produced and depends on the geometry of the junction. Since this is a narrowing, this value is 0.4.

The flow is not constant during the extraction, so to calculate this expression, its value at each instant is considered like the flow of the inertia that represent the GP device (flow($I_{GP}$)).

The diameter indicated in the expression, is the mean diameter between the cylinder and the artery, calculated in the following way:

$$D_{\text{medium}} = \frac{D_{\text{cylinder}} + D_{\text{artery}}}{2}$$

(7)
**Artery**

The artery located between the end of the ‘GP’ and the clot is included in the model as another section of a pipe, similar to the catheter and the ‘GP’. It is defined by the loss of linear load (R), the inertia (I) and the compressibility of the blood (C).

In addition, it is necessary to insert a parameter that represents the compressibility of the artery, in line with its Young’s modulus:

\[
K = \frac{E \cdot h}{V_0 \cdot 2 \cdot r_0}
\]  

\text{(8)}

### Domain change

Once all the elements are defined by fluid mechanics, it is necessary to change from the domain of hydraulics to mechanics, to be able to evaluate the movements and efforts in the clot, as well as to define the physical friction between the clot and the artery.

This domain change is carried out by a Transformer (TF) element. To calculate the value of the coefficient defining this element, the change in the definition of the flow before and after this element is evaluated. Before the transformer, the flow is in the hydraulics domain, while after, it is in the mechanics domain. The coefficient will be determined by evaluating the required change between both domains. Since the equation that relates both flows is \( f_2 = f_1 \cdot r \), where \( f_1 = Q_1 = v_1 \cdot A_1 \) and \( f_2 = v_2 \), then:

\[
r = \frac{1}{A_1} = \frac{1}{\pi} \cdot R^2
\]  

\text{(9)}

where R is the artery radius.

**Clot**

Representing the clot is the most complex part of the model. Firstly, the existence of a spring is considered (C port). It measures the force support by the beginning of the clot. Experimental data indicate that the clot begins its movement when this force is equal to 0.01N, from which the value of the constant of this spring is determined by the expression:

\[
K = \frac{F}{q}
\]  

\text{(10)}

Additionally a resistance R is positioned. It represents the friction between the clot and the arterial wall. The value of this parameter is variable depending on whether the clot has not begun its movement (static friction) or if it is already in movement (dynamic friction). This value is obtained starting from the Stokes equation.

An inertia is inserted that represents the mass of the clot.

\[
I = m
\]  

\text{(11)}

Finally, a spring-damper system is used to ensure that the clot remains at rest while the force acting at its beginning is less than 0.01 N. The spring-damper system is joined to a zero flow source. While the clot does not receive the force of minimum suction, it has a zero speed. However, when it begins its movement, the spring-damper system is cancelled allowing its extraction.

### Complete model representation

The implementation of the model required for the simulation is shown and it has been made connecting the different components show previously. The full model is presented divided into three ordered blocks.

---

*Figure 2. Complete model.*
First block shows the junction between the pump with the catheter. Since this is a repeated a section, only first section are shown, each one characterized by the previously described R, C and I ports. Second block includes the ‘GP’, the loss between the ‘GP’ and the artery, and the artery and blood. Finally, the third block represents the parameters describing the clot and its movement, which includes the change from hydraulics to mechanics.

**MODEL VALIDATION**

The object of this study consists in determining the minimum pressure required for the extraction of a blood clot. To do this, by varying the values of the pressure source, the movement of the clot and the time required for its extraction are measured, thereby obtaining the optimum minimum pressure.

To carry out the model validation, the values of the parameters used in the simulation are listed in the following table.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure</td>
<td>0 - [-40, -60] kPa</td>
</tr>
<tr>
<td>Blood Viscosity (η)</td>
<td>0.0035 Pa*s</td>
</tr>
<tr>
<td>Blood Density (ρ)</td>
<td>1060 kg/m³</td>
</tr>
<tr>
<td>Bulk’s coefficient</td>
<td>2200000000 N/m</td>
</tr>
<tr>
<td>Catheter length (L)</td>
<td>110 cm</td>
</tr>
<tr>
<td>Catheter diameter (D)</td>
<td>0.001 m</td>
</tr>
<tr>
<td>‘GP’ length (L)</td>
<td>0.020 m</td>
</tr>
<tr>
<td>‘GP’ diameter (D)</td>
<td>0.001 m</td>
</tr>
<tr>
<td>‘GP’ thickness (h)</td>
<td>0.0001 m</td>
</tr>
<tr>
<td>Artery Young modulus (E)</td>
<td>28000000000 N/m</td>
</tr>
<tr>
<td>Artery thickness (h)</td>
<td>0.0001 m</td>
</tr>
<tr>
<td>Artery diameter (Da)</td>
<td>0.003 m</td>
</tr>
<tr>
<td>Artery length (La)</td>
<td>0.003 m</td>
</tr>
<tr>
<td>Load loss coefficient (ξ)</td>
<td>0.4</td>
</tr>
<tr>
<td>Flow load loss (Q)</td>
<td>flow(LGP)</td>
</tr>
<tr>
<td>‘GP’-artery mean diameter (Dm)</td>
<td>0.002 m</td>
</tr>
<tr>
<td>Domain change coefficient (τ)</td>
<td>141471.06000</td>
</tr>
<tr>
<td>Static friction</td>
<td>0.0000025 N/s/m</td>
</tr>
<tr>
<td>Dynamic friction</td>
<td>0.000000025 N/s/m</td>
</tr>
<tr>
<td>Clot weight</td>
<td>0.001 kg</td>
</tr>
</tbody>
</table>

Table I. Parameter values

Likewise, by introducing gauges into the model, pressure loss is evaluated through the sections determining where these losses are concentrated. Also evaluated is if the artery possesses the necessary strength to support the pressure to which it is subjected in this operation.

**RESULTS**

The results obtained are shown after the model simulation using a 40 kPa suction pressure and considering a 5cm long obstructive clot of 1gr. mass.

In figure 3 the evolution of the suction pressure supported by the clot can be observed. It can be seen that it undergoes an increase over time until it reaches a value of 1.41 kPa at 112 seconds. This pressure corresponds to 0.01 N, the point at which the clot starts its movement.

Figure 4 shows clot movement. It can be seen that its movement is zero until 112 seconds, a point at which it reaches a force of 0.01N. From this instant it begins its movement. The clot must travel 3mm through the artery, which is the distance that separates it from the end of the ‘GP’, in which the clot will be encrusted. It can be observed that the clot needs 114 seconds to travel this distance.

Figure 5. Pressure loss between the pump and the artery.
Figure 5 shows the pressure loss between the pump outlet and the artery.

A significant pressure loss occurs as can be seen in figure 6. It is mainly concentrated in the catheter joining the pump to the ‘GP’. As the blood is sucked away, the device progressively loses pressure in each section it flows through due to load loss, blood compressibility and to the blood’s own inertia.

Figure 6 shows the loss in pressure in three catheter sections, with a behaviour proportional to the distance being observed.

![Graph showing pressure loss in catheter sections.](image)

Figure 6. Loss in pressure in the first sections of the catheter.

Finally, in figure 7 the loss in pressure is shown from the pump up to the clot. The proportionality of the loss in pressure is observed in the catheter and its greater magnitude in respect of the loss experienced in the ‘GP’ and artery.

![Graph showing pressure loss in catheter, GP, and artery.](image)

Figure 7. Loss in pressure in the catheter, GP and artery.

Previous figure has been obtained when the clot is moving and it’s possible see that the loss of pressure appear mainly in the catheter part due to the length of this component and how the loss of pressure is the same in each division too. After this loss of pressure, the pressure are 99% stabilized in the GP (the less of pressure are lower than in the catheter). Finally a little percentage of the de-pressure pump remove the clot.

**CONCLUSIONS**

Experimental data indicate that the extraction of the blood clot takes place in an interval of time of [60,120] sec. In figure 4 it can be seen that the simulation produces the extraction in 114 seconds, a figure that is coherent with experience.

The model indicates that a pressure of 40 kPa is enough for the extraction of a 5cm long 1g clot. It would be necessary to check how this pressure evolves by varying the mass and length of the clot.

On the other hand, studies demonstrate that the artery has a resistance of 750 mmHg, which is equivalent to 100 Kpa. In figure 3 it is seen that the pressure in this area rises to 1.41 kPa, there being a wider danger margin for rupture of the artery.

Finally it is shown that an important pressure loss takes place in the catheter joining the pump to the ‘GP’. These values obtained can be used to optimize its geometry.

**FUTURE WORKS**

This work is a first attempt to optimize the operation of the ‘GP’ device, ensuring its future applicability and compatibility with the experimental data obtained by Dr Pearce. The subsequent lines of work should focus on developing a highly accurate model, the study of different clot sizes and the rechanneling of the blood flow after clot removal.
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ABSTRACT

The article deals with the predictions of time and space evolution of pollution dispersion during the early phase of a hypothetical radiation accident. The goal is to design a proper fast algorithm which could enable more precise online estimation of radioactivity propagation on basis of recursive procedure of Bayesian filtering. Predicted trajectory of the plume of pollutants is refined online according to the values of observations incoming from terrain. The technique should be sufficiently robust to cope an expected lack of information in the same beginning of the event. A certain modification of the particle filter (PF) method is investigated here. Its robustness is illustrated on a real but atypical meteorological situation. Short time meteorological forecast entering the model is for this case in poor correspondence with the real time local meteorological measurements. Radiological measurements are assumed to be coming periodically from the Czech Early Warning Network (EWN). The respective radiological values in the real positions of EWN receptors are generated “artificially” drawing inspiration from the real local meteorological measurements.

INTRODUCTION

Ongoing efforts on improvement of safety requirements cover both implementation of inherent safety features of the new constructed facilities and substantial improvement of emergency preparedness and response. Tracking and predictions of hazardous material spreading through the living environment provide decision-makers fundamental information for effective emergency management. Models should be capable to generate relevant information even in the lack of some basic input information. Correct chain of simulated consequences requires as realistic as possible description of the accident evolution from the same beginning of the harmful substances release. Just at the moment the accident scenario is not known completely and large uncertainties are involved. The evolution of emergency situation is usually so far varied and complicated that specific ad hoc solutions have to be introduced.

In this paper we are studying an application of data assimilation (DA) procedure insisting in optimum combination of prior knowledge with real observations incoming from terrain. The observations bring simultaneously an indirect information related to the system state. Advanced statistical assimilation methods account for both model and measurements error covariance structure. The problem of pollution spreading in the atmosphere is described by nonlinear and generally non-Gaussian model. The attention is focused on Bayesian tracking of the toxic plume propagation over the terrain. It was shown (e.g. Doucet et al. 2001, Doucet et al. 2008, Hoteit et al. 2008, Moradkhani 2008) that except simple problems the Bayesian inference in such complex systems is not analytically tractable.

Consequently, the technique implemented here tries to solve a certain particular task of recursive Bayesian filter by Monte Carlo simulations. The objective of tracking is to refine recursively model predictions on basis of incoming measurements. Tracking in Bayesian approach concerns of recursive evaluation of the state posterior probability density function (pdf) evolution based on all available information. The article addresses the Bayesian tracking procedure from the same beginning of the complicated toxic plume spreading under (possibly) incomplete scenario description.

PROBLEM FORMULATION

We restrict our attention to the stochastic state-space models

\[ x_i = b(x_{i-1}) + w_i, \]

\[ y_i = h(x_i) + v_i \]

(1)

in discrete time steps \( t=1, ..., T \). Here, \( x_i \) is N-dimensional vector unobserved internal quantities describing state of the model at time \( t \), and \( y_i \) is M-dimensional vector of measurements obtained during the time step \( < t-1 ; t > \). Nonlinear vector functions \( b() \) and \( h() \) describe evolution of the state in time, and mapping of the state to measurements, respectively. Disturbance (noise) vectors \( w_i \) and \( v_i \) are considered to be independent realizations of random variables with zero mean and known variances, \( Q \) and \( R \), respectively.

Formalization (1) is intuitively appealing for stationary additive disturbances (noises). However, it may be misleading when e.g. variance of the disturbance is state-dependent. Then, we consider a slightly more general version of (1)

\[ x_i \sim p(x_i | x_{i-1}) \]

\[ y_i \sim p(y_i | x_i) \]

(2)
Where \( p(x_t | x_{t-1}) \) denotes probability density function \( pdf \) of random variable \( x_t \) given realization of \( x_{t-1} \). Model (1) arises as a special case (2) for choice \( p(x_t | x_{t-1}) = N(h(x_t), Q) \) and \( p(y_t | x_t) = N(h(x_t), R) \). The recursion starts at \( t=0 \) for \( x_0 \sim p(x_0) \), which is known as prior pdf.

Model (2) enforces too strong restrictions: (i) realization of state variable \( x_t \) at time \( t \) depends only on values of \( x_{t-1} \); and (ii) realization of the measurement \( y_t \) depends only on current realization of the state \( x_t \). These assumptions may seem very restrictive, however, wide range of different models can be converted into the form (2) under appropriate choice of state variable \( x_t \). For example, when initial conditions of the process or time-invariant parameters of the pdfs are not known, they are considered to be part of the state. In that case, \( x_t \) is sometimes called the augmented state, however, we will not make such distinction. In this paper, \( x_t \) denotes aggregation of all uncertainty in the model. Specific meaning of different parts of the state will be discussed later.

State-space formulation has been used in DA problem in the later stages of accident in post-emergency phases. Long term evolution of \(^{137}\)Cs deposited on terrain was predicted recursively (Hofman et al. 2008a) using Kalman filter technique, which is an optimal estimator for linear functions \( g() \) and \( h() \) and Gaussian pdfs in (2). But such linear model is insufficient for formulation of more complicated problems arising in the early phase of accident (Rojas-Palma 2005) and more general nonlinear dynamic model (2) is required. Bayesian approach to estimation of unknown quantities \( x_t \) is based on recursive evaluation of posterior density \( p(x_t | y_{1:t}) \) using the Bayes rule:

\[
p(x_t | y_{1:t}) \propto p(y_t | x_t) p(x_t | y_{1:t-1})
\]

\[
p(x_{t+1} | y_{1:t}) = \int p(x_{t+1} | x_t) p(x_t | y_{1:t}) dx_t.
\]  \(3\)

Here, \( y_{1:t} = [y_1, ..., y_t] \) and \( \propto \) denotes equality up to multiplicative constant, see (Ducet et al. 2001) for details. Note that since \( x_t \) aggregates all uncertainty in the model, posterior density \( p(x_t | y_{1:t}) \) potentially provides estimates of unknown parameters, unknown initial conditions, or--- under appropriate parameterization --- even unknown variants of the model.

PARTICLE FILTERING

Except for few special cases (such as the Kalman filter), integration (3) is intractable. Therefore, various approximations have been proposed. The particle filter (also known as sequential Monte Carlo) is based on approximation of the posterior density by a weighted empirical approximation

\[
p(x_t | y_{1:t}) \approx \sum_{i=1}^{n} w_{i,t} \delta(x_t - x^{(i)}_t)
\]  \(4\)

where \( x^{(i)}_t, i=1, ..., n \) are samples of the random variable, i.e. the particles, and \( w_{i,t} > 0, \sum_{i=1}^{n} w_{i,t} = 1 \) are particle weights. Under this approximation, integration (3) is reduced to sampling from densities (in our case \( p(x_t | y_{1:t}) \) ), and recursive evaluation of particle weights \( w_{i,t} \).

\[
w_{i,t} \propto p(y_t | x^{(i)}_t) w_{i,t-1}
\]  \(5\)

Key advantages of this approximation are easy evaluation of an arbitrary moment, \( m(x_t) \),

\[
m(x_t) = \sum_{i=1}^{n} w_{i,t} m(x^{(i)}_t)
\]  \(6\)

ability to handle arbitrary non-linear functions, and guaranteed convergence to the true posterior with growing number of particles \( n \). The main disadvantage of the approach is its excessive computational cost.

Adaptation of particle filtering scheme to the early phase of the plume propagation

Intuitively, the key state variable of the scenario is distribution of the pollutant in the atmosphere over the terrain. We model this distribution via segmented Gaussian plume model (SGPM). This is a discrete model with one-hour time step. Within each hour, given amount of a pollutant is released and evolution of this quantity is simulated taking into account all environmental effects (Pecha et al. 2007).

Real release dynamics is partitioned into a number of fictive one-hour segments with equivalent homogenous averaged release source strength. Synchronization with hourly forecast of meteorological conditions is performed. Hourly segment of release is spread during the first hour as a “Gaussian droplet”. In the following hours of spreading according to available hourly meteorological forecast, the droplet is treated as “prolonged puff” and its dispersion and depletion during the movement is simulated numerically by large number of elemental shifts. More detailed description of the procedure is described in (Pecha et al. 2008, Hofman et al. 2008). Each hourly segment \( g \) is consecutively modelled in its all hourly meteorological phases \( f \). Output vector \( s_f \) of values of interest at time \( T \) after the release start are superposed as:

\[
s_f = \sum_{g=1}^{G} \{ \sum_{i=1}^{T} \sum_{f=1}^{n} s^{g,f} \}
\]  \(7\)

Each plume segment is uniquely described by the vector variable \( s^{g,f} \). Evolution of each such plume segment over the terrain is described by deterministic SGPM model mentioned above. Let rewrite symbolically \( s^{g,f} \) to \( s(t) \), where \( t < i \) denotes time of the release of the plume segment. The SGPM model contains many input and model parameters (Pecha et al. 2005). Most of them are treated as single values that enter the model by their best estimate values. Important random parameters are selected on basis of sensitivity analysis of the SGPM model and constitute random vector \( \Theta \). Independent random components of the vector \( \Theta \) are labelled as \( \Theta_{m,n=1,...,M} \). Random samples \( i \) from pdf(\( \Theta_{m} \)) are marked as \( \Theta_{m}^{(i)} \). The components \( \Theta_{m} \) selected for our scenario demonstrates Table 1. The aim of investigations calls for inclusion of as large as possible number of random parameters \( M \). So far, because of computational practicability, the Table 1 presents the case with \( M \) truncated to 10.

Variable \( s(t) \) is now parameterized by vector of parameters \( \Theta \). This vector contains both time invariant parameters, such as dispersion and dry deposition characteris-
tics, and time-variant parameters, such as wind direction and wind velocity at time \( t \).

Under probabilistic formalization (2), the original SGPM model is interpreted as conditional density

\[
p(s(\tau), | s(\tau_{t-1}), \Theta^t) = \delta(s(\tau) - SGPM(s(\tau_{t-1}), \Theta^t))
\]

(8)

Parameters \( \Theta^t \) were considered to be known in the original formulation. In this text, we consider them to be unknown, hence we consider them to be part of the state. The state is then \( x_t = [s(1), s(2), ..., \Theta^t] \) and its evolution model

\[
p(x_{t} \mid x_{t-1}) = \prod_{r=1}^{n} p(s(\tau), | s(\tau_{t-1}), \Theta^t) p(\Theta^t)
\]

(9)

Distribution of the parameter vector \( p(\Theta^t) \) is composed of independent pdfs of components \( \Theta_{i} \) given in Table 1.

Table 1: Components \( \Theta_{i} \) of random parameter vector \( \Theta^t \).

<table>
<thead>
<tr>
<th>Component</th>
<th>Unit</th>
<th>Implementation code</th>
<th>Uncertainty bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Theta_1 ): Radioactive release during hour (f=1)</td>
<td>[Bq.h(^{-1})]</td>
<td>Q = c_1 \times Q^b</td>
<td>( LU; c_1 \in &lt;0.3; 3.1&gt; )</td>
</tr>
<tr>
<td>( \Theta_2 ): Horizontal dispersion</td>
<td>[m]</td>
<td>( \sigma_y = c_2 \times \sigma^b )</td>
<td>( N_{\text{max}}; c_2 \in &lt;0.89; 1.12&gt; )</td>
</tr>
<tr>
<td>( \Theta_3 ): Dry deposition velocity</td>
<td>[m.s(^{-1})]</td>
<td>( v_g = c_3 \times v^b )</td>
<td>( LU; c_3 \in &lt;0.91; 1.10&gt; )</td>
</tr>
<tr>
<td>( \Theta_4 ): Wind direction f=1</td>
<td>[rad]</td>
<td>( \varphi = \varphi^b + \Delta \varphi )</td>
<td>( U; c_4 \in &lt;\pm 12&gt; )</td>
</tr>
<tr>
<td>( \Theta_5 ): Wind direction f=2</td>
<td>[rad]</td>
<td>( \varphi = \varphi^b + \Delta \varphi )</td>
<td>( U; c_5 \in &lt;\pm 12&gt; )</td>
</tr>
<tr>
<td>( \Theta_6 ): Wind direction f=3</td>
<td>[rad]</td>
<td>( \varphi = \varphi^b + \Delta \varphi )</td>
<td>( U; c_6 \in &lt;\pm 12&gt; )</td>
</tr>
<tr>
<td>( \Theta_7 ): Wind speed f=1</td>
<td>[m.s(^{-1})]</td>
<td>( V_{10} = c_7 \times V_{10}^{b} )</td>
<td>( U; c_7 \in &lt;0.5; 3.0&gt; )</td>
</tr>
<tr>
<td>( \Theta_8 ): Wind speed f=2</td>
<td>[m.s(^{-1})]</td>
<td>( V_{10} = c_8 \times V_{10}^{b} )</td>
<td>( U; c_8 \in &lt;0.5; 3.0&gt; )</td>
</tr>
<tr>
<td>( \Theta_9 ): Wind speed f=3</td>
<td>[m.s(^{-1})]</td>
<td>( V_{10} = c_9 \times V_{10}^{b} )</td>
<td>( U; c_9 \in &lt;0.5; 3.0&gt; )</td>
</tr>
<tr>
<td>( \Theta_{10} ): Radiative release during hour (f=2)</td>
<td>[Bq.h(^{-1})]</td>
<td>Q = c_{10} \times Q^b</td>
<td>( LU; c_{10} \in &lt;0.31; 3.1&gt; )</td>
</tr>
</tbody>
</table>

The measurements are modelled to have Gaussian distribution:

\[
p(y_t \mid x_t) = N \left( \sum_{r=1}^{n} SGPM(s(\tau_{r}), \Sigma) \right)
\]

(10)

The mean value is given by the sum of outputs from each plume segment and is approximated by bilinear approximation of the SGPM model predictions at the points of measurements. For the experiment purposes the covariance matrix \( \Sigma \) is constructed as

\[
\Sigma = \lambda_{\text{model}} I_M + \lambda_{\text{prop}} \text{diag}(y_t)
\]

(11)

with chosen constants \( \lambda_{\text{model}} \) and \( \lambda_{\text{prop}} \). The first term models inaccuracies of the chosen Gaussian plume approximation, the second term models inaccuracies of the measuring devices. This model is almost an arbitrary choice, that is used to show potential of the considered methodology. Model of observation for practical purpose should be designed using exact characteristics of the application specific measurement devices.

Implementation of PF algorithm

The following steps represent computational flow of recursive particle filtering applied here:

1. Generate \( n \) realizations of parameter vector \( \Theta^t \) from densities listed in Table 1, \( \{ \Theta_{m} \}_{m=1..M} \) for each \( i \) into SGPM model (7) yields \( n \) corresponding plumes (in the following text interpreted as “particle”). Initially, the same weight \( w_{i0}=1/n \) is assigned to each particle \( i \).

2. For each time \( t=1..T \):
   a. Generate a set \( \{ \Theta_{m} \}_{m=1..M} \) of realizations of \( \Theta^t \) and for each plume (particle) compute one step prediction using the SGPM algorithm. The term “particle prolongation” is introduced.
   b. If measurements are available, recompute the weights \( w_{i} \) using (5).
   c. Compute posterior values of parameters of interest using (6).

Parameter vector \( \Theta^t \) is expressed in Equation (8) as \( \Theta^t \). It means that count of the components treated as random within a certain time interval can vary, symbolically:

\[
\Theta^{t+1} = \Theta_1 \Theta_2 \Theta_3 \Theta_4 \Theta_5 \Theta_6 \Theta_7 \Theta_8 \Theta_9 \Theta_{10} \ldots
\]

\[
\Theta^{t+2} = \Theta_1 \Theta_2 \Theta_3 \Theta_4 \Theta_5 \Theta_6 \Theta_7 \Theta_8 \Theta_9 \Theta_{10} \ldots
\]

\[
\Theta^{t+3} = \Theta_1 \Theta_2 \Theta_3 \Theta_4 \Theta_5 \Theta_6 \Theta_7 \Theta_8 \Theta_9 \Theta_{10} \ldots
\]

Let assume only the first three hours from the same beginning of an accident. It corresponds to 10 parameters from Table 1. Bounded components stand for the relevant components that enter the sampling procedure in the particular time step. Alternative resampling schemes could be constructed (e.g. locally dependant land use characteristics when corresponding \( \Theta_2 \) and \( \Theta_3 \) could be assumed relevant in all time steps).

Experimental results

The sampling scheme consists of generation of 5000 particles corresponding to \( n=5000 \) realisations of random parameter vector \( \Theta \) with 10 components \( \Theta_{m=1..10} \) according to uncertainty characteristics described in Table 1.

Evaluated values of the particle weights using \( \lambda_{\text{model}} = 10^6 \) and \( \lambda_{\text{prop}} = \text{cov} \times k \), with \( \text{cov} = 1..5 \), are illustrated in Figure 1. The smallest values of variance (top) sharply selects only a few particles. With increasing variance, \( \text{cov}=2, \ldots, 5 \), uncertainty in the weight grows and more particles become non-negligible. Constant \( k=1.0E+6 \) ensures link to measured magnitudes of radioactivity deposition.
Prior and posterior histograms of distributions of some parameters $\Theta$ from Table 1 are compared in Figure 2. Note that the posterior is sharply peaked for the three leftmost parameters while it is still widespread for the remaining parameters. But we should distinguish between parameter estimation for the concrete analysed situation and common average conditions. It should not be confused with parameter estimation which could give recommendation on parameter values commonly valid “in average”.

**Available meteorological data**

Let release of $^{131}$I radioactivity has started at 10.00 CET, March 31, 2009, and lasted for 2 hours (Table 2).

Table 2: Accidental release scenario of $^{131}$I, short-term meteorological forecast and real meteorological measurements for “point” of NPP Temelin (49°10’48.53”N × 14°22’30.93”E), time stamp 20090331-1000 CET.

<table>
<thead>
<tr>
<th>CET hour</th>
<th>10.00</th>
<th>11.00</th>
<th>12.00</th>
<th>13.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>activity release of $^{131}$I Bq/hour</td>
<td>$5.68 \times e^{+14}$</td>
<td>$7.92 \times e^{+14}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>wind direction</td>
<td>95.0 / 54.0</td>
<td>101.0 / 69.0</td>
<td>84.0 / 65.0</td>
<td>80.0 / 80.0</td>
</tr>
<tr>
<td>METLOC/ME</td>
<td>TOBS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>wind speed</td>
<td>2.0 / 3.8</td>
<td>2.1 / 3.0</td>
<td>1.9 / 3.8</td>
<td>2.2 / 3.8</td>
</tr>
<tr>
<td>METLOC/ME</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOBS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pasquill atm.</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>stability</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^{1}$ ... at 10 m height, blowing “from” (degrees measured clockwise from North); $^{2}$ ... at 10 m height (m/s)

At moment of accident, the three kinds of meteorological data were directly available:

- Short term meteorological forecast generated twice a day, sequences up to 48 hours:
  - Label METLOC: Simple local forecast for the point of NPP (hourly sequences of wind direction and speed, category of atmospheric stability according to Pasquill and precipitation),
  - Label METGRID: 3-D meteorological forecast in HIRLAM format for vicinity $160 \times 160$ kilometers around NPP.
- Label METOBS: Observed values (real online meteorological measurements) incoming automatically from the point of NPP.

All the data are provided by the Czech meteorological service and are available online through ORACLE DB server.

Deterministic calculations according to SGPM model with METLOC meteorology for the first two hours of the release are illustrated in Figure 3. Superposition according to Equation (7) was used for quantity of $^{131}$I deposition on the ground (first segment $g=1$, in phases $f=1$ and 2; second segment $g=2$, in phase $f=2$ ).
Figure 3: Release scenario with metedata METLOC -  
model predictions for “best estimate” values of model pa-
rameters, just 2 hours after the release start.  
{superscript}131\textit{I} deposition ranges (Bq.m\textsuperscript{-2}): red: 5.00e+06 \div 1.30e+08 ;  
blue: 1.00e+06 \div 5.00e+06 ; yellow: 1.00e+05 \div 1.00e+06 ;

Arrangement of the real positions of monitoring sensors

Early Warning Network (EWN) such a component of exist-
ing Radiation Monitoring Network (RMN) of the Czech Re-
public can be exploited for purposes of DA procedures. The 
main part of EWN is teledosimetric system (TDS) which for 
the NPP Temelin consists of two circles. The inner circle is 
positioned on the NPP-fence (see red circles in Figure 4 very 
close to NPP or in better discrimination in Figure 5) and con-
sists from 24 stations 2.5m above ground. The outer II. circle 
of measurement positions is drown in Figure 4 by red 
squares. The dose-rate data are transferred each 4 minutes 
and stored to the ORACLE DB server for online access. We 
are assuming all these receptors to be operable. An ability to 
measure selected magnitudes of deposition is a question of a 
future monitoring development.

For DA purposes we have 79 sensors located in vicinity of 
the nuclear facility. In this number we have included 3 mo-
bile stations located randomly in the middle distances.

Artificial simulation of the missing real accidental radio-
dlogical data

We hope that all considerations remain only in hypotheti-
cal level and that the testing accidental radiological data will 
be always generated artificially. The technique is sometimes 
known as “twin experiment”.

A degree of belief to the initial near-range estimation using 
the SGPM model predictions with METLOC meteorological 
forecast (see Figure 3) will be low if we take into considera-
tions the similar calculations with METOBS real meteor-
ological measurement (see Figure 4). We should respect the 
fact that if something happens, the shape of the correspond-
ing accidental trajectory close to the source should corre-

dpond more likely with the Figure 4.

Figure 4: Release scenario with metedata METOBS - 
model predictions for “best estimate” values of model pa-
rameters, just 2 hours after the release start.  
{superscript}131\textit{I} deposition ranges (Bq.m\textsuperscript{-2}): the same as in Figure 3.  
This figure also illustrates configuration of the inner part 
of the Czech EWN around NPP Temelin.

Figure 5: TDS on fence of NPP Temelin – 24 detectors

Without more discussion, we use this subjective assump-
tion and generate the “artificial measurements” on the ba-
sis of METOBS real meteorological measurement in Fig-
ure 4. Though the model requirements so far exceed pos-
sibilities of monitoring in the Czech Republic, the coop-
eration between modelers and monitoring has growing im-
portance. The assimilation subsystem is developed in co-
operation with National Radiation Protection Institute 
(NRPI) which is administrator of RMN.

THE RESULTS ACHIEVED FOR SEVERAL FIRST 
TIME STEPS

Finally, the following hypothetical data assimilation 
scenario defined for the early phase is accomplished:

1. Predictions of 5000 particles (trajectories) for 
5000 realisations of the parameter vector \Theta according to the SGPM model. It covers time interval 
2 hours from the same beginning of accident, no measurements from terrain are not yet avail-
able. Gridded meteorological forecast METGRID
is always used. Prior probabilistic density function and its moments can be estimated.

2. Let the first set of “artificial measurements” is incoming just two hours after the release start. The values of “measurements” are generated according to Figure 4 and the specifications introduced above.

3. Update step of recursive procedure of PF estimates the posterior density function on basis of weighted empirical approximation given by Equation (4).

4. Recursion continues in the next time interval performing the transition step with resampled particles.

Approximation of posterior pdf is generated for 5 choices of covariances \( \text{cov}=1,\ldots,5 \) according to Equation (11) (where \( \lambda_{\text{corr}} = \text{cov} \times \kappa \) ) and “measurements” from Figure 4. Expected mean values are calculated using common expression according to Equation (6), specifically in the form:

\[
I(f) := E_{p(x_i|y)} [f(x_i)] = \int f(x_i) p(x_i|y) dx_i
\]

(12)

Figure 6: Expectations of posterior pdf of the radioactivity deposition in dependency on covariance matrix (according to Equation (11)). A,B,C,D stand for \( \text{cov}=1,2,4,5 \).

An estimation of the expectations on basis of \( n \) generated particles \( x_i^{(0)}, i=1:n \) from posterior distribution is given by:

\[
I^*(f_i) = \frac{1}{n} \sum_{i=1}^{n} f(x_i^{(0)})
\]

(13)

For \( n \to \infty \) is achieved almost sure convergence of \( I^*(f) \) to \( I(f) \).

Figure 7: Transition step for the next time interval. Prior pdf expectations for transition from hour 2 to hour 3. (case A \( \to \) B for \( \text{cov}=1 \); case C \( \to \) D for \( \text{cov}=5 \)).

The expectations of the quantity of activity deposition are given in Figure 6 for cases of \( \text{cov}=1,2,4,5 \). The outer contour corresponds to the level of 1.00 E+03 Bq.m\(^{-2}\). The results show tendency of the updated model to approach the measurements with low noises. The values are slightly spreading when inaccuracies of measurements grows (higher \( \text{cov} \)). Covariances of the measurement errors were selected rather low. At present new tests with increased covariance are running and tendency to lean to either model predictions or measurements are mapping.

Figure 7 demonstrates prolongation one time step forward. Case A concerns \( \text{cov}=1 \) (also in Figure 6 A) expectation from the posterior density just after 2 hours after the release start. Numerical approximation of the SGPM model is used for solution of the second part of Equation (3) which stands for transition equation for specific formulation \( p(x_t|y) \mid x_{t-2} \). Prediction from analysis (data update) in the second hour (upper left A) to the third hour (upper right B) is done (prediction step). SGPM model prolongs the weighted particles within the hour 2 \( \to \) 3. The similar shift for \( \text{cov}=5 \) stands for cases C \( \to \) D.

CONCLUSION

The article extends former investigations in DA methodology (Hofman et al. 2007) where analysis of the input model parameters uncertainty and both model error and observation error covariance structure were examined. DA in early stage of accident requires much more sophisticated access. From all possible techniques is adopted particle filter, which has one significant attribute. In PF the state ensemble trajectories are kept unchanged during the update step as for the forecast step and only their weights are updated. The particles remain unchanged after the correction (update) step and only receive the new weight (according to Equation (5)) reflecting closeness of the particle with respect the new observations.
This evident PF feature has favourable impact on exploitation of nonlinear prediction model SGPM in DA process in the early stage. SGPM model is in principle a trajectory model. The PF does not disrupt the trajectory information and it can be easily recursively forwarded.

The presented approach brings advantage of fast computation even for large number of realisations. One PF step of update and predictions with 5000 realisations is accomplished during about 15 minutes (common PC config.) and promises to support the decision making process in real time.

The adopted procedure seems to be robust and suitable to manage a certain discrepancies and scenario incompleteness occurring from the same beginning of an accident. The authors narrow down anxiously the range of some uncertainties. For example the range of horizontal dispersion uncertainty c2 and dry deposition c3 should be much higher (in correspondence with expert judgments). Afterwards, the traces (e.g. in Figure 6) would be more dispersed in horizontal and longitudinal directions. Even the calculations have covered only the first time step and demonstrated code ability to predict in the second step, the full recursive PF application seems to be easily feasible.

Still open remains a question of availability of measurements, capability to provide specific quantities and configuration and density of monitoring stations. The first negotiation between modellers and specialists responsible for monitoring was launched (Kuca et al. 2008). The poor information can result from rare measurements. On the other hand, requirements issued from DA experience should be reflected in the future development of radiation monitoring networks.

DA plays substantial role in realistic prediction of evolution of radiation situation during nuclear emergency. Reliable information arriving on time provides decision makers with necessary time on judgement and introduction of efficient urgent countermeasures on population protection.
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ABSTRACT

A computational model of wildfires has been developed to improve the functionalities of a flight training device developed for the operational training of CL-415 water bomber flight crews. The model, realized in Matlab Simulink, is based on a coupled atmosphere-fire model that is able to simulate the rising plume introduced in the wind pattern by the wildfire depending on the overall wind, temperature, pressure and humidity conditions set by the instructor in terms of ISA and non-ISA conditions in conjunction with MIL-F-8785C windshear model. Actual fire spread and suppression are simulated through the implementation of a cellular automata model fed by a GIS system, while the Coupled Map Lattice (CML) method is used to simulate wind and temperature profiles in the atmosphere block surrounding the wildfire.

Some simplifications have been accepted in order to speed-up the simulation that is run in real-time as a part of the synthetic environment embedded in the flight training device. Good qualitative results have been obtained despite of the simplifications assumed, providing an effective tool to improve the crew perception of fire-related hazards during aerial fire-fighting operations.

INTRODUCTION

 Millions of hectares of forestry are destroyed by fire worldwide each year. Firefighting operations are of primary importance in the European Union, especially for those countries facing the Mediterranean Sea, where the combination of densely populated areas, soils characterized by a brush vegetation and low moisture content, elevated temperatures and strong winds during summer cause an ideal scenario for the ignition and propagation of forest fires. As an example, 7,797 fires have been registered only in Italy during the year 2007, with 127,151 hectares of landscape burnt, 61,100 of which being forest (Corpo Forestale dello Stato 2007).

Due to the severity of the threat, aerial firefighting operations represent a significant effort for these countries especially during the summer season, pushing the need for an efficient fleet of large aerial firefighting aircraft in order to guarantee a significant water delivery capability in short time.

As a consequence of this need, several countries employ many different fixed and rotary wing aerial assets with Italy, France, Greece, Croatia and Spain being the major European operators of a well-known amphibious aircraft type specifically designed for the mission of aerial firefighting, namely the Bombardier Model CL-215-6B11 also known as Canadair CL-415.

Figure 1: Canadair CL-415 Operated by SOREM for the Italian Protezione Civile.

Totally, the number of aircraft operated by the five countries in Europe is about 54 (Jane’s 2008) but is actually increasing due to several orders on delivery; Italy is actually the major operator with 22 aircraft in active service.

Flying a fire-fighting mission is a hazardous task since many threats are present in the scenario: smoke limits visibility and may cause an engine flame-out or, even worst, an engine fire due to burning leaves and sparks lifted up by the fire-induced buoyancy. If this is not the case, a sensible decay of performance can be expected due to the lower air density in the buoyant plume. Local winds and turbulence may be caused also by the proximity with the terrain (water is delivered usually at 100 ft above ground), that inevitably forces the pilots to fly across strong wind corridors, rotors or other forms of local winds induced by the orography of the terrain.

Due to the above, high skill levels are required to pilots operating water bombers, while at the same time obvious safety considerations preclude effective in-flight training for
specific emergencies (like an engine failure during take-off, water pickup or final water bombing run). Despite the high number of aircraft and operators involved, actually there are no CL-415 Flight Simulators available in Europe. To fill this gap, Selex-Galileo, with the support of the Regione Autonoma Friuli Venezia Giulia and in partnership with Italian Protezione Civile and SOREM (the company that operates the Italian Canadairs) has developed a demonstrator for a full mission flight simulator specifically devoted to firefighting. The Demonstrator developed so far incorporates a simulation model of the CL-415 aircraft, and a complex simulation of the environment, able to reproduce in real-time the behavior of a forest fire and its associated meteorological phenomena relevant to flight mechanics: local winds, bursts, temperature gradients etc. The simulation of the environment is interactive with the aircraft missions in two ways: the aircraft behaviour is influenced by the perturbations introduced in the atmosphere by the wildfire and the wildfire itself is influenced by the aircraft firefighting action (dropping of water) which affects fire spread on the ground.

![Figure 2: Mission Simulator for the Canadair CL-415 developed at Selex-Galileo.](image)

**REPRESENTATION OF DISTURBANCES IN FLIGHT SIMULATION**

The Flight Simulator is composed by a low fidelity replica of the twin-seat CL-415 cockpit (see Fig. 2). The aircraft instrumentation is emulated on nine touch-screens reproducing the overhead, front and side panels of the aircraft. Handwheels (with associated triggers and buttons), pedals, power and propeller throttles and water pickup probes are physically reproduced with an hardware replica of the actual device. Loads on the primary flight controls are reproduced through an electrical control loading system. Aircraft and ambient sounds are reproduced but a motion system is not present. The simulator allows normal aircraft handling, including all normal mission checklists and a limited number of emergencies. Environmental effects are grouped in two major blocks:

- General purpose atmospheric disturbances
- Fire induced atmospheric disturbances.

The first group includes all the atmospheric disturbances generally present in a simulator of this kind modeled according to MIL-F-8785C: steady wind with three different vertical profiles (constant wind, low and high altitude windshear model), atmospheric turbulence (McFarland 1997) is modeled using Dryden spectra tunable in intensity (Light, Moderate, Severe) and type (low and high altitude model); isolated bursts and microbursts models are included. The second group includes all those disturbances that can be expected in the vicinity of a wildfire and that constitute the specificity of such a simulator. The effect of disturbances is simulated in the aircraft flight mechanics by adding wind-induced translational and rotational velocities to the actual body rates and velocities.

![Figure 3: Sampling points for the evaluating wind velocities and decomposition into equivalent mean value and body rate.](image)
COUPLED WILDFIRE-ATMOSPHERE MODEL

The idea at the basis of a coupled fire-atmosphere model is to catch the main interactions between the two physical phenomena that are:

- Fire releases heat in the atmosphere causing a buoyant plume; mass conservation produces diffused areas of entrainment at the plume edges.
- The wind pattern on ground is influenced by the areas of entrainment, thus influencing the fire spread.

Coupled wildfire-atmosphere models are often employed in simulations devoted to emergency management (Coen 2003, 2005 and Coen et al. 2006); generally the approach is to couple a fire spread algorithm like FARSITE or BEHAVE to an atmosphere simulation package of the same type of those commonly used for meteorological forecasts like WRF (Patton & Coen 2004).

Figure 4 illustrates schematically the interactions between the aircraft, fire and atmosphere models. Pseudocolors indicates a wind speed in excess (red) or defect (blue) of the far field condition.

Figure 4: Conceptual sketch illustrating Fire-Atmosphere-Aircraft mutual influences.

The peculiarities of the application to a flight simulation of an aerial firefighter are:

- The spatial discretization of the atmosphere computational grid should be such that small scale phenomena can be resolved to allow proper simulation of aircraft motion through the disturbances.
- The spatial resolution of the wildfire computational grid should be such that the firefighting action (pouring water into the fire) can be effectively resolved reproducing the effects of slope, drop altitude, aircraft speed etc.
- The execution times of the fire and atmosphere models should be such that real-time execution can be performed.

Fire spread on the ground is affected by “static” terrain properties (fuel models, slope, aspect) but also by dynamic quantities as the induced wind and the water drops.

Fire Spread Model

The simulation spread model is based on the implementation of cellular automata algorithm using a set of mathematical equations developed in C language (derived from the BEHAVE model) and imported in the Simulink environment. BEHAVE is a fire behavior prediction system developed in early 80’s. It allows predicting a set of fire features such as rate of spread and fire intensity using 13 types of terrain model and different weather conditions as required in the Rothermel model (Rothermel 1972).

The fire behavior is modeled starting from two-dimensional square grids derived from a GIS system; it can be represented as several different layers where each layer holds data about a particular kind of feature.

Figure 5: 40 x 40 grid types obtained from GIS data.

In particular, the simulation model requires as input:

- Fuel Models
- Terrain Slope
- Terrain Aspect

Fuel Models consist of 13 different type of terrain, used by Albini (1976) including 11 developed by Anderson and Brown and published by Rothermel (1972).

Slope is the change in elevation with respect to change in horizontal position. In our case, slope gives the maximum rate of change between each cell and its neighbors.

Aspect is the direction of the plane with respect to some arbitrary zero (north). The value of each cell indicates the direction the cell's slope faces.

User can choose the initial ignition point/points of the considered map by setting an input properly. Fire algorithm will consider this point/points as burning starting from next simulation time step. One or more ignition points can be added during simulation.

From these data it is possible to calculate the time required for a fire to travel from a burning cell to one of the adjacent eight cells under particular weather conditions (moisture, wind speed and wind direction). Fire propagation from cell to neighbor cells is computed by Rothermel equations according to the speed and direction of the local wind,
remaining fuel in the cells and elapsed time since the fire broke out.

The model also takes care of simulation bonds such as time-step and a-synchronous inputs (eventually) coming from other systems, such as moisture growing effects due to water bombing actions.

At each simulation step, for each cell an ignition time is assigned, depending on the previous step simulation inputs. The algorithm loops on the entire grid: a cell starts burning when its Ignition Time is equal to ActualTime. If a cell is burning, eight ignition time values (corresponding to the eight neighbors) are provided eventually updating the previous ones. The TimeNext value (updated at the end of the loop) represents the next burning cell time and permits to monitor the correct simulation sequence.

See Figure 7 for an example of burning cell sequence under constant environment condition.

The flow chart of the spread algorithm is shown in Figure 6.

![Flow chart of fire spread algorithm](image)

Figure 6: Flow chart of fire spread algorithm.

Moreover, an interface has been developed in Simulink in order to observe some simulation constraints (for example: the interfacing with other systems) and to avoid that a burned cell could start burning again.

Fire properties (i.e. Reaction Intensity, Flame Height, etc.) are calculated at each simulation step through the C library: it contains BEHAVE fire behavior algorithms, encapsulated and optimized for fire behavior simulation.

Access to library is performed via C macros that are used like C function calls to access or update current object properties.

![Cells burning sequence under constant environment conditions](image)

Figure 7: Cells burning sequence under constant environment conditions.

**Atmosphere Model**

The dynamic simulation of the atmosphere in the vicinity of the wildfire is based on the Coupled Map Lattice (CML) method. The CML is a simplified numerical method for the solution of non linear equations originally proposed by Kaneko (Kaneko 1990). An efficient computational method based on CML for the solution of fluid equations was proposed by J. Stam (Stam 1999) with application to the visual simulation of smoke. CML have been used extensively to simulate fluid motions, especially for real-time computer graphics, since its implementation on graphic hardware considerably speeds up the calculation and rendering times (Crane et al. 2007, Wu et al. 2004). The implementation we adopted is based on some works related to cloud dynamics (Mizuno et al. 2002, Miyazaki et al. 2002, 2001, Dobashi et al. 2000).

To simulate the fluid flow, the atmosphere is approximated as an incompressible viscous fluid, thus denoting the velocity vector as $\mathbf{v}$, the pressure as $p$ and the density as $\rho$ the full Navier-Stokes equations can be reduced to a form like:

$$
\frac{D\mathbf{v}}{Dt} = -\frac{1}{\rho} \text{grad}(p) + \nu \Delta \mathbf{v}
$$

$$
\text{div}(\mathbf{v}) = 0
$$

The second equation above is the “continuity equation”, expressing conservation of mass, while the term $D\mathbf{v}/Dt$ is a material derivative operator.
To solve equation (1), the atmosphere surrounding the wildfire is discretized using a cartesian spatial mesh adapted to the ground surface and extending several hundreds of meters on the sides and above the fire surface grid (Fig. 8). The spatial discretization is an odd multiple of the fire discretization, allowing each atmosphere grid point to “cluster” several fire grid points.

Physical quantities are defined at each grid point in terms of wind speed, air temperature, pressure and density. All these quantities are initialized at the first step using the environmental conditions set from IOS (Instructor Operating Station) outside of the domain. Dirichlet boundary conditions assure continuity of the physical variables during the simulation as the aircraft crosses the domain boundaries.

Each operator is defined as follows.

**Viscosity and pressure effects.**

Viscosity causes velocity diffusion while pressure gradients drive the velocity field. Instead of introducing explicitly the pressure as a state variable in the calculations, we followed the approach of Miyazaki (Miyazaki et al. 2001) introducing the discrete version of \( \text{grad}(\text{div}(\mathbf{v})) \).

Following the notation of Miyazaki, let’s denote as \( v_i \) the \( x \)-component of velocity at the current time step at the grid point with indices \( i,j,k \) and \( \mathbf{v}_i \) the same component updated by the viscosity and pressure operator (the \( y \) and \( z \) components are calculated in the same way with permutations of the indices):

\[
\mathbf{v}_i(i,j,k) = v_i(i,j,k) + k_v \Delta v_i(i,j,k) + \frac{k_p}{6}(\text{grad}(\text{div}(\mathbf{v}))
\]

(2)

Where \( k_v \) is the viscosity ration and \( k_p \) is the coefficient of the pressure effect. The second and third terms above are:

\[
\Delta v_i(i,j,k) = \frac{1}{6}[v_i(i+1,j,k) + v_i(i,j,k) + v_i(i,j+1,k) + v_i(i,j,k) + v_i(i,j,k-1) - 6v_i(i,j,k)]
\]

(3)

\[
\text{grad}(\text{div}(\mathbf{v})) = \frac{1}{2}[v_i(i+1,j,k) - v_i(i,j,k) + v_i(i-1,j,k)] + \frac{1}{4}[v_i(i+1,j,k+1) + v_i(i-1,j,k-1)] - v_i(i,j,k)
\]

(4)

**Advection by the fluid flow.**

Advection is incorporated as originally proposed by Stam (Stam 1999) and successively by Miyazaki (Miyazaki et al. 2001) by back-propagating the state variables with the current values of velocities at grid point \( i,j,k \) and interpolating over the whole 3-D mesh to get the advected value. Even if this method is reported to be unconditionally stable we found that stability problems can occur due to the strong gradients in proximity of the ground if large time steps are adopted. Stability problems have been addressed in a very straightforward way by limiting the maximum wind speed to values consistent with the spatial and temporal discretization.

**Thermal diffusion.**

Thermal diffusion is accounted for by an operator identical to equation (3) above applied to the temperature field with a constant \( k_p \).

**Buoyancy.**

Buoyancy is accounted for by adding a vertical velocity at each grid point proportional to the difference between the actual value of temperature at the grid point and a “reference” value (assumed to be the undisturbed atmosphere temperature at that altitude). The coefficient of proportionality is made itself a linear function of altitude.
Embedded Coder, a Mathworks product that generates compact and fast stand-alone C code. It is important to underline that the coupled Fire-Atmosphere simulation requires high CPU resources as the grids increases in dimensions, so Multithreading and/or Multitasking techniques should be heavily used during both modeling and code generation phases. The following figure shows how the two models are coupled in Simulink:

![Figure 9: Fire - Atmosphere interaction in Simulink](image)

In order to manage the different sampling rate of the two models, a rate transition block is introduced between them. In the “General Multithreading Preferences” of Matlab environment, Multitasking option must be enabled. This setting permits an implicit multithreaded computation that speeds up element wise computations such as those done by the sin and log functions, and computations that use the Basic Linear Algebra Subroutines (BLAS) library, such as matrix multiply. However not all functions in MATLAB are multithreaded, moreover Matlab will never be able to determine if, for example, consecutive function calls in a for-loop are independent of each other. More complex is to generate code for multithreading, because with the “standard” Real Time Workshop is not possible to generate code optimized for multithread application.

However the multirate model permits to perform some optimizations, starting from the multitasking option that must be enabled on Simulink tasking mode preferences. This setting reflects on the code generation: two main step functions are created (Step0 and Step1). The final code run on multiprocessor workstations, so the two step functions can be associated with two separate threads (or tasks) running on two separate CPUs. CPU load on executing Fire model is in the order of 3%. The main algorithm is entirely executed in a scheduler clock cycle (1Hz).

Atmosphere simulation requires a lot of CPU resources, so it is a requisite the all Atmosphere calculations terminate at the next Atmosphere scheduler timing. To ensure that this constraint is satisfied, the Atmosphere task is scheduled at a lower rate (0.33 Hz) than the Fire task.

**VERIFICATION AND VALIDATION**
The simulation reported in figure 10 is based on the following input:

- Fire grid: 63 x 63 matrix, each cell with area 100 m².
- Atmosphere 3D grid: 101 x 101 x 31, stepsize 30 m.
Terrain altitude, slope, aspect, and type are extracted from GIS data and constitute the terrain inputs data for the simulation. The area of interest is a wood in the Maddalena Island, with high density of shrub.

From three ignition cells, fire propagates burning 5.5ha of forest (terrain type: 11 and 12) in about 1h 30min. Fires are ignited under moderate weather conditions: wind was about 3.5 m/s and the terrain characteristics unfavorable for the fire spread (wind blows downhill) leading to a medium fire size in relationship with the elapsed time. By contrast, large catastrophic wildfires are usually driven by severe fire weather conditions with high wind speeds. Note that fire can even propagate to the other side of the road.

Figure 10: Fire evolution from time 0s to time 5400s.

Simulation results depend on a lot of parameters. Fire shapes simulation on the same terrain can vary significantly simply changing the atmosphere conditions (i.e. wind, moisture), for example winds blowing in direction of rising terrains that hugely favor the fire spread.

A good mean of validation of fire evolution in Maddalena island and neighboring zones, is based on statistically observations of Sardinia fires evolution in the past years. Using the sequence of daily values of fuel moisture and wind, it possible to reproduce fire spread and fire effects with limitations and assumptions of Rothermel’s model on the simulation accuracy, described in Andrews (1986).

The following figures show the output of the atmosphere simulation when the fire is completely developed. The buoyant plume can be clearly identified in Figure 11: the red dot indicates the maximum vertical velocity value of 6.023 m/s. The combined effect of diffusion and advection propagates velocity and temperature downstream of the fire location; the maximum air temperature is 353 K (80 °C) and is located on in the vicinity of the flame core. The flow looks quite viscous since smaller vertical flow structures are absent. Experiments have been conduced introducing Perlin noise or vorticity confinement techniques but this was found to increase significantly the computation time without appreciable effects felt by the pilot. The technique finally adopted to introduce some randomness in the velocity distribution is to keep the atmospheric turbulence active and switch the intensity level according to the velocity gradients encountered by the aircraft.

Figure 12 shows the ground wind pattern in the area of the fire front (about 3.5 m/s wind coming from left in the figure) showing the local wind speed in pseudocolors; the entrainment effect is clearly visible through the convergence of the velocity vectors and the local increase in velocity magnitude.

Figure 11: Wind and Temperature distribution in the atmosphere grid.

Figure 12: Local wind pattern on ground showing entrainment effect.

FUTURE WORK

Future improvements of the model would include the implementation of a stretched atmosphere grid to remove the assumption of “flat” terrain; currently a revision of the basic equations is ongoing in order to investigate the possibility of adding grid metric coefficients preserving computational speed. The fire model will be improved adding a model of propagation due to crown fire.
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