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Preface

It is my privilege and pleasure to welcome you to the 31st European Simulation and Modelling Conference - ESM'2017 held in association with IST (Instituto Superior Técnico de Lisboa) and IDMEC. As in previous editions, this conference promotes the knowledge exchange in the varied fields of Simulation and Modelling, allowing participants to share their experiences in an open forum providing an enriching environment and stimulating debates.

We have some eighty participants from 28 countries with presentations grouped in 20 main themes such as Simulation Methodology and Tools; Data Simulation; Financial Simulation; Decision Management, Production Scheduling, Supply Chain and Inventory Management, Logistics and Traffic Simulation, Sensor and Electronics Simulation; Biological Simulation Models; to mention a few. In this conference, we will have the opportunity to listen to Nicolae Vasiliu and Daniela Vasiliu who will talk about Sizing and Tuning the Damper of an Aerospace Electrohydraulic Servomechanism by Amesim, Joël Colloc giving a talk on A Fuzzy Vectorial Space that avoids to Defuzzify the Membership Functions and last but not least Helena Barbas talking about VR, AR, MR Simulations and Inspirations from “Iron Man 3”.

I would like to welcome all participants and to thank all authors for sharing their knowledge and experience. My thanks also goes to all members of the Program Committee for the reviewing work that was key to maintaining the high scientific quality of ESM'2017. I am also grateful to the Keynote Speakers who are willing to share their extensive knowledge and experience in the field of simulation and modelling with us.

Furthermore, a special thanks to Philippe Geril from EUROSIS, whose continued dedication and hard work, as the conference organizer, has enabled the organization to maintain the standard expected for ESM'2017. Finally, I would like to express my gratitude to IST for its support and to the hosting venue for a job well done.

Last but not least, I would like to wish you all a fruitful and productive experience at the conference and an enjoyable and enriching stay in Lisbon.

Paulo J.S. Gonçalves
Instituto Politécnico de Castelo Branco, Portugal
and
IDMEC/LAETA, Instituto Superior Técnico
Universidade de Lisboa, Portugal

ESM'2017 General Chairman
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ABSTRACT
The modern technical systems are including a great number of fluid power systems. The proper implementation of such a control system in order to achieve high static and dynamic performance, and a good overall efficiency too, needs the use of all the tools developed by the modern systems theory: modeling, simulation, experimental identification, and practical validation.

Each of all the above activities means a deep knowledge of all components from different fields: hydromechanics, power electronics, computer science etc. In order to facilitate the matching of all these needs, the authors of the paper studied as a typical example the modeling and simulation of an important aerospace fluid power component – the rudder electrohydraulic driving system composed by a standard electrohydraulic servomechanism, and a custom designed double effect hydraulic damper. The simulations were performed by a complete and friendly simulation environment: LMS Imagine. Lab Amesim, (shortly – Amesim) developed by SIEMENS PLM SOFTWARE - LMS. The simulation networks were built by components from the basic libraries available in Amesim.

Typical transients generated by the set points changes and the disturbances induced by the interactions with external systems were carefully investigated. A detailed analysis of the pressure evolution in the power hydraulic lines of the fluid power system showed a strong tendency toward the cavitation phenomena which can be avoided by different specific means studied by T.J. Viersma and other aerospace researchers.

Extensive experiments performed in author’s fluid power laboratories, and other well-known laboratories, were found in good agreement with the simulated results. The paper promotes the concepts of numerical simulation by Amesim as a basic tool for engineering innovation in mechatronic systems.

PROBLEM FORMULATION
The modern flight control and guidance systems developed for giant civil or fight aerospace vehicles stated many complex problems for engineers, designers, and manufacturers. First of all, the ratio between the actuation force or torque and the mass of the control device has to be as high as possible. The limited space and weight, the large range of temperature, pressure and the absolute security requirements are severe conditions for any kind of aerospace vehicle, from civil airplanes and helicopters, to missiles or other defense vehicles. On the other hand, the tightening of the environment protection conditions leaded the civil airplanes manufacturers to increase continuously the size and the capacity of these important transport means. Today, the market leader from this point of view is A380 which needs only 3 liters of kerosene for each passenger which is transported over 100 km.

The main control systems accomplishing the above conditions are the electrohydraulic ones. Most of the moving components of a flight control systems are hydraulically driven because the highest ratio force/mass can be reached. For example, the rudder of A340 needs 225 kN, and is actuated by an electrohydraulic servomechanism weighting 100 kg.

Hydraulic actuators are now electronically controlled by digital optical fiber systems, giving them a good immunity regarding the electromagnetic disturbances. Figure 1 shows the main components of A380 controlled by electro hydraulic actuators. Much more, the landing gear, the brakes, the engines thrust reverser and the wheel brakes are also hydraulically actuated.

Figure 1: A380 flight control system [1].

One of the most important problems which faces the aerospace engineers who design electrohydraulic servomechanisms is the control stability. The interaction between the aerodynamic forces, the low structural stiffness and the hydraulic fluid compressibility generate oscillations which have to be limited in order to allow a
proper control of any mechanical system of the plane [2].
There are many technical solutions for solving these
problems, but they are useful for moderate aerodynamic
loads and mass [3], [4]. Most of them need a lot of tuning
generated by the uncertain structural stiffness and natural
frequencies of the driven components, connected with the
hydraulic fluid compressibility. The resonant frequencies
have to be as high as possible, and the amplitude of the
oscillations has to be limited from fatigue considerations.
The previous long experience in the domain generated
different technical solution for solving this problem: use of
servovalves with shaped windows in the sleeve, well
controlled fluid leakages between the hydraulic cylinder
chambers, hydro mechanical transient filters, hydraulic
dampers in parallel with the hydraulic cylinder etc. The
last solution, presented in Figure 2 was adopted by Airbus

![Figure 2: The electrohydraulic control system of the rudder with hydraulic damper [2].](image)

The main advantage offered by a damper working in
parallel with the hydraulic cylinder is the possibility of
eliminating the steady state error in any position of the
rudder. The calibrated orifice of the damper can be easy
tuned by numerical simulation, and validated on the
“IRON BIRD” test bench, without many corrections after
the flight test. The damper design can be a classical one,
using the same technology as for the hydraulic actuator. A
sharp edge orifice placed in a mobile sleeve can be
changed without dismantling other components of the
assembly.

MODELING THE CONTROL SYSTEM BY AMESIM

In order to identify the simplest way for simulating the
physical combination between the servo system and the
damper, a careful comparative analysis of similar
simulation software environments, including MATLAB -
Simulink from Math Works, AUTOMATION STUDIO from Famic Technologies, FluidSIM from FESTO and
LabVIEW from National Instruments, was performed.
Finally, AMESIM environment, produced by Siemens
PLM Software - LMS Company, a member of SIEMENS
Group, was selected as optimal simulation tool. This
complex software offers numerous advantages: rich library
of hydraulic symbols and components, which allow the
authors to use existing, proven models for well-known
components (valves, cylinders); ability to simulate
different part of the system at different levels of
complexity, which allows the authors to model different
parts of the system at different levels of detail, as required.
AMESIM models are fully compatible with LabVIEW for
real time and Hardware-in-the-Loop simulations, can be
imported in LabVIEW and connected to a real-time or HIL
simulation system.
The positioning system, the damper, the pressure source
etc. have been modeled at a concise level, using
predesigned blocks from the AMESIM Hydraulic and
Mechanical libraries. Ultimately, the load of the system
was considered a simple spring, without taking into
account the different types of damping forces.
The simplest AMESIM model developed by the authors
for the studied servo system can be seen in Figure 3.

![Figure 3: AMESim simulation network for a sine input signal.](image)

The main components of the servomechanism have the
followings features: hydraulic cylinder bore: 100 mm; rod
diameter: 50 mm; maximum stroke: ±100 mm; nominal
system pressure: 350 bar; damper cylinder bore: 40 mm;
damper rod diameter: 20 mm; servovalve nominal flow: 60
l/min; damper nominal orifice diameter: 1 mm; equivalent
rudder mass: 500 kg; aerodynamic force gradient, relative
to the servomotor rod: 1000 N/mm.
The hydraulic fluid used in preliminary numerical
simulations is a synthetic non-inflammable one, with a
high bulk modulus (17,000 bar), a common density (850
kg/m³), and a usual absolute viscosity of 51 cP at 40 °C.
A usual ratio air/gas content of about 0.1% was considered
in the dynamic computation.

SINE INPUT RESPONSE OF THE SYSTEM

Three types of input signals were used in order to obtain a
complete image of the dynamic behavior of the
servomechanism: a constant amplitude, constant frequency
tsine input; an input small step; a constant amplitude,
increasing frequency sine input.
The first category of simulation, performed for a sine waves of 0.5 Hz and 50% amplitude from the nominal one is presented in Figures 4 to 15.

The piston motion amplitude reaches 92% from the theoretical one (Figure 4).

![Figure 4: Displacement of the actuator piston.](image)

The maximum piston velocity is about 0.14 m/s (Figure 5).

![Figure 5: Piston velocity evolution.](image)

The pressures in the actuator chambers have periodical variations in opposition, between 135 and 215 bar (Figure 6), the average value (175 bar = 350 /2 bar) respecting the fundamental law of the critical center constant pressure supplied servovalves [3].

![Figure 6: Pressure evolution at the actuator ports.](image)

The force developed by the actuation rod reaches 46,500 N (Figure 7).

![Figure 7: Force exerted by the actuator rod.](image)

The servovalve delivers to the actuator maximum 51,0 l/min-about 85% from the nominal flow (Figure 8). The servovalve spool displacement reaches 92% from the maximal stroke (Figure 9).

![Figure 8: Servovalve flow rate at port A.](image)

![Figure 9: Fractional servovalve spool position.](image)

The maximum flow rate generated by the damper piston reaches only 16% of the actuator one (Figure 10). The maximum force developed by the damper (about 23500 N) reaches 51 % of the force developed by the actuator one (Figure 11).
The overall force applied on the rudder by the combination between the actuator and the damper follows close enough the input position signal (Figure 12).

The pressures in the chambers of the damper are pulsating from zero to 250 bar (Figures 13 and 14).

Another useful way to obtain practical information about the servomechanism behavior is to feed it with a small step input (Figure 16).

The response is a first order one (Figure 17).

**STEP INPUT RESPONSE OF THE SYSTEM**

The servomechanism closely follows a low frequency sine input (Figure 15).

Figure 15: Sine input response of the servomechanism for $f=0.5$ Hz.
The constant time of the actuator is small enough (0.12 s) for the size of the airplane rudder (Figure 18).

Figure 18: Piston displacement for a step input.

The pressure variations in the actuator’s ports are typical for a third order system (Figure 19).

Figure 19: Pressures in the actuator’s ports.

The high speed servovalve flow rate has a normal variation for a well damped control system (Figure 20).

Figure 20: Flow rate at the port A of the servovalve.

According to the small step input, the fractional spool position of the servovalve is about 50% from the nominal one (Figure 21).

Figure 21: Fractional servovalve spool position.

The flow rate at the output port of the damper shows high frequency small amplitude variations (Figure 22). The force exerted by the actuator rod has a strong variation around the final value (Figure 23).

Figure 22: Flow rate at the output port of the damper.

Figure 23: Force exerted by the actuator rod.

The same phenomenon occurs with the force developed by the damper rod (Figure 24).

Figure 24: Force exerted by the damper rod.

However, the force at the output of the servomechanism rises continuously to the final value of about 10,000 N (Figure 25).

Figure 25: Force developed by the whole system at the output rod.
SYSTEM FREQUENCY RESPONSE

The integration of the servomechanism in the airplane flight control system needs the study of its frequency response. This can be easily obtained by the transferometer block from the control library of AMESim (Figure 26). The small value (1.2 Hz) of the cut frequency (Figure 27) proves that the servomechanism behaves as low pass filter for all type of input signals and for any external disturbance. This response quality is suitable for large airplanes [4].

![Figure 26: Simulation network of the frequency response.](image)

Figure 27: System frequency response.

The diameter of the damper orifice plays an important role in the dynamics of the studied system. Three common values of the orifice diameter $d_o$ were studied: 0.5, 0.75 and 1.25 mm. The influence of the orifice size is important for diameters smaller than 0.75 mm (Figure 28).

![Figure 28: The influence of the damping orifice diameter on a small step input servomechanism response: the lower line corresponds to $d_o=0.5$ mm.](image)

CONCLUSIONS

1. The use of a hydraulic damper in parallel with the hydraulic cylinder improves the dynamics of the servosystem without introducing a steady-state error. The damping effect can be controlled from outside the damper by the opening of the by-pass orifice [3], [4].

2. All the design, test, and identification author’s activity in the field of the fluid control systems pointed out that AMESim provided a strong solver and numerical core for transient simulation. As modeling a complex multi-physics system is not the main objective of engineers, it is important to have tools and interfaces which accelerate and optimize the design. From this point of view, AMESim is a complete software perfectly adapted for model creation and deployment. The wide field of application, including electric powertrain and mobile hydraulics is continuously extended by a big number of many category of users [7].
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Abstract

In this paper, we show that the logic theory and the object oriented approach are equivalent to describe world objects. We propose a new aggregation operator to combine fuzzy membership functions without fuzzy rules and without defuzzification. This operator preserves the improvements and the features of the initial fuzzy set theory. Instead of fuzzy rules, the fuzzy membership functions can be combined in a chosen order or in any order with the aggregation operator that provides a new resultant membership fuzzy function affected by all the component functions. This approach allows to globally compare the properties of complex objects by comparing their components. In our approach the fuzzy membership functions are represented as forces and thus by vectors in a vector space. We illustrate the use of our model in building a fuzzy emotional vector space based on the Ortony Clore Collins model. Thus, we compare the advantages and drawbacks of our approach with existing works and we conclude by presenting the perspectives of this research.

Introduction

Since the fuzzy set theory was introduced by Lofti Zadeh, a lot of models was proposed to offer many useful applications. Most of the time, the models relies on a logic approach based on a generalised modus ponens using fuzzy rules Montiel et al. (2009), Lorestani et al. (2006), El-Nasr et al. (2000). These fuzzy rules combine membership functions and linguistics variables to describe subsets of characteristics values used to express knowledge chunks stored in knowledge bases. The fuzzy set theory constituted a great enhancement and offered a better flexibility to take into account the uncertainty and the approximation of necessary variable features when one wants to build knowledge bases. The main drawback of fuzzy rules comes from the boolean operating nature of inference engines that combine rules by firing them or not. To enhance this process, a lot of accurate defuzzification methods was proposed to allow fuzzy rules to be triggered by inference engines, for example Opricovic and Tzeng (2003), Martin and Klir (2007), Iancu (2012). This effort is vain. Indeed, all the fuzzy logic improvement on providing fuzzy membership functions is almost annihilated by the fact that rules are firing or not, through a boolean process by the inference engine. Besides the adequate implementation of fuzzy membership functions requires to multiply the number of rules. Moreover, another conceptual drawback is that inference rules implement a succession of deductions corresponding to a list of object characteristics rather than comparing then globally. According to cognitive psychology, the most used way of reasoning is the analogy rather than the deduction. In this paper, we propose a new aggregation operator to combine fuzzy membership functions without fuzzy rules and without defuzzification in an object oriented model. This operator preserves the improvements and the features of the initial fuzzy set theory. Instead of fuzzy rules, the fuzzy membership functions can be combined in a chosen order or in any order with the aggregation operator that provides a new resultant membership fuzzy function affected by all the component functions. This approach allows to globally compare the properties of complex objects by comparing their components. In our approach the fuzzy membership functions are represented as forces and thus by vectors in a vector space. We illustrate the use of our model in building a fuzzy emotional vector space through an example of knowledge modelling of a disease evolution in medicine. Thus, we compare the advantages and drawbacks of our approach with existing works and we conclude by presenting the perspectives of this research.

The fuzzy set theory and fuzzy membership functions

The fuzzy set theory

The knowledge and data which we own either concerning a problem or a situation in the real world is almost always imperfect: they are uncertain when we doubt
their validity; they are indistinct when it is difficult to obtain a measure or a clear explanation, they are incomplete because most of the time all the data are not (yet, or never) available. Moreover, the world is evolving and what is true at one moment could become false at the next moment. Unfortunately the indistinctness, the uncertainty, the incompleteness are inherent to our environment; we can only notice and try to supply as better models as possible. During the examination of a characteristic or a property of an object, the uncertainty is conversely proportional in the indistinctness. Indeed, more we wish to measure or to establish a property with a high degree of precision more the uncertainty: the probability to make an error of measure (to be outside the interval of tolerance) become close to 1. In order to facilitate the modeling of uncertain and indistinct knowledge, Lofti A. Zadeh of the University of Berkeley proposed, in 1965, the theory of the fuzzy subsets Zadeh (1965). The fuzzy logic can be considered as an extension of the boolean logic. This theory is defined as a generalization of the set theory. It allows to quantify the degree of membership of an object of the real world in a set named "fuzzy set" Kaufmann (1973), Kaufmann and Pichat (1977). The necessity of reasoning using indistinct and uncertain facts and to combine together such knowledge led Loiﬁ A. Zadeh to propose his theory of the possibilities in 1978. The traditional fields of application of the fuzzy logic are all the human sciences, the medicine, the management, the economy... The proposed types of application are the decision-making support, the pattern recognition, the automatic classification of objects, knowledge bases and expert systems... In the medical domain, the fuzzy logic is especially used to aid the diagnosis of diseases. The diagnosis relies on the disease classifications and algorithms that computes values of fuzzy membership functions Bartolin et al. (1982). Unfortunately, the implementation of fuzzy membership functions to provide efficient decision support systems is not easy. In the following subsection, we briefly recall the general principles of the classic logic of Lewis Carroll as a basis of the fuzzy set theory. The study of this seminal work allows to build a strong link between semantic and object oriented models and the symbolic logic.

Lewis Carroll’s Symbolic Logic

According to the theory of Charles Ludwite Dodgson, Lewis Carroll, in "Symbolic Logic, part I" Carroll (1896): "The Universe contains 'Things.' [For example, 'I," "London," "roses," "redness," "old English books," "the letter which I received yesterday."]. Things have 'Attributes.' [For example, "large," "red," "old," "which I received yesterday."]. One Thing may have many Attributes; and one Attribute may belong to many Things. In chapter IV Lewis Carroll highlighted the importance to represent things by names: The word "Thing", which conveys the idea of a Thing, without any idea of an Adjunct, represents any single Thing. Any other word (or phrase), which conveys the idea of a Thing, with the idea of an Adjunct represents any Thing which possesses that Adjunct; i.e., it represents any Member of the Class to which that Adjunct is peculiar. Such a word (or phrase) is called a 'Name'; and, if there be an existing Thing which it represents, it is said to be a Name of that Thing."

It is astonishing to see that the Lewis Carroll’s symbolic logic is based on similar concepts that those that are used to define all semantic models Quillian (1968), entity-relationship models Chen and Pin-Shan (1976) and furthermore current object oriented paradigm with the actual concept of class as in UML Booch et al. (1998).

Traditional sets and boolean membership functions

For any set A in a universe X, A ⊂ X corresponding to objects x ∈ X who belong or not to the set A because of owning a specific characteristic: the Adjunct peculiar of that so-formed class A according to Lewis Carroll logic theory. A membership function is defined : μboolean(A(x)) where μboolean(A(x) = 1 if x ∈ A and μboolean(A(x) = 0 otherwise. Let us take a simple famous example: x represents the size in centimeter of men at the age of 18 years old and A to be the set of "tall men" in the set M of Men of 18 years old and A ⊂ M ⊂ X. The boolean membership function μboolean(A(x) is defined using a threshold for example x ≥ 180cm as μboolean(x) = 1 if(x ≥ 180) and μboolean(x) = 0 if(x < 180). The main inconvenient is that men whose size is 179cm are considered to be not tall and those whose size is 180cm are considered to be tall. Obviously, this is an unsatisfactory way to express the reality. This dissatisfaction led L.A. Zadeh to propose his fuzzy set theory Zadeh (1965) that allow to tune the degree of truth that an object belongs or not to a fuzzy set A corresponding to a property (the value of a peculiar attribute x: size) of an object of the universe X. In the traditional set theory the operators acting on sets are the intersection ∩, the union ∪, the setminus \ and the complement Ç.

Fuzzy sets and fuzzy membership functions

According to Zadeh’s theory, a fuzzy membership function μx(x) : X → [0, 1] is defined as a value included in the interval [0,1] indicating the membership degree for the element x to belong to a fuzzy set named A. A fuzzy set, defined as A, is a subset of a universe of discourse X, where A is characterized by a membership function μA(x). The membership function allows to associate the grade of membership μA(x) ∈ [0,1] in the fuzzy set A to each element of the universe of dis-
course X. \( \tilde{A} = \forall x \in X, (x, \mu_{\tilde{A}}(x)) \). We can adopt the following notation \( A = \sum_{x \in X} \mu_{\tilde{A}}(x) \) if X is finite and \( A = \int_{x \in X} \mu_{\tilde{A}}(x) \) if X is infinite. The value \( \mu_{\tilde{A}}(x) \) is fixed by experts of the domain. This can be more or less difficult according to the attribute type. In the previous example, if it is assumed that a man whose size is less than 150 cm is very small, less than 160 cm is small, less than 180 cm is medium, at least 180 cm is tall, and more than 190 cm is very tall. Thus these intervals of values of \( [0, 150], [150, 160], [160, 180], [180, 190], [190, \infty] \) respectively correspond to subsets of X: "very small", "small", "medium", "tall", "very tall" represented in the same manner by membership functions as depicted in the three figures.

The S-function figure 1 represents the membership function "to be tall". \( \mu_{\tilde{M}}(x) \) of the fuzzy subset Medium denoted \( \tilde{M} \) can be represented by a \( \pi \)-function represented by a bell curve figure 2, for \( x \leq \alpha \),

\[
S(x; \alpha, \beta, \gamma) = \begin{cases} 
0 & \text{for } x \leq \alpha, \\
\frac{2(\frac{x - \alpha}{\gamma - \alpha})^2}{1 - 2(\frac{x - \alpha}{\gamma - \alpha})^2} & \text{for } \alpha < x \leq \beta, \\
1 - \frac{2(\frac{x - \alpha}{\gamma - \alpha})^2}{1} & \text{for } \beta < x \leq \gamma, \\
1 & \text{for } x > \gamma. 
\end{cases} \tag{1}
\]

All subsets very small (VS), Small(S), Medium(M), Tall (T), Very Tall (VT) can be represented in the same manner by membership functions as depicted in the three following figures.

Zadeh defined the support of a fuzzy set \( \tilde{A}, \text{supp}(\tilde{A}) = \{ x \in X | \mu_{\tilde{A}}(x) > 0 \} \). The kernel of a fuzzy set \( \tilde{A}, \text{kernel}(\tilde{A}) = \{ x \in X | \mu_{\tilde{A}}(x) = 1 \} \) in his fuzzy set theory L. Zadeh proposed intersection and union operators and the corresponding membership functions. Let be two fuzzy subsets \( \tilde{A} \) and \( \tilde{B} \) in the universe of discourse X. The membership function \( \mu_{\tilde{A} \cap \tilde{B}}(x) = \{ \min(\mu_{\tilde{A}}(x), \mu_{\tilde{B}}(x)), \forall x \in X \} \). The membership function \( \mu_{\tilde{A} \cup \tilde{B}}(x) = \{ \max(\mu_{\tilde{A}}(x), \mu_{\tilde{B}}(x)), \forall x \in X \} \).

**Boolean logic propositions**

Boolean logic propositions express relations between facts which are true or false. In the chapter III of symbolic logic Lewis Carroll introduced different kind of propositions of relations Carroll (1896). "A Proposition of Relation, of the kind to be here discussed, has, for its Terms, two Species of the same Genus, such that each of the two Names conveys the idea of some Attribute not conveyed by the other. For example, the proposition "Some merchants are miseris" is of the right kind, since "merchants" and "miseris" are Species of the same Genus "men"; and since the Name "merchants" conveys the idea of the Attribute "mercantile", and the name..."
"misers" the idea of the Attribute "miserly", each of which ideas is not conveyed by the other Name. In a relation, the sign of quantity is "some", "no" or "all". A proposition of relation, beginning with "Some", is henceforward to be understood as asserting that there are some existing things, which, being members of the subject, are also members of the predicate. A proposition of relation, beginning with "No", is henceforward to be understood as asserting that there are no existing things which, being members of the subject, are also members of the predicate; a proposition of relation, beginning with "All", is equivalent to two propositions, one beginning with "Some" and the other with "No", each of which we now know how to translate. For example: "All bankers are rich men." This is equivalent to the two Propositions "Some bankers are rich men" and "No bankers are poor men." Lewis Carroll’s symbolic logic is bounded to crisp sets. Here is the representation using membership functions $\mu x$. The membership functions $\muibility B$ is computed combining $\muility B \muility x = \min (1, 1 - \muility B(x) + \muility y(y))$. The membership function to $\muility R$ is computed combining $\muility B$ and $\muility R$. In this specific case The universe of discourse $X = Y = M \forall y \in Y \muility R(y) = \sup_{\mu_{B \mapsto R}(x,y)} T(\muility B, \muility R, \muility x, \muility y)$. $T$ is a $t$-norm used with the fuzzy implication. For example, the $T_{\muility Lukasiewicz}(u, v) = \max(u + v - 1, 0)$. Thus, $\forall y \in Y \muility R(y) = \sup_{\mu \in X} \muility B \mapsto R(x, y) = 0$ Bouchon-Meunier and Marsala (2003).

**Generalized modus ponens**

The generalized modus ponens is the fuzzy extension of the modus ponens. It was introduced by L. Zadeh to represent an approximate reasoning mode. The generalized modus ponens should allow to handle in the same context symbolic knowledge and numeric data while taking into account the gradual aspect of fuzzy characterization. If the datum value is very close to the rule premise, the conclusion will be very close to the rule conclusion. For example: let us suppose the fact to be a banker is represented by the seniority (in years) in this profession. Let us suppose that the wealth is expressed as being the estimation of this person’s possessions (in any currency). The seniority is a variable $x$ and the possession of the person is represented by the variable $y$. More his seniority $x$ is important, more the person is considered as a banker ($B$) experienced and competent; higher the person’s wealth is ($y$), more the person is considered to be rich ($R$). Let the set of Men $M$ to be the universe of discourse. This proposition can be represented by the following fuzzy rule: $X \in M$, if $X \in B$ then $X \in R$. The membership function $\muility B$ corresponding to the fuzzy set $B$ (Bankers) which is the premise part of the rule, the membership function $\muility R$ corresponding to the fuzzy set $R$ (Rich people) which is the conclusion part of the rule.

**Fuzzy implications**

There is not a unique way to generalize the implication from the boolean logic. Many different fuzzy implications were proposed by many authors : Reichenbach, Wilcott, Rescher-Gaines, Kleene-Dienes, Brouwer-Gödel, Goguen, Lukasiewicz, Mamdani Mamdani and Assilian (1975), Larson. For example the fuzzy implication from Lukasiewicz is represented by $\muility B \mapsto R(x, y) = \min (1, 1 - \muility B(x) + \muility y(y))$. The membership function to $R$ is computed combining $\muility B$ and $\muility R$. In this specific case The universe of discourse $X = Y = M \forall y \in Y \muility R(y) = \sup_{\mu_{B \mapsto R}(x,y)} T(\muility B, \muility R, \muility x, \muility y)$. $T$ is a $t$-norm used with the fuzzy implication. For example, the $T_{\muility Lukasiewicz}(u, v) = \max(u + v - 1, 0)$. Thus, $\forall y \in Y \muility R(y) = \sup_{\mu \in X} \max(0, \muility B + \muility R(x, y) - 1)$ Bouchon-Meunier (1993),Bouchon-Meunier and Marsala (2003).

**Structure of a fuzzy logic controller**

An Fuzzy Logic Controller consists of a set of rules of the form previously presented. More generally, IF (a set of conditions are satisfied) THEN (a set of consequences can be inferred). A fuzzy knowledge base consists of a set of IF-THEN rules associated with fuzzy conditional statements. This type of systems are considered to be an extension of rule based expert systems like Mycin.
(Buchanan and Shortliffe, 1984) Buchanan and Shortliffe (1984). In fuzzy rule-based systems, the inputs should be given by fuzzy sets, and therefore, we have to fuzzify the crisp inputs. Furthermore, the output of a fuzzy system is always a fuzzy set, and therefore to get crisp value we have to defuzzify it. Fuzzy logic control systems usually consist of four major parts: Fuzzification interface, Fuzzy rule base, Fuzzy inference engine and Defuzzification interface Iancu (2012). The whole process is presented in the figure 4 Lee (1990).

![Figure 4: Fuzzy logic controller proposed by Lee 1990](Lee (1990))

Criticism of the fuzzy logic inference

The incompleteness is an important drawback. The reversibility of rules is often problematic: rules are formed by two members linked by a relation of dependence: if A is true B is also true and vice versa. When rules are not exhaustive (What is mostly the case), it is not possible to use the modus tollens. Moreover, the use of a monotonous logic does not allow to manage the exceptions. The production rules can be reversed only if we are sure to have forgotten no factor or attribute (What is impossible to be sure). This argument had beforehand been raised by John McCarthy McCarthy (1987). In fact, the inference engine can trigger contradictory rules. The partial formulation of the knowledge often leads to contradictions which could be difficult to detect. Thus, the addition of new rules in a knowledge base can create conflicts with pre-existent rules leading to inconsistency. The use of a monotonous logic does not allow to manage the exceptions McCarthy (1987). According to ordinary logic : All animals (x ∈ A) which are birds (x ∈ B) are animals able to fly (x ∈ F) is expressed by ∀x ∈ A, if x ∈ B then x ∈ F. Unfortunately, the emperor penguins P are birds and they does not fly, what requires to introduce new clauses as (x /∈ P) to take into account exceptions ∀x ∈ A, if x ∈ B and x /∈ P then x ∈ F. According to McCarthy, this inconvenience is going to cause an important proliferation of clauses. Moreover, the use of fuzzy logic still increases the number of rules corresponding to the fuzzy subsets in order to correctly implement only one object property (For example the size of the men as presented figure 3). The successive inferences of the multiple rules produce and propagate an accumulation of the uncertainty concerning the obtained conclusions. Whatever is the type of production rules (crispy or fuzzy), the trigger mechanism of the inference engine is of boolean nature: each rule is activated or not. This inherent characteristic of inference engine makes lose all the profit brought by the use of the fuzzy set theory. It is the exploitation of rules and not the fuzzy logic which raises problem.

Advantages of production rules

The production rules are well suited to the deductive mode of reasoning. The independence of the knowledge with regard to the inference engine allows to separate the knowledge and the deduction. The declarative character of rules and facts is an asset. However, rules must be independent between them and a rule does not have to make reference directly to an other one. However, every rule represents only a tiny part of knowledge and the navigations in contexts or different domains necessary for most of actual problem solving make finally difficult the management and the maintenance of rules. The inference engines have the capacity to explain the made deductions from the tree of rules that were triggered to get the result. The conviviality of the rule based systems is insured by interfaces capable of justifying at any time the deductions made by the system. The existence of specific programming languages as Prolog Colmerauer et al. (1973), Colmerauer (1996) or Objective Caml Leroy and Weis (1993) is also an advantage. However, we doubt that the deduction is the most frequent and the best suited way of reasoning to elaborate knowledge bases and to implement problem solving systems. Human beings naturally prefer to use analogy rather than deduction to deal with their usual knowledge. The brain is memory and is able to do dynamically a pattern matching with the objects in the environment. According to Marvin Minsky, at any moment, our brain is able to compare the uncountable information that he has collected about objects and situations in our environment by means of our senses with the concepts that we have previously elaborated and memorized during our existence Minsky (1975),Minsky (1985). Our main research topic was to find new ways of implementing reasoning modes like the induction, the abduction and the analogy coupling fuzzy logic and object oriented models. We show in the next section that rules are not well suited to these types of reasoning.
The inconveniences of rule based systems

In the diagnosis applications, the cases which are submitted to the system are represented by comparing characteristics of complex objects with those of known clinical pictures. When using a rule based approach, many characteristics or facts is going to be thus considered successively to classify the case among those known in the knowledge base by means of a flow of triggered rules that generate in turn new facts hypotheses. In summary the classification of clinical pictures is gradually implemented by a continuation of deductions taking into account successively and not simultaneously the characteristics or the facts of the presented case.

Analogy and rule based systems

The search for an analogy between two objects and situations often requires to compare an important number of characteristics and thus a long series of deductions or inferences with several major drawbacks. - The analogy is established on a resemblance between inevitably different and unique objects or situations. It is about a resemblance between two objects and not about a perfect correspondence. Certain characteristics of these objects can be only similar, equivalent or even absent while a majority of identical or important characteristics are enough to establish the analogy. -The analogy is a parallel way of reasoning. The characteristics of an object are considered simultaneously and not successively. - The analogy is organized into a hierarchy Boulanger and Colloc (1992). All the characteristics of an object have not the same importance according to contexts, a small part of the object can have an essential meaning, for example: the keyhole of a door or the receiving site of a diagnosis but could play, all together, a complementary discriminating role. -The detection of analogies by means of production rules requests excessively the inquiry engine. -Furthermore, if objects or situations to be compared have a fast evolution, some of their characteristics will be inappropriately taken into account in different times.

Time and rule based systems

The consideration of time raises problem in the models with production rules. Indeed, the release from initial facts supposes that they remain stable in the time, what is not the case in numerous actual domains. Undo backwards a deductive reasoning when a true fact become false is a very tricky problem. This aspect takes all its importance when the system has to manage dynamic phenomena with fast fluctuations of attribute values. The following section describes our main contribution: a fuzzy vector space to describe the state and the evolution of dynamic complex objects.

A fuzzy vector space

In this section we propose an extension of the Zadeh’s membership functions which are defined on [0,1]. Our membership functions are defined on [-1,1], taking into account a full specific characteristic of an object (value=1) and its contrary (value=-1), the value 0 is considered to be neutral. The set ℱ contains all the membership functions. Thus ∀f ∈ ℱ ∃f’ = −f defined in [-1,1] that represents the opposite function of the f function. Let be three functions of ℱ : [-1,1] → [-1,1], x → f(x), g : [-1,1] → [-1,1], y → g(y), h : [-1,1] → [-1,1], z → h(z). We propose a fuzzy vector space among which vectors ˆf, ˆg, ˆh express forces (as a physical metaphor) having as mode the “intensity” based on the value of the fuzzy membership functions f(x), g(y), h(z) related to the values x, y, z corresponding with specific properties (attribute, or characteristics) of an object of the universe of the discourse. R is a commutative corpus. Let be a vector space E on R³ associated to an orthonormal coordinate system (O, i, j, k) from the set of membership functions ℱ. The vector ˆf overlaps the vector ˆi (X axis), ˆg the vector ˆj (Y axis) and ˆh the vector ˆk (Z axis). The norm of the vector ˆf is given by ||ˆf|| = √f(x)² = f(x) and in the same way ||ˆg|| = √g(y)² = g(y) and ˆh est ||ˆh|| = √h(z)² = g(z). Because the system is orthonormal the dot product (or scalar product) of vectors ˆf, ˆg and ˆh is nil. Consequently, we can combine three forces represented by vectors ˆi, ˆg and ˆh with an inner additive operator named +. ∀f, g, h ∈ E, we verify the following properties :

p1: 0 = ( ˆf + ˆg ) + ˆh = ˆf + ( ˆg + ˆh ) associativity.
p2: 0 + ˆf = ˆf + 0 the neutral element is the vector 0.
p3: ∀f ∈ E, ∃ −f / f + −f = 0 the opposite vector.
p4: ˆu = ˆf + ˆg = ˆg + ˆf. Commutativity of + in E.
p5: ∀f ∈ E, ∃λ, μ ∈ R/λ(μf) = (λμ)f, λ and μ are scalars

p6: ∀f ∈ E, ∃e = 1/e = ˆf e = ˆf Neutral element.
p7: ∀f ∈ E, ∀λ, μ ∈ R, (λμ)f = λf + μf, the result is generally outside of [-1,1].
p8: ∀f, g ∈ E, ∀λ ∈ R, λ( ˆf + ˆg) = λf + λg, the result is generally outside of [-1,1]. E is a vector space on R³.
Let be \( \mathbb{R} \) the commutative corpus provided with the absolute value and \( E \) the \( \mathbb{R} \)-vector space previously defined, a norm on \( E \) is an application \( N \) on \( E \) with positive real numbers satisfying the following properties: Separation: \( \forall f \in E, N(f) = 0 \Rightarrow f \equiv 0 \in E \); Homogeneity: \( \forall (\lambda f) \in \mathbb{R} \times E, N(\lambda f) = |\lambda|N(f) \). Sub-additivity or triangular inequality: \( \forall (f, g) \in E^2, N(f, g) \leq N(f) \).

**Calculation of the resultant vector of three fuzzy forces**

Let be a membership function \( f : [0, 1] \rightarrow [0, 1] / f(x) = 1 \) \( 1 + e^{-k(x-s)} \) which is defined and continuous and where \( x \) is a specific characteristic of an object, \( s \) is the threshold that expresses the median value for the parameter \( x \) and \( k \) is a constant expressing the precision with which \( x \) is known. To adapt this function to the interval \([-1, 1]\), a change of coordinate system and scale is necessary: \( F(x) = 2f(x) - 1 \) and \( F(x) = 1 + e^{-k(x-s)} - 1 \).

\( F(x) \) is an odd function defined and continuous on \([-1, 1]\), thus on intervals \([-1, 0] \) and \([0, 1]\) having 0 for intersection. \( F(x) \) allows to build two opposite functions \( f : [0, 1] \rightarrow [0, 1], f(x) = 2 \) \( 1 + e^{-k(x-s)} - 1 \) and \( f' : [-1, 0] \rightarrow [-1, 0], f'(x) = \frac{2}{1 + e^{-k(x-s)}} - 1 \). It comes that \( \forall x \in [-1, 1], f(x) = -f'(-x) \). In the same manner, we define \( G(y), g(y), g'(y) \) and \( H(z), h(z), h'(z) \). As \( x \), the parameters \( y \) and \( z \) correspond to different relevant characteristics of the studied object. Then according to the sign of a characteristic \( x \), it is always possible to build the corresponding membership function \( f \) and its opposite function \( f' \) that expresses the contrary characteristic \( -x \) (for example: \( x \) to be tall correspond to the opposite \( -x \): to be short and \( y \): to be joyful, \( -y \): to be sad). The vector \( \vec{f} \) is defined from \( f(x) \) and the opposite vector \( \vec{f}' \) is defined from \( f'(x) \) and respectively vectors \( \vec{g} \) and \( \vec{g}' \) from functions \( g(y) \) and \( g'(y) \) and vectors \( \vec{h} \) and \( \vec{h}' \) from functions \( h(z) \) and \( h'(z) \).

This adaptation allows to satisfy the \( P3 \) property (recalled in the previous subsection) necessary to build a fuzzy vector space.

**Properties of \( f(x) \), \( g(y) \) and \( h(z) \) defined on \([0, 1] \)**

Let the vector space \( E \) on \( \mathbb{R}^3 \), \( E(O, \vec{i}, \vec{j}, \vec{k}) \), the resultant vector \( \vec{u} = \vec{f} + \vec{g} + \vec{h} \). \( \|\vec{u}\| = \sqrt{\int(x)^2 + \int(y)^2 + \int(z)^2} \). Because \( f(x), g(y), h(z) \in [0, 1] \), \( \max(\|\vec{u}\|) = \sqrt{3}, \|\vec{u}\| \in [0, \sqrt{3}] \). The resultant function \( r \) of the membership functions \( f(x), g(y) \) and \( h(z) \) is \( \forall (x, y, z) \in [0, 1]^3, r(x, y, z) = \frac{1}{\sqrt{3}}\|\vec{u}\| = \frac{1}{\sqrt{3}}\sqrt{\int(x)^2 + \int(y)^2 + \int(z)^2} \). In the vector space \( E \), we can associate a scalar to a vector that expresses the importance of the component in the linear combination of vectors. \( \alpha, \beta, \gamma \in \mathbb{R}^+, \vec{u} = \alpha \vec{f} + \beta \vec{g} + \gamma \vec{h} \) and the norm becomes \( \|\vec{u}\| = \sqrt{\alpha(\int(x)^2) + \beta(\int(y)^2) + \gamma(\int(z)^2)} \).

Whatever the use of scalars or not we verified that \( r(x, y, z) \approx \frac{1}{\sqrt{3}}\|\vec{u}\| \). The study of the properties of the opposite functions \( f'(x), g'(y) \) and \( h'(z) \) defined on \([-1, 0] \) is similar. Because each function \( f(x) \) comes with its opposite function \( f'(x), \alpha f(x) = -\alpha f'(-x) \), the sign of \( \alpha \) allows to set up if the function \( f \) is agonist or antagonist and in the same manner \( \beta \) for \( g(y) \) and \( \gamma \) for \( h(z) \).

**Generalization in \( n \) parameters**

The model can be adapted to take into account \( n \) parameters or characteristics of objects \( n \ll \infty \), \( x_i \in [0, 1] \) and \( n \) membership functions \( f_i(x_i) \) with a scalar \( \alpha_i \in \mathbb{R}^n \). A vector space \( E \) is defined on \( \mathbb{R}^n \) where two vectors \( \vec{f} = (x_1, \ldots, x_n) \) and \( \vec{g} = (y_1, \ldots, y_n) \) have the inner scalar product (dot product) \( f, g \) \( = x_1y_1 + \ldots + x_ny_n \). \( E \) is provided with an orthonormal coordinate system \( O(i_1, \ldots, i_n) \). Let be the vector \( \vec{u} \) in the vector space \( E \) on \( \mathbb{R}^n \) to be the sum of vectors \( f_i \) provided with the corresponding scalar \( \alpha_i \). Thus \( \sum f_i \in E, \vec{u} = \sum_{i=1}^{n} \alpha_i \vec{f}_i \). The norm \( ||\vec{u}|| = \sqrt{\sum_{i=1}^{n} [\alpha_i (f_i(x_i))^2]} \). The resultant function \( r \) of \( n \) membership functions is: \( \forall (x_1, \ldots, x_n) \in [-1, 1]^n, r(x_1, \ldots, x_n) = \sqrt{\sum_{i=1}^{n} [\alpha_i (f_i(x_i))^2]} \).

The main inconvenience is when \( n \) becomes big, the value of the resultant function \( r \) becomes very tiny. Indeed, \( \lim_{n \rightarrow +\infty} r(x_1, \ldots, x_n) = 0 \). However, this inconvenience is not important because in practice the number \( n \) of membership functions \( n \ll \infty \) and is some tens of parameters at most.

**Consideration of time**

We saw that the evolution of the characteristic parameters of objects requires the consideration of time. All the time \( t \), the parameters can evolve more or less quickly or sometimes be constant. The resultant vector \( \vec{u} \) undergoes modifications all the time \( t \). The absolute time is expressed by an additional variable \( t \) (in seconds) which is calculated from 6 variables: year (aaaa), month (mm), day (jj), the hour (hh), minutes (mm), seconds (ss). An extension in the subdivisions of second may be envisaged for special applications but is mostly useless and expensive in time of computation. The other temporal units (for example, week, month, half-year) associated with the various parameters can easily be converted in the absolute time by appropriate conversion functions. Most programming languages offer such time function libraries. The variable \( t \) is used to define every membership function \( f_i(x_i) \) which becomes \( f_i(x_i, t) : [0, 1] \rightarrow [0, 1], f_i(x_i, t) = \frac{2}{1 + e^{-k(x_i-s)}} - 1 \). Some func-
ions remain constant on an interval of time while others are evolving. For all time \( t \), the vector \( \vec{u}_t \) evolves according to its component functions: \( \vec{f}_{i,t} \in E \), \( \vec{u}_t = \sum_{i=1}^{n} a_{i,t} \vec{f}_{i,t} \). The norm \( \|\vec{u}_t\| \) is given by
\[
\|\vec{u}_t\| = \sqrt{\sum_{i=1}^{n} [a_{i,t} f_{i}(x_{i,t})]^2}.
\]
The resultant function \( r \) of \( n \) membership functions is:
\[
\forall(x_{i,t}, \ldots, x_{n,t}) \in [-1,1]^n, r(x_{i,t}, \ldots, x_{n,t}) = \frac{1}{\sqrt{n}} \sqrt{\sum_{i=1}^{n} [a_{i,t} f_{i}(x_{i,t})]^2}, r(x_{i,t}, \ldots, x_{n,t}) \in [-1,1].
\]

**Kinematic of a point in the fuzzy vector space**

This part is inspired from physics and more precisely from classical mechanics. Therefore, we use a three-dimensional cartesian vector space to illustrate our proposal. Let \( t \) be in the interval \([t_0, t_n]\) and the vector space \( E \) provided with the orthogonal coordinate system \((O, \vec{i}, \vec{j}, \vec{k})\). The vector function \( \vec{U}(t) \) in \( E \) is defined as \( \vec{U}(t) = F(x(t), y(t), z(t)) = G(y(t), z(t)) + H(z(t), k) \). As previously, \( x, y, z \) are the characteristics of an object at the moment \( t \) and the components are defined as \( x_{i,t}, y_{i,t}, z_{i,t} \in [0,1]^n, t \in [t_0, t_n] \). \( \vec{F}(t) = F(x(t), \vec{i}), \vec{G}(t) = G(y(t), \vec{j}) \) and \( \vec{H}(t) = H(z(t), \vec{k}) \). All of them are fuzzy membership functions of time. Because the coordinate system is orthogonal: \( \forall t \in [t_0, t_n] \), \( \vec{F}(t), \vec{G}(t) = \vec{0}, \vec{H}(t) = \vec{0} \) and \( \vec{G}(t), \vec{H}(t) = \vec{0} \). The function \( \vec{U}(t) \) is continuous when \( t = t_0 \) and only if their components \( F(x(t), t), G(y(t), t) \) and \( H(z(t), t) \) are defined and continuous. According to our previous definition of fuzzy forces in a vector space \( E \), that is the case. Indeed \( F(t) : [-1,1] \rightarrow [-1,1] \), \( F(t) = \frac{2}{1 + e^{-k(x-x_0)}} - 1 \) and \( G(t) \) and \( H(t) \) are defined and continuous in the same way. So \( \vec{U}(t) \) is a continuous vector function. \( O \) is the origin of the orthogonal coordinate system of the vector space where a point \( M = (F(x(t), t), G(y(t), t), H(z(t), t)) = F(x(t), t) + G(y(t), t) + H(z(t), t) e_\vec{OM} = \vec{U}(t) \) which is the hodograph of the vector function \( \vec{U}(t) \) which is the position vector at the time \( t \) in the fuzzy vector space \( E \). An example of the trajectory of the M point in the fuzzy vector space \( E \) is given on the figure 5 that uses the right-hand rule orientation.

**Velocity and speed in the vector space**

The derivative of \( \vec{U}(t) \) is \( \frac{d\vec{U}}{dt} = \lim_{t \to t' \downarrow} \frac{\vec{U}(t) - \vec{U}(t')}{t - t'} \).

\( \frac{d\vec{u}}{dt} \) exists, if its components \( \vec{F}(t), \vec{G}(t) \) and \( \vec{H}(t) \) denote the derivatives \( \frac{d\vec{F}(t)}{dt}, \frac{d\vec{G}(t)}{dt} \) and \( \frac{d\vec{H}(t)}{dt} \). The average velocity becomes the derivative of the position vector \( \frac{d\vec{U}(t)}{dt} = \frac{d\vec{F}(t)}{dt} + \frac{d\vec{G}(t)}{dt} + \frac{d\vec{H}(t)}{dt} \). Thus, the velocity is the time rate of change of position in the vector space \( E \) and \( \frac{d\vec{F}(t)}{dt}, \frac{d\vec{G}(t)}{dt}, \frac{d\vec{H}(t)}{dt} \) denote the derivative in the three components, so called dimensions with respect to time. The speed \( S \) of the point \( M \) is defined as the magnitude \( S = |\vec{U}(t)| = \frac{d\vec{u}}{dt} \) where \( s \) is the arc-length measured along the trajectory of the point \( M \) in the vector space \( E \) which is a non-decreasing quantity. Therefore \( \frac{d\vec{u}}{dt} \) is non-negative, which implies that the speed \( S \) is also positive or zero.

**Acceleration**

The acceleration \( \vec{A} \) of \( \vec{M} \) relies on the rate of change of the velocity vector \( \frac{d\vec{u}}{dt} \) so, \( \vec{A} = \frac{d\vec{U}}{dt} \). The acceleration is the first derivative of the velocity vector \( \frac{d\vec{u}}{dt} \) and the second derivative of the position vector \( \vec{U}(t) \). In the following, we present an example of application of our model to build an emotion fuzzy vector space.

**Derivative of the sigmoid fuzzy membership function**

Each component \( \vec{F}(t), \vec{G}(t), \vec{H}(t) \) of the vector \( \vec{U}(t) \) is defined by the same sigmoid membership function:
\[
\vec{F}(t) = F(x(t), t) = \frac{2}{1 + e^{-k(x-x_0)}} - 1.
\]

Its derivative is calculated according to \( x_t, \frac{dF(x,t)}{dt} = 2k e^{-k(x-x_0)} \). Provided that \( k \) is a positive constant, we notice that the derivative \( F'(x,t) \) is strictly positive.Therefore, \( F(x,t) \) is always derivable and strictly increasing on \( \mathbb{R} \). Obviously, the same properties are verified for the function \( G(y,t) \) and \( H(z,t) \).

**Gradient of the vector \( \vec{U} \) in vector space \( E \)**

Consider an emotion vector space \( E \) with three parameters representing (positive/negative) couple of parameters. You can have more than three parameters but three is more convenient to depict our approach. These parameters are changing under the influence of unpredictable events occurring during an interval of time.
[t_0, t_n]. To model the situation, we propose to use the framework presented beforehand. According to the previous subsection and figure 5, at each moment the position of the dot M and the vector \( \bar{U}(t) = F(x,t)i + G(y,t)j + H(z,t)k \) are defined with the membership sigmoid functions as \( \bar{F}(t) = F(x,t) \), \( G(y,t) \) and \( H(z,t) \) described in subsection. Farthest the point M is from the origin in the positive part of the fuzzy vectorial space, the most favorable are the conditions to feel well or to achieve correctly a task. We define a gradient named ability that correspond to the vector \( \bar{U}(t) \) described in the equation 3. At any moment, the ability depends of the level of each component vector. In the cartesian coordinate system, the gradient of ability named \( \nabla U(x_t, y_t, z_t) = \left( \frac{\partial U}{\partial x_t} \frac{\partial U}{\partial y_t} \frac{\partial U}{\partial z_t} \right) \). Then:

\[
\nabla U(x_t, y_t, z_t) = \frac{2k.e^{-k(x_t-s)}}{(1+e^{-k(x_t-s)})^2} + \frac{2k.e^{-k(y_t-s)}}{(1+e^{-k(y_t-s)})^2} + \frac{2k.e^{-k(z_t-s)}}{(1+e^{-k(z_t-s)})^2}
\]

(3)

k is a positive constant defining the scale and s is the pivot (neutral value), zero in our example. The calculus of sum of the partial derivative according to the direction X, Y and Z allows to calculate at each moment t the gradient of ability which is a value always defined on [0,1]. To illustrate how to use it, the figure 7 shows how the attributes of the objects involved in evaluating a situation are combined in the FVS.

Figure 6: Gradient of vector \( U \) in FVS E: \( \nabla U(x_t, y_t, z_t) \) (scale k=10)

A Psychological model and Emotional states

Most available computationally models of emotion rely on the OCC model (Ortony et al, 1988) Ortony et al. (1988) Picard (1997). The OCC model defines events, agents and objects. Events are considered to induce emotional consequences. Agents are able of actions that have effects on the environment. Objects have imputed properties. The OCC model represents emotions as balanced reactions to the perception of the world. That is: one can be pleased about the consequences of an event or not (pleased/ displeased); one can endorse or reject the actions of an agent (approve/disapprove) or one can like or not aspects of an object (like/dislike). Then, the events can have consequences for others or for oneself and on acting agents. Thus, the different emotional balances are depicted by couples of (positive/negative) reactions represented by variables \( x,y,z \) and their corresponding membership functions \( F(x), G(y) \) and \( H(z) \). For concision, we do not provide the complete specialization tree of the OCC model but we just summarize the couples of variables in the figure 8. A complete description of the OCC model is available in Ortony et al. (1988) and computational applications in Picard (1997).

![Figure 7: Composition of Object and Attributes in a FVS](image)

<table>
<thead>
<tr>
<th>Consequences of events</th>
<th>For others</th>
<th>For self</th>
<th>Actions of Agents</th>
<th>Aspects of Objects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Happy for</td>
<td>Hope</td>
<td>Self Agent</td>
<td>Love</td>
</tr>
<tr>
<td></td>
<td>Resentment</td>
<td>Fear</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gloat</td>
<td>Joy</td>
<td>Self Agent</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pit</td>
<td>Distress</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Other Agent</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Gratitude</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Remorse</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Anger</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Admiration</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Reproach</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Gratitude</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Remorse</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Anger</td>
<td></td>
</tr>
</tbody>
</table>

Figure 8: Couples of (positive/negative) emotion parameters of the OCC model Ortony et al. (1988)

Evaluation of the patient emotions during the treatment

This case concerns the evaluation of state of a patient at each stage of his treatment, how the patient feels and is tolerating it and the interaction with the care givers...
when some acts could be painful and when the profits are a long time coming. The model OCC allows to define couples of variables: (Love/Hate) of some drugs used in the treatment, the (Gratitude/Anger) concerns the caregivers (nurses, physicians) and the consequences of events (Joy/Distress) that occur during the care route of the patient described figure 9. These attributes can be represented by fuzzy vectors that change during the time as described in figure 7. The resultant vectors allow to evaluate the patient emotional state and what is more comfortable and more efficient to bring him to his recovery. Thus each drug administration and care is associated with a variable \( x_t \) (Joy/Distress) that depicts the mood state of the patient according to events which is essential to reach the cure, \( y_t \) (Gratitude/Anger) that evaluates the prescribing physician or the nurse who makes the care and \( z_t \) (Love/Hate) that estimates the tolerability of the treatment. The FVS offers the advantage to describe the evolution of the patient’s feelings during the treatment and not only a simple snapshot. The scenario presented figure 9 shows the evolution of the mood of the patient and of his/her feeling of the caregiver-patient relationship during the different stages of his care.

### Future works

We will propose a model of personality and behavior that will be adapted and will complete the emotion layer presented in this paper. The ability of vectorial spaces to model the continuous flow of changing emotions is essential for dynamically expressing the mental states of the agents involved in a situation and to simulate the evolution of their relationships. We are currently using the espace vectorial space to enhance previous clinical decision support systems Colloc and Jacquet (2013), Colloc and Summons (2015). This approach was also used to simulate the process of gaming addiction and shows the emotion evolution of the gamer and his interaction with the slot machine during the game. A prototype of this simulator is developed in VBA Colloc and Summons (2017).

![Figure 10: Evolution of the values of the emotion membership functions during the patient care route](image1)

![Figure 11: Gradient of values of emotion function](image2)

**Conclusion**

In this article we proposed a model of "fuzzy vectorial space" which constitutes a new approach to combine fuzzy logic and an object oriented model that allows time modelling of the structure and behaviour of complex objects. We have shown that it is essential to have means to aggregate the properties and features of objects as a supplement to the use of the operators of conjunction and disjunction (which can be obviously jointly used when it is semantically needed). The membership functions describe the attribute values of objects and their evolution. The fuzzy vectorial space provides a new aggregation or composition operator that can be widely used to enrich object oriented models and multi-agents systems. The fuzzy vectorial space model does
not use fuzzy rules to represent the object features but instead determines a resultant vector which represent the evolution of the object components during the time. We trust that the use of the kinematics modeled with fuzzy vectorial spaces, which is inspired by the physics, constitutes an enhancement to take into account the evolution of the structure, attributes, properties and behavior of complex objects while profiting from the advantages of the fuzzy logic. The evolution of the gradient of the resultant vector can be studied to globally evaluate the object state according to the semantics of the membership functions. This contribution offers a new pragmatic way to combine object properties and to compare them together. We have shown how to use the fuzzy vectorial space for emotion modelling with the use of the OCC psychological model. Our approach leads to develop a model of analogy allowing to compare objects and situations in complex environments where the time is an essential factor in many domains like medicine, management, logistic, cognition and human sciences.
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ABSTRACT

Considering that all kinds of simulations are based on verisimilitude and take their referents from the real world, this presentation will focus on the tools – exosuit, helmet – holographic prototypes, and «design fiction» elements in the film “Iron Man 3”. Some Sci-fi works can become prophetic a-posteriori, or more humbly show what is presently called “design fiction” objects, scenarios, or human behaviour in its context. Presented items and interfaces deserve to be explored, mainly because they have, and are, impelling the creation of real life objects and procedures.

INTRODUCTION

Simulation is the imitation of a real-world process or system; or «the production of a computer model of something, especially for the purpose of study» (O.E.D), so entering the scope of «fiction». All simulations rely on «re-presentations» of any kind of thing, or image, having the «real world» as a referent. So, they need to be as verisimilar as possible – in aristotelic and narratological terms.

In the real-world the simulation’s verisimilar intention is restricted by the technical possibilities allowed by the implements being tested; their effects need to be graphically presented (2D or 3D) in order to be correctly shared (Dozortsev, 2017; Folkel, 2017).

In opposition to the linearity of narratives, Sci-fi Comics give 2D images of the worlds, functions, scenarios and characters created by their authors. Cinema supplements them with movement and, the advances in computer software, special effects techniques, and VRX, add the possibilities of translating them into 3D (or even 4D).

Some Sci-fi works can become prophetic a-posteriori, or more humbly show what is presently called “design fiction” objects, scenarios, or human behaviour in its context. Some items and interfaces seen in movies deserve to be studied either because they are influencing the creation of real life objects, or because the fictional technical hypothesis is worthy of closer critical attention.

The case study here will be “Iron Man 3”.

The main curiosity about Iron Man as a superhero is that he is only too human, with no particular superpowers and, moreover, handicapped. So, in its way, the exosuit Extremis is multifunctional, varying from a prosthesis (it extends bodily functions), to a cocoon, to an autonomous robot, and a weapon.

Other «design fiction» artefacts presented in this movie will also be explored here, namely the Helmet(s) - HUD (head-up displays); how these FUI (Fantasy User Interfaces) are being adapted (or not) considering HITLs (human-in the loop situations); how the model mock-ups conform to human factors’ requirements. The importance of the methods by which information is visually conveyed to the character as part of the user’s interface; and how the character reacts, creates, and uses these new «design fiction» interfaces (i.e. holograms) re-presenting or exhibiting «design fiction» behaviour/gestures to deal with this new sort of data.

Considering that Marvel has already created a new female character as Iron Man’s counterpart, with a similar biography and background to Tony Stark, it seems relevant (from a literary, psychological, social or economic perspective) to address the issues of female super-hero(in)s, their recent boom as male super-hero counterparts - and their fiasco. Riri Williams, the next “Iron Heart”, is a 15-year-old MIT African-American girl who reverse-engineered one of Tony’s exosuits in her dorm room. The film is expected to be premiered in November 2017.

Immersion/presence issues will not be discussed here, nor the implications of/from Cognitive Sciences implied by the several related experiences, to be object of a future work.

ABOUT “IRON MAN 3”

Iron Man – aka Tin Man, Iron Patriot, The Mechanic - is a fictional superhero created by writer and editor Stan Lee, developed by scripter Larry Lieber, and designed by artists Don Heck and Jack Kirby. The character made his debut appearance in Tales of Suspense #39 (March 1963), published by Marvel Comics.

In the basic plot, Antony Edward ‘Tony’ Stark is a millionaire, a playboy and a scientist. He is kidnapped, and suffers a severe chest injury. His captors intend to force him to build a weapon of mass destruction. Instead he creates a powered suit of armour (Mark I) to save his life and escape captivity.

The main curiosity about Iron Man as a superhero is that he is only too human, with no particular superpowers, and moreover, with severe health issues.
The exosuit Extremis

On its own, the exosuit Extremis is a multifaceted prosthesis, extending bodily functions. It provides medical health check-ups and some first aid medical treatments. Sometimes called a cocoon, it works as a command centre, an autonomous robot. It is an armour and a weapon – and also a prison when Tony Stark uses Mark XLII to immobilize by force his enemy Aldrich Killian.

It is the suit (from Mark I to XLVI) that features the several re-incarnations of the Invincible Iron Man’s Comic book series and, with its continuous upgrades and add-ons, is translated into film (2008, 2010, 2013).

In “Iron Man 3” the exosuit is brain-commanded by its user (live-feed). Mark XLVI has been worn by others than Tony (his girl-friend Pepper Potts; or the American army general James Rhodes), consequently, in the plot, it can be and is hacked by friends and foes.

Concerning the exosuit’s AI utilities it has memory; it has access to, and can deal with, big data in the cloud. Due to its training – kindly voiced through J.A.R.V.I.S. (Just A Rather Very Intelligent System) – it knows exactly what is necessary to Tony’s survival at every moment. Nevertheless, the brain-connections are still challenging. The exosuit is not switched off when Tony goes to sleep, and from this ‘glitch’ results that the suit/robot is activated by Tony’s nightmares: its AI system has not learned how to distinguish between human vigil and sleep states.

Another more standard of this world problem is the mechanism’s need to be charged: without power it becomes very vulnerable, and presents the symptoms of dead/sleep (it is rescued by a boy, in a village).

Exosuit ersatz and exoskeletons

Announced still during Obama’s presidency, The Pentagon is preparing a military version of the exosuit: «TALOS, or Tactical Assault Light Operator Suit, is a battery-powered robotic exoskeleton designed to protect the lives of soldiers on the front lines, especially those who lead the army in a mission». «In August 2018, Iron Man may go beyond fictional comic books, saving the day in real life. The U.S. Army is developing an advanced military suit that people have been likening to Tony Stark’s high-tech armor» (Lanaria 2015). Also, «SOCOM expects ‘Iron Man’ suit testing by summer 2018» and «The Tactical Assault Light Operator Suit (TALOS), which became known as the “Iron Man” suit shortly thereafter, became its endgame.» (Douglas 2017).

In this case, both Extremis and TALOS share the same power failure issues. Besides, the latter will not yet allow the wearer to fly.

Some other researchers inspired by “Iron Man 3” urge to divert the focus from its military uses: «The attitudinal framing of the exoskeleton asks that people aspire to transhumanism, and that they “imagine the possibilities in the near future of dramatically enhance[ed] human mental and physical capacities”» (Penderson, 2017).

Following this stance, in the EXOSKELETON REPORT (2015) - http://exoskeletonreport.com (i.e.) - a catalogue of applications, software, body parts addressed, and companies and firms (listed on the Stock Market) dedicated to the development of assistive wearable technology is provided, not only for medical rehabilitation purposes, but also for education, commerce and industry.

THE HELMET - HUD

Harder and more interesting to emulate is the “Iron Man 3” helmet. It is an aesthetic, cinematic, special effects and VRX feat. Done in stereo to avoid flatness (Townsend 2013) the software used allowed every piece to be dimensionalised, and adapted in/for every film sequence.

The helmet is also a HUD (head-up display) replicating the status bar in video gaming (i.e. the main character’s health, items, game progression), the method by which data is visually relayed to the player as part of a game’s user interface. It took its name from the monitoring in modern aircraft (pilots’ helmets).

In “Iron Man 3” the VRX for the helmet’s visor varies in accordance with each situation. Its creators wanted to «minimize the visual clutter» (Townsend 2013) always easily decipherable by Tony – a character that is «comfortable with dense data displays». Five icons are kept persistently in the lower part: suit status-, targeting- and optics-, radar-, artificial horizon-, and map--; sometimes augmented with goal-, person, location-, and object-sensitive awareness.

They chose the minimum pixels or phosphors possible, resorted to thin faint lines, and aimed to improve reactions to out-the-window events in a: «full-field-of-view, very high-resolution, full-colour display» offering stereoscopic imaging. According to the VRX creators (Cantina.co), the design work was inspired by medical MRI diagnostic pattern-recognition and graph theory, namely the circular ‘connectograms’ used by connectomics – the study dedicated to mapping and interpreting all of the white matter fibre connections in the human brain.

The HUD’s visor allows Tony to see the world around him as if he were not wearing the helmet, and lets him read his most useful data in milliseconds.

To achieve the unity/uniformity in these illusions, different programs, processes and filmic techniques were used to attain the same visual effect.

Figure 1 – Iron Man Comics, Exosuit and TALOS
Through the several scenes three different angles are shown: Tony’s point of view; the impossible camera, as the audience looking back at Tony’s face; and a lateral perspective.

The special effects and VRX cinematic achievement result in an (apparent) identical and proportionate 3D architectural experience of the images, multi-layered, projected over the scenarios of Tony’s “real world”. The closest to this experience – according to their creators – could now be provided by Google/Samsung glasses and Microsoft HoloLens, but still on flatland.

**Aviation HUDs**

Besides medical optical equipment, the creators were also inspired by «steampunk props, precision scopes and combat aviation systems» (Townsend 2013).

In aviation HUDs (i.e. Rockwell Collins) what is (or could) be happening out the window is almost always more important than what is shown on the display.

Presently, Enhanced Flight Vision Systems (EFVS) are heavily controlled by the FAA (Federal Aviation Administration). One of the latest releases (2017) expands its applicability to business aircraft owners and operators, but does not even come close to the experience provided by Tony’s visor.

In these real world areas, the problems faced by users with current data feeds is excessive information, making them overwhelming, unreadable – useless. Tony’s speed in deciphering his HUD’s details belongs to the field of gestural/behavioural «design fiction».

In real life, the more sophisticated the HUDs become, the easier they trap the pilots’ attention, distracting them, slowing their reactions to out-of-the screen events. The classic report from NASA (Fisher, Haines, and Price, 1980) refers that, in their simulator study, a couple of pilots landed their planes on top of another without even noticing it.

The utility of CBTS (Computer-based training systems), either for accident reduction or in economic terms is not questioned: «Computer-based training systems (CBTS) for process operators are both a generally recognized highly efficient tool for operator training and a major global business» (Dozortsev 2017:37), and the author cautions: «the distortion of reality, or of operators perception, give way to the development of false skills».

**Other wearables**

From the VR, AR, MR perspectives, the HUD anticipates – or has its counterpart – in Samsung Gear, Google Oculus Rift, Konica Minolta or Microsoft HoloLens.

VR developers now have access to unprecedented physical interfaces and interactions – including wearables, curved spaces, and complex object physics.

From the medical fields (i.e. Neurosky, Mindwave) come alternative affordable solutions for health and wellness, education and entertainment.

New gadgets/biosensors can turn PC’s into body or brain activity (EEG, ECG) monitors, check the attention levels of individuals. Some even allow the user to send short twitter or e-mail messages via a Google app.

The problem with all these wearables – even the ones that boast to be brain connected – is that they can only operate with their own proprietary software, and the number of applications each brand provides is very limited.
Technically, the hologram scenes in “Iron Man 3” were created using Lidar scans, and other 3D software (i.e. Pixar Renderman). Reality scenarios were transformed into a geometry «capable of being rendered as lines» (Townsend 2013) which allowed the interaction between Tony Stark and the settings.

**Tony Stark’s holograms**

Inside the narrative, Tony uses three-dimensional holographic horizontal interfaces, projected by J.A.R.V.I.S. into mobile vertical transparent “screens”.

The Interfaces presented in the film are, likewise, a combination of actually existing digital technologies and their «design fiction» extensions. From the audience’s perspective, Tony is immersed in 3D demonstrations that he can watch from all sides, and fully interact with, very easily. Tony’s behaviour and swift handling of the holographic prototypes fits, again, into gestural «design fiction».

Supposedly these are inspired by Microsoft’s Kinect (2010) and Holodesk (2012), that provide DIY scenes activated by natural user voice and gesture commands for Windows. In its turn, they were initially simulations of the controls in the narrative “Minority Report” (Philip K. Dick, Steven Spielberg, 2002), and of the HoloDeck in “Star Trek” (1966, 1979). Microsoft’s Kinect research group (Alex Kipman) has now moved to HoloLens (2016).

For the creators (Koltai, 2012), Killian’s brain hologram was something new in the Marvel world. They resorted to real 3D mapping data on academic studies, once more related to the definition of the fibre pathways of the human brain. For the mind exterior and differences in depth, they resorted to three dissimilar kinds of software and image renders.

Not even with very special VRX is it (yet) possible to give verisimilar information from inside the human head.

In the AR scenes, Mandarin and Pepper, Tony and Pepper, share their thoughts - “materialized” in the “external” holograms simulating the contents of their respective heads. The intent is that ideas can be shared – but the plot fails that illusion. The actors in the scenes are both receivers. For this artifice to be credible, even in «design fiction» terms, the thoughts, being of the same matter, had to become somewhat mixed: what one shows with what the other subjectively sees; and both should interfere with the (re)presented scene.
Presently, there are micro-sized projectors widely available, with several companies offering them in smartphone attachment form.

WOMEN IN IRON MAN 3 AND GIRL HERO(INE)S

The female characters in “Iron Man 3”, namely the girlfriend Pepper Potts, are narrative ‘clichés’. From a literary (psychological, social and economic) perspective, and in spite of the boom of female superhero counterparts shaped in the last years – about 7 for Marvel, 121 for DC – Comics’ superheroines suffer the highest lack of credibility.

The resuscitation of “Wonder Woman” (2016) – even by a lady director, Patty Jenkins – resorting to super-powers by some props, has not improved the situation.

In this scenario, Marvel has created a new character, “IronHeart”, with the same background as Tony Stark: a 15-year-old MIT African-American girl named Riri Williams, who reverse-engineered an exosuit in her dorm room. The film is expected to be premiered in November 2017. But the project does not raise high expectations – the student is working on an existing machine, not creating anything of her own, by herself.

From the long panoply of Comics’ wonder-girls, the only one with an acceptable biography is the Scottish “Super Gran” (Forrest Wilson, 1980; TV adaptation by Jenny McDade 1985-1987).

Her theme lyrics start: «Stand back Superman, Iceman, Spiderman. Batman and Robin too [...] Hang about - Look out! For Supergran». Granny Smith is hit by a ray that has some engineering skills, dealing with her flycycle, a super sleigh and an anti-gravity belt, migrating from TV to an Arcade Game for ZX Spectrum 48K (1985).

CONCLUSION

This short tour around Iron “Man 3” artefacts – the exosuit and helmet – and VRX holographic effects has shown the evolution and dissimilarities concerning Sci-Fi model mock-ups and their possible uses by humans in real-life. The interactions of Tony Stark’s character with the film interfaces have become a data representation epitome that has been imitated in all fields – army, commerce and industry.

The real-life letdowns can be attributable either to the unreadiness of the tools available (software, equipment), or to HITLs issues. A latent concern is the need to translate the available 2D information into 3D, and a persistent one is to respect verisimilitude: «changes in reality must be reproduced in the interface» (Dozortsev, 2017). In non-fictional terms, out of games and films, VR, AR, MR and reality have to coincide without flaws.

Concerning female superhero(ine)s verisimilitude could also be achieved with a mere exploration of the development of more modern human skills.
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ABSTRACT
This paper is about the simulation and analysis of timed discrete event systems (DESs) modeled with timed Petri nets (TPNs) The earliest firing policy is considered with respect to a set of temporal specifications. Incorporating the time in the model is important to consider many practical problems: in particular the earliest firing policy - where each enabled transition fires as soon as possible - is used to optimize the cycle time and the makespan in control and scheduling problems. In order to simulate and analyze the timed trajectories of the DES, we propose a Timed Extended Reachability Graph (TERG) that includes explicitly the time specifications into the model. The equivalence between the paths in TERG and the timed trajectories in the TPN is proved. The domains of application include but are not restricted to CIME. A set of simulations illustrates that the computational cost remains a critical issue for large systems.

INTRODUCTION
Performance in most manufacturing settings is affected by operative policies related to job scheduling and by time specifications and constraints. The selected policy has a significant impact on the systems efficiency, the operational costs and the service promise fulfillment. In order to guarantee the system efficiency, computational applications need to be developed that should be able to provide modeling aids by incorporation structural and temporal specifications in an explicit way into the model. Minimal time requirements are frequently considered as temporal specifications because they represent in a natural way the limitation of numerous technological systems. In addition, the earliest firing policy that executed each job as soon as possible is also very popular because such a policy optimizes the cycle time and the makespan in control and scheduling problems (Feng et al. 2016, Lopez and Roubellat, 2008).

In this paper, we consider timed discrete event systems with minimal time requirements and earliest firing policy. Timed Petri nets (TPNs) are used to model the systems and to incorporate the temporal specifications that correspond to the minimal durations to wait before the transitions fire. The PNs and TPNs are frequently used for performances evaluation, model checking but also for control issues, particularly for scheduling problems applied in the field of manufacturing systems (Baker and Trietsch, 2009. Leung, 2004, Jeng and al., 1998; Wang and Wang, 2012; Lei et al., 2014; Lefebvre and Leclercq 2015; Lefebvre, 2016a, 2016b).

The contribution of the present paper is to design a Timed Extended Reachability Graph (TERG) that encodes both the time specifications and the earliest firing policy in the usual reachability graph (RG). The TERG is proved to describe in an exhaustive way all feasible trajectories of the considered system and to remain of finite size as long as the RG is also finite. It is suitable for model checking, and behavioral analysis. It is also suitable for control and scheduling applications. Extending the RG to take into account the temporal specifications has been already studied. The States Class Graph (Berthomieu and Menasche, 1983; Berthomieu and Vernadat, 2003) was the first method of state space representation adapted to Timed PNs with firing time intervals associated to the transitions. For this purpose, a time domain is added to each marking thanks to a set of inequalities over the firing variables. The Zones Based Graph (Gardey et al., 2003; Lime and Roux, 2006) is another approach inspired by the Region Graph technique. This approach abstracts also automata or TPNs with time intervals associated to the transitions by using a set of zones to encode the clocks of the transitions. The zones are represented by difference bound matrices. However, in the previous approaches, the time information does not appear explicitly in the graph and the method is not directly suitable for control and scheduling issues. The explicit abstraction (including the time information) of a Timed PN with time intervals associated to the transitions has been proposed in (Klai et al., 2013) by introducing a Timed Aggregate Graph that is an exact representation of the reachability state space of a Timed PN. The states of the TAG are defined as a quadruplet that includes the marking, the set of enabled transitions, the minimum time the system must stay in the state, and the maximal time the system can stay in the state. But compared to the TERG, the TAG contains some useless information as the maximal time that is not considered in our problem. Moreover, it does not include an explicit calendar that specifies for each enabled transition the earliest firing. Such a calendar is important in many issues as control and scheduling.

The rest of the paper is organized as follows. Section 2 is about the modeling of timed DESs with TPNs. Section 3 presents the construction of TERG and details the properties of the resulting graph. Section 4 is a case study that illustrates the computational cost. Section 5 sums up the conclusions and perspectives.
TIMED PETRI NETS

A PN structure is defined as \( G = \langle P, T, W_{PR}, W_{PO} \rangle \), where \( P = \{p_1, \ldots, p_n\} \) is a set of \( n \) places and \( T = \{t_1, \ldots, t_q\} \) is a set of \( q \) transitions of indexes \( \{1, \ldots, q\} \). \( W_{PR} \in (N)^{n \times n} \) and \( W_{PO} \in (N)^{n \times q} \) are the post and pre incidence matrices (\( N \) is the set of non-negative integer numbers), and \( W = W_{PO} - W_{PR} \) is the incidence matrix. \( <G, M_0> \) is a PN system with initial marking \( M_0 \) and \( M \in (N)^n \) represents the PN marking vector. Each marking \( M \) represents a state of the DES. A transition \( t_j \) is enabled at marking \( M \) if its enabling degree \( n(t_j,M) = \min \{mk / w^{PR}_{kj} : p_k \in \sigma t_j \} \) satisfies \( n(t_j,M) > 0 \), where \( \sigma t_j \) stands for the set of \( t_j \) upstream places, \( m_k = M(p_k) \) is the marking of place \( p_k \), \( w^{PR}_{kj} \) is the entry of matrix \( W_{PR} \) in row \( k \) and column \( j \). This is denoted as \( M[t_j >] \). When \( t_j \) fires once, the marking varies according to \( \Delta M = M' - M = W(.,j) \), where \( W(.,j) \) is the column \( j \) incidence matrix and \( M' \) the new marking reached after the firing of \( t_j \). This is denoted by \( M[t_j >] \) or equivalently by \( M' = M + WX_j \) where \( X_j \) represents the firing count vector of transition \( t_j \) (David and Alla 1992). Each transition firing represents an event (controlled or unexpected) that changes the state of the DES. A firing sequence \( \sigma \) is defined as \( \sigma = t_{j_1} t_{j_2} \ldots t_{j_h} \) where \( j_1, \ldots, j_h \) are the indexes of the transitions. \( X(\sigma) \in (N)^q \) is the firing count vector associated to \( \sigma \), \( |\sigma| = h \) is the length of \( \sigma \), and \( \sigma = \varepsilon \) stands for the empty sequence. The firing sequence \( \sigma \) fired at \( M \) leads to the trajectory \( (\sigma;M) \):

\[
(\sigma;M) = M(0) t_{j_1} > M(1) \ldots M(h-1) t_{j_h} > M(h) \ldots \quad (1)
\]

where \( M(0) = M, M(1), \ldots, M(h-1) \) and \( M(h) \) are the intermediate markings and \( M(h) \) is the final marking (in the next, we write \( M(k) \in (\sigma;M), k = 0, \ldots, h \)).

Timed PNs are PNs whose behaviors are constrained by temporal specifications (David and Alla, 1992). For this reason, timed PNs have been intensively used to describe DESs like production systems (Cassandras, 1993). This paper concerns timed PNs (TPNs) where the time specifications are similar to the one used for T-timed PNs (Ramchandani, 1973): for any \( t_j \in T \), the firing of \( t_j \) occurs after a minimal delay \( d_{min,j} \) from the date it is enabled. \( d_{min} = (d_{min,j}) \in (R^+)^q \) (\( R^+ \) is the set of non-negative real numbers) is the vector of time specifications for the transitions. The time semantic is completely defined with infinite server as server policy, preselection as choice policy (for control application, preselection is decided by the controller), enabling memory as memory policy. Moreover, the considered TPNs systems \( <G, D_{min}, M_0> \) are assumed to behave under earliest firing policy: once a transition is decided to fire, it fires at earliest (assumption A2).

A timed firing sequence \( \sigma \) of duration \( \tau_\sigma \) is defined as \( \sigma = (t_{j_1}, \tau_1, t_{j_2}, \tau_2) \ldots (t_{j_h}, \tau_h) \) where \( j_1, \ldots, j_h \) are the labels of the transitions and \( \tau_1, \ldots, \tau_h \) represent the dates of the firings that satisfy \( 0 \leq \tau_1 \leq \tau_2 \ldots \leq \tau_h \). The timed firing sequence \( \sigma \) fired at \( M \) leads to the timed trajectory \( (\sigma;M) \):

\[
(\sigma;M) = M(0) [t_{j_1}, \tau_1) > M(1) \ldots > M(h-1)] [t_{j_h}, \tau_h) > M(h) \quad (2)
\]

and \( M(0) = M \). Under earliest firing policy, an untimed trajectory (1) can be transformed in a straightforward way into a timed trajectory (2) using Algorithm 1. This algorithm is based on a calendar \( CAL(M(k)) = \{t_{j_1}, d_{j_1}, (t_{j_2}, d_{j_2}), \ldots \} \) attached to each intermediate marking \( M(k) \in (\sigma;M), k = 0, \ldots, h \), that contains the list of the enabled transitions \( t_{j_1}, t_{j_2} \ldots \) and their minimal delay \( d_{j_1}, d_{j_2} \ldots \) for marking \( M(k) \).

Note that the same transition may appear several times in the \( CAL(M(k)) \) with same or different delays when it is enabled several times at \( M(k) \). The calendar is initialized assuming that the trajectory starts at date 0 and that no transition is enabled before 0 (line 1). The calendar is updated for each marking of the trajectory (lines 4 – 19).

**Algorithm 1**

(Inputs: \( \sigma, M, G, D_{min} \); Outputs: \( \sigma', \tau \))

1. initialization: \( \tau \leftarrow 0 \), \( CAL \leftarrow \{t_{j_1}, d_{min,j}\} st M[t_{j_1}>] \), \( \sigma' \leftarrow \varepsilon, 0) \), \( h \leftarrow |\sigma| \)
2. for \( k \) from 1 to \( h \)
   3. find \( CAL \) the delay \( d_k \) of the earliest occurrence of the \( k^{th} \) transition \( t_{j_k} \) in \( \sigma \)
4. \( \tau \leftarrow \tau + d_k \), remove entry \( (t_{j_k}, d_k) \) in \( CAL \)
5. \( CAL_{new} \leftarrow \emptyset \), \( M' \leftarrow M - W_{PR}.X(t_{j_k}) \)
6. for all \( t' \) st \( M'[t' >] \)
   7. compute the enabling degree \( n'(t',M') \) of \( t' \) at \( M' \)
   8. for \( j \) from 1 to \( n'(t',M') \)
      9. find the \( j^{th} \) occurrence \( (t',d_j') \) of \( t' \) in \( CAL \)
10. \( CAL_{new} \leftarrow CAL_{new} \cup (t', \max(0, d_j' - d_k)) \)
11. end for
12. end for
13. \( M' \leftarrow M' + W_{PO}.X(t_{j_k}) \)
14. for all \( t'' \) st \( M'[t'' >] \)
   15. compute the enabling degree \( n''(t'',M'') \) of \( t'' \) at \( M'' \)
   16. for \( j \) from 1 to \( n''(t'',M'') \)
      17. \( CAL_{new} \leftarrow CAL_{new} \cup (t'', \min(d_{min,j}, d_j'')) \)
18. end for
19. end for
20. \( CAL \leftarrow CAL_{new}, \sigma' \leftarrow \sigma'(t_{j_k}, \tau_k), M \leftarrow M'' \)
21.end for

TIMED EXTENDED REACHABILITY GRAPHS

A marking \( M \) is said reachable from initial marking \( M_0 \) if there exists a firing sequence \( \sigma \) such that (st) \( M(\sigma;M) \geq M_0 \) is the set of all reachable markings from \( M_0 \). The considered TPN systems \( <G, D_{min}, M_0> \) are assumed to be bounded (assumption A2). As a consequence, \( S(M_0) \) is of finite cardinality \( N \) and the transition matrix \( \Omega \in (T)^{N \times N} \) defined for all \( (M, M') \in S(M_0) \times S(M_0), \Omega(M, M') = t_j \) if \( M[t_j >] \) otherwise \( \Omega(M, M') = e \).

In this paper an extended reachability set \( STE(M_0) = \{M, CAL\}, M \in S(M_0) \) is introduced that includes not only the markings but also the delays required to fire the transitions under earliest firing policy. Note that a given marking may be associated to several calendars. A Timed Extended Reachability Graph (TERG) is defined consequently. It is computed in a systematic way with Algorithm 2 that returns the extended transition matrix \( \Omega_E \in ((T)^{N \times N} \times (R^+)^{N \times N}) \).
\{(s,0)\} st for all \((S, S') \in S_E(M) \times S_E(M), \Omega_E(S, S') = (t_j, d_j)\) if \(M(S) \{t_j > M(S')\}\) and \(d_j\) is the delay to fire \(t_j\) at earliest. Otherwise, \(\Omega_E(S, S') = (\varepsilon, 0)\) and \(\Omega_E(S, S') = (\varepsilon, \infty)\) for \(S \neq S'\).

**Algorithm 2**

(Inputs: \(M, G, D_{min}\); Outputs: \(S_E, \Omega_E\))

1. initialization: \(M_E = M; CAL \leftarrow \{ (t_j, d_{min,j}) \ st M \{ t_j > \}\}, S_E \leftarrow (\varepsilon, 0)\)
2. while \(\exists S \in S_E\) that is not explored and st \(CAL(S) \neq \emptyset\)
3. for each \(i \ in CAL(S)\)
4. find the delay \(d\) of the earliest firing of \(i\) in \(CAL(S)\)
5. compute \(M'\) such that \(M(S) \{ t > M'\}
6. compute \(CAL'\) in \(M'\) with Algorithm 1
7. if \(\forall S'' \in S_E, S'' \neq S', S_E \leftarrow S_E \cup S'', \ end \ if\)
8. \(\Omega_E(S, S') \leftarrow (i, d)\)
9. end for
10. end while
11. Complete all non-defined entries of \(\Omega_E\) st \(\Omega_E(S, S) \leftarrow (\varepsilon, 0)\) and \(\Omega_E(S, S') \leftarrow (\varepsilon, \infty)\) if \(S \neq S'\).

**Example 1:** Let us consider TPN1 in Fig.1 as an example of timed Petri net that illustrates the difference between the usual RG and the TERG. The initial marking is \(M_0 = (2 \ 0 \ 0 \ 0)\) and the time specifications are defined by \(D_{min} = (1 \ 5 \ 1 \ 1)\).

Property 1 formalizes that the TERG defined by Algorithm 2 is an exact representation of the behaviour of a TPN system.

**Property 1:** Let us consider a TPN system \(<G, D_{min}, M_0>\) that satisfies assumptions A1 and A2. Any timed trajectory \((\sigma, M_0)\) of length \(h\) and form (2) is feasible, in \(<G, D_{min}, M_0>\) if and only if there exists a path \(Path = S(0) S(1) ... S(h)\) in the TERG with \(M(S(0)) = M_1\) and \(M(S(k)) = M(k), k = 1, ..., h\) that involves the same sequence of transitions and where the delay between two successive state \(S(k)\) and \(S(k+1)\) is exactly \(t_k - t_{k+1}\).

**Proof:** Let us first consider a feasible timed trajectory \(M_h\) \(\{ (t_j, t_j) \ > \ M(1) \ .... \ > \ M(h-1) \} \ \{ (t_k, \ t_k) \ > \ M(h)\} \) in \(<G, D_{min}, M_0>\). This trajectory is encoded in the TERG by construction: the TERG is initialized at \(S(0)\) such that \(M(S(0)) = M_1\) and \(CAL(S(0)) = \{ (t_j, d_{min,j}) \ st M \{ t_j > \}\}\). The first part of the trajectory \(M_h\) \(\{ (t_j, t_j) \ > \ M(1) \} \ \{ (t_k, t_k) \ > \ M(2)\}\) and there exists a state \(S(1) \in S_E(M_0)\) st \(M(S(1)) = M(1)\) and \(\Omega_E(S(0), S(1)) = (t_j, d_{min,j})\). The calendar \(CAL(S(1))\) is updated with Algorithm 1 in order to sum up the earliest occurrence of all transitions enabled at \(M(S(1))\). The complete proof is obtained in an iterative way. The trajectory \(M_h\) \(\{ (t_j, t_j) \ > \ M(1) \} \ \{ (t_k, t_k) \ > \ M(2)\}\) is also feasible, and \(t_k - t_j\) is the minimal delay to wait before firing \(t_k\). There exists a state \(S(2) \in S_E(M_0)\) st \(M(S(2)) = M(2)\) and \(\Omega_E(S(1), S(2)) = (t_k, t_k)\). The same holds for the rest of the timed trajectory.

Reciprocally, consider a path \(Path = S(0) S(1) ... S(h)\) in the TERG with \(M(S(0)) = M_1\) and note \(\Omega_E(S(k-1), S(k)) = (t_{k,j}, d_{k,j})\) for \(k = 1, ..., h\). Then, the first part \(S(0) S(1)\) of \(Path\) corresponds to a trajectory \(M(S(0))\) \(\{ (t_j, d_j) \ > \ M(S(1))\}\) that is feasible in \(<G, D_{min}, M_0>\) because (a) \(t_j\) is enabled at \(M(S(0))\), (b) \(d_j\) is the minimal delay to wait before firing \(t_j\).
Property 2 formulates the obvious statement that the complexity to build the TERC of a TPN system is higher than the complexity to build its usual reachability graph. But this property ensures also that the set \( S_k(M) \) remains of finite cardinality as long as \( S(M) \) is of finite cardinality.

**Property 2:** If \( S(M) \) is of finite cardinality \( N \), then \( S_k(M) \) is of finite cardinality \( N_k \) that satisfies:

\[
N \leq N_k \leq kqN^2 \quad (3)
\]

**Proof:** Each state \( S \in S_k(M) \) is composed of a marking \( M(S) \) and a calendar \( CAL(S) \). By assumption A2, the set of markings \( S(M) \) is of finite cardinality. To prove that \( S_k(M) \) is also of finite cardinality, it is sufficient to prove that each marking \( M \in S(M) \) is associated to a set of calendars \( CAL(M) \) of finite cardinality. \( M \) enables at most \( q \) transitions and each enabled transition has an enabling degree no larger than \( k \) (assumption A1). Thus there are at most \( kq \) different durations in each state of the TERC. Let us consider two nodes \( S_1 \) and \( S_2 \) such that \( M(S_1) = M(S_2) = M \), and the two associated calendars: \( CAL(S_1) \) and \( CAL(S_2) \). These two calendars contain exactly the same list of transitions, only their remaining firing delays are different. For a given transition \( t \) in calendar the remaining firing delay \( d \) satisfies:

\[
d \in [0 : d_{min}].
\]

The key point is that \( t \) is enabled from the date the system enters in a new marking. As long as the number of different markings is finite, the number of possible dates is also finite, and consequently the number of possible remaining firing delays too. This last number does not exceed \( N \). Thus \( N_k \) does not exceed \( N \times kqN^2 \). Moreover, \( N_k \) equals at least \( N \) and (3) holds. In some particular cases, \( S_k(M) \) coincides with \( S(M) \). Property 3 provides a sufficient condition to ensure that \( N_k = N \). For this purpose, let us introduce the set of markings \( M_{PR} = \bigcup_{t \in T} M_{PR}(t) \) with \( M_{PR}(t) = \{ M \in (N)^n \mid M = M_0 - W_{PR}(t)_{M_0} \} \) and \( M_0 \) the set of transitions enabled at \( M_0 \).

**Property 3:** \( S(M) \) coincides with \( S_k(M) \) (i.e. \( N_k = N \)) if for all \( M \in M_{PR} \) and for all \( t \in M^0 \), \( \min(M - W_{PR}(t), t) < 0 \).

**Proof:** Let us consider a marking \( M \in M_{PR} \) and a transition \( t \in M^0 \) such that \( \min(M - W_{PR}(t), t) < 0 \). Let introduce also the marking \( M' \) reached by the firing of \( t \). \( M'[t > M'] \). The condition \( \min(M - W_{PR}(t), t) < 0 \) means that the firing of \( t \) disables all other transitions and that the remaining firing delays of all transitions enabled at \( M' \) equal exactly the parameters in \( D_{min} \) (according to the enabling memory policy) Consequently the calendar associated to the marking \( M' \) is unique. If the property \( \min(M - W_{PR}(t), t) < 0 \) holds for all \( M \in M_{PR} \) and for all \( t \in M^0 \), then all markings in \( S(M) \) are associated to a single calendar and \( S_k(M) \) coincides with \( S_k(M) \).

**CASE STUDY**

TPN2 (Fig. 4) is the timed model of a manufacturing system that produces two types of products according to two jobs (Chen, 2011). The first job is defined by transitions \( t_7 \) to \( t_8 \) and the second one is defined by transitions \( t_9 \) to \( t_{16} \). The six resources \( p_1 \) to \( p_6 \) have limited capacities: \( m(p_1) = m(p_2) = m(p_3) = m(p_4) = m(p_5) = m(p_6) = k \) The marking of places \( p_i \) and \( p_8 \) respectively the number of products that can be simultaneously processed by job 1 and job 2: \( m(p_j) = m(p_k) = m \). The temporal specifications are given by \( D_{min} = (1 2 1 2 1 1 1 3 3 3 3 3 3) \).

![Figure 4: TPN2 model of a manufacturing system (Chen 2011)](image)

Table 1 illustrates the variation of the size \( N_k \) of \( S_k(M) \) compared to the size \( N \) of \( S(M) \) with respect to \( m \) and \( k \). For \( k = 1 \), one can notice that the size of both reachability sets tends to a limit value because the number of products that are simultaneously in progress in both jobs cannot exceed 5 when few resources are available. For \( k > 1 \), this value increases and one can notice that the cardinality of both reachability sets increases rapidly with respect to \( m \) and \( k \). But \( N_k \) increases much faster than \( N \).

<table>
<thead>
<tr>
<th>( m ) ( / ) ( k )</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>66/35 = 1.89</td>
<td>222/42 = 5.29</td>
<td>928/282 = 3.29</td>
</tr>
<tr>
<td>2</td>
<td>558/162 = 3.44</td>
<td>2925/432 = 6.77</td>
<td>18541/509 = 36</td>
</tr>
<tr>
<td>3</td>
<td>874/252 = 3.40</td>
<td>16237/1632 = 9.95</td>
<td>…</td>
</tr>
<tr>
<td>4</td>
<td>925/280 = 3.30</td>
<td>…</td>
<td>…</td>
</tr>
<tr>
<td>5</td>
<td>928/282 = 3.29</td>
<td>…</td>
<td>…</td>
</tr>
</tbody>
</table>
CONCLUSIONS

The contribution of this paper was to design a Timed Extended Reachability Graph that encodes both the time specifications and earliest firing policy. Such a graph was proved to describe in an exhaustive way all timed feasible trajectories of the considered DES and to remain of finite size as long as the usual reachability set of the system is finite. Consequently, it can be used for model checking, and behavioral analysis. In our opinion, it can also be used for control and scheduling applications. One of our future research directions is to study such applications. Search algorithms based on Dijkstra, A* or other one will be used for that purpose. Nevertheless, the computation cost of the TERG should be considered with attention. This is another challenge to be addressed in the next future.
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ABSTRACT
In this paper we suggest to use subjective judgements to measure persistence in time series by comparing pairs of graphs with different Hurst exponent. The group of respondents consisted of 30 volunteers who were asked to identify which of two presented graphs is more jagged (that is, less persistent). The graphs were simulated using time series package of Mathematica®. The responses were processed using algorithm based on the Thurstone-Mosteller model for paired comparisons. The results of the analysis show that human eye is capable of distinguishing graphs of time series with Hurst exponents difference as small as only 0.02.

INTRODUCTION
Persistence is an important dynamic property of any time series as it provides an understanding of the behavior of this time series. The study of persistence has received significant attention since the early works of B. Mandelbrot (Mandelbrot (1969a), Mandelbrot and Wallis (1969b)) and based on previous hydrological findings of Hurst (1951). Alternatives include Detrended Fluctuation Analysis (DFA) (Peng et al. (1994), Matos et al. (2008)), Fractional Differencing and Periodogram Regression (Geweke and Porter-Hudak (1983)), Aggregated Variances (Beran (1994)), Gaussian Semi-parametric Estimation of Long Range Dependence (Robinson (1995)), Wavelet Analysis (Simonsen and Nes (1998)), Stabilogram Diffusion Analysis (SDA) (Gorshkov (2012)).

In this paper we suggest a visual method of assessing persistence. Human eye may be used to judge on jaggedness and therefore on persistence as well. Today, visual measurements are quite common. In engineering and other sciences, numerous visual comparisons are carried out (Beer et al. (2002)).

When studying graphs of time series, the difference between persistent and anti-persistent series is noticeably clear. In this study, we aim to answer to which extent the human eye is capable of accurately measuring persistence. We also use the method of paired comparisons (David (1988)) to process the responses of the volunteers, who participated in visual measurements of jaggedness.

Hurst Exponent
The persistence analysis has its roots in early works of the British hydrologist Harold Edwin Hurst, who introduced a parameter to investigate dependence properties of phenomena such as levels of the Nile River’s volatile rain and drought conditions that had been observed over a long period of time (Hurst (1951)).
When Hurst examined capacity $R(s)$ as a function of $s$ successive discharges for the Nile River, he divided $R(s)$ by the standard deviation $S(s)$ as a function of $s$ successive discharges. Hence, the analysis is called rescaled-range analysis (R/S analysis). He discovered that for small values of $s$, the rescaled range $R(s)/S(s)$ is proportional to $s^H$ with $H$ being a constant between 0.5 and 1 and he judged $H$ to be near 0.7, while Mandelbrot and Wallis (1969a) found cases where the best estimate of $H$ is below 0.5, contradicting Hurst’s claim that $0.5 < H < 1$.

The Hurst exponent $H$, is defined in terms of the asymptotic behaviour of the Rescaled-range as the function of the time span of a time series (Rasheed and Qian (2004), Feder (1988)). The Hurst exponent is also defined to be a real number in the interval $H \in (0,1)$, as it corresponds to a fractal dimension between 1 and 2.

The Hurst exponent $(H)$ is a statistical measure used to classify time series. The values of the Hurst exponent vary between 0 and 1, with higher values indicating a smoother trend, less volatility, and less roughness.

Hurst exponent and the fractal dimension are independent of each other in principle (Gneiting and Schlather (2004), nevertheless, the two notions are closely linked in most of the scientific literature. Mandelbrot (Mandelbrot (1972), Mandelbrot (1985)) has shown that the Hurst exponent $H$ is directly related to the fractal dimension $D$, therefore, the Hurst exponent can be converted into a fractal dimension using the following formula:

$$D = 2 - H \quad (1)$$

The fractal dimension $D$, of a surface is a measure of roughness, with $D \in [m, m + 1)$ for a surface with $m$-dimensional space and higher values indicating rougher surfaces (Gneiting and Schlather (2004)). The fractal dimension of a line is 1, and of a geometric plane is 2. Thus, the fractal dimension of a random walk would be somewhere half-way between a line and a plane.

Another parameter that is related to the Hurst exponent is a persistence strength $\beta$ and the relation between $H$ and $\beta$ is:

$$\beta = 2H + 1 \quad (2)$$

Malamud and Turcotte (1999) mentioned, that the equation 2 works most accurately for interval $0.2 \leq H \leq 0.6$.

The Hurst exponent is a useful parameter for surface analysis, also, it can be used to assess memory of a time series i.e. correlation between the increments. The impact of the present on the future can be expressed as a correlation:

$$C = 2(2H-1) - 1 \quad (3)$$

where $C$ is the correlation measure and it is not related to the auto-correlation function (ACF), $H$ is the Hurst exponent parameter (Peters (1996)).

**Classes of Hurst Exponent**

There are three distinct classes of the Hurst exponent $(H)$:

1. $0 < H < 0.5$ (anti-persistence)

   ![Figure 1: Example of time-series with $H = 0.25$ showing anti-persistence (more jagged)](image)

   This is an anti-persistent type of the series, the strength of this anti-persistent behaviour depends on how close $H$ is to zero. The closer $H$ is to zero, the closer $C$ in equation 3 moves toward $-0.5$, or negative correlation (Peters (1996)). If the system has went up in the previous period, it is more likely to go down in the next period and vice versa. This kind of series is more volatile, because it would consist of frequent reversals. So, it behaves similar to mean reverting stationary process.

2. $H = 0.5$ (Random walk)

   ![Figure 2: Example of time-series with $H = 0.5$ showing random walk](image)

   This type of a series is called a random walk because its increments are random and uncorrelated, in this case, $C$ in equation 3 equals zero. In other words, the present does not influence the future.
Figure 3: Example of time-series with $H = 0.75$
showing persistence (less jagged)

3. $0.5 < H < 1$ (persistence)

Here we have a persistent, or trend-reinforcing series and it’s trends are apparent. The strength of it’s persistence, increases as $H$ approaches 1 or 100% positive correlation in equation 3 (Peters (1996)). The closer $H$ is to 0.5, the less defined its trends will be.

The graphs become smoother and less jagged as $H$ increases, and the range of cumulative values increase with $H$. If the system went up (down) in the previous period, it is more likely to continue in that manner in the next period. Mandelbrot suggested to describe such series with fractional brownian motion, or biased random walks.

Hurst exponent $H$, is often referred to as the index of dependence, it always lies in the interval $0 < H < 1$ and $H = 0.5$ for processes that have independent increments. Lately, particular interests focuses on the hypothesis that $0.5 < H < 1$, indicating relatively long range dependence (Torsten (2002)). Peters (1996) mentioned that persistent time series are the more interesting class because, Hurst found that they yield great quantities in nature.

**Uses of Hurst Exponent**

The Hurst exponent has been applied in many research fields such as hydrology (Hurst (1951)). Also, used in fractal analysis (Mandelbrot (1982), Mandelbrot and Van Ness (1968), Mandelbrot (1985)). The value of the Hurst exponent ($H$), in a time series may be interpreted as an indicator of the irregularity of the price of a commodity and currency in finance (Rasheed and Qian (2004)), it has recently become popular in health sciences as an indicator of heart failure or similar quantity (Litvine and Gorshkov (2016)).

The Hurst exponent provides a measure for predictability (Rasheed and Qian (2004)). It also measures jaggedness in time series and surfaces (Peters (1996)). It is used for quantifying the fractal features of LAND-SAT images (Valdiviezo-N et al. (2014)).

### Estimating the Hurst Exponent

Mandelbrot built the first formal mathematical model which is known as the Fractional Brownian Motion (FBM). He used the Hurst exponent, named after the British hydrologist, Harold Edwin Hurst, as one of the parameters (Mandelbrot (1969), Mandelbrot (1972)). Many research methodologies have been developed through the years in an attempt to improve the mathematical models used for reliable estimation of the estimated Hurst exponent.

The Rescaled Range (R/S) is currently the most extensively used method for measuring of the Hurst exponent and persistence in time series. This method was originally developed by Hurst (1951). More recently Lo (2007) argued that the statistical R/S analysis used by Mandelbrot (1972) and Greene and Fielitz (1997) was not very reliable, and as a result, introduced an improved statistical R/S analysis.

Since then, a couple of empirical studies made use of Lo’s modified R/S analysis. For example, Cheung (1993) tried to contribute alternative evidence from the perspective of long memory analysis by using Lo’s modified R/S and fractional differencing test. The results of Sadique and Silvapulle (2001), achieved through R/S analysis, fractional differencing testing, and time and frequency domain versions of the score tests, contradict those of Cheung (1993).

Willinger and Teverovsky (1999) have criticised Lo’s rescaled R/S test that it is inconclusive. They showed numerically that even for a long memory time series with a moderate value of the Hurst exponent like $H = 0.6$ the Lo’s test cannot reject the null hypothesis of short range dependence.

Alternatives includes Detrended Fluctuation analysis (DFA). Empirical tests can find that DFA analysis performs perfectly sufficient and even better than other alternative measures (Peng et al. (1994)), and also it asymptotically provides good results for stationary time series, however it appears that DFA cannot provide protection against non-stationaries. DFA has the advantage over the standard variance analysis of being able to detect long-term dependence in non-stationary time series (Peng et al. (1994)).

DFA can find values for $H > 1$, is often thought to provide evidence that DFA is superior and is considered to be a serious drawback of FA. The fact that DFA can estimate $H > 1$ reveals that, in such cases, de-trending is not actually performed (Peng et al. (1994)).
series is not a fractional Brownian motion, DFA can give values of $H$ that are out of the domain. However, todays researchers use Hurst exponent without verification whether the time series is a fractional Brownian motion or not. If the process does not satisfy the model, you may see results that are outside the domain.

Econometric and Financial empirical studies of long term dependence, often rely on the studies of Geweke and Porter-Hudak (1983), who developed a method for the calculation of the fractional differencing. These long memory measure models are now widely applied in estimating persistence characteristics of various time series (Cornelis and Yu (2008) , NyoNyo et al. (2006)).

Some of the conducted research pay attention to time series models. These include GARCH and IGARCH models which are used to estimate the behaviour of financial stock markets, for example Su and Fleisher Dongwei and Belton (1998). However, Kyaw NyoNyo et al. (2006) criticised these time series models for not being able to model long-term dependence/persistence satisfactorily.

In health sciences, heart diseases are among major causes of death. That is why it is very important to develop accurate methods of early diagnostics of heart disorders. Litvine and Gorshkov (2016) used stabilogram diffusion analysis (SDA) and a new technique based on empirical persistence (EP), analysing persistence of RR-interval records for 15 subjects of which five were healthy patients, five patients with congestive heart failure and the last five patients with atrial fibrillation.

Utilising the Hurst exponent, one of the most popular parameter which is used for measuring persistence (Malamud and Turcotte (1999)). Additionally, they calculated the persistence strength ($\beta$) using the Fourier transform of the autocorrelation function of RR-intervals. After comparing all the suggested techniques objectively, The EP method showed the best results with lowest variability and certain differentiation between health and atrial fibrillation groups (Litvine and Gorshkov (2016)).

**Persistence**

Persistence or long-range dependence and fractal behaviour have been observed in amazing number of physical systems. Either phenomenon has been modelled by self-similar random functions, thereby implying a linear relationship between Hurst exponent, a measure of persistence or long-memory dependence and fractal dimension, a measure of roughness (Gneiting and Schlather (2004)). (Mandelbrot (1969), Mandelbrot (1972)) was one of the first few researchers to consider the importance of persistence for studying statistical dependence in asset returns. Since then, many empirical studies have contributed further to Mandelbrot’s findings. Recent empirical financial market research has demonstrated that the Hurst exponent, a measurement tool of persistence, tends to provide a good characterization of the scaling characteristics for financial markets (NyoNyo et al. (2006), Cornelis and Yu (2008)).

Persistent time series are defined as any time series that has Hurst exponent value of $0.5 < H < 1$, are fractal because they are also related to fractional Brownian motion, because in fractional Brownian motion, across time scales there is correlation between events (Peters (1996)). A persistent time series would result in a fractal dimension closer to a line as $H$ gets closer to 1, that is smoother and less jagged than a random walk, as we saw in Figures 1, 2 and 3.

Anti-persistent time series is an opposite of persistent time series with a value of $0 < H < 0.5$, it would result in rougher surfaces with a higher fractal dimension and a more jagged series than a random walk, which is a system subject to more reversals and this precisely represents an anti-persistent time series (Gneiting and Schlather (2004)).

**Paired Comparison**

Generally, Paired Comparison is any process of comparing entities in pairs to judge which of each entity is preferred, or has a greater amount of some quantity property, or whether or not the two entities are identical. The method of paired comparison is classified by the modern science as a ranking procedure for ordering objects with respect to certain characteristic, which may not be defined formally (e.g. attractiveness, successfulness, superiority, etc.) (David (1988)).

This is one of few formal mathematical models, which is based on subjective preferences of judges or experts. Judges are presented with objects from the given set in pairs, as a result, the judges express and record the object that they prefer the most from the two objects all depending on which model of paired comparisons is used and the nature of objects in the experiment.

One of the reasons the objects are compared in pairs, is for the judges (respondents) so they can concentrate their attention on only two objects at a time. This kind of approach is believed to avoid the effect of so called sensory fatigue (Litvine (2004)), most of the time it leads to confusion and lack of concentration when evaluating more than two objects at a time.
Furthermore, it permits better discrimination between very small differences in the objects when observing just two objects.

This method is a simple and powerful alternative to other ranking techniques, which may require complex experiment planning procedures. The method of paired comparison has been seen by far the most superior than other ranking techniques (Litvine (2014)). That is why the method has been used by most researchers from diverse disciplines, including behavioral and social sciences (Bradley (1976), Davidson and Farquhar (1976), Litvine (1999)).

The model that will be used for this study only deals with preferences, i.e. the judge only says which object or graph he or she prefers between the two. The other models of paired comparisons give scores to the two objects that are being compared, for example, saying how many times one object is better than the other. Some paired comparison models allow for ties in the scores, while others do not.

In paired comparisons there are continuous models, discrete models and there are distribution-free models (Litvine (2004)). In this study we use Thurstone-Mosteller model because it is one of the models that only deals with preferences, i.e. it require responses of "Yes" or "No" which is the same as in this study where only respondents are required to select "A" or "B".

The analysis of experiments involving paired comparisons has received considerable attention in statistical methodology. The study of the method of paired comparison may be traced back to a very old publication of Fechner in 1860, which he used for psychometric investigations. Followed by Thurstone (1927a), who formalized the method and provided proper mathematical background. He conceived the approach for measurement known as the "law of comparative judgment" (Thurstone (1927a), Thurstone (1927c), Thurstone (1927b)). Subsequently Mosteller (1951) was a first statistician to make a breakthrough in this area; he developed a proper mathematical foundation to the method suggested by Thurstone. This resulted as the very first and most popular model of paired comparisons called Thurstone-Mosteller model.

Paired comparisons is also used in many other applications where objects are compared in pairs for other reasons e.g. in sport statistics, the way most of games work is that players of teams play against each other two at a time, and then a score is obtained from each game i.e. Tennis or soccer. Numerous other applications of the method of comparisons are also present e.g. military, economic to name a few.

Results

This study makes use of simulated data obtained using Mathematica® to produce a sample of graphs for the questionnaire used when conducting this study. We produce 95 pairs of graphs with different Hurst exponent values not visible on the graphs and each pair is identified by an I.D. Also the questionnaires will be identified by an I.D. Both the pair and questionnaire I.D are combined to form a unique I.D. of each response.

We asked 30 statistics students in the department of Statistics at Nelson Mandela University from two different third year classes of students to fill in the questionnaires. Firstly, the questionnaire was pre-tested on a small sample of respondents, then it was administered to a wider group of respondents to extend the reach of the research. An advantage of this method is that the data collection was immediate.

The respondents were required to choose the graph that is more jagged between the two provided on the graph document and make a tick on the block under the column box, next to the graph I.D. The respondents were also required to choose one graph even if they feel like they are equally jagged, so they still need to make a choice.

There data was divided into three groups, the first one with values of Hurst exponent at a difference of 10% and 20%, the second one at a difference of 5% and 15% and the last one at a difference of 2%. The collected data consists of 2871 observations where respondents made 52% correct guesses.

We observed that the respondents made about 1437 correct guesses and that is about 50% of the total. We defined the first class as those respondents with I.D number from 501-5015 and the second class from 601-6015, The first class made 48% correct guesses and thats about half of the time. Whereas the second class made made 52% correct guesses.

In the table below, we can see that there were more correct guesses at 10% and 20% than at 5% and 15% Hurst exponent difference as expected, because it is easy to judge the jaggedness of the graphs at 10% and 20% but difficult when the difference is smaller. However, the number of correct guesses at 2% Hurst exponent difference is even higher than at 10% and 20%.

In table 2 we present results of the paired comparison analysis for the case of 10% difference in $H$. The estimates are are close to the true Hurst exponent.
Table 1: Number of correct guesses and percentages.

<table>
<thead>
<tr>
<th>Difference in $H$</th>
<th>No. of correct guesses</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% and 20%</td>
<td>461</td>
<td>49%</td>
</tr>
<tr>
<td>5% and 15%</td>
<td>414</td>
<td>45%</td>
</tr>
<tr>
<td>2%</td>
<td>478</td>
<td>56%</td>
</tr>
</tbody>
</table>

values, however the model we used turned to overestimate for $H$ below 0.5 and underestimate for $H$ above 0.5. The most important fact here is that the objects are ranked in exact order as per Hurst exponent.

In the next three tables, we present the results of the analysis for 3 cases of Hurst exponent: $0.15 \leq H \leq 0.35$, $0.4 \leq H \leq 0.6$ and lastly $0.65 \leq H \leq 0.85$.

When Hurst exponent values were between 0.15 and 0.35, we found that there was an instance of incorrect order, specifically case $H = 0.19$ was identified as more jagged than $H = 0.18$. Otherwise all other rankings are correct.

From the table 4 ($0.4 \leq H \leq 0.6$) we see that the model overestimated the Hurst exponent values below 0.48 and under estimated above for $H > 0.5$. Also the ranking of the objects is in a correct order.

In table 5 ($0.65 \leq H \leq 0.85$), the model overestimated the Hurst exponent values below 0.75 and underestimated for above 0.77. However, the estimated values are also close to the true values. All objects are ordered correctly.

**Conclusions**

In this work we asked 30 respondents to fill in a questionnaire which contains pairs of graphs and we asked them to choose in each pair a graph which is more jagged. While misjudgments were quite common (about 50% of the responses were incorrect), after processing the responses according to the Thurstone-Mosteller model for paired comparisons, we receive highly reliable inference. We had only one incorrect ordering (for $H = 0.18$ and $H = 0.19$). Note that this was in case when graphs on the questionnaires were most similar (difference in $H$ was only 0.02).

Surprisingly, we found that the group with pairs at 0.02 difference were judged better (in terms of proportion of incorrect judgments) than the group at where difference between the Hurst exponent were higher (0.10 and 0.20).

We have also found that the Thurstone-Mosteller model overestimates smaller values of Hurst exponent and underestimated higher values of $H$. It may be
Table 5: Results of Thurstone-Mosteller model at 2% 

<table>
<thead>
<tr>
<th>True ( \hat{H} ) value</th>
<th>Weight</th>
<th>Estimated ( \hat{H} ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{H} = 0.65 )</td>
<td>16.2645</td>
<td>0.65</td>
</tr>
<tr>
<td>( \hat{H} = 0.67 )</td>
<td>13.5782</td>
<td>0.65</td>
</tr>
<tr>
<td>( \hat{H} = 0.69 )</td>
<td>12.1432</td>
<td>0.700678</td>
</tr>
<tr>
<td>( \hat{H} = 0.71 )</td>
<td>10.7919</td>
<td>0.717295</td>
</tr>
<tr>
<td>( \hat{H} = 0.73 )</td>
<td>9.53128</td>
<td>0.732796</td>
</tr>
<tr>
<td>( \hat{H} = 0.75 )</td>
<td>8.12416</td>
<td>0.750999</td>
</tr>
<tr>
<td>( \hat{H} = 0.77 )</td>
<td>6.70088</td>
<td>0.767011</td>
</tr>
<tr>
<td>( \hat{H} = 0.79 )</td>
<td>5.48638</td>
<td>0.78253</td>
</tr>
<tr>
<td>( \hat{H} = 0.81 )</td>
<td>4.09088</td>
<td>0.799605</td>
</tr>
<tr>
<td>( \hat{H} = 0.83 )</td>
<td>2.65394</td>
<td>0.817365</td>
</tr>
<tr>
<td>( \hat{H} = 0.85 )</td>
<td>0.00000</td>
<td>0.85</td>
</tr>
</tbody>
</table>

recommended to use other models in the future (e.g. Bradley-Terry model).
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ABSTRACT
Important data can be lost or misplaced in many different ways and circumstances. Sometimes it is never found again. Well run organizations take steps (including spending money) to secure data and have extra copies of it stored in safe places in case the original data is lost. Another problem is sometimes data doesn’t appear to be important and later it becomes important and must be found again. Also, so called cyberattacks (criminal activity) can steal and/or destroy or compromise data. Presented here is an example where important data is lost and then recovered using good management practice and statistical optimization.

INTRODUCTION
A new technical organization (Company A) has just been hired by an important client to do work for it. Winning the bid for this project was a great achievement for Company A. Therefore, at 11 am, local time, on a Monday, the first installment of data was sent to Company A by computer email. It was then forwarded to the five Company A employees. All five of the employees went to lunch a little later and when they returned at about 1 pm, all their computers failed to work and the new data was missing.

CYBER ATTACK
The president (CEO) of Company A thinks that one of its competitors, who lost out to them in the bidding for the new client, launched some kind of cyberattack to the company’s computers. A few hours later Company A’s computer experts have the computers up and working again, but the important data sent from their new client is gone.

This appears to be industrial sabotage. But regardless, the company CEO does not want to call its new client and say they lost the data and need more copies of it, for fear of losing this potentially long term important client’s business.

Therefore, the five employees are all questioned. Did anyone write down the data? No. Does anyone remember anything about the data? Yes. Did anyone do any calculations with or about the data? Yes.

The company’s statistician remembered that there were seven numbers and the median was 262 and all numbers were whole numbers of 1 to 500. She then used her calculator to calculate the sample mean, mean absolute deviation, sum of squares of their numbers, harmonic mean and the standard deviations s and s′ (called s prime). She then was going to calculate the skewness and kurtosis coefficients. However, the phone rang and she talked to a colleague for a while and then they all went to lunch. She also noticed as she was leaving her computer that the three numbers less than the median averaged 149.

Did she write the data down? No. Did she write down or remember the eight statistics she had just calculated? Yes. She wrote them on a little 3 inch by 5 inch note card.

HERE IT IS
The company still does not know the seven numbers, except for the median of 262. However, they know (according to the statistician’s note card) that the:

1. Median = 262 (the median is the middle number of an odd number of numbers once they are placed in ascending order)
2. Letting x₁, x₂, x₃ be the three numbers less than the median then x₁+x₂+x₃ = 447 because she said their average was 149
3. Her sample mean calculation revealed
   \[ \bar{x} = \frac{\sum x_i}{n} = 255.571 \]
4. The harmonic mean = 190.5664
5. The mean absolute deviation M.A.D. = 91.347
6. The sum of the squares of the seven numbers = 547889.
7. Standard deviation $s' = 113.811$
8. Standard deviation $s = 122.9310$

Therefore, a nonlinear system of seven equations and six variables (remembering 262 is known to be the seventh number) is set up and solved using multi stage Monte Carlo optimization (MSMCO or statistical optimization) revealing the seven data points to be 245, 117, 85, 262, 312, 439 and 329.

**DISCUSSION**

The next section will do the formal solution of the seven equations and six variables (remembering the median = 262 is known). However, a few comments precede the formal calculation. First of all, not every computer security or lost data recovery problem can be dealt with effectively by solving a system of nonlinear equations. However, a few of them can be. Also, there are problems in chemistry (doing chemistry experiments to solve for an “unknown”) and physics problems (many body problems), electrical circuits, business optimization problems, and economics equilibrium equations, etc. where solving for unknowns (looking for and finding the answers) is possible by solving a system of equations. However, frequently those are nonlinear and multivariate and difficult to solve with classical methods. Therefore, the statistical optimization approaches rooted in simulation are the way to deal with these nonlinear systems.

**THE FORMAL PROBLEM SOLUTION**

Keeping in mind that the median = 262 attempt to solve the six variable systems of equations using the statistical simulation optimization (Multi Stage Monte Carlo) technique:

$\frac{(262. + x_1 + x_2 + x_3 + x_4 + x_5 + x_6) / 7. = 255.571}{1/262. + \sum \frac{1}{x_i}} = 190.5664$ (1)

$\frac{(262. - 255.571)}{262.} + \sum \frac{1}{x_i} = 91.347$ (2)

$262^2 + \sum x_i = 547,889$ (3)

$((262.-255.571)^2 + \sum (x_i - 255.571)^2) / 7.)^5 = 113.811$ (4)

subject to $1 \leq x_i \leq 500$ for $i=1, 2, 3, 4, 5$ and 6 and all $x_i$s are whole numbers. Let the left and right hand side of equation $j$ be $L_j$ and $R_j$ respectively for $j = 1, 2, 3, 4, 5, 6$ and 7. Then try to minimize $f(x_1, x_2, x_3, x_4, x_5, x_6) = \sum_{j=1}^{7} |L_j - R_j|^{1/5}$ with a thirty stage Monte Carlo simulation attempt drawing 200,000 sample solutions at each of the thirty stages. (Please note that two slight alterations were made to the $f(x_1, x_2, x_3, x_4, x_5, x_6)$ function and sampling scheme to have a smoother simulation:

a. When $j=4 |L_4 - R_4|$ is replaced with $0.001 |L_4 - R_4|$ because the right hand side value 547,889 is on the order of 1000 times larger than the other equations right hand side values.

b. Random whole numbers are read in for $x_1$ and $x_2$. Then $x_3$ is solved for in equation 7 as $x_3 = 447 - x_1 - x_2$. Then, if $x_3$ is greater than or equal to one, the simulation proceeds with the current random sample solution. If not, then that set of six numbers is judged to be not feasible and is discarded. Then the simulation proceeds with a new feasible solution.

An outer loop did 20 such solution attempts and the clear answer was:

$x_1 = 245 \quad e_1 = .00043$
$x_2 = 117 \quad e_2 = .00044$
$x_3 = 85 \quad e_3 = 00006$
$x_4 = 312 \quad e_4 = 00000$
$x_5 = 439 \quad e_5 = 00069$
$x_6 = 329 \quad e_6 = 00032$

Please see Figure 1 for a partial geometric and statistical representation of the last three stages of the thirty stage Monte Carlo simulation.

**CONCLUSION**

A hypothetical problem was presented where through industrial sabotage by a competitor (a cyber attack) or possibly an internal organization error important data was lost.

However, enough statistical calculations had been done by a statistician (answers recorded on paper but not the data itself) that it was possible to set up a system of equations and solve it with statistical optimization simulation (or multi stage Monte Carlo optimization). A
real case like this would probably have the company’s legal department investigating and taking appropriate legal action as warranted.

Many companies and organizations spend a lot of time, effort and money to protect and safeguard their data and industrial secrets and patents. However, given that human nature perhaps has not changed in thousands of years, industrial sabotage certainly predates the computer age.

On New Year’s Eve in 1879 the inventor, Thomas Edison, invited the New York press and powerful financiers to a party at his Menlo Park laboratory to show off his improved electric light (longer lasting). The guests were astonished that the lab was lit up by dozens of electrical lights. The coverage and publicity represented serious competition to the natural gas industry (and their market for gas lights in homes).

Therefore, to protect his intellectual property from sabotage Edison had some of his security “boys” on hand. When some “hired” electricians showed up at the party to destroy the Edison light show they were forcibly escorted off the premises by his security people (Stross, 2007) and (Adair, 1996).

It is, of course, true that data and property can be lost, misplaced or damaged without any crime having been committed. However, protecting corporate, organizational or personal property in our internet connected age is an ongoing battle. Presented here is an essentially statistical optimization approach to this problem.

Reviews of statistics for management and engineers can be found in (Hayter 2002) and (Keller and Warrack 2003). Also, additional applications of statistical optimization simulation can be found in (Conley 2008), (Conley 2013a) and (Conley 2013b).
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ABSTRACT

Many application areas employ a quantile, also known as a percentile or value-at-risk, to measure risk of a stochastic system. We present efficient Monte Carlo methods to estimate a quantile through a combination of importance sampling and Latin hypercube sampling. We also give numerical results from a simple model showing that the combined methods can outperform each by itself.

INTRODUCTION

Consider a random variable $Y$ output by a stochastic simulation. For instance, $Y$ may be the future loss of a financial portfolio, or $Y$ can be the peak cladding temperature (PCT) in a hypothesized accident at a nuclear power plant (NPP). For a fixed constant $0 < p < 1$, we define the $p$-quantile of $Y$, also known as its 100$p$-th percentile, to be the constant $\xi = F^{-1}(p) \equiv \inf\{x : F(x) \geq p\}$, so $F(\xi) = p$. For example, the median is the 0.5-quantile. Extreme quantiles (with $p \approx 0$ or $p \approx 1$) are often employed to assess risk. As an example, financial analysts frequently utilize a quantile, which is also called a value-at-risk, to measure portfolio risk. Indeed, the Basel II Accord (Basel Committee on Banking Supervision 2004) specifies capital requirements in terms of 0.99-quantiles. The U.S. Nuclear Regulatory Commission (NRC) permits NPP licensees to demonstrate compliance with federal regulations through a 0.95-quantile (U.S. Nuclear Regulatory Commission 2010).

Quantile estimation via simple random sampling (SRS) has been well studied; e.g., see Chapter 2 of (Serkling 1980) and (Hong et al. 2014). But SRS can produce a $p$-quantile estimator with large asymptotic variance, which motivates applying variance-reduction techniques (VRTs) to lessen the sampling error. Different VRTs have been proposed for quantile estimation, including importance sampling (IS) (Glynn 1996, Glasserman et al. 2000, Chu and Nakayama 2012) and Latin hypercube sampling (LHS) (Avramidis and Wilson 1998, Dong and Nakayama 2017). (Olsson et al. 2003) combine IS and LHS to estimate a failure probability, and they find that the combination can outperform each method by itself in estimating the probability. Our current paper combines IS+LHS for quantile estimation. We give numerical results for a simple example showing that IS+LHS can produce quantile estimators with smaller error than either technique on its own.

The rest of the paper unfolds as follows. After giving the mathematical setting, we review quantile estimation via SRS, IS, and LHS. We then develop IS+LHS quantile estimation. We follow this with results from simple numerical experiments, and end with concluding remarks.

MATHEMATICAL SETTING

For a random vector $X = (X_1, X_2, \ldots, X_d) \in \mathbb{R}^d$, let

$$Y = w(X),$$

where $w : \mathbb{R}^d \to \mathbb{R}$ is a given computable (deterministic) function. Let $G$ be the cumulative distribution function (CDF) of $X$, which we denote by $X \sim G$, so $G(x) = P(X_1 \leq x_1, X_2 \leq x_2, \ldots, X_d \leq x_d)$ for $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$. Assume that

$$G(x) = \prod_{j=1}^{d} G_j(x_j),$$

where each $X_j \sim G_j$, which implies the components of $X$ are independent. We allow $G_1, G_2, \ldots, G_d$ to differ. Let $F$ be the CDF of the output $Y$ in (1). We can think of the function $w$ in (1) as a computer code that transforms a random input $X \sim G$ into a response $Y \sim F$. For example, in a probabilistic safety assessment of an NPP (U.S. Nuclear Regulatory Commission 2010), a detailed computer code models the evolution of a hypothesized event, such as a loss-of-coolant accident. The random vector $X$ represents uncertainties, such as the timing and size of the initiating event (e.g., a pipe break) and material properties of the core cladding. The computer code $w$ numerically solves systems of differential equations, with coefficients determined by $X$, to output a figure of merit $Y$, such as the PCT.

For a fixed $0 < p < 1$, we define the $p$-quantile of $F$ (or equivalently, of $Y$) as the constant $\xi = F^{-1}(p) \equiv \inf\{x :
Let \( f \) be the derivative (when it exists) of \( F \), and assume that \( f(\xi) > 0 \), which ensures that the \( p \)-quantile is unique. We also assume that the CDF \( F \) cannot be computed because of the complexity of the function \( w \) in (1), but we can generate an observation of \( Y \sim F \) by sampling \( X \sim G \) and applying (1). The goal is to estimate \( \xi \) via Monte Carlo simulation. The typical approach first estimates the CDF \( F \) via multiple simulation runs, and then inverts the CDF estimator to obtain an estimator of the \( p \)-quantile \( \xi = F^{-1}(p) \).

Assume that \( G_j^{-1} \) can be computed for each coordinate \( 1 \leq j \leq d \), and let \( U_1, U_2, \ldots, U_d \) be independent and identically distributed (i.i.d.) uniform(0, 1) random variables. We then have that \( G_j^{-1}(U_j) \sim G_j \), so

\[
(G_1^{-1}(U_1), G_2^{-1}(U_2), \ldots, G_d^{-1}(U_d)) \sim G
\]  
(3)

by (2), from which (1) implies

\[
w(G_1^{-1}(U_1), G_2^{-1}(U_2), \ldots, G_d^{-1}(U_d)) \sim F.
\]  
(4)

### SIMPLE RANDOM SAMPLING

We now review SRS estimation of \( \xi \). Let \( n \) be the desired sample size, and generate \( n \times d \) i.i.d. uniform(0, 1) random numbers, which we arrange in an \( n \times d \) grid

\[
\begin{align*}
U_{1,1} & \quad U_{1,2} & \ldots & \quad U_{1,d} \\
U_{2,1} & \quad U_{2,2} & \ldots & \quad U_{2,d} \\
\vdots & \quad \vdots & \ddots & \quad \vdots \\
U_{n,1} & \quad U_{n,2} & \ldots & \quad U_{n,d}
\end{align*}
\]  
(5)

For each column \( 1 \leq j \leq d \) in (5), we then apply the function \( G_j^{-1} \) to each entry in the column to obtain

\[
\begin{align*}
X_1 &= (G_1^{-1}(U_{1,1}), G_2^{-1}(U_{1,2}), \ldots, G_d^{-1}(U_{1,d})), \\
X_2 &= (G_1^{-1}(U_{2,1}), G_2^{-1}(U_{2,2}), \ldots, G_d^{-1}(U_{2,d})), \\
\vdots &= \vdots \\
X_n &= (G_1^{-1}(U_{n,1}), G_2^{-1}(U_{n,2}), \ldots, G_d^{-1}(U_{n,d})).
\end{align*}
\]  
(6)

Because each row \( i \) in (5) has \( d \) i.i.d. uniform(0, 1) random variables, (3) implies that each \( X_i \sim G \). As the \( n \) rows in (5) are independent, we also have that \( X_1, X_2, \ldots, X_n \) are mutually independent.

Now let \( Y_i = w(X_i), \ 1 \leq i \leq n, \) and each \( Y_i \sim F \) by (1) and (4), with \( Y_1, Y_2, \ldots, Y_n \) mutually independent. Note that \( F(y) = P(Y \leq y) = E[I(y \leq Y)] = 1 - E[I(Y > y)] = 1 - P(Y > y), \) where \( I(\cdot) \) denotes the indicator function, which equals 1 (resp., 0) when its argument is true (resp., false). The SRS estimator of the CDF \( F \) of \( Y \) is then defined by

\[
\hat{F}_{SRS,n}(y) = \frac{1}{n} \sum_{i=1}^{n} I(Y_i \leq y) = 1 - \frac{1}{n} \sum_{i=1}^{n} I(Y_i > y),
\]  
which is unbiased for each \( y \); i.e., \( E[\hat{F}_{SRS,n}(y)] = F(y) \).

The SRS estimator of the \( p \)-quantile \( \xi = F^{-1}(p) \) is then

\[
\hat{\xi}_{SRS,n} = \hat{F}_{SRS,n}^{-1}(p),
\]

which we can compute through order statistics. Let \( Y_{1:n} \leq Y_{2:n} \leq \cdots \leq Y_{n:n} \) be the ordered values of the \( Y_i \). Then \( \hat{\xi}_{SRS,n} = Y_{[np:n]} \), with \([\cdot]\) the ceiling function. Although not a sample average, \( \hat{\xi}_{SRS,n} \) still obeys a central limit theorem (CLT) \( \sqrt{n}[\hat{\xi}_{SRS,n} - \xi] \to N(0, \sigma^2_{SRS}) \) as \( n \to \infty \) (e.g., p. 77 of (Serfling 1980)), where \( \Rightarrow \) denotes convergence in distribution (Section 1.2.4 of (Serfling 1980)), \( N(a, b^2) \) is a normal random variable with mean \( a \) and variance \( b^2 \), and the CLT’s asymptotic variance is

\[
\sigma^2_{SRS} = \frac{\psi^2_{SRS}}{f^2(\xi)} = \frac{p(1 - p)}{f^2(\xi)}.
\]  
(7)

Section 2.6 of (Serfling 1980) discusses some methods for constructing confidence interval for \( \xi \) when using SRS.

### IMPORTANCE SAMPLING

Importance sampling is a VRT that is well suited to analyze rare events; e.g., see Chapter VI of (Asmussen and Glynn 2007). The basic idea is to alter the distributions driving the original system to make the rare event of interest (e.g., a large financial loss of a portfolio) occur more frequently, and then apply a correction factor to account for the change. (Glynn 1996) devises importance-sampling estimators for a quantile by first applying IS to estimate the CDF \( F \), and then inverting the resulting CDF estimator to obtain the IS quantile estimator. We now review the details.

Let \( P_G \) and \( E_G \) be the probability measure and expectation operator, respectively, when \( X \sim G \), so \( F(y) = P_G(Y \leq y) = E_G[I(w(X) \leq y)] \). Let \( H \) be another CDF on \( \mathbb{R}^d \), and let \( P_H \) (resp., \( E_H \)) be the probability measure (resp., expectation) when \( X \sim H \). Assume that \( G \) is absolutely continuous with respect to \( H \) (see p. 422 of (Billingsley 1995)); i.e., if \( P_H(X \in A) = 0 \) for some (measurable) set \( A \subseteq \mathbb{R}^d \), then \( P_G(X \in A) = 0 \). The idea underlying IS comes from expressing the CDF \( F \) as

\[
F(y) = 1 - P_G(Y > y) = 1 - E_G[I(w(X) > y)]
\]

\[
= 1 - \int_{\mathbb{R}^d} I(w(x) > y) G(dx)
\]

\[
= 1 - \int_{\mathbb{R}^d} I(w(x) > y) \frac{G(dx)}{H(dx)} H(dx)
\]

\[
= 1 - E_H[I(w(X) > y)L(X)],
\]  
(8)

which applies a so-called change of measure as (8) has an expectation computed with \( X \sim H \) instead of \( G \), and

\[
L(x) = \frac{G(dx)}{H(dx)}
\]  
(9)

is known as the likelihood ratio or Radon-Nykodim derivative; see p. 423 of (Billingsley 1995). Hence, (8)
implies that we can obtain an unbiased estimator of $1 - F(y)$ by averaging i.i.d. copies of $I(w(X) > y) L(X)$, where $X$ is generated from $H$ rather than $G$.

To do this, we assume that the joint CDF $H$ satisfies

$$H(x) = \sum_{j=1}^{d} H_j(x_j)$$

(10)

for $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$, where each $H_j$ is a CDF on $\mathbb{R}$, and $H_j$, $1 \leq j \leq d$, may differ. Thus, a random vector with the joint CDF $H$ has independent components. By (2) and (10), we see that (9) becomes

$$L(x) = \prod_{j=1}^{d} G_j(dx_j)$$

(11)

for $x = (x_1, x_2, \ldots, x_d)$. If each $G_j$ (resp., $H_j$) further has a density $g_j$ (resp., $h_j$), then the likelihood ratio satisfies $L(x) = \prod_{j=1}^{d} \frac{|g_j(x_j)/h_j(x_j)|}$. In this case, $G$ in (2) is absolutely continuous with respect to $H$ if $h_j(x) = 0$ implies $g_j(x) = 0$ for each coordinate $1 \leq j \leq d$.

We next construct an estimator of $F$ based on (8). Assuming that each $H_j^{-1}$ is computable, we then can sample $n$ i.i.d. copies of $X \sim H$ by applying $H_j^{-1}$ to each entry in each column $j$ of (5) to obtain

$$X_1 = (H_1^{-1}(U_{1,1}), H_2^{-1}(U_{1,2}), \ldots, H_d^{-1}(U_{1,d})),
\quad X_2 = (H_1^{-1}(U_{2,1}), H_2^{-1}(U_{2,2}), \ldots, H_d^{-1}(U_{2,d})),
\quad \vdots
\quad X_n = (H_1^{-1}(U_{n,1}), H_2^{-1}(U_{n,2}), \ldots, H_d^{-1}(U_{n,d})).$$

(12)

Because each row $i$ in (5) has $d$ i.i.d. uniform(0,1) random variables, we have that $X_i$ in (12) has joint CDF $H$ by (10). Moreover, $X_1, X_2, \ldots, X_n$ in (12) are independent because the rows of (5) are independent. Hence, an IS estimator of the CDF $F$ of $Y$ motivated by (8) is

$$\hat{F}_{IS,n}(y) = 1 - \frac{1}{n} \sum_{i=1}^{n} I(w(X_i) > y)L(X_i).$$

(13)

The IS estimator of the $p$-quantile $\xi = F^{-1}(p)$ is then

$$\hat{\xi}_{IS,n} = \hat{F}_{IS,n}^{-1}(p).$$

(14)

To compute (14), sort the $w(X_i)$, $1 \leq i \leq n$, in ascending order, and let $i_1, i_2, \ldots, i_n$ be the indices of the sorted values; i.e., $w(X_{i_1}) \leq w(X_{i_2}) \leq \cdots \leq w(X_{i_n})$. Then $\hat{\xi}_{IS,n} = w(X_{i_r})$ for the largest integer $r$ satisfying $\sum_{i=1}^{r} L(X_{i}) \geq (1-p)n$. (Glynn 1996) also considers other IS estimators of $F$ and $\xi$: we omit the details.

Assuming that $f(\xi) > 0$ and $E_H[L(X)^2] < \infty$, (Glynn 1996) proves that $\xi_{IS,n}$ obeys a CLT $n(\hat{\xi}_{IS,n} - \xi) \Rightarrow N(0, \sigma_{IS}^2)$ as $n \to \infty$, where $\sigma_{IS}^2 = \psi_{IS}^2 / f^2(\xi)$ and $\psi_{IS}^2 = E_H[L(X)^2 I(w(X) > \xi)] - (1-p)^2$. (Chu and Nakayama 2012, Nakayama 2014) develop asymptotically valid (as $n \to \infty$) confidence intervals for $\xi$ when applying IS.

**LATIN HYPERCUBE SAMPLING**

LHS can be thought of as an efficient way of extending stratified sampling to high dimensions, and it reduces variance by producing negatively correlated outputs. (McKay et al. 1979) originally devised LHS to estimate a mean, and (Stein 1987) further analyzes the approach. (Avramidis and Wilson 1998) use LHS to estimate a quantile, which we now review.

For each input coordinate $1 \leq j \leq d$ of (2) and (4), let $\pi_j = (\pi_j(1), \pi_j(2), \ldots, \pi_j(n))$ be a random permutation of $(1, 2, \ldots, n)$. Specifically, $\pi_j$ is equally likely to be any of the $n!$ permutations, and $i$ maps to $\pi_j(i)$ in permutation $\pi_j$. Assume that $\pi_1, \pi_2, \ldots, \pi_d$ are independent, and for each $1 \leq j \leq n$ and $1 \leq j \leq d$, define $V_{i,j} = (\pi_j(i) - 1 + U_{i,j})/n$ for $U_{i,j}$ in (5). Then arrange the $V_{i,j}$ into an $n \times d$ grid

$$\begin{array}{cccc}
V_{1,1} & V_{1,2} & \cdots & V_{1,d} \\
V_{2,1} & V_{2,2} & \cdots & V_{2,d} \\
\vdots & \vdots & \ddots & \vdots \\
V_{n,1} & V_{n,2} & \cdots & V_{n,d}
\end{array}$$

(15)

For each column $1 \leq j \leq d$ of (15) and each $1 \leq k \leq n$, exactly one $1 \leq i \leq n$ has $V_{i,j} \in ((k-1)/n, k/n]$ by construction, so each column $j$ of (15) forms a stratified sample of the unit interval. Next apply $G_j^{-1}$ to each entry in each column $j$ of (15) to get

$$\begin{array}{cccc}
X_1' = (G_1^{-1}(V_{1,1}), G_2^{-1}(V_{1,2}), \ldots, G_d^{-1}(V_{1,d})) \\
X_2' = (G_1^{-1}(V_{2,1}), G_2^{-1}(V_{2,2}), \ldots, G_d^{-1}(V_{2,d})) \\
\vdots & \vdots & \ddots & \vdots \\
X_n' = (G_1^{-1}(V_{n,1}), G_2^{-1}(V_{n,2}), \ldots, G_d^{-1}(V_{n,d}))
\end{array}$$

the LHS analogue of (6). It is easily shown that the $d$ entries in each row $i$ of (15) are i.i.d. uniform(0,1), so $X_1' \sim G$ by (3). But all of the entries in each column $j$ of (15) share the same permutation $\pi_j$, making the rows of (15) dependent, so $X_1', X_2', \ldots, X_n'$ are also dependent. Now define $Y_i' = w(X_i')$, $1 \leq i \leq n$, for the function $w$ in (1). The fact that each $X_i' \sim G$ ensures that each $Y_i' \sim F$ by (4). But $Y_1', Y_2', \ldots, Y_n'$ are dependent because $X_1', X_2', \ldots, X_n'$ are.

The LHS estimator of the CDF $F$ of $Y$ in (1) is then

$$\hat{F}_{LHS,n}(y) = \frac{1}{n} \sum_{i=1}^{n} I(Y_i' \leq y) = 1 - \frac{1}{n} \sum_{i=1}^{n} I(Y_i' > y).$$
Inverting this leads to the LHS $p$-quantile estimator
\[ \hat{\xi}_{\text{LHS, } n} = \frac{\hat{F}_{\text{LHS, } n}^{-1}(p)}{n}. \]

We can compute $\hat{\xi}_{\text{LHS, } n}$ as $\hat{\xi}_{\text{LHS, } n} = Y_{(n)}$ where $Y_{(n)}$ are the sorted $Y_j$ values.

Under regularity conditions, (Avramidis and Wilson 1998) prove the LHS $p$-quantile estimator obeys a CLT
\[ \sqrt{n}(\hat{\xi}_{\text{LHS, } n} - \xi) \Rightarrow N(0, \tau^2_{\text{LHS}}) \]

We now combine importance sampling and LHS for quantile estimation. To do this, we first apply (8) and
\[ F_{\text{IS+LHS}}(x) = \frac{F_{\text{IS+LHS}}(x)}{F_{\text{IS+LHS}}(x)} \]

But
\[ F_{\text{IS+LHS}}(x) = \frac{1}{n} \sum_{i=1}^{n} I(w(X'_i) > y) L(X'_i) \]

for $X'_1, X'_2, \ldots, X'_n$ in (17), $w$ in (1), and $L$ in (11). Thus, (18) is the IS+LHS analogue of the IS CDF estimator in (13). We then compute the IS+LHS estimator of the $p$-quantile $\xi = F^{-1}(p)$ as
\[ \hat{\xi}_{\text{IS+LHS, } n} = \frac{\hat{F}_{\text{IS+LHS, } n}^{-1}(p)}{\tau_{\text{LHS}}} \]

We can compute $\hat{\xi}_{\text{IS+LHS, } n}$ as follows. Sort $w(X'_i)$, $1 \leq i \leq n$, in ascending order, and let $m_1, m_2, \ldots, m_n$ be the indices of the sorted values; i.e., $w(X'_{m_1}) \leq w(X'_{m_2}) \leq \cdots \leq w(X'_{m_n})$. Then
\[ \hat{\xi}_{\text{IS+LHS, } n} = w(X'_{m_r}) \]

for the largest integer $r$ satisfying $\sum_{i=r}^{n} L(X'_{m_i}) \geq (1 - p)n$.

**NUMERICAL RESULTS**

We ran numerical experiments to assess the quality of $p$-quantile estimators for the following simple simulation model. In (2), we let $d = 10$, and for each $1 \leq j \leq d$, we chose the marginal $G_j = \Phi$, the univariate $N(0, 1)$ CDF, so $X = (X_1, X_2, \ldots, X_d)$ is a vector of $d$ i.i.d. standard normals. Hence, by (3), we can generate the vector as $X = (\Phi^{-1}(U_1), \Phi^{-1}(U_2), \ldots, \Phi^{-1}(U_d)) \sim G$, where $U_1, U_2, \ldots, U_d$ are i.i.d. $\text{unif}(0, 1)$. We define the function $v$ in (1) as $v(X) = \sum_{i=1}^{d} X_i$. Thus, the CDF $F$ of $Y = v(X)$ is that of the $N(0,d)$ distribution. We can then compute the true $p$-quantile of $F$ as $\xi = \sqrt{d} \Phi^{-1}(p)$, and the goal is to estimate $\xi$ via simulation.

For sample size $n = 200$, we constructed $p$-quantile estimators using each of the methods SRS, LHS, IS, IS+LHS for $p = 0.8, 0.9, 0.95$, and 0.99. For IS and IS+LHS, the IS marginal CDF $H_j$ in (10) is $N(\xi/d, 1)$ for each coordinate $1 \leq j \leq d$, so IS changes the mean of each $X_j$ from 0 to $\xi/d$. Thus, their sum $Y$ under $H$ has mean $\xi$. For each method and each value of $p$, we ran $10^4$ independent experiments to estimate the root-mean-square error (RMSE) $(E[(\hat{\xi}_n - \xi)^2])^{1/2}$ of each $p$-quantile estimator, generically denoted as $\hat{\xi}_n$. (As quantile estimators are generally biased, we consider RMSE instead of standard deviation because the latter does not account for bias.) We finally estimated the relative RMSE (RMSE) as the estimated RMSE divided by the true $p$-quantile. Table 1 contains the results.

<table>
<thead>
<tr>
<th>Method</th>
<th>$p = 0.8$</th>
<th>$p = 0.9$</th>
<th>$p = 0.95$</th>
<th>$p = 0.99$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRS</td>
<td>0.120</td>
<td>0.094</td>
<td>0.089</td>
<td>0.110</td>
</tr>
<tr>
<td>LHS</td>
<td>0.084</td>
<td>0.074</td>
<td>0.079</td>
<td>0.105</td>
</tr>
<tr>
<td>IS</td>
<td>0.069</td>
<td>0.041</td>
<td>0.030</td>
<td>0.019</td>
</tr>
<tr>
<td>IS+LHS</td>
<td>0.061</td>
<td>0.038</td>
<td>0.028</td>
<td>0.018</td>
</tr>
</tbody>
</table>

We now note some of the table’s salient features. For each $p$, LHS has smaller RRMSE than SRS, so LHS always produces $p$-quantile estimators with less error than SRS. For each $p$, the RRMSE of IS is much smaller than that of LHS, especially for $p \approx 1$. Moreover, IS+LHS has smaller RRMSE than IS, so we can improve IS by further incorporating LHS. For $p = 0.8$, the ratio of the RRMSEs of SRS and LHS is $0.120/0.084 \approx 1.43$. The quantile estimators’ CLTs
suggest that their RMSEs decrease at rate \( n^{-1/2} \), so SRS needs a sample size that is a factor of \( \frac{0.120}{84} \approx 2.04 \). Simulations since 1998. His research interests include simulation, modeling, statistics, risk analysis, and energy.

CONCLUDING REMARKS

Quantiles are often used to assess risk, as in finance and nuclear safety. We combined two well-known variance-reduction techniques, importance sampling and Latin hypercube sampling, to estimate a \( p \)-quantile. The combination can outperform each method by itself in terms of relative RMSE, but the benefit of IS+LHS over IS may decrease as \( p \to 1 \).

ACKNOWLEDGMENTS

This work has been supported in part by the U.S. National Science Foundation under Grant No. CMMI-1537322. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the National Science Foundation.

REFERENCES


AUTHOR BIOGRAPHY

MARVIN K. NAKAYAMA is a computer science professor at the New Jersey Institute of Technology. He received a B.A. in mathematics-computer science from U.C. San Diego, and an M.S. and Ph.D. in operations research from Stanford University. He is a recipient of a CAREER Award from the National Science Foundation, and has received several best paper awards, including the Best Theoretical Paper for the 2014 Winter Simulation Conference. He served as the simulation area editor for the INFORMS Journal on Computing from 2007–2016, and has been on the editorial board of ACM Transactions on Modeling and Computer Simulation since 1998. His research interests include simulation, modeling, statistics, risk analysis, and energy.
STATISTICAL OPTIMIZATION APPLIED TO A VARIETY OF NONLINEAR SYSTEMS OF EQUATIONS

William Conley
Austin E. Cofrin School of Business
University of Wisconsin-Green Bay
Green Bay, Wisconsin 54311-7001 U.S.A.
Conleyw@uwgb.edu

KEYWORDS
Minimizing errors, Monte Carlo Methods, exact solutions, nonlinear versus linear

ABSTRACT
There is a fairly well developed and widely known theory for solving linear systems of equations which when hooked up to a modern day computer can be a powerful facility. The real cost of this approach is the all too common temptation to linearize essentially nonlinear relationships. One way to overcome this problem will be discussed here. That is using computer statistical simulation techniques to solve nonlinear systems of equations in our computer age.

Four examples of nonlinear systems of equations will be presented and solved here. They will range in size from five to twenty-five variable systems.

INTRODUCTION
The fundamental theorem of linear programming can be expressed (in a slightly oversimplified manner) to be that the optimal solution is at a “corner point” of the feasible solution space. This, along with a course in linear algebra and linear systems, points the way toward solving systems that are linear.

However, with nonlinear systems of equations, or general nonlinear optimization, the optimal solution or solutions could be anywhere in the feasible solutions spaces.

Therefore, simulation techniques such as multi stage Monte Carlo optimization (MSMCO) seem useful in dealing with difficult nonlinear examples. Four such problems are presented here. Figure 1 gives a partial geometric and statistical representation of the MSMCO simulations at work.

A FIVE VARIABLE, FIVE EQUATION EXAMPLE
Try to solve the following system of equations:

\[ x_1^3 + x_2 x_4 + x_5 = 17,192,756 \] (1)
\[ x_2^3 + x_1 x_3 + x_4 = 905,822 \] (2)
\[ x_3^3 + x_2 x_3 + x_5 = 6,557,117 \] (3)
\[ x_4^3 + x_1 x_2 + x_5 = 8,145,260 \] (4)
\[ x_5^3 + x_1 x_3 + x_4 = 3,356,396 \] (5)

for an all integer solution in the range 0 ≤ xi ≤ 300 for i = 1, 2, 3, 4, 5.

Figure 1: MSMCO Simulation Solving a System of Equations

First transform it to Minimize \( f(x_1, x_2, x_3, x_4, x_5) = \left| L_1 - R_1 \right| + \left| L_2 - R_2 \right| + \left| L_3 - R_3 \right| + \left| L_4 - R_4 \right| + \left| L_5 - R_5 \right| \)
subject to 0 ≤ xi ≤ 300 and all whole numbers for i=1, 2, 3, 4, 5 where \( L_j \) and \( R_j \) are the left and right hand sides of equation \( j \) for \( j = 1, 2, 3, 4, \) and 5. Then select an eight stage MSMCO simulation drawing 5,000 feasible solutions at each stage with a funneling factor of \( F=2 \) to
reduce the search region in each subsequent stage by cutting the dimensions in half. Less than a second of computer run time produces the solution \( x_1 = 258, x_2 = 95, x_3 = 187, x_4 = 201 \) and \( x_5 = 149 \).

**SIX EQUATIONS AND TWENTY VARIABLES**

An electrical circuit requires four banks of five groups of resistors (each with an on/off switch) in a parallel series arrangement as described in Figure 2. The little buttons (circles) above each of the 20 resistors can be pressed or not to connect the individual resistor or disconnect it to the overall circuit. One can see that as long as at least one resistor in each of the four banks is connected to the circuit the current will flow through this four bank section of the overall electrical circuit.

![Figure 2: A Push Button Switching Resistance Network](image)

The designers require at this point that when the following switches are turned on (connected) that the resistance will be 88 ohms, 117 ohms, 130 ohms, 140 ohms, 150 ohms, and 165 ohms in this part of the circuit. Also, each resistor cannot be larger than 700 ohms. Let the resistance values be \( x_i \) for \( i = 1, 2, 3 \ldots 20 \) in the pattern

<table>
<thead>
<tr>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( x_4 )</th>
<th>( x_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_6 )</td>
<td>( x_7 )</td>
<td>( x_8 )</td>
<td>( x_9 )</td>
<td>( x_{10} )</td>
</tr>
<tr>
<td>( x_{11} )</td>
<td>( x_{12} )</td>
<td>( x_{13} )</td>
<td>( x_{14} )</td>
<td>( x_{15} )</td>
</tr>
<tr>
<td>( x_{16} )</td>
<td>( x_{17} )</td>
<td>( x_{18} )</td>
<td>( x_{19} )</td>
<td>( x_{20} )</td>
</tr>
</tbody>
</table>

The total resistance \( R = R_1 + R_2 + R_3 + R_4 \) for four banks if they are in series. However, if five resistors are in parallel as in this circuit in Figure 2, then

\[
\frac{1}{R} = \frac{1}{R_1} + \frac{1}{R_2} + \frac{1}{R_3} + \frac{1}{R_4} + \frac{1}{R_5}
\]

Combining the series and parallel laws of resistance to match our Figure 2 circuit with the following switches in the on (connected) position, we get the following system of six equations in 20 unknowns.

With switches 3, 4, 5, 8, 9, 10, 13, 14, 15, 18, 19 and 20 in the off position and 1, 2, 6, 7, 11, 12, 16 and 17 in the on position the total ohms should = 88 ohms

\[
\frac{1}{X_1} + \frac{1}{X_2} + \frac{1}{X_3} + \frac{1}{X_4} + \frac{1}{X_5} = 88 \text{ ohms} \quad (6)
\]

And with switches 1, 3, 6, 8, 12, 13, 16 and 18 in the on position and the rest of them off, the total resistance should be

\[
\frac{1}{X_1} + \frac{1}{X_3} + \frac{1}{X_6} + \frac{1}{X_7} + \frac{1}{X_8} + \frac{1}{X_11} + \frac{1}{X_12} + \frac{1}{X_{16}} + \frac{1}{X_{17}} = 117 \text{ ohms} \quad (7)
\]

Also, with switches 2, 3, 7, 8, 11, 12 and 17 in on position we require

\[
\frac{1}{X_2} + \frac{1}{X_3} + \frac{1}{X_7} + \frac{1}{X_8} + \frac{1}{X_{11}} + \frac{1}{X_{12}} + \frac{1}{X_{17}} + \frac{1}{X_{18}} = 130 \text{ ohms} \quad (8)
\]

Then with switches 3, 4, 8, 9, 13, 14, 18 and 19 on

\[
\frac{1}{X_3} + \frac{1}{X_4} + \frac{1}{X_8} + \frac{1}{X_9} + \frac{1}{X_{13}} + \frac{1}{X_{14}} + \frac{1}{X_{18}} + \frac{1}{X_{19}} = 140 \text{ ohms} \quad (9)
\]

Switches 4, 5, 9, 10, 14, 15, 19 and 20 turned on must yield

\[
\frac{1}{X_4} + \frac{1}{X_5} + \frac{1}{X_9} + \frac{1}{X_{10}} + \frac{1}{X_{14}} + \frac{1}{X_{15}} + \frac{1}{X_{19}} + \frac{1}{X_{20}} = 150 \text{ ohms} \quad (10)
\]

While with switches 2, 5, 8, 10, 14, 15, 16 and 20 on

\[
\frac{1}{X_2} + \frac{1}{X_5} + \frac{1}{X_8} + \frac{1}{X_{10}} + \frac{1}{X_{14}} + \frac{1}{X_{15}} + \frac{1}{X_{16}} + \frac{1}{X_{20}} = 165 \text{ ohms} \quad (11)
\]

are required.

Using the statistical optimization approach (multi stage Monte Carlo optimization or MSMO) first the system of equations is transformed to minimize

\[
\sum_{i=1}^{20} |L_i - R_i| = |L_1 - R_1| + |L_2 - R_2| + \ldots + |L_{20} - R_{20}|
\]

again with the \( L_i \) and \( R_i \) as the left and right hand sides of the equations subject to \( 0 \leq X_i \leq 700 \) ohms (Figure 1 gives a partial geometric and statistical illustration of this process).

Then a 50 stage MSMCO computer simulation draws
10,000 feasible solutions at each stage in an ever narrowing and repositioning search for better and better answers (less error). Presented here is the first and last ten stages of the printout. The answer follows the stage 50 total error of .00002 ohms. This program ran in less than 5 seconds on a desk top computer. This simulation used about six or seven places of accuracy. However, by switching to double precision arithmetic 12 to 14 decimal places of accuracy could be guaranteed if necessary.

The printout of the resistance network solution stages is f(x₁, x₂ . . . x₈).

<table>
<thead>
<tr>
<th>Stage Number</th>
<th>Total Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>568.21594</td>
</tr>
<tr>
<td>2</td>
<td>480.30206</td>
</tr>
<tr>
<td>3</td>
<td>323.37311</td>
</tr>
<tr>
<td>4</td>
<td>290.76581</td>
</tr>
<tr>
<td>5</td>
<td>75.25645</td>
</tr>
<tr>
<td>6</td>
<td>50.41321</td>
</tr>
<tr>
<td>7</td>
<td>50.00489</td>
</tr>
<tr>
<td>8</td>
<td>37.50713</td>
</tr>
<tr>
<td>9</td>
<td>16.86428</td>
</tr>
<tr>
<td>10</td>
<td>13.82444</td>
</tr>
<tr>
<td>11</td>
<td>□</td>
</tr>
<tr>
<td>12</td>
<td>□</td>
</tr>
<tr>
<td>13</td>
<td>□</td>
</tr>
<tr>
<td>14</td>
<td>□</td>
</tr>
<tr>
<td>15</td>
<td>□</td>
</tr>
<tr>
<td>16</td>
<td>□</td>
</tr>
<tr>
<td>17</td>
<td>□</td>
</tr>
<tr>
<td>18</td>
<td>□</td>
</tr>
<tr>
<td>19</td>
<td>□</td>
</tr>
<tr>
<td>20</td>
<td>□</td>
</tr>
</tbody>
</table>

The printout solution is:

\[
\begin{align*}
X_1 &= 546.48645, X_2 = 4.11427, X_3 = 66.22755, X_4 = 25.03539, \\
X_5 &= 95.81268, X_6 = 4.34272, X_7 = 229.82501, X_8 = 163.97571, \\
X_9 &= 113.46217, X_{10} = 95.81268, X_{11} = 197.73457, X_{12} = 9.53828, \\
X_{13} &= 328.54095, X_{14} = 56.42705, X_{15} = 458.11661, X_{16} = 40.52254, \\
X_{17} &= 653.32147, X_{18} = 21.84053, X_{19} = 9.49100, X_{20} = 44.35545
\end{align*}
\]

**AN OVER CONDITIONED SYSTEM OF EQUATIONS**

Presented here is a nonlinear system of equations where the number of equations exceeds the number of variables. The theory of linear algebra might call this an over conditioned system and the electrical resistance network equations presented earlier an under-conditioned system (less equations than variables). The five equation, five variable first problem could be viewed as uniquely conditional (probably only one solution). However, those rules and linear algebra theory do not apply to nonlinear systems such as we have here.

However, it is worth mentioning that statistical optimization (MSMCO) can be tried on most any system of equations. However, as the number of equations grow in relation to the number of variables, there may be less answers to find (or no answers at all) and generally the problem is more difficult to solve (but not necessarily impossible).

Let us look at the following 8 variable 12 equation system and try to solve it for an all whole number solution by doing real valued arithmetic with MSMCO and rounding off the last stage answer to whole numbers.

This system of equations is:

\[
\begin{align*}
x_1^3 + x_1x_3 + x_2 &= 1,383,568 \\
x_2^3 + x_2x_4 + x_3 &= 8,633,257 \\
x_3^3 + x_3x_6 + x_5 &= 3,964,346 \\
x_4^3 + x_4x_7 + x_5 &= 2,005,416 \\
x_5^3 + x_5x_8 + x_1 &= 690,866 \\
x_6^3 + x_6x_8 + x_4 &= 102,828 \\
x_7^3 + x_7x_8 + x_4 &= 5,019,280 \\
x_8^3 + x_8x_4 + x_5 &= 792,750 \\
x_1 + x_4 + x_7 + x_8 &= 415 \\
x_2 + x_3 + x_5 + x_6 &= 581 \\
x_3 + x_4 + x_5 + x_6 &= 62,011 \\
x_4x_5 + x_5x_6 + x_7x_8 &= 38,807
\end{align*}
\]

with 0 ≤ xᵢ ≤ 250 for i=1, 2, 3...8 and all whole numbers.

The system is transformed to minimize f(x₁, x₂, x₃, x₄, x₅, x₆, x₇, x₈) = \( \sum_{j=1}^{12} \left| L_j - R_j \right| \) subject to 0 ≤ xᵢ ≤ 250 and all whole numbers for i=1, 2, 3...8 and Lᵢ and Rᵢ are the left and right hand sides of equation j for j=1, 2, 3...12.

The MSMCO simulation used drew 1,000,000 all real valued feasible solutions at each of forty stages in the MSMCO simulation. The dimensions in each stage were reduced in size by 1.41 (or the square root of 2) and “funneled” into the fortieth stage values of x₁ = 171.000, x₂ = 205.024, x₃ = 92.000, x₄ = 88.000, x₅ = 158.000, x₆ = 126.000, x₇ = 44.999, x₈ = 111.00 which, when rounded, to the nearest whole numbers, produces an exact solution of x₁ = 171, x₂ = 205, x₃ = 92, x₄ = 88, x₅ = 158, x₆ = 126, x₇ = 45, x₈ = 111 with no error or f(x₁, x₂, x₃ . . . x₈) = 0.
The forty stage printout is:

<table>
<thead>
<tr>
<th>Stage Number</th>
<th>Total Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,979,655</td>
</tr>
<tr>
<td>2</td>
<td>2,839,862</td>
</tr>
<tr>
<td>3</td>
<td>2,196,819</td>
</tr>
<tr>
<td>4</td>
<td>1,824,941</td>
</tr>
<tr>
<td>5</td>
<td>1,226,064</td>
</tr>
<tr>
<td>6</td>
<td>859,745</td>
</tr>
<tr>
<td>7</td>
<td>387,499</td>
</tr>
<tr>
<td>8</td>
<td>387,499</td>
</tr>
<tr>
<td>9</td>
<td>307,404</td>
</tr>
<tr>
<td>10</td>
<td>217,602</td>
</tr>
<tr>
<td>11</td>
<td>164,887</td>
</tr>
<tr>
<td>12</td>
<td>117,912</td>
</tr>
<tr>
<td>13</td>
<td>89,859</td>
</tr>
<tr>
<td>14</td>
<td>63,962</td>
</tr>
<tr>
<td>15</td>
<td>28,556</td>
</tr>
<tr>
<td>16</td>
<td>28,556</td>
</tr>
<tr>
<td>17</td>
<td>17,463</td>
</tr>
<tr>
<td>18</td>
<td>17,131</td>
</tr>
<tr>
<td>19</td>
<td>14,388</td>
</tr>
<tr>
<td>20</td>
<td>7,301</td>
</tr>
<tr>
<td>21</td>
<td>5,691</td>
</tr>
<tr>
<td>22</td>
<td>3,391</td>
</tr>
<tr>
<td>23</td>
<td>2,666</td>
</tr>
<tr>
<td>24</td>
<td>1,572</td>
</tr>
<tr>
<td>25</td>
<td>1,302</td>
</tr>
<tr>
<td>26</td>
<td>785</td>
</tr>
<tr>
<td>27</td>
<td>489</td>
</tr>
<tr>
<td>28</td>
<td>411</td>
</tr>
<tr>
<td>29</td>
<td>411</td>
</tr>
<tr>
<td>30</td>
<td>309</td>
</tr>
<tr>
<td>31</td>
<td>180</td>
</tr>
<tr>
<td>32</td>
<td>160</td>
</tr>
<tr>
<td>33</td>
<td>116</td>
</tr>
<tr>
<td>34</td>
<td>94</td>
</tr>
<tr>
<td>35</td>
<td>87</td>
</tr>
<tr>
<td>36</td>
<td>65</td>
</tr>
<tr>
<td>37</td>
<td>63</td>
</tr>
<tr>
<td>38</td>
<td>56</td>
</tr>
<tr>
<td>39</td>
<td>53</td>
</tr>
<tr>
<td>40</td>
<td>51</td>
</tr>
</tbody>
</table>

Notice stage forty did have a total error of about 51. However, once the eight variable values are rounded to the nearest whole numbers the answer is exactly correct with no error.

Another solution option would have been to just do all integer arithmetic in the whole simulation.

An additional option would be to try three solution attempts of the type done here and then any of the variables that produce the same value on all three attempts would be pinned down for a fourth MSMCO solution attempt. This modal averaging (with a mode of 3) would easily produce the exact optimal on the fourth MSMCO attempt even if the first three failed.

This repeated modal averaging was done with MSMCO by the author on the well-known (but at the time unsolved) test problems number 30, 31, 32 and 33 in the mathematics literature (Conley 1991a), (Conley 1991b and (Conley, 1993) after transforming the problems to transportation examples with 150 and 200 variables. The true optimals were produced. This averaging and rounding technique (and additional transformations) can be effective sometimes on difficult or seemingly unsolvable optimization problems or systems of equations.

A CAPACITANCE SYSTEM

The parallel series laws for electrical capacitors are somewhat reversed from the laws for electrical resistance. For capacitors in series

$$\frac{1}{C} = \frac{1}{C_1} + \frac{1}{C_2} + \frac{1}{C_3} + \frac{1}{C_4} + \frac{1}{C_5}$$

where $C$ is the total capacitance and $C_1$, $C_2$, $C_3$, $C_4$ and $C_5$ are the capacitances of the individual capacitors.

Also, $C = C_1 + C_2 + C_3 + C_4 + C_5$ says that for capacitors in parallel the total capacitance is the sum of the individual capacitator values. Please see Figure 3 for a 5x5=25 capacitor bank with on/off toggle switches.

![Figure 3: A Toggle Switching Capacitance Network](image-url)

Therefore, for the example here if capacitors 1, 5, 6, 10, 11, 15, 16, 20, 21 and 25 are the only ones connected to the network in Figure 3 the required total capacitance is 3,500 microfarads expressed in equation (24).
Again, referring to Figure 3, the variables used here from left to right and top to bottom are in the pattern

\[
\begin{array}{cccccc}
x_1 & x_2 & x_3 & x_4 & x_5 \\
x_6 & x_7 & x_8 & x_9 & x_{10} \\
x_{11} & x_{12} & x_{13} & x_{14} & x_{15} \\
x_{16} & x_{17} & x_{18} & x_{19} & x_{20} \\
x_{21} & x_{22} & x_{23} & x_{24} & x_{25} \\
\end{array}
\]

Also, if only capacitators 2, 4, 7, 9, 12, 14, 17, 19, 22 and 24 are connected then a total capacitance of 3000 microfarads is required in equation (25). Additionally, if only capacitators 3, 4, 8, 9, 13, 14, 17, 19 and 23, 24 are connected a total capacitance of 2500 microfarads is required in equation (26). And, if only capacitators 1, 3, 7, 8, 12, 13, 16, 18, 21 and 23 are connected a total capacitance of 4000 microfarads is needed (equation 27). Continuing if only capacitor 2, 5, 6, 9, 11, 13, 18, 19, 22, and 24 are connected, the capacitance required is 4500 microfarads in equation (28).

Therefore, to solve this five equation twenty-five variable nonlinear capacitance system of equations, the approach is to try to minimize

\[ f(x_1, x_2, x_3, \ldots, x_{25}) = |L_{24} - R_{24}| + |L_{25} - R_{25}| + |L_{26} - R_{26}| + |L_{27} - R_{27}| + |L_{28} - R_{28}| \]

where \(L_j\) and \(R_j\) are the left and right hand sides of equation \(j\) for \(j = 24, 25, 26, 27,\) and \(28\). A fifty stage MSMC optimization simulation is attempted drawing 10,000 feasible solutions and always storing the best answer so far, and repositioning the search about the new best answer. Also, after every stage of 10,000 feasible solutions, the next stage has its search dimensions reduced by a factor of 1.41 (the square root of 2). This allows the simulation to “funnel” (so to speak) into a useful solution.

The printout of the solution coordinates for this few seconds computer run follows here after the system of equations.

\[ x_1 = 3,500 \quad x_2 = 3,000 \quad x_3 = 2,500 \quad x_4 = 3,000 \quad x_5 = 4,500 \]

\[ x_6 = 1,1863.8330 \quad x_7 = 21466.3455 \quad x_8 = 18855.1875 \quad x_9 = 1296.3455 \quad x_{10} = 11529.0068 \]

\[ x_{11} = 4001.8213 \quad x_{12} = 7944.4727 \quad x_{13} = 6368.3716 \quad x_{14} = 1996.4415 \quad x_{15} = 20980.9824 \]

subject to \(10 \leq x \leq 100,000\) microfarads upper limit on individual capacitators for \(i=1, 2, 3, \ldots, 25\).
CONCLUSION

A selection of nonlinear systems of equations was presented and solved using the multi stage Monte Carlo optimization (MSMCO) simulation technique.

One system had the same number of equations as variables and required whole number answers. Another had more equations than variables, while the other two had fewer equations than variables and required real value solutions.

A nice feature of the approach is that if the last stages of the MSMCO simulation produce a total error term of zero, one not only receives an answer but it automatically checks in each equation.

Additionally, if the process did not converge to an exact solution and the total error term is relatively small, it still might be a useful solution in the worlds of science, big business, and economics where sometimes approximate solutions that are arrived at quickly are preferred.

More examples of MSMCO problems (or statistical optimizations) and statistical analyses in linear and nonlinear settings are in (Anderson, Sweeney and Williams 1999), (Anderson 2003), (Black 2014), (Conley 1981), (Conley 2009), (Hayter 2002) and (Keller and Warrack 2003). Statistical optimization is a new application area for survey sampling in our computer age.

It should be mentioned that in a sense the statistical optimization process (MSMCO) runs throughout with a random number generator. Many of these generators are a type of abstract algebra function which can repeat itself after a while.

So, for example, after generating may be one hundred thousand random numbers between 0 and 1 the function might start repeating the same sequence over again.

This worry does not matter with multi stage Monte Carlo optimization (MSMCO) because every time a better answer is found the search re-centers about that new “best answer so far. Also, after each stage of this multi stage process the search dimensions are reduced. Therefore, this free flowing ever moving (see Figure 1) and changing of the n dimensional “rectangles” (for a function of n variables) completely re-randomizes even if the generator ever starts to repeat. The same would be true if the random numbers were read in from a big file instead of being generated by an abstract algebra function. Survey sampling is useful in estimation problems. Additionally, hooked up to a computer, it can also find optimal solutions and solve systems of equations in our computer age. Just make sure that the preliminary survey sampling (in stage one) of the optimization is followed by subsequent survey samples in an ever reducing search area. This allows MSMCO to close in on the right answer.
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ABSTRACT
Based on a previous work about eventually consistent simulation grids, this paper introduces novel mechanisms to synchronize distributed simulation states by utilizing inconsistency maps provided by the original simulation system. Using merge operations as a part of a multi-master replication scheme, the overall resilience of the system can be increased, and the quality of remaining inconsistent entities improved. Different strategies are presented to optimize the merge output, and quality profiles introduced to establish comparability.

INTRODUCTION
In the previous work, Elsen (2016), an approach was introduced to design eventually consistent, spatial-parallel simulations.
In this approach a continuous simulation space is distributed across an array of participating logical nodes, such that each is responsible for a bounded domain. To maintain availability in the presence of hard- or software faults the system may temporarily enter a partial inconsistent state. Simulation continues while nodes adaptively record their simulation and communication history in order to recover to consistency when feasible. To minimize communication, work, and storage demand, each node maintains a binary mask of regions affected by detected faults. As recovery removes inconsistency, the masks eventually return to an empty state. While the outlined approach is functional, and provides some resilience against random, short-lived faults, it has proven less effective during extended simulations.

With increasing size of the connected inconsistent area, the number of affected components, and conversely the probability of contained new faults grows; as does the resulting impact on recovery.
Fig.1 depicts the average survived time-steps of a 3D simulation scenario. Independent fault probabilities and favorable migration conditions of the simulation scenario can not prevent eventual termination.

To counteract the problem, component reliability may be increased, and/or additional computation time allocated for recovery. However, the properties of consistency-masked simulation states lend themselves to merge operations, and thus physical redundancy, increasing reliability without changing component quality or sacrificing responsiveness. Similar in concept to Multi-Master Replication in database systems, this approach allocates multiple physical nodes for regions previously governed by each one node.
In this paper, the basic approach of replication and merging is discussed as well as its impact on system performance. It is shown that merge operations can significantly increase overall system resilience, while reducing the extent of inconsistency present in the simulation. Various strategies are discussed that help further reduce average entity inconsistency in remaining inconsistent areas.
While primarily an addition to the system outlined in the original paper, the presented merge operations are considered applicable to any redundancy based simulation architecture utilizing spatial datasets of which consistency masks can be extracted or generated.

BACKGROUND AND STATE OF THE ART
Recent years have seen increasing popularity of distributed data stores that provide simple storage and
retrieval operations based on large numbers of distributed machines, consistent of commodity hardware, as opposed to traditional high-performance, high-cost server architectures. NoSQL (commonly but not universally read 'Not only SQL'), and the accompanying classification acronym BASE (Basically Available, Soft state, Eventually consistent) are particularly popular concepts. More detailed definitions are given by Cat- tell (2011). These systems achieve what Bondi (2000) defined as 'horizontal scalability', meaning that more performance can be achieved simply by adding more computers to a given infrastructure.

Eventual consistency (Vogels (2009)) describes systems that provide no guarantee regarding their current consistency, but maintain availability in the presence of faults. When consistency is eventually restored, newly received updates may result in conflicts, similar to merge-conflicts in Distributed Version Control (e.g. Brinescu et al. (2014), Chacon and Straub (2014), O’Sullivan (2009)). Shapiro et al. (2011) aim to mitigate this issue by introducing conflict-free data types.

**TERMINOLOGY AND METHODOLOGY**

This paper is based on Elsen (2016), sharing most of its terminology. The term shard is used to describe a single logical node in the grid that communicates with its neighbors and potential clients. Each shard is responsible for simulating the entities residing in its assigned space. This space segment is denoted its Shard Domain (SD). Each SD is inconsistency-masked, proving an n-dimensional map called Inconsistency Coverage (IC) per version. The IC tracks the current state of inconsistency as a consequence of past faults in the grid, and expands by the maximum entity influence radius $R$ as the simulation progresses (see fig.2).

Figure 2: IC Expansion around lost shard S0

To maintain a single continuous space, a shard’s SD edges border those of its neighbors. Simulated entities remain agnostic of these internal borders. With each global time-step, all shards generate each one new Shard Domain State (SDS), which contains all simulated entities currently within the local SD, along with the respective IC.

**Original Protocol**

Using a wall-clock synchronized lockstep protocol, shards communicate changes in the form of Remote Change Sets (RCSs) with their neighbors in order to evolve the global state. Only the newest SDSs are visible to user clients, allowing a shard to discard older SDSs if they are not required for correction operation. Specifically, a shard is not required to maintain any SDSs older than its newest fully consistent SDS. Newer inconsistent SDSs, however, must be maintained until correction operations can restore their state to consistency.

During each global time-step, a fixed number of lockstep-synchronized correction steps ($C$) are executed which may produce less inconsistent SDSs, ideally to the point of no inconsistency. On average, $C > 1$ must be true to eventually reach consistency. Increasing $C$ can dramatically improve grid resilience but reduces responsiveness/availability due to the increased amount of time spent on maintenance.

**MULTI-MASTER REPLICATION**

Multi-Master Replication, when applied to this system, aims to increase the number of physical shards responsible for the same SD. It may be employed with varying density, replicating only some shards, or by providing a dedicated, actively redundant backup cluster as an on-demand migration target.

In addition to its regular neighbor links, a replicated shard maintains a connection to at least one sibling. This setup represents the minimal number of links necessary for the system to operate under uniform conditions. Changes in replication degree between neighbors require additional links to sibling neighbors in addition to local neighbors.

The number of siblings per shard directly affects system resilience, especially when covering error classes like arbitrary and byzantine. Less critical error classes like omission, timing, and crashes can be handled by the standard non-replicated setup, but benefit from additional siblings.

The remainder of this paper focuses on two siblings, but the concepts are easily expanded to higher numbers.

**STATE MERGE OPERATIONS**

Whenever siblings synchronize inconsistent data, a merge operation is triggered. This operation requires two simulation states as input and aims to produce a new state of reduced inconsistency. Upon completion, the result is adopted by both siblings.

The process requires samples from both input ICs to produce any improvement. By selecting entities from
the respective consistent section of either input SDS, large areas of inconsistency are potentially removed. If the two ICs do not intersect at all, then the resulting state is fully consistent. This event is denoted a Perfect Merge from this point on.

**Constraints**

In order to maintain the requirements of the original system during merge operations, a number of conditions must be met. The resulting merged IC must not underestimate the intersection between the two input ICs. If an area is considered consistent by the resulting IC, then it must have been consistent in either input SDS, and preserve any contained, consistent entities. Furthermore, the merged consistent space must not contain any entities flagged as potentially inconsistent by their respective ICs.

**Resilience Evaluations**

![Figure 4](image4.png)

**Figure 4**: Survivability comparison. Omitted graph sections have exceeded the maximum runtime of 10k time-steps in more than 10% of all runs

Fig. 4 shows a comparison between non-replicated, and single-merge-replicated simulation runs, using a simulation-implementation of the original protocol plus the introduced merge logic. Data persistence is maintained by a simulated distributed database. The usage of simulation over real-life measurements allows consistency verification and close control of general state, fault simulation, and recovery progression. While arguably closer to any actual application, real-life measurements remain equally hard to generalize due to flexibilities in entity behaviors, highly adjustable hard- and software component configurations, and the risk of unplanned faults occurring in large-scale setups.

Fig. 5 shows attempts and outcomes of merge operations. Perfect merges appear to maintain a mostly constant probability of between 2.5% and 4.5% per shard-pair and time-step. Despite the apparently low success rate, the strategy appears to have a profound impact on grid resilience, however, real-life results are expected to vary. At most one generation was merged each time-step, favoring the oldest available generation. Frequent hash-digest broadcasts to neighbors are required to negotiate the respective merge choice.

**Strategies**

The merge requirements determine the handling of consistent entities, but notably leave out entities not located in consistent sections in either input SDS. Once all consistent entities have been placed, and assuming some inconsistent locations remain, the contained entities may be inserted into the merged inconsistent space. In this regard, different strategies can cause considerable statistical divergence.

**Quality Profile**

In order to establish comparability between different strategies, a number of measurable metrics are combined into a profile. The applied metrics are the number of missing ($M$) and unwanted entities ($U$), entity inconsistency probability ($P$), and average spatial entity inconsistency ($Ω$). $Ω$ is calculated as the integral of spatial divergence over time, as defined by Zhou et al. (2004), and presented in multiples of $R$ per entity.

To retrieve the necessary values, a 16x16 2D shard grid (each 8x8R) was filled with 260k aggressively...

![Figure 5](image5.png)

**Figure 5**: Merge events probabilities per shard and time-step
environment-sensitive entities with both motion and sensor radius limited to 0.5R. Only entities within the remaining (merged) inconsistent area are observed; entities of in- or output are disregard if they lie outside this area. The metrics are determined by comparing the in- and outputs with a consistent control grid, averaged across one million merge operations. The resulting vector is considered the Quality Profile of a strategy.

**Individual Entity Selection**

Prog.1 defines a strategy to improve merge-results by means of individual placement of inconsistent entities.

**Program 1** Individual entity selection algorithm

Let:

SDS_0, SDS_1 : Input SDSs

IC_0 ∈ SDS_0, IC_1 ∈ SDS_1 : Entity → {0, 1} : IC functions, classifying inconsistency of an entity. 0 indicates full consistency.

\( e_0 \in SDS_0, e_1 \in SDS_1 \): Incarnations of inconsistent entity \( e \). \( e_0 \) or \( e_1 \) exist, or both.

\( L(e_0, e_1) \): Orthographic lesser of \( e_0, e_1 \).

\( \text{Insert}(e) \): Insert entity \( e \) into the resulting SDS.

\( \text{Insert}_s(e) \): Insert entity \( e \) into the closest inconsistent location in \( \min(IC_0, IC_1) \).

\( i, j \in \{0, 1\}, i \neq j \): Source indexes.

\( \exists e_0 \land \exists e_1 \) :

\[ IC_j(e_i) = 0 \land IC_i(e_j) \neq 0 : \text{Insert}(e_j) \]

\[ IC_i(e_0) \neq 0 \land IC_0(e_1) \neq 0 : \]

\[ IC_0(e_0) = IC_1(e_1) : \text{Insert}(L(e_0, e_1)) \]

\[ IC_i(e_i) < IC_j(e_j) : \text{Insert}(e_i) \]

\[ IC_1(e_0) = 0 \land IC_0(e_1) = 0 : \text{Insert}_s(L(e_0, e_1)) \],

\( \exists e_i \land \exists e_j \) :

\[ IC_i(e_i) \leq IC_j(e_j) : \text{Insert}(e_i) \]

---

**Figure 6: Averaged results of the Individual Entity Selection strategy**

Results are depicted in Fig.6. The hatched areas depict the range between average minimum and maximum value of the two input SDSs, and give some impression of how the result compares to the data it was based on. The axis maximum is taken from the worse of the two input SDSs, and printed at the right edge. Reducing inconsistency beneath the better input SDS is hard, as 96% of remaining inconsistent entities lie within the merged inconsistent area. Further information is unavailable to properly distinguish multiple incarnations of the same entity if both reside within the remaining inconsistent area.

The strategy decreases the number of missing entities, which arguably presents a noticeable improvement to a human observer. If an entity is incorrectly missing from one input, there is a chance it is present in the other, and ultimately included. Unfortunately this statement is also true for unwanted entities, resulting in increased numbers being added to the result.

**Exclusive Input Selection**

Based on the observation that entities of the same input state exhibit similar levels of inconsistencies within their IC, it is reasonable to preserve inconsistent entities only from one of the two SDSs, relocating them if necessary. The input SDS with least accumulated IC values is selected for inclusion, the inconsistent entities of the other are discarded. For binary ICs, the accumulated value matches the IC volume, which appears to be an acceptable but imperfect indicator.

\[ \Omega \]

\[ P \quad 0.39.R \quad 38\% \]

\[ U \quad 1.3R \quad 32\% \]

\[ M \quad 13 \quad 22 \]

**Figure 7: Averaged results of the Exclusive Input Selection strategy**

Results are shown in Fig.7. This strategy generally produces better results than individual selection at the expense of increased missing entities.

It is assumed that the choice based on IC samples, on average, results in the selection of the input of lesser inconsistency. Additionally, it was observed that the viral nature of inconsistency causes similarities in entity inconsistency within one input state. As can be seen in the hatched areas of the profiles, on average the better of the two input SDS displays half the level of inconsistency of the other. Coupled with reduced numbers of unwanted entities—each inherently contributing non-zero \( \Omega \)—this approach results in a slight drop of average inconsistency.

**Enhanced IC**

Rather than representing inconsistency as a binary state, some improvements are gained from maintaining the number of time-steps an IC location has spent inconsistent, denoted as Divergence Depth (DD) in the original paper. Here \( DD=0 \) indicates full consistency; new inconsistencies are marked with \( DD=1 \), and subsequently incremented by one each time-step. The sampled DD value of some location allows a coarse estimation of actual entity inconsistency.
The definition of the IC function changes to:

$$IC'_{0} \in SDS_{0}, IC'_{1} \in SDS_{1} : Entity \rightarrow \mathbb{N}_{0},$$

where 0 indicates full consistency.

The introduced algorithms for individual and exclusive entity selection can be based on $IC'$ without further adjustments.

Figure 8: Averaged results of the Individual Entity Selection strategy, utilizing Divergence Depth

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$</td>
<td>0.86</td>
<td>1.3R</td>
<td></td>
</tr>
<tr>
<td>$P$</td>
<td>8.6</td>
<td>31%</td>
<td>38%</td>
</tr>
<tr>
<td>$U$</td>
<td>0.6</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>$M$</td>
<td>1</td>
<td>17%</td>
<td>22</td>
</tr>
</tbody>
</table>

Figure 9: Averaged results of the Exclusive Input Selection strategy, utilizing Divergence Depth

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$</td>
<td>0.84</td>
<td>1.3R</td>
<td></td>
</tr>
<tr>
<td>$P$</td>
<td>8.6</td>
<td>31%</td>
<td>38%</td>
</tr>
<tr>
<td>$U$</td>
<td>0.6</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>$M$</td>
<td>1</td>
<td>17%</td>
<td>22</td>
</tr>
</tbody>
</table>

Fig. 8 and 9 show the results of individual and exclusive input selection when utilizing DD. Its inclusion as an additional indicator appears to generally improve the results of both algorithms, also increasing their similarity.

**CONCLUSION AND FUTURE WORK**

This paper enhances the concepts outlined in the previous paper by adding multi-master replication and state merge operations. It was shown that the increase in physical redundancy can positively affect the resilience of the previously original spatial-parallel simulation.

The information inherently provided by the system can be used to merge two consistency-masked simulation states into one single state, resulting in increased recovery performance and consequently system resilience. Further research is necessary regarding partial replication, RCS merge operations, and ad-hoc migration/replication. There is reason to assume that node replication may be employed adaptively within the viewing area of users to reduce the risk of observed failure and/or inconsistency.

Real-life measurements are necessary to evaluate the simulated survivability rates. Beyond the benefits for fault tolerance, merge operations can reduce spatial entity inconsistency within inconsistent areas, when compared to the average input pre-merge data. Various merge strategies are presented, including comparable results using quality profiles. Spatial inconsistency is hard, if not impossible, to reduce beneath the better of its two input SDSs due to the selective nature of the suggested strategies. The strategies can, however, reliably reduce the remaining spacial inconsistency to beneath the average of the two input SDSs. Further research may reveal meaningful enhancements to the information provided by simulation and/or IC in order to improve merge quality.
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ABSTRACT

A new technique for analysis of co-occurrence matrices, based on visualisation and simulations is suggested. This approach is tested on some examples from real and simulated data.

Introduction

Co-occurrence analysis was initially introduced in language studies (known as lexical co-occurrence). In these publications researchers justify that co-occurrence of words in natural languages may be of either semantic (“car”-“vehicle”) or associative (“car”-“driver”) nature.

Co-occurrence analysis (COA) is based on counting of pairs of words (and/or terms) that appear simultaneously within a defined window (in selected clusters or systems). Traditionally, COA is used in building bibliographical catalogs (Leydesdorff and Vaughan (2006), Buzyslowski et al. (2002)). Nowadays one can see the increasing use of these techniques for analysis of marketing strategies (shopping cart analysis) (Karakat-sanisa et al. (2017)) and revealing relations between market variables (Altuntas et al. (2016)).

This technique is very popular in analysing of big volumes of publications (e.g. Davis et al. (2017)). The researchers employ multiple methods (literature collection, Topic Modelling, and Co-occurrence Mapping of entities) to demonstrate how automated analyses of large bodies of literature may assist with important research tasks.

Co-occurrence matrices have many common features with contingency tables (aka cross-tabulation), which are widely used in Statistical studies for analysis of interrelations between two variables. While contingency tables and co-occurrence matrices have some principal differences, still cross-tabulation may be considered as a special case of co-occurrence tabulation. In the next section we discuss the challenges which arise when contingency tables are used for analysis of large data.

Statistical Inference on Large Samples

Everybody knows that statistical analysis based on a small sample is not reliable. Firstly, because small random sample may not be representative, in other words it may exhibit behaviour very different from what the population properties suggest. If a person has five daughters and not a single son this cannot serve as a proof that he could not have had a son - the sample is too small for such conclusions.

Secondly, many statistical tests are asymptotic (e.g. Chi-square test for independence) and therefore require reasonable number of observations to make the asymptotic theorems work. On the other hand, very big samples are no good for statistical testing either. The tests performed on large samples are very sensitive to small differences between a hypothetical value and true population value of the studied parameter.

Consider an example. Suppose, the following table gives cross-tabulation of two variables $X$ (which may take two values 0 or 1 and $Y$ (which also takes only two values A and B):

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>101</td>
<td>99</td>
</tr>
<tr>
<td>1</td>
<td>99</td>
<td>101</td>
</tr>
</tbody>
</table>

Table 1: Example 1

In the above example, we have a sample of size 400 to built this $2 \times 2$ cross-tabulation. The sample size is more than sufficient to apply Pearson’s test on independence of $X$ and $Y$. The value of the Chi-square test statistic is $0.04$ ($p$-value is 0.84) and we cannot reject the null hypothesis that the variables are independent. However, if we build a new sample simply joining 100 of the initial samples (see table 2), we get $\chi^2 = 40$ and now $p = 0.0455$ and we can reject the null hypothesis at significance of 5%. Further continuing this process making the sample even 10 times bigger
we get $\chi^2 = 400$, $p \approx 0$ and we have to reject the hypothesis on the independence very confidently.

Table 2: Example 1 (continued)

<table>
<thead>
<tr>
<th>$X \setminus Y$</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10100</td>
<td>9900</td>
</tr>
<tr>
<td>1</td>
<td>9900</td>
<td>10100</td>
</tr>
</tbody>
</table>

This result is counter-intuitive. If the initial sample was representative, then the multiplied sample should be also representative, and is expected to yield the same inference. Hence, in case of large samples, statisticians employ so-called practical significance tests. For example, in case of testing for independence a Cramer’s $V = \sqrt{\chi^2 / (n \cdot df)}$ is used. However, Cramer’s $V$ is also not a flawless approach (e.g. it may be highly biased, overestimating the association).

**Visualisation**

Visualisation may be considered as an alternative approach for assessing association. One should remember that human eye is quite a precise measuring device. Measurements based on visualisation are used very widely in science, engineering and technology.

The association data (in other words the contingency tables) may be visualised in various ways, for example (a) 3d bar charts/histograms; (b) surface plots; and (c) heat maps. It is important to note that in all the above cases the images for original and multiplied samples will look exactly the same (see figure 1). This means that eye measuring based on visualisation will not depend on the sample size and may be used both for small and large data sets.

**Co-occurrence Analysis**

The usual technique used in such studies is based on so-called hierarchical clustering. A distance between words (to be more precise - keywords) is defined. The pairs of keywords that have similar co-occurrence properties are joined in clusters, then similar (close) clusters are joined in bigger clusters, and so on. This technique allows to find unobvious relationships between keywords that may assist in future research. Typical output of the hierarchical clustering (in a form of a heat map) is shown on figure 2.

**Statistical Methodology for Analysis of Co-occurrence Matrices**

In this paper we present a technique alternative to the Hierarchical Clustering. The main idea of this approach is to manipulate with rows and columns of a co-occurrence matrix to obtain an image which will be interpretable from a statistical viewpoint. In other words the image should resemble some kind of a shape from which a statistician can (via visual inspection) draw conclusions about the population (for example inference on potential statistical associations).

**Example: one dimension**

Consider two histograms (figures 3 and 4). On the first site they look distinctively different. However, closer look suggests that the bars in the first chart were simply re-shuffled. The question we may ask now is whether we can restore the picture on the first figure from the second one? If so, what we need to know to successfully complete the task?
The task may be completed relatively easy if we fully know the distribution which was used to obtain the random sample. In our case the distribution was Binomial(7,0.4) (seven trials, probability of success is 0.4). The sample size was 10000. Knowing that, we can suggest the following procedure:

1. calculate the expected frequencies
2. match the calculated frequencies with the observed (e.g. using the least squares method)
3. order the bars accordingly

In the above example the frequencies are:

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Expected</th>
<th>Observed (mixed)</th>
<th>Observed (matched)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>279.9</td>
<td>2565</td>
<td>272</td>
</tr>
<tr>
<td>1</td>
<td>1306.4</td>
<td>792</td>
<td>1119</td>
</tr>
<tr>
<td>2</td>
<td>2512.7</td>
<td>18</td>
<td>250</td>
</tr>
<tr>
<td>3</td>
<td>2903.0</td>
<td>272</td>
<td>290</td>
</tr>
<tr>
<td>4</td>
<td>1935.4</td>
<td>1319</td>
<td>1319</td>
</tr>
<tr>
<td>5</td>
<td>774.1</td>
<td>1963</td>
<td>1963</td>
</tr>
<tr>
<td>6</td>
<td>172.0</td>
<td>162</td>
<td>162</td>
</tr>
<tr>
<td>7</td>
<td>16.4</td>
<td>2909</td>
<td>1811</td>
</tr>
</tbody>
</table>

Known type of the distribution, unknown parameters

The task is complicated just a bit if we know the type of the distribution, but do not know the parameters. In this case we have to estimate the parameters for every possible permutation and select the permutation where the fit is the best (e.g. comparing the $\chi^2$ statistics). Fortunately, in this case the number of the permutations is not so big ($8! = 40320$) and a computer can manage this task. On a moderate Desktop PC we received the following results (in under 20 seconds):

<table>
<thead>
<tr>
<th>Permutation</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>$\chi^2$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimum 1</td>
<td>252</td>
<td>1319</td>
<td>2565</td>
<td>2909</td>
<td>1963</td>
<td>792</td>
<td>18</td>
<td>272</td>
<td>2.33</td>
<td>0.599</td>
</tr>
<tr>
<td>Optimum 2</td>
<td>18</td>
<td>162</td>
<td>792</td>
<td>1963</td>
<td>2909</td>
<td>1963</td>
<td>1319</td>
<td>272</td>
<td>2.33</td>
<td>0.599</td>
</tr>
</tbody>
</table>

As one may see from the above table, we have two optimal solutions. The first one is exactly the same as the one received in the previous section. The other one is the mirror image of it (the frequencies are reversed and $p_2 = 1 - p_1$).

Also we can see that the value of the test statistics is $\chi^2 = 2.33$ in both cases. This value corresponds to the test p-value $p = 0.80$. Also, for sample of such large size (10 000) it is common to use Cramer’s V-test for practical significance:

$$V = \sqrt{\frac{\chi^2}{n (df - 1)}} = \sqrt{\frac{2.33}{10000 - 6}} = 0.0062$$

Values of $V$ less than 0.17 are regarded as an indication of a small practical significance and we may accept the following hypothesis: "the frequency table represents shuffled frequency table of a sample from Binomial distribution".

We should note that in the above example the frequencies are very easy to match. This is because: (a) sample size is large (10 000); (b) the number of cases (categories) is relatively small (eight).

Broken Glass Model

A scientific quest may be seen as a pursuit to sort the wheat from the chaff (see Matthew 13:24-30). Regularities in real processes (we shall refer to them as laws of nature) are hiding among chaotic disturbances of various kinds. If in the early years of Science revealing the laws of nature was relatively simple (myth says, that Archimedes was taking a bath when he discovered his
famous law, aka law of buoyancy), nowadays the Scientific research towards discovering new orderliness is complicated due to the following factors:

- need for complex sophisticated and very expensive equipment (e.g., Large Hadron Collider, Square Kilometre Array Radio-telescope, etc.);
- need to process large amounts of data and information of different sorts (e.g., pictorial or textual data).

Here we suggest a model which may be used for describing the challenges of the modern Science. Suppose one observes a heap of broken glass. One may see these pieces as a chaotic mix of unrelated debris. On the other hand, a question may be asked if these pieces are parts of a single object which we cannot immediately identify due to the “disturbance” (in this case the disturbance may be in the fact that the glass object was dropped on a hard surface, some pieces are missing, some pieces do not belong here, etc.).

The analysis of the glass debris may aim at answering the following questions: (a) can we accept/reject a hypothesis that the pieces (all of them or majority of them) are parts of a single disintegrated object? (b) If we accept the above hypothesis, what object was it (e.g., glass sheet, vase, sculpture, etc.)? (c) are these all the pieces or some are missing? Clearly the most natural way to proceed is to try to rearrange the trashes in such a way that some kind of an object is assembled. If we are successful, (d) can we formally test that this is the same object that was crashed?

Similarly, if we have lots of data which seem chaotic we may suggest an investigation along the following objectives:

1. rearrange the data in such a way that it becomes less chaotic and, as a result, more informative;
2. understand what process could have generated the data;
3. if the above is successful, find the missing “pieces” to complement the body of knowledge;
4. perform a formal statistical test that the results are indeed making scientific sense and not a result of a coincidence.

Statistical Analysis of Co-occurrence Matrices

Let’s define what we want to achieve via visualisation of co-occurrence matrices. Firstly, we should understand that changing positions of rows and columns of co-occurrence matrices does not change anything that the matrix can tell us about the data observed (same is true for cross-tabulation). However (as we could see in the one-dimensional example above), a re-ordering of the clusters can make understanding of the data much more convenient. So, we want:

1. Re-order the rows and columns in the co-occurrence matrix in such a way that the visual image becomes interpretable (we shall give simple examples of interpretable matrices in what follows).
2. Design statistical tests to verify if such interpretable form could be a result of a chance or this is the result of the regularities existing in the data.
3. Design tests that can confirm that the data is purely chaotic and cannot, in principle, be reorganised into interpretable form.

Example 2: Co-occurrence in Evgeny Onegin

To test our algorithms for co-occurrence matrix construction we used the poem of Alexander Pushkin (probably the most distinguished Russian poet), translation of Ch. Johnston [http://lib.ru/LITRA/PUSHKIN/ENGLISH/onegin.j.txt]. We present here some outcomes of this analysis as they look quite amazing.

The poem is 385 verses long (each verse has 14 lines). The length of the poem in words is 32945. Total number of different words used is 6806. Remarkable fact is that 3964 words were used only once. The heat map of the co-occurrence matrix looks quite special (figure 5). One can see from the image that the main color is light blue indicating low frequencies (the matrix is sparse). This is due to the fact that over 58% of the words used were used only once. Secondly we can see that the image resembles a source of light in the top left corner with radiation beams coming from it.

Such type of image cannot be observed in scientific research publications. In the next section we discuss three types of images which most often can be obtained in co-occurrence analysis of publications in scientific journals.

Simple Examples of Interpretable Co-occurrence Matrices

Single-focus co-occurrence

The images on figure 6 show some simulated co-occurrence data by means of heat map (red for higher co-occurrences and blue for lower co-occurrences).

The images on figure 6 were obtained from the images on figure 7 by rearranging rows and columns. While interpretation of the images on the figure 7 is not
The interpretation of the re-ordered matrices may be as follows: the papers included in the study are focused around certain keywords (in other words, some combinations of the keywords are much more likely than others). On the other hand, there is no statistical association between the keywords (in other words, presence of one keyword does not increase or decrease the chances of presence or absence of another keyword).

For comparison we provide in (figure 8) co-occurrence matrices which cannot be re-ordered into interpretable format (while they consist of exactly the same cells).

Formally, statistical association between the keywords exists. However, after splitting the publications according to focal areas, the association will vanish.

**Double-focus co-occurrence**
The images on figure 9 show co-occurrence data by means of heat map.

The images on figure 9 were obtained from the images on figure 10 by rearranging rows and columns. While interpretation of the images on the figure 10 is not easy, the interpretation of the re-ordered matrices may be as follows: the papers included in the study are focused around two sets of certain keywords (in other words, all publications may be subdivided into two sets with single focus).
For comparison we provide in (figure 11) co-occurrence matrices which cannot be re-ordered into interpretable format (while they consist of exactly the same cells).

**Single focus co-occurrence, strong association**
The images on figure 12 show co-occurrence data by means of heat map.

The images on figure 12 were obtained from the images on figure 13 by rearranging rows and columns. While interpretation of the images on the figure 13 is not easy, the interpretation of the re-ordered matrices may be as follows: the papers included in the study are focused around a set of certain keywords.

Statistical association between the key words exists in the following sense: if a keyword belongs to the focus area, then some other keywords are more likely to be present in the same publications. In other words, presence of one keyword does increase or decrease the chances of presence or absence of other keywords.

For comparison we provide in (figure 14) co-occurrence matrices which cannot be re-ordered into interpretable format (while they consist of exactly the same cells).

**Discussion**

Even with a naked eye one may see the difference between figures 7, 10, 13 (original datasets) and 8, 11, 14 (chaotic datasets). This gives us confidence that making same distinction will be possible with some formal algorithm (e.g. SVM, or other type of machine learning).
Application of tests for association does not require re-ordering into interpretable format. As we know, practically all tests for association are not sensitive to reordering rows and/or columns.

On the other hand, associations in the second and the third case are distinctively different. It may be suggested, therefore, that firstly, the dataset should be subdivided into single-focus datasets and then testing for association.

Of course many other interpretable images are possible. However, at this stage, we limit our study to these three only.

**Proposed Technique**

The statistical technique for co-occurrence analysis that we advocate here may be summarised as follows:

1. Firstly, a researcher has to come up with a hypothesis of what kind of image she/he is expecting to obtain as a result of reordering of rows and columns in the matrix. This is usual step in statistical analysis and modelling of any kind. For example, a researcher may suspect one of the three images defined in this paper.

2. Perform statistical tests to verify if the available matrix may be (in principle) reorganised into hypothetical image. We should note here that many statistical tests performed on matrices are totally insensitive to the order of rows and columns of a matrix. For example the classical Pearson’s chi-square test for independence may be used to differentiate between the two single-focus images.

3. When the target image is defined and confirmed one may use a battery of available clustering algorithms. Different algorithms may yield different images, so the researcher should select the result which complies with the hypothesis most. If all of the clustering algorithms fail to produce expected image, a custom-made algorithms should be designed specifically to suit given hypothesis.

4. Interpret the image as per the subject area circumstances.

**Real Data Example**

The data for this example was collected in the following way. The co-occurrence data was derived from literature collected for a computer-assisted survey of valorization pathways for waste biomass (our thanks to Dr CB Davis, University of Groningen, for making these data available). Academic literature was collected from both Web of Science and Scopus. The abstracts for each article were analysed, and terms corresponding to organisms and chemicals were identified. This information was then recorded in a document-term matrix which recorded for which document (i.e. academic abstract), which terms (related to chemicals or organisms) were found. The cross-product of the document-term matrix was then calculated to generate a co-occurrence matrix indicating how many times a particular term was found in an abstract with another term. In this matrix the rows correspond to chemicals and the columns correspond non-chemicals.

Firstly, we removed columns and rows with totals of zero or one. This was done to reduce the dataset by removing obviously insignificant entries. We were left
with 1625 chemicals and 557 other keywords.

Secondly, we came up with the hypothesis that we deal with the case of “single Focus, no association”. This hypothesis was tested in two ways.

1. We performed tests on practical significance for associations. The results were negative. So, if we have to choose between the three models, then we have to reject the other two models as both of them should have been yielding positive outcome for the association testing.

2. Then we had to test if the co-occurrence matrix is not a set of chaotic entries which cannot lead to an interpretable image. For this we generated (using random simulations) two sets of matrices: (a) sixty matrices of the shape as per image 7 and sixty matrices as per image 8. Fifty matrices from each set were used for training the classification algorithm and the other ten (from each set) for testing. The results of the process are given in the table 5. As one may see, only the ANN method gave poor results, while the Naive Bayes and Random Forest were the very best. So we used the Naive Bayes and Random Forest methods to classify the co-occurrence matrix we studied. Both methods classified the matrix as non-chaotic.

Then we performed the re-ordering, using various clustering techniques and also try-and-error process. The best result is presented on the figure 15 (note that we removed low frequency entries for better visualisation).

### Conclusions

The principal difference between the Hierarchical Clustering and the Broken Glass technique is that we first identify what kind of image we may get after re-ordering the rows and columns.

Our main result is that we can confidently distinguish between basic interpretable images and totally chaotic data.
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ABSTRACT
Traditionally NURBS (Non-Uniform Rational Basis Spline) are used as the basis for defining free-form surfaces as they can define non-regular surfaces with minimal control points. However, they require parameters such as knot vectors and weights to configure a surface. Similarly, DT (Delaunay Triangulation) is proven and used widely for meshing, rendering and surface reconstruction applications, but its capability in freeform surface design for optimization is untested. Thus, this paper proposes Adapted Delaunay Triangulation (ADT) method which can generate a surface from scattered data points without any parameters. The paper presents a comparison of the performance of ADT method and NURBS fitting method for surface generation from scattered 3D coordinate points. This method was suggested so that the generated surface could be used in Stochastic Optimization Algorithm (SOA) methods and computational fluid dynamics applications (CFD) simultaneously. Data points that other 3D point clouds fitting methods would ignore as outliers are included in ADT method. Small change in each data point during optimization cycle should show a distinctive change in its output as SOA approaches depend on such differences for its optimal performance. Special consideration has been made for fast processing and rendering of the surface with minimum complexity (removing parameters such as knots and weights) and storage requirements as SOA methods demand generation of numerous surfaces to solve any problem.

INTRODUCTION
Design optimization applications rely heavily on rendering surfaces and use various techniques for generation of these surfaces. Regular 2D planer facets can be created with straight or curved lines and the whole geometry for computer aided engineering (CAE) applications is created by merging these facets. These facets are usually built from well-defined base points. Generating surfaces from scattered points adds more complexity as undefined nature of the geometry may result in undesired, self-intersecting facets. Existing methods fit these points into Bezier or B-Spline surface, generating free-form surfaces (Narvaez, Narvaez, & Branch, 2010; Pizo & Motta, 2009). Usually, this method leaves out a number of points for configuring C1 or higher continuity surface. By contrast, other reported method by Boissonnat (J. D. Boissonnat, 1984) incorporates scattered point data in order to generate 3D elements for meshing solid geometry such as convex hull. Boissonnat and Cazals (Boissonnat & Cazals, 2002) and Amenta et. al. (Amenta, Bern, & Kamvysselis, 1998) reconstructed existing 3D surfaces from given sets of points, but with the assumption that i) the reference surfaces are smooth; ii) resulting surface will not have any open boundaries (such as solid models) and iii) normals to the surfaces are known.

Geometric design optimization for CAE application requires large scattered point cloud where every point has unique significance thus, cannot be filtered out for configuring geometry. Such examples include developing a freeform surface that could result in any shape as an optimization output. Most structural optimization methods study the strain and stress profile on the existing geometry and evaluate the most optimal design from the strain/stress graph (Madsen, Shyy, & Haftka, 2000; Papadrakakis, Lagaros, & Tsompanakis, 1998) but, it neglects the possibility of having an entirely new design unrelated to the existing one as discovered in the study by Linden (Linden, 2002). Especially for fluid dynamics studies, where a change in the interacting surface changes the overall nature of the flow, each change in the scattered point cloud is of importance.

This paper studies the previous works conducted in this area in section 2, explains the proposed Delaunay based method in section 3, compares the method against the widely used NURBS method in section 4, discusses the advantages and applications of the proposed method in section 5 and provides the conclusion in section 6.

SURFACE CONSTRUCTION APPROACHES
Most surface generation work has been concentrated in surface reconstruction from a given set of scattered data points. The data points are obtained from vision based laser scanning sensor and are used to reconstruct these surfaces for rendering,
graphics and pattern recognition. Research on configuring surfaces from point cloud has been classified by Boissonnat and Cazals (Boissonnat & Cazals, 2002) as:

1. Local projections (J. D. Boissonnat, 1984; Levin, 2004) develop surface as a function defined in a local reference domain. The surface is considered a graph of the function and approximated by triangulating in a moving projection plane or using least square function approximation techniques. These methods are fast but provide stretched and discontinuous surfaces with non-uniform and very sparse datasets.

2. Sculpting methods (J.-D. Boissonnat, 1984; J. D. Boissonnat, 1984) are based on removal of non-boundary facets from spatial arrangement, such as the convex hull. This method has performed well when the sampling is dense but reconstructed surface may not pass through all the sample points and may have additional holes.

3. Implicit methods (Boissonnat & Cazals, 2002; Hong-Kai, Osher, & Fedkiw, 2001; Ohtake, Belyaev, & Seidel, 2003) estimate a tangent plane from the sample data and uses distance to the plane as distance function. The zero-set of this function is then sampled at grid points and the surface is generated from these points. These methods require uniform and dense sampling for practical uses.

4. Deformable models (Amenta et al., 1998; Gary Wang, Dong, & Aitchison, 2001; Hoppe, DeRose, Duchamp, McDonald, & Stuetzle, 1992; Leal, Leal, & Branch, 2010) form an initial shell to which deformations are applied to minimize a function of energy and get closer to surface. Its performance depends largely on the initial guess which should be sufficiently close to the actual surface. These methods converge to local minima and could be significantly different from the true surface.

Sculpting and Deformable models based methods have an underlying assumption that all the surfaces are smooth and do not contain noise (Boissonnat & Cazals, 2002). Their performance has been commendable for surfaces without sharp edges and ample point density. But, these methods may fail to be robust and may require prohibitively large amounts of time to generate output for scattered point (J. D. Boissonnat, 1984; Hoppe et al., 1992). Thus, we will compare the performance of the proposed method based on local projections and NURBS based on implicit methods for our research problem of generating a surface from scattered points, inclusive of all the points.

Unlike polygons, NURBS are resolution independent and provide smooth curves and excellent continuity with fewer control points. But there are other parameters that greatly affect the topology of NURBS such as weights, knots and the degree of the curve (Narvaez et al., 2010). All these values must be perfectly coordinated to achieve the desired topology. NURBS requires a grid of control points that form the individual curves that can be moulded together to form a surface. This topology cannot be extended but can be patched with another such surface. In order to generate a NURBS surface from a set of scattered points, we first align the points cloud into a rectangular mesh. This mesh acts like the grid for the provided data set. The NURBS surface is generated using these points as the control points. The weights of each grid point are fixed as one and the degree of the spline curve is fixed as three to reduce variable parameters. First, three knot-vectors are defined as zero and the last three as one with uniformly spaced values in the remaining knots at the centre to ensure that the curves pass through the start and end points.

ADAPTED DELAUNAY TRIANGULATION (ADT) METHOD

As summarized in the previous section, while NURBS surfaces have got distinguished advantages, they demand considerable computing resources for preparing geometry for CAE and CFD applications. This provides a scope for developing a light weight geometry preparation method for engineering analysis applications. The method proposed in this paper is for the specific purpose of real time applications on mechanical design optimization problems. The method utilizes Delaunay triangulation algorithm to generate a surface as a patch of triangular surfaces with straight and sharp edges.

Algorithm

1. Define limits for the 3D points cloud

   \[ x_{\text{min}} \leq x \leq x_{\text{max}}, \quad y_{\text{min}} \leq y \leq y_{\text{max}}, \quad z_{\text{min}} \leq z \leq z_{\text{max}} \]  

2. Define the number of points desired

   \[ [n] = \{1, \ldots, n\} \]  

3. Generate the 3D points cloud with n points.

   \[ f(x) = \text{random}(x; \ x_{\text{min}} \leq x \leq x_{\text{max}}) \]  

   \[ S = \{f(x_i, y_i, z_i), \ \forall \ i \in [n]\} \]

4. Evaluate the spread of the coordinates by calculating their standard deviation

   \[ \nu(x) = \text{stdev}\{f(x_i), \ \forall \ i \in n\} \]  

   \[ V = \{\nu(x), \nu(y), \nu(z)\} \]

5. Choose the coordinate axis with the minimum (or maximum) value of standard deviation to obtain depth axis of the surface. The chosen axis is the axis perpendicular to the generated surface.
floor.axis := axis with min\{V\}  \hspace{1cm} (7)

6. If the values of standard deviation are equal follow the priority order of Z axis first and Y axis second.

floor.axix := z-axis, if \(v(x) = v(y) = v(z)\)  \hspace{1cm} (8)

:= y-axis, if min\{V\} = v(x) = v(y)

7. Create a set of 2D points with the remaining two coordinate axis values.

\[
P = \{f(x_i, y_i, z_i) \mid i \in n\} - \{f(u)\}
\]

where, u := z, if floor.axis is z axis

:= y, if floor.axis is y axis

:= x, if floor.axis is x axis  \hspace{1cm} (9)

8. Apply 2D Delaunay algorithm to the generated set P.

9. Obtain the triangulation information (set of points that form a triangle) from 2D Delaunay output.

10. Form a surface with the same triangulations in 3D space with respective x, y and z coordinates.

This algorithm is basis of the method suggested in this paper.

<table>
<thead>
<tr>
<th>ADT method</th>
<th>NURBS method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of points: 9</td>
<td></td>
</tr>
<tr>
<td>File size: 298 bytes</td>
<td></td>
</tr>
<tr>
<td>Time taken: 0.0035 sec</td>
<td></td>
</tr>
<tr>
<td>Number of points: 9</td>
<td></td>
</tr>
<tr>
<td>Number of control points: 3</td>
<td></td>
</tr>
<tr>
<td>Number of knots: 6</td>
<td></td>
</tr>
<tr>
<td>File size: 1,376 bytes</td>
<td></td>
</tr>
<tr>
<td>Time taken: 0.0118 sec</td>
<td></td>
</tr>
<tr>
<td>Number of points: 9</td>
<td></td>
</tr>
<tr>
<td>File size: 298 bytes</td>
<td></td>
</tr>
<tr>
<td>Time taken: 0.0026 sec</td>
<td></td>
</tr>
<tr>
<td>Number of points: 9</td>
<td></td>
</tr>
<tr>
<td>Number of control points: 3</td>
<td></td>
</tr>
<tr>
<td>Number of knots: 6</td>
<td></td>
</tr>
<tr>
<td>File size: 1,376 bytes</td>
<td></td>
</tr>
<tr>
<td>Time taken: 0.0123 sec</td>
<td></td>
</tr>
<tr>
<td>Number of points: 9</td>
<td></td>
</tr>
<tr>
<td>File size: 304 bytes</td>
<td></td>
</tr>
<tr>
<td>Time taken: 0.0045 sec</td>
<td></td>
</tr>
<tr>
<td>Number of points: 9</td>
<td></td>
</tr>
<tr>
<td>Number of control points: 3</td>
<td></td>
</tr>
<tr>
<td>Number of knots: 6</td>
<td></td>
</tr>
<tr>
<td>File size: 1,376 bytes</td>
<td></td>
</tr>
<tr>
<td>Time taken: 0.0156 secs</td>
<td></td>
</tr>
<tr>
<td>Number of points: 625</td>
<td></td>
</tr>
<tr>
<td>File size : 25,963 bytes</td>
<td></td>
</tr>
<tr>
<td>Time taken: 0.0073 sec</td>
<td></td>
</tr>
<tr>
<td>Number of points: 625</td>
<td></td>
</tr>
<tr>
<td>Number of control points: 25</td>
<td></td>
</tr>
<tr>
<td>Number of knots: 28</td>
<td></td>
</tr>
<tr>
<td>File size : 33,128 bytes</td>
<td></td>
</tr>
<tr>
<td>Time taken: 0.0312secs</td>
<td></td>
</tr>
<tr>
<td>Number of points: 10,000</td>
<td></td>
</tr>
<tr>
<td>File size : 490,737 bytes</td>
<td></td>
</tr>
<tr>
<td>Time taken : 0.0847 sec</td>
<td></td>
</tr>
<tr>
<td>Number of points: 10,000</td>
<td></td>
</tr>
<tr>
<td>Number of control points: 100</td>
<td></td>
</tr>
<tr>
<td>Number of knots: 103</td>
<td></td>
</tr>
<tr>
<td>File size : 509,084 bytes</td>
<td></td>
</tr>
<tr>
<td>Time taken: 0.3814secs</td>
<td></td>
</tr>
</tbody>
</table>
EXPERIMENTATION
The outputs generated from the different input values with the ADT based method and the NURBS based method is compared in this section. The comparison in Table 1 shows that there is a distinct advantage of using the ADT method over the NURBS method for optimization applications with minimal processing of the random data fed as input.

DISCUSSION
The advantages of the two methods employed in this paper can be briefed as following from the information collected from the above table. A typical case study with 10,000 points is considered for the comparison below.

1. Speed of generation: The most important factor while generating surfaces during optimization is the speed in which the geometry is created. The experiment shows that ADT method is 4.45 times faster than NURBS based method. This provides a massive advantage over the NURBS based method while generating multiple geometries.

2. Storage memory: The other important factor in optimization problems is the memory requirement and with the ADT method we get a 3.61% reduction in the total memory requirement for 10,000 points. And for geometry with 625 points, we get a 21.62% reduction in the memory requirement for ADT method. Such reduction in memory requirements enable running the simulation for even more geometries and allow for more exhaustive search in SOA.

3. Geometric Continuity: The image generated from ADT method is made from joining together of flat triangular surfaces and hence provides a C0 continuity with respect to the adjacent surface. Whereas the NURBS method fits in the surface so that the continuity is maintained at C1 or above as specified by the codes. The ADT surface will look patched and pixelated while the smoothness of the NURBS surface adds to the aesthetic appeal for such surfaces.

4. Ability: The C0 continuity of ADT method allows for the geometry to incorporate sharp corners and a sudden change in the gradient of the surface topology, but NURBS being a fitting method does not allow for sharp corners and sudden change in the gradient of the surface. With designs requiring sharp edges and corners, two or more NURBS surfaces will have to be patched together. For designs requiring a smooth transition, ADT will require dense point cloud in such area of the geometry.

5. Pre-processing of Input data: ADT method takes the entire dataset as a whole and processes it all together to form the surface so pre-processing of the input data is not required. For the NURBS method, the data must be pre-processed and arranged in a grid to fit the basis spline curves. This pre-processing of data increases the complexity of this method.

6. Input data inclusion: The ADT method includes all the points on the surface and hence has no outliers. Every point lies on the surface of the geometry generated from ADT method. This ensures that a single change in the input data shows some drastic change in the output surface. Whereas in NURBS method, the surface is fitted based on predefined degree equation and hence some points do not lie on the surface of the geometry. This reduces the impact of changing a single point on the entire geometry. In SOA applications, it is desirable to have definitive changes in the geometry from a change in a coordinate point.

7. Variables: The ADT method only requires the coordinate values of the point cloud to generate a surface. But the NURBS method requires additional parameters such as weights, knots and degrees to generate the surface. These additional parameters may require some changes depending on the nature of the points cloud. In SOA applications, these parameters increase the complexity of the problem and may fail to provide a suitable surface as an output.

8. Robustness: The ability of Delaunay methods have been proven from studies carried out in the past. It is able to handle a large number of scattered points. These points need not be arranged in a grid, but the distribution must be fairly uniform to avoid holes and unwanted features. The NURBS method needs the points to be arranged in a proper grid and hence is less robust as it might be difficult to form grids from some groups of scattered points. The other parameters, such as weights and knot vectors, need their values to be well defined to achieve the desired NURBS surface. When dealing with numerous scattered point cloud sets, the same parameter values might not yield the best results.

9. Compatibility: The ADT method generates the surfaces in VTK format and this format can be used with any open source rendering and simulation packages. The NURBS format was developed for industrial use and is mostly associated with commercial software packages. It makes the ADT method easier to access for the general public.

10. Applications: This overall comparison shows that ADT method is ideal for use in SOA applications to determine the initial design of any surface whose performance can
be determined from CFD simulations. The NURBS method output is smooth and aesthetically pleasing and can hence be used in imaging and rendering applications. It can also be used to generate a geometry based on the final output from ADT method and run simulations on it.

CONCLUSION

Current developments in graphics and surface rendering are demanding smoother surface finish and aesthetics for graphical interfaces. Such applications require considerable computational power at hand to process limited graphical information on the screen. Other applications require generating numerous geometries with constraints of time, computational power and storage capacity. The proposed ADT method is robust and provides about 4 times faster and simpler construction with 3-20% less memory requirement to generate surfaces that are compatible with multiple simulation packages and can be used together with SOA. The proposed method is dependent only on the coordinate points and hence provides consistent outputs for the same data while allowing sudden changes in the gradient and sharp corners that other freeform methods cannot. These qualities make this method very desirable for applications where the performance of the surface is dependent on its geometry, especially where a small change in one portion of the geometry may call for major changes in the remaining portion such as fluid flow over the surface. This method was suggested to be used together with computational fluid dynamics simulation software and stochastic optimization algorithms to produce an optimal surface for geometric design problems.
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ABSTRACT
In this paper, we present a new approach for a generation of a run time controller of an embedded system application. This generation is based on design time modeling as an input and generates automatically two versions of the controller. A software controller that can be run as a software supervisor in an Asymmetric MultiProcessing (AMP) mode and a Hardware one (IP hardware) that can be implemented in an FPGA.

In experimentations, we use the High Efficiency Video Coding (HEVC) decoder as an embedded application case study and the Zedboard platform as a experimental platform. Experimentations show that our generation approach is able to generate controllers (software version and hardware version) for any application modeling with SADF-FSM with multiple scenarios of executions.

1. INTRODUCTION
A Co-Design flow of embedded systems [1] consists of a set of steps beginning with a requirements specification and ending with the integration of the software and hardware into silicon chip.

The specification step is usually represented as a software application coded with a high level language such as C / C++, Matlab, Sytemc. This specification is run on a host machine in order to test its functionalities and further understand the specificities of the whole system.

Once this specification is tested, a profiling step [2] [3] is usually performed to define a profile of each entity of the system and establish a call graph function as well as other information such as execution time, size and type of data Exchanged.

All this information is a parameter whose designers use to define architectural choices either in the modeling phase and partitioning phase of the Co-Design flow.

Once the modeling is done, a verification of the established model is required. Several methods, languages and tools are available to designers to do this verification. The choice of tools and approaches depends essentially on the nature of the application to be modeled (for example, data flow oriented or control flow oriented), but also depends on the experience of the design team and the availability of tools grasped.

Usually the verification step is performed by simulation, hardware emulation or by formal methods (e.g. Model Checking, Theorem Proving, ...). But when applications become increasingly complex (e.g. Multimedia applications) and architectures are increasingly powerful (e.g. MPSoCs), the use of these traditional verification methods on complex embedded systems appears increasingly inefficient. In fact, the use of traditional methods of verification with these new systems consumes either an intolerable processing time (e.g. logic simulation), or an exaggerated memory size (e.g. Model Checking). For this purpose, designers have recourse to new modeling and verification methods, namely Model of Computation (MOC) [4][5].

A MOC is a description (modeling) based on mathematical rules to calculate and analyze the semantics of the system to be modeled and to treat its competitive behavior.

Among these MOCs, the SDF model (Synchronous Data Flow) is widely used in multimedia applications [6][7]. This is one of the most appropriate performance estimation methods used at the system level of a Co-Design flow.

In addition to the modeling verification, SDF offers a set of formalism rich in concepts for better application modeling. SDF offers other services such as tasks parallelization and their mapping on the hardware architectures (assignment of tasks to processors elements). SDF is often used to model multimedia applications with real-time constraint.

Once the modeling is validated, the following steps in the design flow have taken place. These include steps such as partitioning, software and hardware synthesis,
introduction of two components (software and hardware) and testing of the entire system.

At run time, the system requires real-time monitoring and control in order to check its running states and provide solutions for remedies and correction in the event of a breakdown, for example.

This control system, if it exists, is designed in the majority of cases once the system is realized and put into operation. It is therefore designed and realized with methods and tools other than those used at design time (at the design and modeling step).

The basic idea of the work that we propose in this article is to take into account the control of the system (at run time) since the design stages. Consequently, the model used in design stages will not be left apart; it will accompany the system itself at the run time to control it.

In our case, we use the SADF-FSM model, a variant of the SDF for the performance estimation phase and model phase of the HEVC decoder application, our case study in this work.

We have developed a generic tool integrated in our Co-design flow (LIP2 Co-design flow) [8] in order to generate automatically a control component for the system being designed. This controller called DCU (Diagnostic and Control Unit) will be used at the run to meet several needs.

It can be used as a simple controller for the execution time of various tasks of the system running and therefore it will monitor the execution time, as it can be used to monitor the energy consumption of the system and to intervene in case of problem. It can also be used for safety purposes or for other purposes.

This automatic DCU generator tool takes as input the model realized with SADF-FSM. As output, it produces the controller in two versions. A software version as a C program that can be compiled and executed in parallel to the application to be controlled (in an AMP mode for example) and an IP Hardware component generated in VHDL that can be directly placed in an FPGA programmable area.

In our case, the hardware component was implemented in the programmable part (PL part) of the Zedboard platform, our experimental hardware platform.

The automatic DCU generator tool has been tested on the HEVC decoder, the HM test Model Application [9] and also on three other models provided in the official web site of SDF3 [10].

In all tests, a DCU (with software and hardware version) was generated and tested on Zedboard platform.

The results show that in all cases, the DCU can detect the delay caused by actors and notify the operating system in order to make the appropriate action.

The rest of this article is organized as follows: Section 2 presents a discussion of related work that deals with the same problematic of the article. In Section 3, we give an overview of the HEVC Standard and HEVC h.265 decoders. In Section 4, we detail our approach to generate the DCU controller. Section 5 shows experimental results. Finally, we conclude with a conclusion in which we quote some perspectives.

2. RELATED WORK

Modeling systems with Synchronous Data Flow graphs is studied in several works that deal with performance estimation of MPSoC applications. S. Stuijk [11] is the first person who proposed an SDF graph to map a multimedia application on NoC-MPSoC platforms in order to minimize the resource usage. The flow starts with an application-aware SDF that is incrementally transformed to handle resource sharing on a multi-tile architecture. In [12], they use timed SDF graph to model NoC architectures with predefined guaranteed of bandwidth and a maximum latency. Various predictable arbitration mechanisms of the NoC have been considered, such as Round-robin, TDMA, and Static sharing. In [13], SDF graphs are used to estimate the system’s performance after the migration of a task from software to hardware. In [14], authors proposed an approach to analyze applications that are modeled by SDF graphs and executed on MPSoC platform by using a Resource Manager (RM) actor. RM is a task responsible for resources access (critical or not). The designer reserves for the RM a whole execution node (CPU, memory, bus,...) which increases the cost of the total MPSoC system.

Wiggers and al. [15] proposed a solution that consists in mapping purely software tasks and their communication channels on the target processors. They exploited the SDF graphs to compare the throughput obtained with the target throughput of the application. In [16], authors developed a generic communication assistant module for multiprocessor and multi-application systems, where SDFs are used to estimate the worst-case performance of a system before implementation.

In [17], [18], authors use FSM-SADF in order to model applications with multiple behaviors. Each scenario is modeled by an SDF, and the FSM represents the possible orders in which active scenarios occur. Real-time calculus also focuses on stream based on applications and has mode-based approaches [19], but handling cyclic dependencies is limited to Marked Graphs without modes [20].

[21] deals with a stochastic version of the SADF model. Also [22] deals with scenarios of SDF behavior, but in their case only homogeneous SDF graphs are considered (graphs in which all consumption and production rates are equal to one), and only the execution times of affixed collection of actors can vary with scenarios. In earlier work [23], authors introduced techniques to find linear upper bounds on transient behavior of an SDF, which also allows the behavior of an SADF to be analyzed, but without exact results. In [23], the FSM specification of possible scenario orders could not be taken into account and one would have to assume any scenario order to be possible.
3. CASE STUDY: HEVC Decoder

The HEVC [24] [28] is the acronym of “High Efficiency Video Coding”. This is the latest video coding format used by JCT-VC. This standard is an improvement of the H.264 / AVC standard [24] [25]. It was created at the end of January 2013 [27], at which a first version was finalized. It was developed jointly by the ISO / IEC Moving Picture Experts Group (MPEG) & ITU-T Video Coding Experts Group (VCEG).

The main objective of this standard is to significantly improve video compression compared to its predecessor MPEG-4 AVC / H.264 by reducing bitrate requirements by as much as 50% compared to H.264/ AVC with equivalent quality. The HEVC supports all common image definitions. It also provides support for higher frame rates, up to 100, 120 or 150 frames per second.

The HEVC standard defines the process of encoding and decoding the video.

As input, the encoder will process an uncompressed video. It performs the prediction, transformation, quantification and entropy coding processes to produce a bitstream conforming to the H.265 standard.

The decoding process is divided into four stages (figure 1). The first stage is the entropy decoding for which relevant data such as reference frame indices; intra-prediction mode and coding mode are extracted. These data will be used in the following stages. The second is called reconstruction step, which contains the inverse quantization (IQ), inverse transform (IT) and a prediction process, which can be either intra-prediction or motion compensation (inter-prediction). In the third stage, a de-blocking filter DF is applied to the reconstructed frame. Finally a new filter called Sample Adaptive Offset (SAO) is applied in the fourth stage. This filter adds offset values, which are obtained by indexing a lookup table to certain sample values [28].

In HEVC, the coding structure is based on a quaternary tree representation allowing partitioning into multiple block sizes that easily adapt to the content of the frames. Three types of coding structures are defined; ALL intra or intra-only (AI), Low Delay (LD) and Random Access (RA).

In the first structure, all pictures are encoded as intra, which yields very high quality, and no delay; this mode is mainly aimed for studio usage.

In the low delay one, the first is an intra frame while the others are encoded as generalized P or B pictures (GPB). This structure is conceived for interactive real-time communication like video conferencing or similar real-time uses were no delay for waiting for future frames are permitted.

Finally, the random access structure is similar to hierarchical structure and intra pictures are inserted periodically, at the rate of about one per second. It is designed to enable relatively frequent random access points in the coded video data. This coding order has an impact on latency, since it requires frame reordering: for this reason the decoder might have to wait to have decoded several frames before sending them to output. This is the most efficient mode for compression but also requires most computational power.

Each of these three modes have a low complexity variant were some of the tools are disabled or switched into a faster version. As an example low complexity uses CAVLC instead of CABAC.

4. DCU GENERATION FLOW

a. Introduction

In the Co-Design flow, SDF is used for the performance estimation and the modeling step. This phase takes as input parameters informations about all tasks of the system (actors) such as the Worst Case Execution time (WCET), the number and the size of data exchanged (size of the communication channels), the size of local objects to each actor (size of local variables), ...

The SDF model established will be validated by the SDF3 tool [10] in order to determine the maximum throughputs assured taking into account functional constraints. In the case of a video decoding application, the constraint may be the number of decoded images per second.

SDF Model can be coupled with an architecture model for the mapping of software tasks onto a hardware architecture taking into account the functional constraints of the application and the non-functional constraints related to the architecture (such as the number of processors, their types, memory space available and the communication channels).

Once the SDF model is validated, the designer can proceed to the next steps of the Co-design flow.

Currently, in our LIP2 Co-design flow, the SDF model is used only for modeling and performance estimation at Design time.

In this work we propose an extension of use of the SDF model to accompany the designer in the advanced phases of the Co-design flow to produce a functional implementation in order to allow a control of the system at Run time (figure 2).

In its first version, the controller generated (DCU) is used only to monitor the execution times of the various actors. It should be noted that this DCU could be used for other purposes. It can be used to control energy consumption of the system to notify the operating system of exceedances of the authorized thresholds. It could also be used for security purposes and intervenes to signal a security problem such as an attack.

The DCU can also be used to monitor inter-component communication (IP, processors, system memory, etc.)
communication system) and report communication problems (such as a bottleneck).
The DCU could also intervene to put the system in safe mode to ensure availability in the event of a software or hardware failure.
It could also intervene before failure, in preventive mode.
For example, it can foresee a saturation of the RAMFS exchange file system of the RAMDISK, it intervenes to prohibit the tasks that are the source of this saturation (to block the task that causes the saturation that to stop the whole system).

b. DCU Generation Approach

The process of generating the controller consists of a set of steps (Figure 3).
The generator takes as input the SDF model of the application (SADF-FSM in our case) (figure 4).
To model an application with an SDF graph, we must have at our disposal information that concern the application, its functions (actors), the exchanged data (tokens) and their sizes, the size of the data used in each function and constraints to which the application is subject. This information can be extracted by performing a fine profiling step of the application. We have thus performed a profiling step that combines manual profiling with the use of available profiling tools such as Valgrind [29], Gprof [30], memprof [31]. In order to perform a good evaluation of the standard, the JCT-VC developed a document with reference sequences and configurations that should be used with each codec operation [32].
The SDF model includes:
- An XML description of all the actors of the application, in terms of execution time (WCET)
- The number of tokens exchanged between actors (input / output)
- The size of the data exchanged
- The size of the local variables of each actor
- The execution scenarios (which correspond to the possible configurations of the application)

The generator reads this file to automatically extract the information related to the execution times of the various actors (WCET of each actor) as well as the possible execution scenarios.
This information will be used to generate the controller in software version and in hardware version, based on templates (one for the software version and one for the hardware version).
The software version consists of a set of C-based controller files with a Makefile file that will be used to generate the executable. This version can be used in AMP (Asymmetric MultiProcessors) mode. In this case the controller will be non-intrusive. It will run on a separate processor under an operating system other than that manages the application (figure 5).
The hardware version (figure 6) consists of a VHDL file with input and output signals from the various actors in addition to the start, stop and frequency signals.
As output, the controller generates information of the time spent by the active actor and an interrupt signal if the expected time for the active actor is exceeded.
The hardware version (VHDL) will be synthesized to generate the RTL file and to be implemented in the programmable space of the Zedboard (PL).
A configuration file is also generated that includes scenarios execution of the application and the WCET time for each actor. This file will be used by the DCU at run time.
5. Experimental results

a. Zedboard Platform

Zedboard platform [33] (table I) is an evaluation platform based on a Zynq-7000 family [34]. It contains on the same chip two components.

A dual-core ARM Cortex MPCore based on a high-performance processing system (PS) that can be used under Linux operating system or in a standalone mode and an advanced programmable logic (PL) from the Xilinx 7th family that can be used to hold hardware accelerators in multiple areas.

The two parts (PS and PL) interact between them by using different interfaces and other signals through over 3,000 connections [34]. Available four 32/64-bit high-performance (HP) Advanced eXtensible Interfaces (AXI) and a 64-bit AXI Accelerator Coherency.

<table>
<thead>
<tr>
<th>Component</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processeur ZYNQ-7020 AP SOC XC7Z020-7CLG484CES</td>
<td>2 ARM Cortex A9 cores at 667 MHz</td>
</tr>
<tr>
<td>Memory</td>
<td>512 MB DDR3, 256 MB Quad-SPI Flash et SD Card</td>
</tr>
<tr>
<td>Communication</td>
<td>10/100/1000 Ethernet, USB OTG et USB UART</td>
</tr>
<tr>
<td>Extension</td>
<td>FMC (Low Pin Count) et 5 Pmod headers (2*6)</td>
</tr>
<tr>
<td>Display</td>
<td>HDMI output, VGA output et 128*32 OLED</td>
</tr>
<tr>
<td>Input / Output</td>
<td>8 switches, 7 push buttons et 8 leds</td>
</tr>
<tr>
<td>Current and Voltage</td>
<td>3.0 A (Max) et 12V DC input</td>
</tr>
<tr>
<td>Certification</td>
<td>CE and RoHS certifier</td>
</tr>
</tbody>
</table>

b. The SDF3 tool

The open-source SDF3 tool set [10] used in this work, offers an SADFD graph generation algorithm that constructs random SADF graphs which are connected, consistent, and deadlock-free. This generation algorithm can be used to benchmark novel SADF analysis, transformation, and implementation algorithms. If desired, the user can restrict relevant properties of the generated graph (e.g., limit port rates, or construct only acyclic or strongly connected graphs). All algorithms and technics implemented in SDF3 can be accessed through a set of command line tools as well as a C/C++ API.

The SDF3 tool has a conservative approach, which means that it will assume the worst-case scenario at any stage of the analysis. The constraint that the SDF graph must respect is the bitrate that must not be below 25 frames per second. Therefore, 25 iterations per second because the decoder decompresses an image by iteration. The value of the constraint will therefore be 0.025 iterations per time unit (ms).

c. Modeling

The decoding process of a bitstream depends on the coding configuration (AI, RA, LD, …) and on the class of the bitstream (Class A, B, …). FSM-based-SADF is the most suitable tool to describe this application because of its various configurations. To model an application using the SDF3, it is necessary to describe it by an XML file. This file contains a lot of information such as actor’s names (table II presents actors names of the HEVC Decoder), memory sizes, execution times, scenarios, and transitions between scenarios. Thanks to profiling step, we have all data available to start creating our XML file. But it is essential to adapt this information to the syntax imposed by the SDF3 because there are many rules to follow:

- Sizes must be in bytes.
- A same time unit must be used along the description.
- The execution times introduced are just for a single iteration.

- The extension of SDF, FSM-based-SADF, which we exploited in our work, requires that the values introduced in the XML description of the application are values that describe the worst case.

Once all information is set in the SADF model (XML file) of the application, SDF3 can generate the throughput available and the application graph (figure 6).
For experimental results, we have tested the generator tool with four SDF models (Three models from the SDF3 web site and our SADF-FSM Model of the HEVC Decoder).

In all tests, the generator tool generates two DCU versions for each SDF Model.

For the software version, we have implemented the DCU controller on a Host server and the application HEVC Decoder (HM Version) on a client host and we have used the Socket technics to test its functionality.

For the hardware version, we have used ModelSIM to simulate the behavior of the DCU hardware controller and all tests were successfully performed (figures 7 and 8).

Now we are working on the implementation of DCU hardware on the FPGA (PL) on the Zedboard platform.


3D FILTERING COLOR IMAGE CONTAMINATED BY MIXED NOISE USING SPARSE REPRESENTATION

Alfredo Palacios-Enriquez
Volodymyr Ponomaryov
Instituto Politecnico Nacional
Santa Ana 1000, San Fco Culuacan
Coyoacan, Mexico City
email: alfredope@yahoo.com.mx
email: volodymyr.ponomaryov@gmail.com

Araceli Hernandez-Fragoso
Colegio de Estudios de Posgrado
de la Ciudad de Mexico
16 de Septiembre 10, Acolman
Cuautitlan Izcaltli, Mexico
email: ariiiitta@gmail.com

KEYWORDS
Image Denoising, Multimedia Tools, Computer Vision, Additive Noise, Impulsive Noise, Mixed Noise, Sparse Representation, PSNR, SSIM.

ABSTRACT
Filtering image has different applications, such as computer vision, multimedia tools, telemmedicine, and satellite imaging, where the objective is restoring the lost information due to the presence of noise. The noise present in an image can be modeled as a stochastic process. There are diverse reasons why the noise appears, such as: non-uniform lighting, random fluctuations in an object's surface orientation and texture, sensor limitations, non-ideal transmission, and interference. Noise affects not only the performance of an image in a specific problem but also its perceived quality. In this paper, a novel framework is presented for denoising colour images corrupted by a mixture of additive and impulsive noise. The proposed method could be described in three stages: 1) impulse noise filtering; 2) additive noise filtering; and 3) post-processing. In the first stage, a pixel contaminated by impulsive noise should be detected, the detection is performed using the values of the pixels in local and interchannel way. Also, the restoration of corrupted pixels is performed using a filter based on the summing of distance vectors. In the next stage, filtering of additive noise is based on behavior of the additive noise on the discrete cosine transform domain, sparse representation and 3D-processing. Finally, the post-processing stage increases filtering quality using a Wiener filter.

INTRODUCTION
The presence of diverse kind of noises in an image causes degradation and losses of information in the image. In order to enhance the quality of a image is necessary to implement filtering techniques that minimize the effects produced by noise. Commonly, the filtering techniques of noise are used as a pre-processing stage in different applications, like: video transmission, remote sensing, object recognition, images for medical applications, etc., where the main objective is to reduce noise while preserving the fine details and features.

The noise can be described as a stochastic process with known statistical characteristics, and in some cases, and it is necessary to obtain these characteristics during the processing stage (Eddins et al. 2009). The additive and impulsive noises are the most common types of noise, although these are not the only types. Images may be corrupted by different reasons such as: interference and imperfections in the channel or in the reception equipment. Also, the digital cameras can introduce a noise because of failure in their sensor CCD, electronic interference or errors in data acquisition (Young et al. 2007). In an image, it can be exist a mixture of noise, this mixture is represented by the sum of different types of noises. The model of mixed noise more used is a combination of additive Gaussian noise and impulsive noise. This type of noise can be represented as follows:

\[ Y(i,j) = \begin{cases} 
  y(i,j) + n_{add} & \text{; with probability } 1 - p_k \\
  n_{imp} & \text{; with probability } p_k 
\end{cases} \]  

where \( y(i,j) \) is the original, \( n_{add} \) is a random process with Gaussian probability density \( N(0,\sigma^2) \), \( n_{imp} \) is modelled via Uniform probability distribution, and \( Y(i,j) \) is the noisy image.

RELATED WORKS
At present, there are exist different methods of image restoration contaminated with some type of noise, where it is obtained a filtered pixel using diverse characteristics within of the vicinity. These methods of denoising image can be classified depending on the noise present in the image.

Recently, different techniques to filtering an image contaminated by additive noise have been propose based on search of similar blocks to a reference block, such as: Non-Local Means (NLM) (Buades and Coll 2005) and BM3D (Dabov et al. 2007). The similarity between two
blocks is obtained via a similarity measure. The filtering technique of NLM utilizes the auto-similarities that can exist in an image to calculate the weights that are used in denoising the contaminated image. The BM3D technique uses a 3D filtering based on an enhanced sparse representation in transform domain. The NLM, BM3D and other techniques of suppress additive noise (Bilateral Filter, Anisotropic Diffusion) present problems in the presence of impulsive noise, because the impulses are considerate as edges or fine details. So, the pixels contaminated by impulsive noise should be restoring previously.

There are different techniques for suppress of impulsive noise, mostly based on Median Filter or a variant (Lukac 2003). Other filtering techniques can be described in two stages: 1) detection of impulses; and 2) restoration of corrupted pixels. The restoration stage uses different filtering techniques (Malinski and Smolka 2016, Rosales-Silva et al. 2012).

These methods have been designed for a particular kind of noise, either additive or impulsive. The techniques proposed to filtering an image corrupted by mixed noise, usually, perform the filtering of impulsive noise in a first stage, and the filtering of additive noise is applied in a second one.

In this paper, a technique of restoration of a corrupted color image by a mixture of additive noise, with Gaussian probability distribution, and impulsive noise with a uniform probability distribution on DCT domain (3D-FMN-DCT) is developed.

**PROPOSED METHOD**

The proposed method to restore color image corrupted by mixed noise can be described in three stages: a) impulsive noise filtering; b) additive noise filtering; and c) post-processing. (See Fig. 1). In the following sections each a stage will be described.

**Impulsive Noise Filtering**

In the proposed filter, in order to reduce the impulsive noise present in an image, two processes are developed: firstly, the detection and tagged of corrupted pixels by impulsive noise in each a RGB channel is performed. After, the filtering of tagged pixels as impulses is performed in each a RGB channel in independent form, obtaining an approximation of pixel taking into consideration the correlation that exists between the RGB channels.

Detection of corrupted pixel by impulsive noise

This step is of the utmost importance, because a bad detection can generate errors and artifacts in the restored image, such as: blurring, degradation of edges and fine details. The detection is realized in exhaustive form in each a RGB channel, i.e., each pixel of an image is analyzed to know if it is contaminated or not. When a pixel is corrupted by impulsive noise, this one differs respect their neighbors. So, a way to recognize if a pixel is an impulse is comparing the central pixel and their neighbors within a vicinity of size \( v \times v \).

Two pixels are similar when the absolute difference (AD) between them is near to zero, if it compares a pixel and an impulse, then the value of absolute difference is big. La difference absolute is defined as follows:

\[
AD_{k,l} = |W(i,j) - W(k,l)|, \tag{2}
\]

where \( W(i,j) \) is the central pixel, \( W(k,l) \) are the neighbors around of pixel central with \( i \neq k \) and \( j \neq l \).

After, it is necessary to consider more of one value of \( AD_{k,l} \), to avoid that an edge pixel could be considerate as an impulse. Now, the values \( AD_{k,l} \) are ordered in ascending form and the vector \( AD \) is obtained. Next, only there ones are taken \( p \) values of \( AD \) and a trimmed sum \( SD_{i,j} \) is calculated. In order to distinguish between a corrupted pixel and a noise-free pixel, the value \( SD_{i,j} \) is compared with a fixed threshold as follows:

\[
Y_{tagged}(i,j) = \begin{cases} 
\text{P}_{\text{noise}} & \text{if } SD_{i,j} > T \\
Y(i,j) & \text{otherwise} 
\end{cases}, \tag{3}
\]

where \( Y_{tagged}(i,j) \) is the image that contains the tagged pixels as corrupted pixels by impulsive noise. The process of detection of corrupted pixels by impulsive noise is applied to each a RGB channel, therefore a tagged image is obtained for each channel \((R_{\text{tagged}}, G_{\text{tagged}}, B_{\text{tagged}})\).

Restoration of corrupted pixel impulsive noise

Once, the tagged image is obtained, the next step consists of replacing the noisy pixels using a filtering technique. The VMF proposed by Astola (Astola et al. 1990) realizes the filtering based on minimizing the sum of vector distances. In this work, this idea is taken to find a
first approximation of the corrupted pixel. The filtering process is realized to each RGB channel in independent form. Let explain the process to Red channel. Firstly, a first approximation is obtained of a tagged pixel as noisy with the information contained in the G and B channels. Let $W_R$, $W_G$ and $W_B$ be the centered windows at position $(i,j)$, for R, G and B channels, respectively. The absolute difference between pixels at position $(i,j)$ is defined as follows:

$$ D_{RG}(i,j) = |W_R(i,j) - W_G(i,j)|, $$
$$ D_{RB}(i,j) = |W_R(i,j) - W_B(i,j)|, $$

where $D_{RG}(i,j)$ and $D_{RB}(i,j)$ represent the absolute difference between the $R$–$G$ and $R$–$B$ channels, respectively. The positions of the minimum values in $D_{RG}(i,j)$ and $D_{RB}(i,j)$ are obtained to calculate the approximation $\hat{R}(i,j)$, as follows:

$$ R_1(i,j) = \frac{W_R(m,n) + W_R(p,q)}{2}, $$

where $(m,n)$ and $(p,q)$ are the corresponding positions of the minimum values.

The calculating of second approximation ($\hat{R}_2$) is based in the value of the sum of absolute differences in the R channel ($SD_R$). The $SD_R$ value of a pixel in the position $(i,j)$ within $W_R$ is defined as follows:

$$ SD_R = \sum_{k,l=1}^{v} |W_R(i,j) - W_R(k,l)|, $$

where $i = 1,2,\ldots,v$. It is worth mention that the $SD$ value is not calculated to pixels tagged as noisy.

Let be $(m,n)$ the position of the minimum value, so the $\hat{R}_2$ value can be defined:

$$ \hat{R}_2(i,j) = W_R(m,n). $$

Finally, the restored pixel is obtained as follows:

$$ \hat{R}(i,j) = \frac{R_1(i,j) + \hat{R}_2(i,j)}{2}. $$

### Additive Noise Filtering

The additive noise filtering is based on sparse representation and 3D filtering on DCT domain. The techniques that use sparse representation to suppress additive noise are based in the behavior of noise in the domain of some fixed bases like: Fourier, Cosine, Wavelet, etc. Further, the filtering based on shrinkage method allows reducing the additive noise, whereas the edges and fine details suffer less deterioration when such reconstruction is performed. The proposed additive noise filtering stage is performed on DCT domain and can be divided in two steps: 1) grouping using block-matching, and 2) 3D-filtering.

### Block-matching and grouping

The Block-matching technique is based in search of blocks that present a high similarity within a noisy image. The Grouping process (Dabov et al. 2007) consists in taking all 2D blocks to form a 3D structure called Group. A block is similar to another one when the similarity value is higher that a fixed threshold. In this stage, the similarity measure based on the Sum Absolute Difference (SAD).

The three channels from a color image are divided in non-overlapped blocks of the same size as the reference block. The more similar blocks and the reference block are grouped into a 3D array ($A_{3D}(i,j,k)$), where the blocks are sorted depending of grade of similarity. i.e., $A(i,j,1) = A_1(i,j)$ is the reference block, $A(i,j,2) = A_2(i,j)$ is the block with the major similarity grade, and $A(i,j,k) = A_k(i,j)$ has the minor similarity grade.

### 3D filtering

The 3D filtering uses the assumption that the noise can be expressed via sparse representation in the transform domain (Fevravlev et al. 2011). In other words, if a coefficient has an absolute value approximating to zero, this means that it possibly belongs to noise, so a natural decision consists of eliminating this coefficient. The simplest way is by means of a threshold chosen according to some reason. The discrete Cosine Transform (Pogrebnyak and Lukin 2012) is applied to each a block belonging to 3D array ($A_{3D}(i,j,k)$), obtaining the 3D array $A_{3D-\text{DCT}}(p,q,r)$ in DCT domain. Once that the hard-thresholding is applied, the 3D array $A_{3D-\text{DCT}}(p,q,r)$ on DCT domain is obtained, this 3D array is considered as free noise.

Following, the Inverse DCT is applied to $A_{3D-\text{DCT}}(p,q,r)$, obtaining the estimation of the 3D array $\hat{A}_{3D}(i,j,k)$. Now, it is necessary to obtain an approximation of the reference block from $\hat{A}_{3D}(i,j,k)$, this process is called shrinkage. The output of shrinkage process $\hat{A}(i,j)$ is defined as follows:

$$ \hat{A}(i,j) = \frac{\sum_{l=1}^{k} A_l(i,j)w_l}{\sum_{l=1}^{k} w_l} $$

where $w_k$ are the weights defined as $w_k = 1 - SAD(A_1(i,j,\text{A}_k(i,j)))$.

Finally, in order to obtain a filtered image $\hat{Y}(i,j)$, the additive noise filtering is applied to each RGB channel of an image.

### Post-processing

In the previous filtering stages are produced some artifacts undesirables, so in the filtered image that artefact should be corrected. A Wiener Filter (Lim 1990) is employed to increase the quality of filtered image. The
Wiener Filter is defined as follows:

$$\hat{Y}_{\text{Wiener}}(i,j) = \mu + \frac{\sigma^2_W - v^2}{\sigma^2_W} \left( \hat{Y}(i,j) - \mu \right) \quad (10)$$

where $\mu$ is the local mean, $\sigma^2_W$ is the local variance and $v^2$ is the average of all the local estimated variances.

**EXPERIMENTAL RESULTS**

The experimental results were performed using a set of color test images proposed in (Malinski and Smolka 2016). Mentioned set contains images with different texture and fine details structure that can guarantee robustness of investigating techniques.

The evaluation criteria used for measure performance are Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM). PSNR is based on comparisons using explicit numerical criteria and several references are possible such as the ground truth or prior knowledge expressed in terms of statistical parameters and tests; SSIM is based on human judgment and operates without reference to explicit criteria, and this measure was introduced in (Wang et al. 2004).

The proposed method is applied to test color images corrupted by different noise levels, and in our case a mixture of additive and impulsive noise with uniform distribution is used. In the table 1, there are shown the average PSNR and SSIM values obtained for all images.

<table>
<thead>
<tr>
<th>%</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$</td>
<td>PSNR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>30.09</td>
<td>29.51</td>
<td>28.69</td>
<td>28.07</td>
<td>27.23</td>
</tr>
<tr>
<td>20</td>
<td>28.93</td>
<td>28.55</td>
<td>27.79</td>
<td>27.24</td>
<td>26.30</td>
</tr>
<tr>
<td>30</td>
<td>27.72</td>
<td>27.34</td>
<td>26.48</td>
<td>25.89</td>
<td>24.79</td>
</tr>
<tr>
<td>40</td>
<td>26.21</td>
<td>25.83</td>
<td>24.87</td>
<td>24.27</td>
<td>23.17</td>
</tr>
<tr>
<td>50</td>
<td>23.99</td>
<td>23.65</td>
<td>22.72</td>
<td>22.26</td>
<td>21.36</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>SSIM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.9421</td>
<td>0.9358</td>
<td>0.9261</td>
<td>0.9177</td>
<td>0.9053</td>
</tr>
<tr>
<td>20</td>
<td>0.9214</td>
<td>0.9161</td>
<td>0.9043</td>
<td>0.8940</td>
<td>0.8737</td>
</tr>
<tr>
<td>30</td>
<td>0.9008</td>
<td>0.8933</td>
<td>0.8739</td>
<td>0.8564</td>
<td>0.8229</td>
</tr>
<tr>
<td>40</td>
<td>0.8730</td>
<td>0.8611</td>
<td>0.8308</td>
<td>0.8069</td>
<td>0.7638</td>
</tr>
<tr>
<td>50</td>
<td>0.8148</td>
<td>0.7966</td>
<td>0.7562</td>
<td>0.7299</td>
<td>0.6860</td>
</tr>
</tbody>
</table>

Our design framework appears to demonstrate ability to eliminate a mixture of impulsive noise with random distribution (the values of the random impulses are distributed between 0 and 255) and additive noise.

**Comparison with state-of-art techniques**

There are different techniques for mixed noise suppression. In order to evaluate the proposed method, we compare it with the better existing state-of-art techniques: Wiener (Lim 1990), Bilateral (Zhang et al. 2014) and WESNR (Jiang et al. 2014). The filter Wiener was designed to decrease the additive noise, so it is necessary to perform, previously, the filtering of impulsive noise to compare with our technique. So, the suppression of impulsive noise is realized by proposed impulsive noise filtering stage. The same case is applied using the Bilateral filter. In figure 2, there are shown the visual results obtained to image pic027 corrupted by different values of % and $\sigma$ in the case of impulsive and additive noise, respectively. The figure 2 show that the 3D-FMN-DCT technique obtains a better preservation of smoothed zones with changes in illumination and exposes a better preservation of details in the area of edges and fine details compared with the other methods.

**CONCLUSIONS**

A novel technique to decrease the effects produced by mixed noise (impulsive-additive) is presented. The denoising approach consists of three principal stages: impulsive noise filtering; additive noise filtering; and post-processing. The designed technique can achieve good performance in filtering without previous knowledge of the noise characteristics, such as percentage value of impulsive noise and/or variance of Gaussian additive noise. The impulsive noise filtering stage uses a detection of contaminated pixels by impulsive noise and, after, only these pixels are filtered using local and interchannel information. The proposed detection stage appears to demonstrate good ability to distinguish between a pixel corrupted by impulsive noise and a pixel that belongs to
an edge or a detail zones, even in the presence of additive noise. In the additive noise suppression stage, 3D filtering is used with image sparse representation in the DCT domain, selecting pixels with high similarity to the 3D array. In the post-processing stage, the effects produces by previous filtering stages are corrected. The artifacts corrected in the filtered image are: the mosaicing produced by additive noise filtering using a non-sliding window. Finally, the restoration of pixels degraded by the filtering stages are performed. Future work should be devoted to implementing the current filtering approach to restore videos. For videos, more information could be used, such as the correlation between frames.
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ABSTRACT
We introduce in this paper a raster-based algorithm for forest fire growth modelling. The computation is performed on a grid of 2-D cells representing the landscape. During the simulation, the different rates of spread are calculated on the edges of a graph with the proviso that local fires are modelled by ellipses. In this graph, the neighbourhood of a given vertex is defined by a set of intra-cell edges whose orientation and direction depend on a local ellipse. The neighbourhood concerned has therefore a basically dynamic character.

Next, we compare the results of this algorithm with those of another one involving static neighbourhoods. In both cases, fire spread is determined using the Dijkstra’s shortest path algorithm. We conclude that the facts show that the model involving dynamic neighbourhoods provides more accurate results.

INTRODUCTION
Simulation is a corner-stone in fighting operations against forest fires. Such a technique has reached a level of maturity in North-America where it is confidently employed for operational purposes (Finney, 2004), (Peterson et al., 2009), (Tymstra et al., 2009), (Noonan-Wright et al., 2011). In Europe and the Mediterranean basin, its use is less common and related works are mostly confined to the academic world.

However, regardless of the area in which they are used, forest fire simulation tools must at least meet the two following requirements:

- The obtained fire contours must be accurate enough to fit operational purposes, that is to provide reliable assistance for means dispatching on the theater of operations. On this point, it should be noted that simulation results with an accuracy level of some meters is generally utopian. This is because it is extremely difficult to carry out a precise assessment of various parameters, e.g. current state of vegetation on wide areas, meteorological parameters, etc. Nevertheless, the deployment of fighting means is always implemented with a substantial time safety margin which allows a certain degree of imprecision to be tolerated. In fact, the major concern is the anticipation on the direction taken by the head of the fire.

- The calculations must be fast enough to allow numerous simulations within a given operation.

The work presented in this paper has been carried out in the context of a partnership between the University Savoie Mont Blanc and a Fire Department in the South of France (SDIS 06). We report on experiments in implementing simulation tools for forest fires, our approach being clearly oriented towards an effective use in the field.

FIRE SPREAD MODELLING
Research works on the topics started during the 1970s with the emergence of computing technologies. Since that time many works have been conducted (Sullivan, 2009). Three overall approaches can be distinguished: physical models (Richards, 2005) which aim at identifying key parameters, e.g. outdoor temperature, sun exposure, wind, slope, fuel bed properties, air moisture, nature of the soil, etc., and then to define numerical models, e.g. partial differential equations; empirical models (FCFDG, 1992) which are carried out with the view of establishing statistical laws based on thousands of field measurements; semi-empirical models (Rothermel, 1972), (Lopes et al., 2002), (Vakalis, 2004), (Kalabokidis et al., 2013) which are a middle ground between the two previous approaches, i.e. statistical laws are the basis for the elaboration of formulae which are used to calculate fire rates of spread.

It is established practice that semi-empirical models are, at least for the time being, best suited for the development of operational tools (Sullivan, 2009). They can be divided into two types, namely vector-based and raster-based approaches. Vector-based models (Finney, 2004) assume the hypothesis that starting from an ignition at a given point, the fire spontaneously evolves to a specific shape, generally an ellipse or a double-ellipse. Note that other works use ovoids, tear drops, or lemniscates as the reference shape. The implementation of this principle leads to discretize at time $t$ the global fire contour by a set of points which are considered as independent ignition points. The envelope curve (Glasa and Halada,
2007) of all the resulting shapes then provides fire contour at time \( t + \delta t \).

In raster-based models (Hernández Encinas et al., 2007), (Peterson et al., 2009), (Tymstra et al., 2009), the focus is on the division of the geographic space into a grid of cells. Usually, these have a square form, but in some cases, hexagonal cells are used (Trunfio et al., 2011). Then, starting from a set of burning cells which defines the initial fire contour, the model specifies how fire spreads from cell to cell until the simulation ends.

Beyond these two archetypes, reference shapes can also be used to improve the accuracy of raster-based models, thus defining hybrid approaches. Such a solution has been chosen in the present work. However, since our algorithm explicitly uses a grid of cells, we consider that it falls into the category of raster-based models.

**BACKGROUND DATA**

The algorithm described in this paper assumes that the landscape is represented by a 2-D grid of square cells of size 25m \( \times \) 25m. For each cell, we have:

- The altitude at the center of the cell and its geographic coordinates.
- The local slope.
- The local aspect, namely the orientation of the cell with respect to the four points of the compass. Both the slope and the aspect are provided by the underlying geographical information system.
- The local wind. Here, it is important to stress the difference between upper level winds, called *laminar* winds, with the winds just above ground level, called *local* winds. The calculation of the latter requires a specific simulation process using as input data the characteristics of a given laminar wind and the relief of the area concerned. Thus, for each dominant wind, we have elaborated several dedicated wind maps according to regular variations in direction. The issue of variation in intensity, under the assumption of a fixed direction, did not prove to be relevant. Indeed, in the case of simulations involving different intensities, the resulting local wind vectors have been clearly found to be homothetic. Moreover, the wind maps have been calculated using the WindNinja software system (Butler et al., 2014).

**MODELLING FIRE GROWTH WITH ELLIPSES**

On the basis of the previous data, consider a cell \( C \) which belongs to the 2-D grid. The calculation of fire spread inside \( C \) has to take into account the morphological properties of the landscape. For that purpose, we reason in a plane, denoted \( P_C \), having the slope and the aspect of \( C \). In order to simplify its equation, this plane is defined to pass through the origin \( O(0, 0, 0) \). Furthermore, the vertical projection on \( P_C \) of \( C \) and of any point \( A \) of \( C \) are respectively denoted \( C^* \) and \( A^* \). Note that if the slope of \( C \) is different from zero, \( C^* \) is a parallelogram but not a square.

Although wind is the predominant factor in fire spread modelling, ascending slopes have an attractive effect which must be taken into account too. Many works have addressed the combined effects of wind and slope on fire growth (Van Wagner, 1988), (Weise and Biging, 1997), (Viegas, 2004). The algorithm presented in this article is based on a model introduced in (McAlpine et al., 1991). The slope is thus represented as an “equivalent-wind” vector. Hence, this makes it possible to define the conjugate action of wind and slope as a vectorial sum.

Now, consider an ignition point \( I \) located on one of the borders of \( C \). As stated above, the local winds and the morphological properties of the landscape are key elements in the model. For this reason, the calculations are made in the cell \( C^* \) (Fig. 1):

![Figure 1: Ellipse construction in the cell \( C^* \)](image)

The ignition point in \( C^* \) is therefore the vertical projection of \( I \), i.e. the point \( I^* \). Let \( \mathbf{W} \) be the local wind vector in \( C^* \). The norm and the direction of \( \mathbf{W} \) are provided by the wind map selected according to current meteorological conditions. The local slope vector \( \mathbf{S} \) is colinear to the strongest slope line of \( C^* \). Its norm is given by the following formula (Finney, 2004):

\[
|\mathbf{S}| = 15.275 \times \beta^{-0.0225} \times \tan^2(\alpha)
\]

where \( \beta \) depends on the fuel bed and \( \alpha \) is the angle defining the strongest slope. For the Mediterranean shrub, we use the expression \( 10 \times \tan^2(\alpha) \) truncated at the value of 10 m.s\(^{-1}\) for slopes steeper than 45 degrees.

Hence, to reify the combination of the effects of wind and slope, we set down: \( \mathbf{V} = \mathbf{S} + \mathbf{W} \). Thus, \( \mathbf{V} \) is called the wind-slope resultant vector. Moreover, the approach described in (McAlpine et al., 1991) specifies that if \( I^* \) is an ignition point, the fire spontaneously evolves to an ellipse \( E^* \) such that:
- $I^*$ is located at the rear focus of $E^*$.
- The direction of the major axis of $E^*$ is given by that of $\vec{V}$.
- The length-to-breath ratio $LB$ of $E^*$, from which its eccentricity can be immediately deduced, is calculated as a function of the norm of $\vec{V}$.

The different elements referenced above easily find their counterpart in the present setting. First, we have a formula for the calculation of the highest rate of spread. The latter has been designed by J-C Drouet (unpublished work) for Mediterranean shrub in the South of France. It is as follows:

$$|\vec{R}| = 180 \times e^{(0.06 \times T_i)} \times \tanh(\frac{100 - S_w}{150}) \times (1 + 2 \times (0.8483 + \tanh(\frac{\sqrt{150}}{30} - 1.25)))$$

where the parameters $T_i$ and $S_w$ respectively denote the temperature in the shade given in Celsius degrees and the soil water content given in millimeters (with $0 \leq S_w \leq 100$). Note that this formula also involves the norm of the wind-slope resultant vector. Moreover, it has been elaborated in order to deliver a zero speed when $S_w$ is equal to 100 mm. This matches facts observed in the field in the area concerned.

Second, we use a formula due to (Alexander, 1985) to obtain the length-to-breath ratio of $E^*$, namely the ratio between the respective length of its major and minor axes. This data, denoted $LB$, is calculated as a function of the norm of $\vec{V}$:

$$LB = 1 + 0.0012 \times (2.237 \times |\vec{V}|)^{1.54}$$

It is suggested in (Finney, 2004) that $LB$ must be truncated at a value of 8. Furthermore, the eccentricity of $E^*$ can be immediately deduced from $LB$ by:

$$\epsilon = \sqrt{1 - \frac{1}{LB^2}}$$

The ellipse $E^*$ being fully characterized, the fire rate of spread in a direction forming an angle $\theta$ with $\vec{R}$ is provided by the cosine correction of (Albini and Chase, 1980):

$$|\vec{R}_\theta| = \frac{(1 - \epsilon^2)}{(1 - \epsilon \times \cos(\theta))} \times |\vec{R}|$$

NEIGHBOURHOOD OF AN IGNITION POINT

Now, we have all the elements required for the discretization of the part of $E^*$ which overlaps $C^*$ by a set of vectors $\vec{e_i}$ of origin $I^*$ and with the proviso that $\vec{R}$ is one of them. The number of these vectors, say $s$, is defined statically and a particular care is paid to an increased density at the head of the ellipse. Note that for sake of clarity, the number of vectors occurring in Figure 2 has been drastically reduced in comparison with what is actually implemented.

Now, for all $i$, consider the line of orientation vector $\vec{e_i}$ passing through $I^*$ and its intersection with one of the three other borders of $C^*$. This provides a set of points hereafter denoted $J^*_i$:

![Figure 2: Discretization of $E^*$](image)

The vertical projection of the different points $J^*_i$ on the plane $P_C$ in turn provides a set of points $J_i$. Note that we have not considered the vertical projection of the ellipse $E^*$ since such an operation does not preserve foci. Furthermore, since angles are not preserved either, the distribution of the angles between the edges $IJ_i$ may become less regular than that between the edges $I^*J^*_i$. If the case occurs, additional points are inserted on the borders of $C$ alongside with the points $J_i$, thus resulting in a new set of points $K_i$.

The different edges $IK_i$ constitute the out-neighbourhood of $I$ in $C$. Fire propagation from $I$ will therefore be considered in $C$ through this neighbourhood.

PROPAGATION PHASE

Now, we turn to fire propagation in $C$. In our approach, the four borders of every cell of the 2-D grid are divided in a fixed number of equal segments (Fig. 3). Each segment has at most one potential ignition point with a corresponding ignition time. Although this point obviously belongs to the segment in question, its location is not predefined, i.e. it may vary from segment to segment. This makes a significant difference with common raster-based algorithms.

Besides, we say that a segment is ignited when the corresponding point is ignited. When this occurs, a propagation phase which implements fire spread towards other segments is performed. Every segment of the grid is assumed to be in one of the following states:

- **Burned**: the segment concerned has been formerly ig-
nited and the corresponding propagation phase has been achieved. Thus, both the ignition point and the ignition time are final.

- **Ignition**: the segment is the latest to have been ignited. It was previously in the state “pre-ignition”. The propagation phase related to this segment is in progress. When the latter is terminated, the segment switches to the state “burned”. At a given moment, only one segment in the 2-D grid is in the state “ignition”. This is a direct result of the use of the Dijkstra’s shortest path algorithm to handle global fire spread on the grid.

- **Pre-ignition**: at least one ignition point and therefore one ignition time, have been calculated for the segment in question. However, as long as the segment has not switched to the state “ignition”, these data may be modified.

- **Outer**: no ignition point has been determined for the segment concerned, which means that it is outside of the fire contact area.

The actions carried out during the propagation phase are specified hereafter. Let $K_I$ be a vertex belonging to the out-neighbourhood of $I$ in $C$. We study fire spread along the edge $IK_I$. We denote $\sigma_I$ and $\sigma_{K_I}$ the segments $I$ and $K_I$ respectively belong to.

![Diagram of fire propagation](image)

**Figure 3**: Some vertices of the out-neighbourhood of $I$ in the cell $C$

Different cases must be considered depending on the state of $\sigma_{K_I}$, which, by definition, cannot be “ignition”:

- **“burned”**: $K_I$ cannot be a new ignition point and thence no further action is required.

- **“pre-ignition”**: the segment $\sigma_{K_I}$ already has an ignition point, say $K'$. Therefore, we must calculate the potential ignition time of $K_I$ and then compare it to that of $K'$. Let $\omega$ be the angle between the vector $\vec{R}$ with an origin at $I^*$ and the line segment $[I^*, K_I^*]$. The equation (5) provides the fire rate of spread along $[I^*, K_I^*]$ as a function of $\omega$. Hence, we immediately get the spreading duration $\tau(I^*, K_I^*)$ between the two points. Since we can postulate that $\tau(I^*, K_I^*) = \tau(I, K_I)$, the ignition time of $K_I$ is obtained by adding that of $I$ to this duration. If the calculated value is earlier than the ignition time of $K'$, then $K_I$ becomes the new ignition point of $\sigma_{K_I}$. Otherwise, $K'$ holds its status. It should be emphasized that in the general case, the respective locations on $\sigma_{K_I}$ of the two points $K'$ and $K_I$ are different.

- **“outer”**: $K_I$ becomes the first ignition point of $\sigma_{K_I}$ and it is equipped with the corresponding ignition time which is calculated as in the previous case.

The previous sequence of actions is obviously repeated for all the vertices of the out-neighbourhood of $I$. Together, these sequences constitute the propagation phase of $\sigma_I$ in $C$.

It is important to note that regardless of the location of the segment which has caused the ignition of $\sigma_I$, fire propagation starting from $I$ must be considered both in $C$ and in the adjacent cell $C'$. In the case of the latter, the principles are clearly identical to those introduced for $C$. It is just sufficient to mention that the different calculations are based on the ellipse defined in the 3-D cell $C''$.

Finally, note that if an ignition point is located at the corner of four cells then the propagation phase must be performed in the four adjacent cells using each time the corresponding ellipse.

With respect to the process of fire propagation just described, three important comments can be made:

- Having only one ignition point for each segment allows to prevent explosion in the number of points to consider.

- Depending upon the number of segments per cell and that of elements in neighbourhood of $I$, some segments of $C$ whose state is either “pre-ignition” or “outer” may not contain any element $K_I$. Nevertheless, due to the number of edges involved, this did not turn out to be a problem.

- One must stress the fundamentally dynamic character of the neighbourhoods generated by the above process. In fact, the model presented here was designed with this main objective. To understand the interest of this approach, suppose the location of $I^*$ and the orientation of $E^*$ are such that the main rate of spread vector $\vec{R}$ with an origin at point $I^*$ is inside $E^*$ (as in Fig. 1). With neighbourhoods involving fixed edges, the projection of $\vec{R}$ on $P_C$ generally does not fit the direction of any edge. This inevitably results in under-estimating the propagation of the head of the fire. On the contrary, in the present work, there exists by construction a vertex $K_I$ such that the edge $IK_I$ exactly matches the direction of the projection of $\vec{R}$. Therefore, the progression of the head of the fire, which is a key issue, is taken into account more accurately.
GLOBAL FIRE SPREAD CALCULATION

In the present setting, fire spreads over a directed graph, denoted $G$, whose vertices are segments of the 2-D grid. Its set of vertices can be split into three sub-sets:

- $B$ for the segments in the state “burned”.
- $I$ for the unique segment in the state “ignition”.
- $A$ for the segments in the state “pre-ignition”. This set of segments defines the fire vicinity.

It is worth noting that all the segments of the 2-D grid which are in the state “outer” are not, at least temporarily, in the graph. Indeed, it follows from the previous section that $G$ grows dynamically. The global process of fire spread simulation, which uses the principles of the Dijkstra’s shortest path algorithm, goes through two stages:

- **Phase 1**: the initial fire contour is drawn on the screen and the meteorological parameters required by the simulation are captured. The different cell borders forming the fire contour are identified. An ignition point is assigned to every corresponding segment which consequently switches to the state “pre-ignition”. This point is located at the center of the segments concerned and the related ignition time is given the value 0. The segments which are inside the fire contour, i.e. not on its border, are assigned the state “burned”. All the other segments are assigned the state “outer”.

- **Phase 2**: ignition times clearly induce an order among the elements of $A$. Therefore, $A$ admits a sub-set bringing together all the minimum elements. Let us choose at random one of them, say $\sigma$. Then, $\sigma$ is switched to the state “ignition.” It is consequently removed from $A$ and put in $I$. The propagation phase of $\sigma$ is thus performed. This results in the fact that some segments of $A$ can have their ignition conditions, i.e. point and time, modified. Moreover, some segments being in the state “outer” can be introduced in the graph: indeed, their first ignition point and ignition time are calculated on this occasion. When the ignition phase of $\sigma$ is finished, the latter switches to the state “burned” and it is therefore removed from $I$ and inserted in $B$.

Another segment is then chosen in $A$ according to the same criteria and the sequence of actions described above is repeated until the earliest element of $A$ is posterior to the dead-line of the simulation.

FIRE SPREAD WITH STATIC NEIGHBOURHOODS

For comparison purposes, we briefly introduce below an alternative raster-based algorithm for forest fire spread modelling (Dumond, 2016). The underlying model and the different elements of calculation are the same as those described in the present work except for the fact that, in that case, static neighbourhoods are used.

Thus, considering the 2-D grid, a directed graph $S$, over which fire spread is calculated, is defined as follows: the vertices of $S$ are the centers and the corners of the cells of the grid; the out-neighbourhood of a given vertex depends on its “type”, i.e. “center” or “corner” and it is defined by numerous edges, as shown in Figure 4:

![Figure 4: Southeast out-neighbourhood of vertices of respective type “center” and “corner”](image)

It should be noted that a given vertex belongs to the out-neighbourhood of several vertices. Moreover, many edges cross several cells. Under this basis, they can be split into different segments, this term having a meaning different from that used in the previous algorithm.

![Figure 5: An edge with four segments](image)

Without loss of generality, consider an edge $IK_\ell$ made of four segments (Fig. 5). The calculation of the spreading duration between the points $I$ and $K_\ell$ requires the determination of four different spreading durations, i.e. one for each segment the edge $IK_\ell$ is made of. Let us for instance pay attention to the segment $[\Phi_1, \Phi_2]$. This segment is inside a given cell, say $D$. As for the first algorithm, the calculations are made in 3-D inside the cell $D^*$ and using the corresponding ellipse. This process is obviously repeated for each segment. Then, it is enough to add together the corresponding values to get the spreading duration between $I$ and $K_\ell$.

The overall fire spread propagation is then calculated with the same principles as those used in the previous case, namely with the Dijkstra’s shortest path algorithm.

To close the description of this second algorithm, recall that the use of long edges is sometimes criticized since it is supposed to induce distortions. This is clearly true if the rate of spread along all the edge is calculated only under the basis of the physical properties of the cell in which the ignition occurs. On the contrary, in the model proposed here, the calculation is decomposed so as to use local data only. That being said, it must also be acknowledged that there is no assurance that in a chaotic relief the longest edges necessarily match the fastest ways.
COMPARISON OF THE TWO ALGORITHMS

We consider hereafter two kinds of test which we respectively refer to as in vitro and in vivo tests. In both cases, they are carried out with the following provisos:

- In the algorithm involving dynamic neighbourhoods, ellipses are discretized by a set of 48 vectors. This does not count the edges which may be added to regularize the distribution of directions in the out-neighbourhood of some ignition points. Furthermore, cell borders are divided into 20 segments.
- The static out-neighbourhoods used by the other algorithm are those described in Figure 4.

In vitro tests

In the in vitro tests, simulations are performed under the assumptions of a single ignition point, a flat land and a constant wind. In that case, the use of a geographical information system is not required. The main objective is in fact to compare shapes provided by simulation with ellipses predicted by the model. Whenever these shapes are or evoke ellipses, particular interest is given to characteristics such as orientation and length-to-breath ratio. In case of static neighbourhoods involving a limited number of edges, e.g. 8 or 16, the shapes obtained may widely differ from ellipses (Cui and Perera, 2008), (Peterson et al., 2009). The following are the results obtained with the two algorithms introduced in this article:

Static and dynamic neighbourhoods have been respectively used for the simulations whose results correspondingly appear in the first and in the second column. The pictures on the first row show propagations along the y-axis. On the second row are the results of propagations in a direction forming an angle of 20° with the y-axis. Among others, this direction entails the distortion shown in picture 6.c. In each cases, the orientation and the length-to-breath ratios are correct. However, the shapes obtained using dynamic neighbourhoods, whilst not perfect, are clearly much more satisfactory. This suggests that the corresponding algorithm could estimate fire contours more accurately.

In vivo tests

In the in vivo tests, comparisons are made using an implementation of the two algorithms on the same geographic information system. Thus, comparisons can be conducted between the respective contours obtained from the two algorithms or between results of simulations and field surveys. Though it is essential, the second task is clearly the trickiest part of the work. Indeed it is subject to rigorous conditions:

- It is mandatory to have field surveys established accurately. In addition to precise contours, current meteorological conditions must have been recorded.
- Fire growth must not have been hampered by the actions undertaken by fire fighters.

It is generally difficult to meet these requirements. Aerial photographs taken at short and regular time intervals would be ideal. Such data are rarely, if ever, available. In some cases, extracts from archives can be used (Fig. 7).

Valid studies can thus be carried out but in a limited number of cases. Such a work has been done for the algorithm using static neighbourhoods and a certain amount of correlation between simulations and field data has been established (Dumond, 2016). Nevertheless, the global trend is clearly to
a certain under-rating of fire contours, which makes perfect sense considering the approximations induced by this algorithm. In the present setting, we can in addition consider the contours provided by the algorithm involving dynamic neighbourhoods. The situation set out in Figure 8 is, in this respect, very representative of the results we have achieved in this new study. As one would expect, the contours obtained thanks to a dynamic neighbourhood (in yellow) encompasses that obtained with a static neighbourhood (in blue). The difference remains however limited. Furthermore, since approximations cannot be fully eliminated, the largest of both contours remains within the actual fire area.

![Figure 8: Results of simulations](image)

For the tests whose results are given above, the physical parameters were as follows: laminar wind intensity=37 km.h⁻¹; temperature in the shade=32°C; soil water content=40mm.

**CONCLUSION**

We have introduced in this paper an algorithm for forest fire growth modelling whose specificity lies in the use of a dynamic neighbourhood for every ignition point considered. Two main conclusions can be drawn from this study:

- Fire shapes provided by the new algorithm are almost systematically between those obtained with static neighbourhoods and field surveys. This tends to prove its relevance and the interest of improving the calculation of rates of spread in the vicinity of fire’s head. It may be noted, however, that the shift remains subdued. This is probably due to the significant number of edges used, at least in the present setting, for the definition of static neighbourhoods. Indeed, this allows considering many different possible paths. Nevertheless, a highest level of accuracy seems established for the new algorithm.

- Under the aforementioned hypotheses, namely ellipses discretized by a set of 48 vectors and cell borders split into 20 different segments, the algorithm with dynamic neighbourhood has been demonstrated to be approximately twice as fast as the other. For example, a simulation corresponding to a fire propagation of 3 hours on the ground takes less than two minutes on a laptop equipped with a Core 17 processor. Again, the difference between the two algorithms seems to be due to the structure of the static neighbourhoods whose longest edges require the calculation of up to 6 different rates of spread.

In conclusion, the accuracy of fire growth prediction has been enhanced by the algorithm proposed in this paper. Hopefully this can achieve beneficial effects at an operational level.
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ABSTRACT
A relationship between risk (volatility) and (expected) return is a big question discussed in a number of papers and studies that do not provide the uniform results. In this paper, this interesting problem is developed through highly liquid stocks traded on the Prague Stock Exchange. In contrast to the most current studies provided a deterministic analysis, a stochastic procedure is proposed in order to analyze this problem satisfactorily. In the first phase of this procedure, the investment portfolios from selected stocks listed in PX Index with different level of risk are made by means of non-linear mathematical programming model. In terms of the second phase, Monte Carlo simulation experiment with these portfolios is performed for several specified time periods. Probability distribution of returns for each stock is determined by the appropriate nonparametric statistical using the historical observations. On the basis of simulation and probability analysis, a form of relationship of risk (volatility) and (expected) return for both investment portfolios and their individual components is declared. The results show that this relationship is ambiguous. It is particularly influenced by time period, or price development on the capital market.

INTRODUCTION
Risk can be primarily comprehended as a fear that the investment will not produce an expected return. Thus, it is obvious that a risk is related to the return. The question of a relationship of the risk and (expected) return of the investment instruments (mostly stocks) is discussed in many papers and studies. Most are dedicated to a verification of a validity of CAPM model which is namely developed by Sharpe (1964). Some resources confirm its functionality – positive linear dependence of the return on the risk (e.g. Fama and MacBeth 1973; Koutmos et al. 1993; Omet et al. 2002; Salman 2002),; some prove its invalidity (e.g. Fama and French 1992; Fama and French 1996; Jegadeesh, 1992; Paman and Vikpossi 2014). These articles actually declare a beta coefficient (based on the returns’ covariances) as a bad measure of the (systematic) risk. However, this is not the only concept of how risk of the investment can be understood, or measured. Only a few papers deal with a relationship of the risk expressed as a (conditional) volatility and return (e.g. Guo et al. 2007). Even with regard to the failure of beta coefficient as a risk measure, the risk is often comprehended as a volatility (instability over time) expressed by some statistical characteristics from the historical returns – standard deviation, variance, semivariance, average absolute negative deviation etc. These measures (with the others) can produce an interesting view of a distribution (development) of returns in the past. Now I can generate some important and interesting questions. Is there any general relationship between risk and return of the investment? Does a higher risk ensure a higher return? Maybe even more interesting, does a higher risk produce a greater ability to overcome the average (expected) return? Are the answers to these questions valid for any time periods? Is a situation the same for both the entire investment portfolio and its individual components? Answers to these questions can be greatly helpful for an investment decision making. So, the main aim of this article is to find the answers to these questions. Most articles make simple regression analysis to study a relationship of the risk (volatility) and return (e.g. Guo et al. 2007). Return of the investment instrument (or investment portfolio) should be comprehended as a stochastic element characterized by some probability distribution. This fact is not often taken into account in the analyses. I propose a more complex approach including this typical element of uncertainty for the capital market. Then a proposed procedure is designed as stochastic. It consists of two phases. In the first one, the investment instruments are chosen. Several times periods with various price development are determined. All data are selected and appropriate characteristics are calculated for each period. Then two investment portfolios (with the lowest/highest risk measured by an average absolute negative deviation) for each period is determined via a model of (non)linear mathematical programming. In the second phase, the probability distributions of returns of the investment instruments, or portfolios are determined by an appropriate nonparametric statistical test. Then the scenarios of returns of the investment over the tracked time period are generated. From this Monte Carlo simulation experiment, necessary final values, returns of the investments can be calculated. Due to these characteristics and probability analysis, the form of a relationship of the risk and return can be specified.
This procedure is applied to the Prague Stock Exchange that is the main stock exchange in the Czech Republic. One reason for this choice is that an investment on the Czech Stock Exchange is more and more popular. And there is no such an analysis which could help many Czech or foreign investors. The results of this analysis show that a relationship of the risk and return is ambiguous. It is named based on a price development on the capital market, as well as a selection of the investment instruments or portfolios. Let me summarize the main contributions of this article. From a theoretical point of view, it is a proposed procedure for an analysis of a relationship between investment risk and return. The benefit of this analysis is an inclusion of the stochastic returns. Moreover, this procedure can be used for both individual investment instruments and the investment portfolio. From a practical point of view, it is a unique analysis on the Prague Stock Exchange for both portfolios and particular stocks which can be a support for many investors.

The article has the following structure. After the Introduction, the methodical approach (stochastic procedure) for an analysis of the specified problem is proposed. In the next section, the Prague Stock Exchange is necessarily described. Followed by a practical part, where all analyses are performed, so stocks selection, stock portfolios making, Monte Carlo simulation experiments and final results discussion. Finally, the article is summarized and some ideas for future research are outlined.

PROPOSED STOCHASTIC PROCEDURE

For the reasons stated in Introduction, to analyse a relationship of the risk and return of the investment (stock or stock portfolio in this paper), the stochastic procedure is proposed. This procedure consists of two phases.

First phase

At first, the capital market and stocks must be selected. For an analysis complexity, a relationship of the risk and return is studied in several time periods with various price development. Then all necessary data for each period, namely the time series of prices, are collected. Then the (capital) return (daily, weekly, monthly, yearly) of the stocks are calculated. The risk of the stock can be expressed as standard deviation, variance, semivariance, average absolute negative deviation etc. I do not prefer a usual measure variance or standard deviation. The main reason is that the negative and also positive deviations are included. However, the positive deviations from mean are desirable. For investment portfolio risk, similar situation occurs with the covariances of returns in the Markowitz concept (Markowitz 1952; Markowitz 1959). This drawback is partly solved by semivariance approach (Markowitz 1959). Moreover, the risk is a nonlinear function which can cause a problem in finding a solution of the mathematical model for a portfolio selection. To eliminate all negative aspects of these risk measures, I propose to apply average absolute negative deviation concept. It is computed for the $i$-th stock as follows:

$$ r_i = \frac{1}{m} \sum_{j=1}^{m} (\bar{x}_i - x_{ij}) $$

where $x_{ij} (i=1,2,...,n; j=1,2,...,m)$ is the $j$-th historical return of the $i$-th stock, $\bar{x}_i$ is the average return of the $i$-th stock and $m$ is a number of historical returns which are lower than the average return. Then the risk of the entire portfolio can be calculated as the following weighted sum:

$$ r_p = \sum_{i=1}^{n} x_{ij} $$

where $x_{ij} (i=1,2,...,n)$ is a share of the $i$-th stock in the portfolio and $n$ is a maximum possible number of stocks in the portfolio. This indicator is a representative measure of risk. It indicates the average negative deviation from the average value. It is comprehensible, easily applicable in the real situations. The portfolio return is analogically specified as a weighted sum of the returns of the individual stocks.

To be able to analyse a relationship of the return and risk in the level of stock investment portfolios, the portfolios with different level of risk for each period must be made. A portfolio selection is performed by a minimizing (maximizing) linear mathematical programming model that can be formulated in the following form:

$$ \min/\max \ z = \sum_{i=1}^{n} r_i x_i, $$

$$ \sum_{i=1}^{n} x_i = 1, $$

$$ x \in X $$

where $\sum_{i=1}^{n} x_i = 1$ is a “portfolio” condition, $x = (x_1,x_2,...,x_n)$ is a vector of variables representing a share of the stock in the portfolio and $X$ is a set of other possible conditions (e.g. conditions for a portfolio diversification).

Second phase

At the beginning of the second phase, a probability distribution of returns of each stock from the portfolios for each time period must be determined for a simulation experiment. For this purpose, the nonparametric statistical tests are applied. In case of a small number of historical returns (observations), Durbin-Watson test is applied. Otherwise, Kolmogorov-Smirnov test can be used. Then the returns of each stock are generated from a particular probability distribution. For the representative results, the number of scenarios should be greater, for instance 1000 scenarios describing a possible development of stock returns for each portfolio related to a determined time period. Now, the investment strategy is specified. The strategy can be represented by a one-shot investment at the beginning of the time period or by a continuous investing in each stated time interval (e.g. month as in the practical part) during the entire time period. Of course, we can work only with the returns. But in my opinion, the analysis is more telling with some concrete amount of invested money.

For instance, if the stated interval in terms of the watched time period is month, at the end of each month a value of the stock is calculated on the basis of generated monthly returns.
This final value of the stock at the end of the chosen time period is compared with the investment to obtain a return of this investment (in percent) that can be calculated as

\[ \text{return} _ {\text{inv}} = \frac{\text{final}}{\text{investment}} - 1(100\%), \]

where final represents a final value of the i-th stock and investment is an invested amount of money in the i-th stock. The final value final is determined as an average of the final values over all scenarios. The return of the j-th entire portfolio (in percent) is formulated as follows

\[ \text{return} _ {\text{port}} = \frac{\sum_{i=1}^{n} \text{final}}{\sum_{i=1}^{n} \text{investment}} - 1(100\%), \]

where \( n \) is a number of stocks in the portfolio. On the basis of these returns’ characteristics (and level of risk), the relationship between risk and return of the investment can be analyzed.

Further, the average (expected) return is calculated for each stock, or stock portfolio. It is determined by the formulae (1) and (2), but the final value is calculated from one possible scenario represented by the average (monthly) return. The relationship of the final and average (expected) return is expressed as the following proposed ratio for the i-th stock with positive, or negative return

\[ \text{ratio} = \frac{\text{return} _ {\text{inv}}}{\text{exp} _ {\text{return} _ {\text{inv}}}}, \text{or ratio} = \frac{\text{exp} _ {\text{return} _ {\text{inv}}}}{\text{return} _ {\text{inv}}}, \]

where \( \text{exp} _ {\text{return} _ {\text{inv}}} \) is an average (expected) return of the i-th stock. Ratio for j-th portfolio is analogically calculated as

\[ \text{ratio} = \frac{\text{return} _ {\text{port}}}{\text{exp} _ {\text{return} _ {\text{port}}}}, \text{or ratio} = \frac{\text{exp} _ {\text{return} _ {\text{port}}}}{\text{return} _ {\text{port}}}, \]

where \( \text{exp} _ {\text{return} _ {\text{port}}} \) is an average (expected) return of the j-th stock portfolio. To consider a shape of returns distribution satisfactorily, the ratio must be improved by the probability that the final return is better than expected. Then the probability ratio is proposed as follows

\[ \text{prob} _ {\text{ratio}} = \text{ratio} * \text{prob} _ {i}, \text{prob} _ {\text{ratio}} = \text{ratio} * \text{prob} _ {i}, \]

where \( \text{prob} _ {i} \) is a mentioned probability for the i-th stock, or the j-th stock portfolio. It is calculated as a ratio of the number of scenarios where the final value of investment is higher than expected and the total number of scenarios. The value of ratio expresses a power of the investment to overcome the average (expected) return, or suppress the loss. A higher ratio indicates a greater ability to overcome the average (expected) return. This indicator allows to easily analyse a relationship of risk and ability of overcoming of the average (expected) return of the investment.

**ANALYSIS ON THE PRAGUE STOCK EXCHANGE**

In the practical part of this article, the analysis of a relationship between risk and return of the investment on the Prague Stock Exchange is performed by means of the proposed stochastic procedure.

At first, the Prague Stock Exchange is briefly introduced. Secondly, the return and risk data of the selected stocks is collected, or calculated. Subsequently, a probability distribution of the returns of each stock is determined by the appropriate parametric statistical test. Further, the stock portfolios are made. Then the Monte Carlo simulation experiment with these portfolios are performed to analyze a declared relationship. The results are closely discussed.

**Prague Stock Exchange**

Prague Stock Exchange is one of two stock markets in the Czech Republic. It plays a significant role in the securities trading in this country. This stock market has been developing since 1993 when the capital market regenerates after the socialist regime collapse (Veselá 2011). The Prague Stock Exchange consists of three markets – Prime, Standard and Start. The particular markets especially differ in demands on information duty from the issuers or other authorized persons. Prime and Standard are regulated markets. Start is unregulated. The strictest conditions hold to issue on the Prime market. Trading on these markets takes place in the automated trading system that is electronic system controlled by orders and quotes (Investování v ČR). Trading is mediated by authorized brokers, exchange members respectively (Princip obchodování 2017).

The traded products are stocks, bonds, exchange traded funds, warrants, investment certificates, futures and options (O finančních nástrojích 2017). Three indices on this stock market are calculated – PX, PX-TR and PX-GLOB. PX Index is an official price index of the Prague Stock Exchange, therefore it is a point of interest in this analysis. It is a price index with a weighted ratio of the most liquid stocks calculated in a real time (Index PX 2017). Three fifths of a market capitalization are held by the finance sector. Less than a fifth is created by the segment of electricity suppliers. Other components of the index are the segments of consumer goods, technology and telecommunication, basic industries and consumer services. It consists of 13 issues, which are listed in descending order of the share in the index: Erste Group Bank, Komerční banka, ČEZ, Moneta Money Bank, VIG, O2 C.R., Unipetrol, Pegas Nonwovens, Philip Morris ČR, CETV, Stock, Fortuna, Kofola ČS. PX-TR Index takes into account a dividend returns (Burzovní indexy – PX 2017). PX-GLOB is a price index including all traded stocks (Popis indexů 2017).

**Stock data**

As mentioned above, the basis of PX Index is formed by 13 issues. However, all stocks are not included in the analysis because some issues are on the Prague Stock Exchange shortly. Then the sufficient time series of returns are not available. This is a stock of Moneta Money Bank, VIG, Stock, Fortuna and Kofola ČS. Furthermore, Stock, Fortuna and Kofola has very small share in PX Index. Approximately 80% of basis are preserved. But that is not so important for the analysis. Remaining 8 stocks partake of the analyses - Erste Group Bank (ERSTE as abbreviation for future use), Komerční banka (KB), ČEZ, O2 C.R.,
For an analysis complexity, a longer time period 2007-2017 is selected. This period includes various development of the stock prices. Therefore, it is divided into 3 subperiods – period of “drop”, “rise” and “calm”. The first period lasts from November 2007 to February 2009. During this financial crisis, prices went down sharply with a few smaller positive corrections. The period of “rise” is denoted as a phase from March 2009 to March 2011. This is a very positive period on the capital markets. The stock prices significantly uprisen. The period of “calm” is set from April 2011 to June 2017. This period is characteristic by a variable development of the stock prices. However, there are no huge falls or rises. These periods are chosen to reflect a major market development which is clearly displayed in the graph on this web page (Vývoj indexu PX 2017). Of course, it is not possible to foreclose that the price of some particular stock can develop slightly different.

In order to have a sufficient number of observations, the return of stocks is calculated monthly from the closing prices available in the data bank of Patria online (Databanka Patria online 2017). Risk connected with the investment in the stock is measured by the average absolute negative deviation connected with the investment in the k of Patria online (Databanka).

The average monthly return is not so high (see below). But this proportion is usual for the stocks. The values of both characteristics for all three periods are in the following table (Table 1).

As we can see, the average monthly return is not so high related to the risk. Of course, it depends on a time period (see below). But this proportion is usual for the stocks. The values of both characteristics for all three periods are in the following table (Table 2).

The results show the expected fact that stocks’ returns are usually not normally distributed. It turns out that a determination of a proper known distribution can be sometimes difficult. Then the selected distribution describes the returns only approximately.

**Portfolio selection**

In the next step of the procedure, the portfolios for each period (including a 10-year) are made. We find the stock portfolio with minimum and maximum risk. Some other demands may be placed on the portfolio. If the minimum number of stocks in the portfolio will not be declared, then the portfolio will contain only one stock with minimum, or maximum risk. On the other side, too high number of stocks should be unnoticed and badly controllable for the investor. Based on my own experiences with the investment, the portfolio should consist of at least 3 stocks. This condition can be expressed via the maximum share of one stock in the portfolio. Moreover, this specification simplifies a formulation of the following mathematical model. So, the maximum share is determined as 40 %. Another conditions should be added, but it is not desirable for this analysis. For a portfolio selection, the following mathematical model minimizing/maximizing risk of the portfolio is formulated as

$$\min/\max \ z = \sum_{i=1}^{n} r_i x_i$$

$$0 \leq x_i \leq 0.4 \quad i = 1,2,\ldots,8,$$

$$\sum_{i=1}^{n} x_i = 1$$

where $r_i$ $(i = 1,2,\ldots,8)$ is a risk of the i-th stock, $x_i$ $(i = 1,2,\ldots,8)$ denotes a share of the i-th stock in the portfolio. The values of i correspond upwardly to the stocks in the order from Table 1 $(i = 1$ for ERSTE, $i = 2$ for KB, $\ldots$, $i = 8$ for CETV).

Due to the formulation of the risk objective function, it is a linear model of mathematical programming that can be solved by the theory of linear programming. The minimization of the risk of the portfolio is a linear programming problem which can be solved using the well known simplex algorithm. The solution of this problem is a portfolio with minimum risk.

The list of probability distributions is in Table 3.

**Table 3: Probability distribution of stocks’ returns**

<table>
<thead>
<tr>
<th>Stock</th>
<th>Drop</th>
<th>Rise</th>
<th>Calm</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERSTE</td>
<td>Weibull</td>
<td>Gumbel</td>
<td>Weibull</td>
</tr>
<tr>
<td>KB</td>
<td>Gumbel</td>
<td>Gumbel</td>
<td>Logistic</td>
</tr>
<tr>
<td>ČEZ</td>
<td>Gumbel</td>
<td>Lognormal</td>
<td>Beta</td>
</tr>
<tr>
<td>O2 C.R.</td>
<td>Weibull</td>
<td>Logistic</td>
<td>Student</td>
</tr>
<tr>
<td>Unipetrol</td>
<td>Logistic</td>
<td>Weibull</td>
<td>Logistic</td>
</tr>
<tr>
<td>PM</td>
<td>Logistic</td>
<td>Gumbel</td>
<td>Logistic</td>
</tr>
<tr>
<td>CETV</td>
<td>Normal</td>
<td>Gumbel</td>
<td>Logistic</td>
</tr>
</tbody>
</table>

The results show the expected fact that stocks’ returns are usually not normally distributed. It turns out that a determination of a proper known distribution can be sometimes difficult. Then the selected distribution describes the returns only approximately.

**Portfolio selection**

In the next step of the procedure, the portfolios for each period (including a 10-year) are made. We find the stock portfolio with minimum and maximum risk. Some other demands may be placed on the portfolio. If the minimum number of stocks in the portfolio will not be declared, then the portfolio will contain only one stock with minimum, or maximum risk. On the other side, too high number of stocks should be unnoticed and badly controllable for the investor. Based on my own experiences with the investment, the portfolio should consist of at least 3 stocks. This condition can be expressed via the maximum share of one stock in the portfolio. Moreover, this specification simplifies a formulation of the following mathematical model. So, the maximum share is determined as 40 %. Another conditions should be added, but it is not desirable for this analysis. For a portfolio selection, the following mathematical model minimizing/maximizing risk of the portfolio is formulated as

$$\min/\max \ z = \sum_{i=1}^{n} r_i x_i$$

$$0 \leq x_i \leq 0.4 \quad i = 1,2,\ldots,8,$$

$$\sum_{i=1}^{n} x_i = 1$$

where $r_i$ $(i = 1,2,\ldots,8)$ is a risk of the i-th stock, $x_i$ $(i = 1,2,\ldots,8)$ denotes a share of the i-th stock in the portfolio. The values of i correspond upwardly to the stocks in the order from Table 1 $(i = 1$ for ERSTE, $i = 2$ for KB, $\ldots$, $i = 8$ for CETV).

Due to the formulation of the risk objective function, it is a linear model of mathematical programming that can be solved by the theory of linear programming. The minimization of the risk of the portfolio is a linear programming problem which can be solved using the well known simplex algorithm. The solution of this problem is a portfolio with minimum risk.

The list of probability distributions is in Table 3.
easily solved by well-known simplex method implemented in Lingo optimization software. Minimizing form of the model is solved for 3 periods (marked as $P_{drop\_MIN}$ for period of “drop”, $P_{rise\_MIN}$ for period of “rise” and $P_{calm\_MIN}$ for period of “calm“) and also for a whole 10-year period (marked as $P_{whole\_MIN}$). Similarly, the maximizing form of the model is used for a portfolio selection in all periods (marked analogically $P_{drop\_MAX}$, $P_{rise\_MAX}$, $P_{calm\_MAX}$ and $P_{whole\_MAX}$). So, we have 8 mathematical models with different risk data from Table 1 and 2. As expected, the optimal solution for all models are found. Further, based on the model specification, it is possible to expect that the final portfolio for each case will be composed from 3 the least/most risky stocks. All portfolios are displayed in the following table (Table 4).

Table 4: Portfolios for all time periods

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Stock Share</th>
<th>Stock Share</th>
<th>Stock Share</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{whole_MIN}$</td>
<td>CEZ 20%</td>
<td>Unipetrol 40%</td>
<td>PM 40%</td>
</tr>
<tr>
<td>$P_{whole_MAX}$</td>
<td>ERSTE 40%</td>
<td>KB 20%</td>
<td>CETV 40%</td>
</tr>
<tr>
<td>$P_{drop_MIN}$</td>
<td>CEZ 40%</td>
<td>O2 C.R. 20%</td>
<td>PM 40%</td>
</tr>
<tr>
<td>$P_{drop_MAX}$</td>
<td>ERSTE 40%</td>
<td>KB 20%</td>
<td>CETV 40%</td>
</tr>
<tr>
<td>$P_{rise_MIN}$</td>
<td>CEZ 40%</td>
<td>O2 C.R. 20%</td>
<td>Unipetrol 20%</td>
</tr>
<tr>
<td>$P_{rise_MAX}$</td>
<td>ERSTE 40%</td>
<td>PM 20%</td>
<td>CETV 40%</td>
</tr>
<tr>
<td>$P_{calm_MIN}$</td>
<td>Unipetrol 40%</td>
<td>Pegas 20%</td>
<td>PM 40%</td>
</tr>
<tr>
<td>$P_{calm_MAX}$</td>
<td>ERSTE 40%</td>
<td>O2 C.R. 20%</td>
<td>CETV 40%</td>
</tr>
</tbody>
</table>

The values of average monthly return and risk of these portfolios are summarized in Table 5.

Table 5: Return and risk of all portfolios

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Av. return [%]</th>
<th>Risk [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{whole_MIN}$</td>
<td>0.14</td>
<td>4.71</td>
</tr>
<tr>
<td>$P_{whole_MAX}$</td>
<td>-0.03</td>
<td>10.76</td>
</tr>
<tr>
<td>$P_{drop_MIN}$</td>
<td>-2.76</td>
<td>6.39</td>
</tr>
<tr>
<td>$P_{drop_MAX}$</td>
<td>-10.01</td>
<td>15.74</td>
</tr>
<tr>
<td>$P_{rise_MIN}$</td>
<td>1.09</td>
<td>4.19</td>
</tr>
<tr>
<td>$P_{rise_MAX}$</td>
<td>5.83</td>
<td>10.48</td>
</tr>
<tr>
<td>$P_{calm_MIN}$</td>
<td>0.77</td>
<td>3.22</td>
</tr>
<tr>
<td>$P_{calm_MAX}$</td>
<td>0.02</td>
<td>8.99</td>
</tr>
</tbody>
</table>

Monte Carlo simulation experiment

In the next step, Monte Carlo simulation for each stock investment portfolio is performed. 1000 scenarios of return for each month for each stock of the portfolios are generated. Then we have 1000 scenarios of a development of stocks’ returns for each portfolio related to a determined time period. The monthly returns are generated from a proper probability distribution (see Table 3) by means of Crystal Ball in MS Excel environment. As mentioned earlier, a continuous monthly investment is considered. It is 10 000 CZK per month throughout the entire period. The first investment is made at the beginning and the others at the end of each month (except the last month). This monthly invested amount is rather symbolic to operate with it better. On the Prague Stock Exchange, the trading takes place in the standardized units whose value can be higher. But the amount of investment is not essential for our analysis. At the end of each period, we have a final value of investment in each stock, in each portfolio as well. The expected final value of investment in stocks and portfolios is stated on the basis of average monthly returns. All important characteristics (return and probability ratio) of each portfolio and its individual components are digestedly shown in the appropriate tables below. The amounts of money are expressed in CZK.

Firstly, the investment situation for a 10-year time period is analyzed. The portfolio characteristics are displayed in the following table (Table 6).

Table 6: Portfolio characteristics for a 10-year period

<table>
<thead>
<tr>
<th>Portfolio (Probability)</th>
<th>Final Investment Return</th>
<th>Expected Investment Return</th>
<th>Ratio (Pr. Ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{whole_MIN}$ (0.585)</td>
<td>1 573 824 1 600 000</td>
<td>1 321 683 1 600 000</td>
<td>2.57 (1.5)</td>
</tr>
<tr>
<td>$P_{whole_MAX}$ (0.575)</td>
<td>1 870 529 1 600 000</td>
<td>1 202 231 1 600 000</td>
<td>16.82 (9.67)</td>
</tr>
</tbody>
</table>

Regardless of distributions of stock returns, it is obvious that a riskier investment portfolio produces a higher return. It is a confirmation of a relationship “higher risk-higher return”. Both portfolios overcome their expected return. Ratio “final return/expected return” is higher for a riskier stock portfolio. To take into account a distribution of the returns, a probability ratio is calculated. Then the values of this probability ratio confirm a validity of a positive relationship between risk and ability to overcome the average (expected) return.

And how do particular stocks of portfolios behave? See the characteristics of the stocks in the next table (Table 7).

Table 7: Stocks’ characteristics for a 10-year period

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Stock (Prob.)</th>
<th>Final</th>
<th>Expected</th>
<th>Ratio (Pr. Ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{whole_MIN}$</td>
<td>CEZ (0.495)</td>
<td>-29.89 %</td>
<td>-35.53 %</td>
<td>1.19 (0.59)</td>
</tr>
<tr>
<td></td>
<td>Unipetrol (0.645)</td>
<td>41.04 %</td>
<td>10.63 %</td>
<td>3.96 (2.55)</td>
</tr>
<tr>
<td></td>
<td>PM (0.565)</td>
<td>62.1 %</td>
<td>41.98 %</td>
<td>1.48 (0.84)</td>
</tr>
<tr>
<td>$P_{calm_MIN}$</td>
<td>ERSTE (0.645)</td>
<td>139.05 %</td>
<td>23.52 %</td>
<td>5.91 (3.81)</td>
</tr>
</tbody>
</table>
The risk level of the stocks in a less risky portfolio ($P_{whole\_MIN}$) is very similar as we can see in Table 1. The stock ČEZ with the highest risk produces a loss as the only one. It is caused by its negative average monthly return for this period. It was not possible to expect that this stock (with the highest risk) automatically produces the highest return. On the contrary, the opposite was expected. However, a relation of the final return (loss) to the expected return (loss) is essential. The loss is approximately about 19 % less than its expected value. Stock PM has the lowest risk and also produces the highest return. It is expected on the basis of its the highest average monthly return. The (probability) ratio of PM is higher than the ratio of ČEZ stock. This fact confirms an invalidity of a relationship of the risk and ability to overcome expected return. A comparison of stocks Unipetrol and PM do not affect a validity of this relationship because Unipetrol has a higher risk and also a higher (probability) ratio. It means that a higher risk produces a greater ability of overcoming of the expected return in this case.

In terms of a riskier portfolio ($P_{whole\_MAX}$), the validity of a studied relationship at a level of particular stocks is not generally confirmed. The stock with the second highest risk ERSTE produces the highest level of return and also (probability) ratio than the stock with the highest risk CETV. Analogically, the results for other time periods could be discussed. Due to a limited number of pages of the conference paper, only the most important aspects can be discussed. Let us see the following table (Table 8) with both portfolio characteristics in the period of “drop”.

Table 8: Portfolio characteristics for the period of “drop”

<table>
<thead>
<tr>
<th>Portfolio (Probability)</th>
<th>Final Investment Return</th>
<th>Expected Investment Return</th>
<th>Ratio (Pr. Ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{drop_MIN}$ (0.455)</td>
<td>125 887 160 000 -21.32 %</td>
<td>127 383 160 000 -20.39%</td>
<td>0.96 (0.44)</td>
</tr>
<tr>
<td>$P_{drop_MAX}$ (0.45)</td>
<td>79 031 160 000 -50.61 %</td>
<td>77 245 160 000 -51.72%</td>
<td>1.02 (0.46)</td>
</tr>
</tbody>
</table>

As expected in this period, both portfolios produce a loss. A riskier portfolio has a higher loss. It is an expectable result according to the characteristics in Table 5. Without knowledge about distribution of the returns, it is possible to say that a higher risk does not ensure a higher return. More interesting view produce an inclusion of a probability analysis, or a ratio of expected and final return. A less risky portfolio ($P_{drop\_MIN}$) has a higher loss than expected. But a riskier portfolio ($P_{drop\_MAX}$) has a lower loss than expected. This portfolio has a greater ability to overcome its negative return. This fact is also confirmed by a probability ratio. In other word, a higher risk produces a higher chance to overcome average (expected) return.

Table 9: Stocks’ characteristics for the period of “drop”

<table>
<thead>
<tr>
<th>Portfolio (Prob.)</th>
<th>Stock (Prob.)</th>
<th>Final</th>
<th>Expected</th>
<th>Ratio (Pr. Ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{drop_MIN}$ (0.455)</td>
<td>ČEZ (0.525)</td>
<td>-29.96 %</td>
<td>-26.39%</td>
<td>0.88 (0.46)</td>
</tr>
<tr>
<td></td>
<td>O2 C.R. (0.53)</td>
<td>-18.01 %</td>
<td>-17.61%</td>
<td>0.98 (0.52)</td>
</tr>
<tr>
<td></td>
<td>PM (0.415)</td>
<td>-19.47 %</td>
<td>-22.5 %</td>
<td>1.16 (0.48)</td>
</tr>
<tr>
<td>$P_{drop_MAX}$ (0.45)</td>
<td>ERSTE (0.545)</td>
<td>-55.13 %</td>
<td>-51.24%</td>
<td>0.93 (0.51)</td>
</tr>
<tr>
<td></td>
<td>KB (0.565)</td>
<td>-33.26 %</td>
<td>-29.93%</td>
<td>0.9 (0.51)</td>
</tr>
<tr>
<td></td>
<td>CETV (0.415)</td>
<td>-61.44 %</td>
<td>-60.31%</td>
<td>0.98 (0.41)</td>
</tr>
</tbody>
</table>

This table confirms the fact that in the period of negative development on the capital market the stocks with a higher risk produce a higher loss. And does a higher risk produce a higher chance to overcome expected (average) return in this time period? The answer is NO. The riskiest stocks ČEZ and CETV have the lowest level of probability ratio. Their ability to overcome their average (expected) return is in the lowest level. Let us focus on the period of “rise”. The portfolio characteristics are in Table 10.

Table 10: Portfolio characteristics for the period of “rise”

<table>
<thead>
<tr>
<th>Portfolio (Probability)</th>
<th>Final Investment Return</th>
<th>Expected Investment Return</th>
<th>Ratio (Pr. Ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{rise_MIN}$ (0.44)</td>
<td>293 299 250 000 17.32 %</td>
<td>290 028 250 000 16.01%</td>
<td>1.08 (0.48)</td>
</tr>
<tr>
<td>$P_{rise_MAX}$ (0.37)</td>
<td>556 619 250 000 122.65 %</td>
<td>582 207 250 000 132.88%</td>
<td>0.92 (0.34)</td>
</tr>
</tbody>
</table>

On the one side, a positive relationship between risk and return is confirmed. This fact is based on a higher average return of a riskier stock portfolio. On the other side, the ability of this portfolio to overcome average (expected) return is lower than for a less risky portfolio that even produce a higher return than expected. And what about a behavior of the individual components of these portfolios in the period of positive price development on the stock exchange? As we can see in Table 11, the riskiest stock in a portfolio Price_MIN produces the highest return. For a riskier portfolio (Price_MAX) this fact does not hold, because the riskiest stock is CETV. As you can see, the ability of overcoming of the average (expected) return is also not confirmed.
Table 11: Stocks’ characteristics for the period “rise”

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Stock (Prob.)</th>
<th>Final</th>
<th>Expected</th>
<th>Ratio (Pr. Ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prise_MIN</strong></td>
<td>CEZ (0.435)</td>
<td>20.21%</td>
<td>17.84%</td>
<td>1.13 (0.49)</td>
</tr>
<tr>
<td></td>
<td>O2 C.R. (0.285)</td>
<td>6.03%</td>
<td>6.49%</td>
<td>0.93 (0.27)</td>
</tr>
<tr>
<td></td>
<td>Unipetrol (0.43)</td>
<td>34.11%</td>
<td>31.41%</td>
<td>1.09 (0.47)</td>
</tr>
<tr>
<td><strong>Prise_MAX</strong></td>
<td>ERSTE (0.385)</td>
<td>161.75%</td>
<td>157.81%</td>
<td>1.03 (0.4)</td>
</tr>
<tr>
<td></td>
<td>PM (0.445)</td>
<td>43.32%</td>
<td>44.01%</td>
<td>0.98 (0.44)</td>
</tr>
<tr>
<td></td>
<td>CETV (0.315)</td>
<td>123.21%</td>
<td>152.39%</td>
<td>0.81 (0.26)</td>
</tr>
</tbody>
</table>

Finally, the simulation (probability) analysis is performed to the period of “calm”. Traditionally, the characteristics of both portfolios are listed first (see Table 12).

Table 12: Portfolio characteristics for the period of “calm”

<table>
<thead>
<tr>
<th>Portfolio (Probability)</th>
<th>Final Investmen t Return</th>
<th>Expected Investmen t Return</th>
<th>Ratio (Pr. Ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pcalm_MIN</strong></td>
<td>939.116</td>
<td>1 021.697</td>
<td>0.7 (0.23)</td>
</tr>
<tr>
<td>(0.325)</td>
<td>750 000</td>
<td>750 000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25.22 %</td>
<td>36.23 %</td>
<td></td>
</tr>
<tr>
<td><strong>Pcalm_MAX</strong></td>
<td>754 479</td>
<td>770 262</td>
<td>0.22 (0.08)</td>
</tr>
<tr>
<td>(0.365)</td>
<td>750 000</td>
<td>750 000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6 %</td>
<td>2.7 %</td>
<td></td>
</tr>
</tbody>
</table>

A riskier portfolio does not produce a higher return. This fact is namely caused by the stock CETV that has a negative average return and very high risk. The less risky portfolio has also a greater chance to overcome an expected return according to the (probability) ratio. The characteristics of particular stocks are displayed in the following table (Table 13).

Table 13: Stocks’ characteristics for the period of “calm”

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Stock (Prob.)</th>
<th>Final</th>
<th>Expected</th>
<th>Ratio (Pr. Ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pcalm_MIN</strong></td>
<td>Unipetrol (0.27)</td>
<td>18.18%</td>
<td>39.10%</td>
<td>0.47 (0.13)</td>
</tr>
<tr>
<td></td>
<td>Pegas (0.335)</td>
<td>44.78%</td>
<td>55.83%</td>
<td>0.8 (0.27)</td>
</tr>
<tr>
<td></td>
<td>PM (0.4)</td>
<td>22.47%</td>
<td>23.54%</td>
<td>0.95 (0.38)</td>
</tr>
<tr>
<td><strong>Pcalm_MAX</strong></td>
<td>ERSTE (0.435)</td>
<td>23.58%</td>
<td>19.64%</td>
<td>1.2 (0.52)</td>
</tr>
<tr>
<td></td>
<td>O2 C.R. (0.365)</td>
<td>3.88%</td>
<td>6.74%</td>
<td>0.58 (0.21)</td>
</tr>
<tr>
<td></td>
<td>CETV (0.275)</td>
<td>-24.02%</td>
<td>-16.26%</td>
<td>0.68 (0.19)</td>
</tr>
</tbody>
</table>

Most stocks produce a lower return than expected. As expected, a higher risk does not mean a higher final return (see for instance the riskiest stock CETV). The least risky stock PM in the portfolio Pcalm_MIN has the greatest ability for overcoming of an average (expected) return. The relationship “higher risk-greater ability to overcome an average (expected) return” is also negated. This relationship does also not hold for a highly risky portfolio.

Results discussion

This empirical analysis based on the proposed stochastic procedure proves that a higher risk may not lead to a higher return of the investment. This result is expected according to the main statistical characteristics (mean, average absolute negative deviation) in the selected time periods. For instance, it is expectable that in the period of “drop” a riskier stock portfolio will produce higher losses, as well in the whole 10-year period. Then it is obvious that this type of relation will hold rather in the period of positive prices development on the capital market, or in stable conditions. But this conclusion does not hold for the individual stocks. Even in one period, it is not possible to confirm a general positive relationship of the risk and return.

I think that the most significant contribution of the stochastic analysis is a study of relationship of risk and ability to overcome an average (expected) return. For investment portfolios, this relationship is confirmed for longer 10-year period and period of “drop” where a riskier portfolio can mitigate the losses better. This relationship cannot be possible to confirm for a set of particular stocks in any time period.

Finally, we can say that any studied relationship does not generally hold. It depends on the time period, or prices development (and related returns distribution) on the capital market, and as well as the set of selected stocks (and on which capital market are traded), or the investment portfolios. Of course, a choice of the capital market itself can affect an analysis. But as mentioned above, some specific patterns for some time period on the Prague Stock Exchange hold. This result can be helpful in the investment decision making process. The (potential) investor knows which stocks would be more or less suitable in particular market situation. In addition, the investor has not to apply a chosen investment strategy. This analysis was also performed for a one-shot investment and the results were very similar. Furthermore, the proposed procedure can be also applied to another investment instruments (e.g. open unit trusts).

The last note concerns a nature of the obtained results. The analysis is based on the historical data. History may not repeat. A potential investor should treat the results with caution. Monte Carlo simulation is based on a knowledge about the returns distributions which are sometimes determined with difficulty. Moreover, a generation of scenarios of the returns is a random process. Scenarios can vary greatly. But a sufficient number of scenarios uprates the results that we still should understand as average (approximate).
CONCLUSION

This article deals with an analysis of a relationship of the risk (volatility) and return of stocks, or stock investment portfolio which is very interesting investment issue in a long run. For this purpose, the stochastic procedure is proposed. This approach uses a principle of linear mathematical programming and mainly Monte Carlo simulation. The simulation experiments are performed for the selected stocks and stock investment portfolios in different time periods on the Prague Stock Exchange. All questions specified in the Introduction are satisfactorily answered. It has been shown that a relationship of the risk and return is ambiguous and must be handled with care when investing. The proposed methodical concept using a simulation approach has proved successful in analyzing.

For the future research, the concept of conditional volatility estimated from some econometric model could be included as in (Guo et al. 2009). This concept would take into account a risk (volatility) variability over time. Greater emphasis may be placed on choosing a time period. For instance, Fiore and Saha (2005) identified a different investment behavior in summer months which would be interesting to analyze separately on the Czech Stock Exchange.
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ABSTRACT
The study of cycles in the context of economic time series has been active for many decades, if not centuries; however, it was only in recent decades that more formal approaches for identifying cycles have been developed. In (Litvine (2016)) a new approach is proposed for dating cycles in financial time series for purposes of optimising buy-sell strategies. In this approach, cycle dating is presented as an optimisation problem. A method was also introduced for solving this problem, known as the hierarchical method (using full evaluation, or HR-FE2). However, this method may be impractical for large data sets as it may require unacceptably long computation time. In this paper, a novel procedure, known as buy-sell adapted extrema importance identity sequence retrieval (BSA-EIISR), is introduced as an alternative to the hierarchical method in order to alleviate the problem of long computation times. It was found that BSA-EIISR outperforms HR-FE2 by a large margin in terms of computation time. In many cases, BSA-EIISR also outperforms HR-FE2 in terms of objective function value, but it was found that there are still certain cases where HR-FE2 outperforms BSA-EIISR in terms of objective function value.

Introduction

The Merriam-Webster dictionary defines the word “cycle” as “a repeating series of events or actions”. The keyword here is “repeating”: this implies that there is an identifiable regularity in these events, which in turn implies that inference may be made with regards to future events with some degree of confidence.

There are many fields and professions where predictive power with regard to future events is important, such as medicine, engineering and city planning, for example. In economics and finance, policymakers and portfolio managers can make better decisions when informed of highly probable events that might occur in the future. This is one of the reasons why business cycles have been of interest to economists for nearly two centuries - business cycles often occur with surprising regularity, allowing economists to anticipate and act on these regular occurrences in the economy.

When one attempts to discover cycles in a time series, one generally wants to find segments where the time series has an overall upward trend, which is followed by a segment where the time series has an overall downward trend. This is equivalent to finding alternating peaks and troughs that separate the upward and downward trend segments (also known as turning points). The process of finding these peaks and troughs will be referred to as cycle dating. An example of this is shown in figure 1.1. Note, that we will refer to these troughs and peaks as buy-sell points.

In (Litvine (2016)) a methodology was proposed to date cycles by means of maximising an objective function. This approach allows a numerical measure of the effectiveness of a given dating process, which makes comparisons between different methods easier. The optimisation problem is presented as follows:
Figure 1: An example of dated cycles, using the approach proposed by Litvine (2016), applied to intraday share price data (per second). The peaks and troughs (“sell” and “buy” points, respectively) that the algorithm extracted from the time series are shown as red dots. 20 buy-sell points are found here, equivalent to nine and a half full cycles.

Maximise over $x^*_i, i = 1, 2, \ldots, K$ (where K is even)

$$f_{\text{profit}}(X^*) = \frac{K}{2} \sum_{i=1}^{K/2} (y(x^*_{2i}) - y(x^*_{2i-1}))$$ (1)

subject to

$$x^*_i < x^*_j, \ i < j,$$

where $y(x)$ is the asset price at time $x$ (or alternatively, time index $x$), and $X^*$ is a set of the time indices of buy-sell points, i.e. $X^* = \{x^*_1, x^*_2, \ldots, x^*_K\}$.

Note that, as shown in figure 2, the cycle dating procedure can also represent a time series relatively well with remarkably few of the original observations. This makes sense, since maximising equation (1) implies that we obtain peaks and troughs that are separated generally by larger distances. These peaks and troughs are therefore more likely to be more prominent ones, and thus tend to preserve the general shape of the time series. It may also be specified how many buy-sell points should be found (given by $K$ in equation (1)): in the case of more buy-sell points, more information from the original time series is preserved, and for less buy-sell points, less is preserved, implying that only the most prominent peaks and troughs are obtained.

Applications

The cycles that are found via this technique are cycles that are defined by times, where it was optimal to buy or sell a given asset. These cycles may therefore be used to analyse the frequency and price levels of optimal times to buy and sell, as well as a benchmark for traders’ historical performance by comparing their obtained profit with potential profit.

As shown in figure 2 and discussed thereafter, this method may also be used as a time series compression technique, which may reduce an excessive amount of data to acceptable levels for fur-
ther analysis. This methodology may therefore be considered as a possible alternative to existing time series compression techniques, such as those discussed by Pratt and Fink (2002) and Keogh et al. (2004), for example.

**Problem statement**

The approach proposed in (Litvine (2016)) is a divide-and-conquer technique, known as the Hierarchical Method (HR), to optimise the objective function given by (1). However, it was not known whether this method provides an optimal solution to the objective function, or whether there exists faster, more efficient methods.

Time to obtain a solution is crucial when considering that some practitioners may wish to apply these methods to high sampling frequency time series of asset prices. These time series often contain tens of thousands of observations. Consider per-second data of share prices for a single trading day: such a time series may contain at least 27,000 observations. Applying methods that are inefficient may therefore prevent practitioners and researchers from doing analysis on these time series data sets in reasonable time.

For the reasons above, we therefore present a novel method, the buy-sell adapted Extrema importance identity sequence retrieval (BSA-EIISR), as an alternative to the Hierarchical (HR) method.

**BSA-EIISR**

In Wu and Huang (2009), a method known as Extrema importance identity sequence retrieval, is proposed for extraction of prominent peaks and troughs in a given time series. We adapted this method for maximisation of the objective function given by (1). This adaptation is described in the current section.

In the approach presented here, buy and sell points are found separately: first all the buy points, then all the sell points. Alternatively, all the sell points, then all the buy points may be found. For simplicity, we will focus only on finding all buy points first, then sell points, but note that it may also be done the other way around.

We break the optimisation problem represented by the profit objective function into two sub-problems. In the first sub-problem, the best troughs to use as buy points are found. Since the objective function may also be written as follows,

\[
f_{\text{profit}}(X^*) = \sum_{i=1}^{K/2} y(x^*_2i) - \sum_{i=1}^{K/2} y(x^*_{2i-1})
\]

(2)

the optimal troughs are in the solution to the second summation in equation (2):

Maximise over \( x^*_{2i-1} \), for \( i = 1, 2, ..., \frac{K}{2} \)

\[
f_{\text{troughs}}(X^*) = -\sum_{i=1}^{K/2} y(x^*_{2i-1}),
\]

(3)

subject to \( x_i < x_j \), \( i < j \).

Once the optimal troughs have been found, all sell points are found directly by extracting the the highest peak between each pair of buy points:

Maximise over \( x^*_{2i} \), for \( i = 1, 2, ..., \frac{K}{2} \)

\[
f_{\text{peaks}}(X^*) = \sum_{i=1}^{K/2} y(x^*_{2i})
\]

(4)

subject to

\[
\begin{cases}
x^*_{2i-1} < x^*_{2i} < x^*_{2i+1} & \text{if } i < \frac{K}{2} \\
x^*_{2i-1} < x^*_{2i} \leq Y_{\text{size}} & \text{if } i = \frac{K}{2}
\end{cases}
\]

where all \( x^*_j \), for \( j \) odd (the troughs found previously), are given constants.

The algorithm presented here to solve the optimisation problem, using this general approach, will mainly be concerned with optimising the first sub-problem (finding optimal troughs), since the second sub-problem is fairly trivial to solve once the first has been solved. Figure 3 demonstrates how the second sub-problem is solved.

**Sub-problem 1 (equation 3)**

The method for solving sub-problem 1 is based on the Extrema importance identity sequence retrieval (EIISR) algorithm invented by Wu and
Huang (2009). This algorithm starts by finding all points that are lower than points on either side of them in the time series (local troughs) and putting their time indices in a set \( V_1 \). All the points in the set \( V_1 \) are local troughs. All troughs in the set \( V_1 \) are then checked, and those troughs that are lower than both observations two observations away either side of it in the time series, are put into set \( V_2 \). The same is repeated for set \( V_2 \): all troughs in \( V_2 \) that are lower than points three observations away in the time series, are put into set \( V_3 \). This continues until the stopping criterion is met, which will be discussed shortly.

Since the troughs in the set \( V_1 \) are the only points that will be investigated after iteration \( i \), it is clear that we have a decreasing sequence of sets

\[
\forall i \in \mathbb{N} : V_i \supseteq V_{i+1}. \tag{5}
\]

\( V_i \) will be referred to as the clearance set after iteration \( i \), and the sequence in equation (5) as the sequence of clearance sets. Note that the clearance set \( V_i \) contains all those troughs that are lowest in a window of radius \( i \). Note that all troughs \( x_j \) in \( V_i \) satisfy

\[
y(x_j) \leq y(x_{j+k}), \text{ where } k = 1, 2, ..., i \tag{6}
\]

The main purpose of sequentially finding troughs that are lowest in wider and wider windows is to make the set from which troughs are chosen for the final solution, as small as possible. This sequential process makes it easy to determine which window size yields a set of troughs that is approximately equal in size to the required number of troughs, \( \frac{K}{F} \). If the number of troughs in the final set is not exactly equal to \( \frac{K}{F} \), we evaluate all solutions corresponding to all combinations of \( \frac{K}{F} \) troughs extracted out of the two final sets of troughs (with the highest point between each, selected as sell points) to find the best solution. This is explained in more detail below. If the final set contains exactly \( \frac{K}{F} \) troughs, no further selection is needed, thus, the final set then consists of the optimal troughs.

**Stopping conditions**

Assume that the method for sub-problem 1 stops after \( F \) iterations (our final clearance set is therefore \( V_F \)). If \( |V_i| \leq \frac{K}{F} \), all the troughs in the clearance set at iteration \( i \) and after will be unconditionally included when selecting the \( \frac{K}{F} \) most prominent troughs. Also, the troughs in \( V_i \) are the only points that the algorithm will check at least once in subsequent iterations (after iteration \( i \)). It therefore follows that if \( |V_i| \leq \frac{K}{F} \), no more information on which troughs to extract could be obtained by continuing the optimisation process, since there is no need to distinguish between troughs that will definitely be extracted anyway. The first part of the optimisation procedure is therefore terminated when \( |V_i| \leq \frac{K}{F} \). If \( |V_F| = \frac{K}{F} \), all the troughs in \( V_F \) are taken as the troughs in the final solution. Otherwise, if \( |V_F| < \frac{K}{F} \), then, since the algorithm was stopped as soon as \( |V_i| \leq \frac{K}{F} \), it follows that \( |V_{F−1}| > \frac{K}{F} \). Therefore we will also choose from the troughs in \( V_{F−1} \), since \( V_{F−1} \) is then the smallest set that contains at least all the troughs that will be extracted (because \( V_F \) does not contain enough troughs). However, all the troughs con-
tained in $V_F$ must be kept because the troughs with the highest prominence are contained in this set; therefore $N_{\text{extract}} = \frac{K}{2} - |V_F|$ troughs must be selected from a subset of the set $V_{F-1}$ and added to the troughs in $V_F$ for a full solution of $F$. Since all the troughs in $V_F$ are in the final solution, and $V_F \subseteq V_{F-1}$, the subset of $V_{F-1}$ that $N_{\text{extract}}$ troughs is extracted from, is defined as

$$V_{\text{extract}} = V_{F-1} \setminus V_F$$

Each combination of size $N_{\text{extract}}$ extracted from $V_{\text{extract}}$ is combined with all the troughs in $V_F$ to form a full solution for each combination. There will therefore be $(\frac{|V_{\text{extract}}|}{N_{\text{extract}}})$ different solutions that must be evaluated to obtain a final solution (the solution with the highest fitness out of the $(\frac{|V_{\text{extract}}|}{N_{\text{extract}}})$ solutions generated from the troughs in $V_F$ and the combinations out of $V_{\text{extract}}$).

If the final iteration occurs after sufficient iterations $F$, we can generally assume that $V_{\text{extract}}$ will be a relatively small set. Therefore the different $(\frac{|V_{\text{extract}}|}{N_{\text{extract}}})$ combinations of points to be tested will not be very large and can all be tested without a great sacrifice in computation time. Note that, as stated already, this assumes that the number of iterations $F$ is sufficiently large. If $F$ is relatively small (such as when $K$ is relatively large compared to the series size) then BSA-EIISR may take very long to finish computation due to the large number of combinations that must be evaluated. This, in our view is the main shortcoming of the algorithm.

Results

In this section, we present results from running the two algorithms on a real time series data set. We will first describe the data set, after which we explain the methodology and the graphical methods that were utilised to communicate results. Note that in all cases, 100 buy-sell points were found in each time series (i.e. $K = 100$).

Data

The data set that the algorithms were applied to is that of intraday Microsoft (MSFT) share prices, from the 1st of April 2015 to 31 May 2015. The data is sampled at intervals of one second, which implies that there are 23401 observations for a trading day that starts at 9:30AM and ends at 4:00PM.

Note that neither the sampled, nor the full-sized (23401 observations) time series never spanned over more than one trading day.

Graphical Comparisons

We used two kinds of scatter plots to present results: an ordinary scatter plot of fitness vs. computation time, and a scatter plot of relative fitness and computation times between BSA-EIISR and the Hierarchical method (which we will refer to from now on as HR). The latter plot made it easy to see how many times one method improved on another in terms of computation time and fitness. This plot we will refer to as a baseline plot.

The baseline plot has, on the x-axis, where computation time is plotted, the values $t(Z_i)/t(H_i)$, where $t(Z_i)$ is the time taken by the method represented by $Z$ on the $i$th time series. Here, $E$ represents BSA-EIISR and $H$ represents HR. Since

\begin{algorithm}
\begin{algorithmic}
\Procedure{BSA-EIISR procedure for extracting optimal troughs}{\raggedright ExtractTroughs}(V_{final-1}, K)
\If{$|V_{final}| < \frac{K}{2}$}
\State $V_{\text{extract}} \leftarrow V_{final-1} \setminus V_{final}$
\State $N_{\text{extract}} \leftarrow \frac{K}{2} - |V_{final}|$
\State $P_{N_{\text{extract}}} \leftarrow \text{AllCombinations}(V_{\text{extract}}, N_{\text{extract}})$
\For{each $V_{\text{comb}} \in P_{N_{\text{extract}}}$}
\State $V_{\text{comb}} \leftarrow V_{\text{final}} \cup V_{\text{comb}}$
\State $X \leftarrow \text{FindPeaks}(V_{\text{comb}})$
\If{$f_{\text{profit}}(X) > f_{\text{profit}}(X_{\text{best}})$}
\State $X_{\text{best}} \leftarrow X$
\State $V_{\text{best}} \leftarrow V_{\text{comb}}$
\EndIf
\EndFor
\State \Return $V_{\text{final}}$
\Else
\State \Return $V_{final}$
\EndIf
\EndProcedure
\end{algorithmic}
\end{algorithm}
\( t(H_i) \) is the denominator, the lower HR’s computation time, and the higher EIISR’s computation time was, the higher this value is. Therefore, a higher value implies favourable computation time for HR. If it is above 1, then HR was faster than EIISR, and if it is below 1, EIISR was faster than HR.

On the y-axis, where fitness is normally plotted, the value \( \frac{g(H_i)}{g(E_i)} \) is plotted, where \( g(Z_i) \) represents the fitness which results from running algorithm \( Z \) on the \( i \)th time series. Therefore, if HR has higher fitness, and BSA-EIISR lower fitness, then this value is higher, and vice versa. Once again, a higher value implies equal performance by HR, this time in terms of fitness. A value of 1 also implies equal fitness, as is the case with computation time.

The baseline plot may therefore be divided into quadrants: a value plotted in the top right represents an instance where HR outperformed BSA-EIISR in both computation time and profit fitness. On the other hand, a value plotted in the bottom left represents an instance where BSA-EIISR outperformed HR in both criteria. The other two quadrants represent cases where one method outperformed another in terms of only one criteria.

**Computation time and fitness**

Results on computation time and fitness of the two methods are now presented.

Scatter and baseline plots are shown in figure 6, where the algorithms were applied to 42 time series, each of size 8000. The scatter plot, shown in figure 4, clearly shows that BSA-EIISR was significantly faster (at least five times faster) than HR in all cases. However, it is not easy to see which algorithm had higher fitness for which time series on this plot. The baseline plot, in figure 5, shows that BSA-EIISR outperformed HR in terms of fitness in most cases, while HR did, at times, marginally outperformed BSA-EIISR in terms of fitness.

In figure 9, scatter and baseline plots are shown for when the methods are applied to a full trading day, which consists of 23401 time series observations. Here, the baseline plot clearly shows that HR performs mostly better than BSA-EIISR in terms of fitness, while still performing slower. This relative increase in HR’s fitness is most likely due to the fact that both at the start and the end of a trading day, volatility is usually much higher than at other times (Webb and Smith (1994)). This causes situations as that shown in figure 10, to arise often. As can be seen in figure 10, very large up/down movements happened in the first ten seconds of trading. The red dots show where HR managed to identify prominent peaks and troughs. Since BSA-EIISR uses the rule in equation (6) for including prominent troughs in clear-
ance sets, the trough with the red dot in figure 10 would not have been included in later clearance sets and was thus ignored by BSA-EIISR. This is due to the fact that only a few observation to the right of this trough, another trough is lower. This situation is more likely to occur when we have violent up and down movements, which we are more likely to observe at the start and end of a trading day due to higher volatility. Since a full trading day will always include these situations, and the sampled, smaller time series will most likely not include them (since they generally occur over such a short period of time at the start of day), HR often got higher fitness values than BSA-EIISR since it was able to identify these prominent peaks and troughs, while BSA-EIISR did not, for the reasons explained above.

**Scaling of computation time**

Some results on how computation time scales with series size are shown for both methods in figures 11 and 12. Each plotted value is the average of computation times for 42 time series of the corresponding size. It is clear in both figures that there is a strong evidence of a linear relationship between series size and computation time. Indeed, the ratio for the computation time at 23401 observations over the computation time at 5000 observations is around 4.5 for both methods, meaning that each method’s computation time increased by around 4.5 times from 5000 observations to 23401. The slightly larger value for computation time at series size 2000 for BSA-EIISR is likely due to the fact that $K$ was quite high relative to the series size. This would have made it more likely that not exactly $\frac{K}{2}$ troughs were in the final clearance set at the end of sub-problem 1, which would have required some extra computations to find the optimal set of $\frac{K}{2}$ troughs, explaining the longer computation time.

Considering the discussion above, it seems likely
that when applying these methods to significantly larger time series sizes than 23401, computation time would still not be an issue, with BSA-EIISR most likely keeping its superior computation speed relative to HR’s.

Figure 11: Computation time vs series size for HR

Figure 12: Computation time vs series size for EIISR

Conclusion

In this paper, we introduced a new method, BSA-EIISR, which may be used to find cycles and compress time series data sets. The motivation for this method was the long computation times that the existing methods took to solve the optimisation problem. We found that BSA-EIISR does indeed take much less time to find an optimal solution, and in many cases also outperforms HR-FE2 in terms of objective function value. However, it was found that there are certain cases where HR-FE2 still outperforms BSA-EIISR in terms of objective function value. Future directions for research could focus on statistical analysis of the set of buy-sell points extracted from the time series. The effect of the objective function value on this analysis could also be investigated. On the level of the actual programming of the algorithms, parallel implementations of these methods were not attempted here. Therefore, future research could focus on the viability of these methods for parallel implementation, either using GPU hardware or multi-core CPUs.
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ABSTRACT
In the paper, the application of dynamic time warping algorithm for financial time series is considered. The overview of published researches has shown that this algorithm in financial area is not widely applicable. Over the past two decades, the financial markets have become increasingly difficult to analyse using traditional methods, so there is a need of developing new techniques or adapting methods from the other areas that would let to explore financial time series. Therefore, the application of dynamic time warping algorithm is investigated applying it for time series of pension fund market and well-known indices. The possible added value of this algorithm is presented in three cases: subsequence matching, bivariate alignment, multivariate pattern matching and clustering. Notwithstanding the application to pension funds data only, this work offers valuable insights into dynamic time warping application in finance area.

INTRODUCTION
It is a widely held view that by analysing financial time series, one can observe trends, cyclical fluctuation, seasonal effects, or volatility and hence to forecast the movement of financial variable. Although these properties of financial data have been extensively studied for a reasonable period of time, new prospects have been opened up by increasing availability of data sets and the application of computer-intensive methods for their analysis. The analysis of huge amount of data has generated new challenges, since the dynamics of financial variable exhibits some quite nontrivial statistical features and nonstationarity (Cont 2001; Sewell 2011). Classical financial models that typically assume homoskedasticity and normality cannot describe properties, such as heavy tails, volatility clustering, or nonlinear dependence observed in empirical finance, which sometimes referred to as “stylized facts”. A recent study (Champagnat et al. 2013) presented the importance of an adequate modelling of the heavy-tail behaviour of financial variable for a proper risk estimation. Similarly, a number of studies (Chavez-Demoulin et al. 2014; Su and Hung 2011) have reported specialized methods or models for risk estimation when a financial variable exhibits a set of stylized empirical facts. Numerous studies (Epaphra 2017; Banumathy and Azhagaiah, 2015) have attempted to investigate the volatility in financial time series by creating a model for its pattern, while the others (Shah and Roberts 2013; Zhao et al. 2016) have examined the relationship among financial time series, which in most cases is nonlinear, in order to develop multivariate models or to improve forecasts by introducing dependencies or causal relations. While developing multivariate models or analysing big data cases, the clustering of time series becomes relevant (Guan and Jiang 2007; Durante et al. 2014). Therefore, there is a large volume of published studies that investigate the time series similarity measured in different ways. If financial time series are significantly varying in time (e.g., asset returns, index values), matching of them using improved alignment based on shape makes sense, thus Dynamic Time Warping (DTW) may be used as a similarity measure.

The idea of DTW is to find the optimal alignment between two series under certain constraints. DTW was introduced in 1960, but it became popular only after twenty years when it was successfully applied in speech recognition (Sakoe and Chiba 1978). Later on, it was used as a similarity measure in data mining for pattern recognition (Muller 2007). The main advantage of DTW is its functionality to warp two sequences nonlinearly in the time dimension producing so called “warping path”. Moreover, the algorithm does not require these sequences to be of the same length. This implies that DTW can be used as shape matching tool for pattern mining in financial time series. Consequently, the nonlinear similarity distance matrix obtained by DTW could be used for other application, such as time series forecasting, classification, etc. Up to now, far too little attention has been paid to DTW application in finance. A recent paper (Tsinaslanidis et al. 2014) presents the experimental study where DTW is used to measure and match the similarity across daily returns of different classes of months; thus showing DTW applicability for determining the seasonality of the market. Through a simulation process the authors have also shown that DTW based similarity measure takes lower (greater) values when Pearson’s and Spearman’s correlation coefficients are great (low) in absolute terms. In a study (Kia et al. 2013) investigating the exchange rate dynamics, the authors introduced a methodology that uses K-nearest neighbours (KNN) and DTW to improve the fluctuation prediction and to have
The experimental study was performed with USD/JPY exchange rate time series from 1971 to 2012 that were partitioned into 30 element fragments based on the monthly behaviour of the time series. Then, each of obtained fragments were divided with 7:3 ratio, and KNN was used to determine three nearest neighbours based on DTW similarity measure. The authors achieved 10% improvement in directional prediction comparing to the work (Yao and Tan 2000) which is one the most cited papers in the field of financial prediction. The paper (Bagheri and Peyhani 2014) presented a hybrid DTW - Wavelet Transform method for automatic pattern extraction in time series, especially for Foreign Exchange Market (FX). The authors pointed out that the presented method is a very effective for price forecasting and pattern extraction. FX market was also analysed in the paper (Wang et al. 2012) where DTW was employed to study the topology of similarity networks among 35 major currencies, measured by the minimal spanning tree approach. The study (Lee and Oh 2011) demonstrated the development of trading system for making investment decisions, where DTW was used to determine similar patterns in the frequency of stock data ascertain the optimal timing for trade. The patterns retrieved by the algorithm were verified by executing simulation under specific strategies.

Considering all of this evidence, it seems that there is a relatively small body of literature that is concerned with DTW application in finance field. This work therefore focuses on the pattern mining tasks based on DTW in financial time series. The research attempts to assess the effect of DTW application for subsequence matching in a certain time series and for clustering multiple financial time series. For the purpose of analysis, the time series of pension funds (PFs) operating in Lithuania have been selected. Recently, the pension reform replaced traditional pay-as-you-go system with advanced funding system introducing compulsory and voluntary pension funds. It is not surprising that time series of these emerging market pension funds are nonstationary and exhibit some features referred to as "stylized facts", thus highlighting the need of more enhanced methods for their analysis. In the experimental study, PFs are described by equity curve, which day by day shows the gross return from the initial time moment being set up. Since observations are fixed daily, time series are volatile and have a distortion in the time axis. For this reason, we claim that one-to-one mapping (e.g., Euclidean distance measure) would be inadequate since it is very sensitive to small distortions in the time axis. Euclidean and similar distance metrics could more suitable when data are aggregated in time, as quarterly or yearly time series. PFs to be analysed in this paper are characterized by different investment strategy resulting in diverse underlying dynamics of time series describing the historical performance of funds. Since PFs participants can migrate between funds by deciding which fund to select, the analysis of their performance can provide added value for decision making. The following are some issues could be addressed by participant: identify fund of the same risk profile but with better growth pattern; discover time periods with similar dynamic patterns; identify funds with less commissions but the same growth pattern, etc. On the other hand, the comparative analysis of PFs dynamics, pattern matching of PFs with well-known indices could be also relevant for pension accumulation companies. Finally, we assume that the matching of PFs time series using DTW can be taken as an alternative to cross-correlations estimated between time series that are of particularly importance of dynamics for financial markets. To our knowledge, DTW application to analyse pension funds of different risk profile has not been published yet.

The authors of the paper pursue the research to develop the model, which would recommend to select the optimal pension fund in the second pillar of Lithuanian pension system by providing some guidelines to participants. The preliminary concept of model has been presented in the study (Kabasinskas et al. 2014). The analysis of return-risk performance of PFs has been already published by authors (Sutiene et al. 2014). This research continues the work in this field in order to reach definitive findings.

DATA: PENSION FUND MARKET TIME SERIES

The application of DTW algorithm is investigated applying it for time series of pension funds operating in Lithuania. At the end of 2016, five Pension Accumulation Companies managed these funds. Approximately 1.0 million participants (76% of employees) accumulated their pension in them. The most of participants chose the funds managed by “Swedbank investicijų valdymas” (40.44%) and “SEB investicijų valdymas” (22.07%); then other companies followed. 63% of PFs assets were also managed by these two companies (Bank of Lithuania 2016). For this reason, PFs managed by these companies and characterized by different investment strategy were selected for the experimental study to explore their historical dynamics and pattern similarity: two conservative investment funds (SW1, SEB1; 0% stocks), one low risk investment fund (SW2; up to 30% stocks), three medium risk investment funds (SW3, SW4, SEB2; 30-70% stocks), and two high risk investment funds (SW5, SEB3; 70-100% stocks). The daily data retrieved cover the time period of 05 May 2011 to 04 May 2017, starting from the latest fund history available. The dynamics of net asset value, \( NAV(t) \), a conventional measure of the value of pension assets, describes the evolution of PFs. The equity curve \( f(t) = NAV(t)/NAV(0) \), which in each \( t \) shows the gross return from the beginning to time \( t \), is used as the fundamental variable in this research to describe the performance of funds. The notation \( NAV(0) \) denotes net asset value at 05 May 2011. The resulting curves for each of PFs to be analysed are depicted in (Fig. 1). To evaluate the performance of any investment, it is compared against an appropriate benchmark. The manager of PFs uses its own composite benchmark index consisting of one or more universally adopted and widely used indices of financial instruments. The manager may select but not necessarily these indices intentionally. That is why the other well-known indices are included to reflect changes in markets or
parts thereof. The indices, such as Financial Times Stock Exchange 100, S&P 500, Dow Jones Industrial Average, Nasdaq, iShares iBoxx, Merrill Lynch, Nasdaq Bonds, Merrill Lynch Bonds, shortly FTSE, GSCP, DJI, NDAQ, HYG, ML, NDAQ.B, ML.B respectively, are used in the study in order to benchmark PFs’ performance (Fig. 1). In total, data set consisted of 16 time series.

Figure 1: Equity Curves \( f(t) \) of PFs and indices

A visual inspection of historical performance in Fig. 1 points to some evidence about funds’ dynamics: investment in stocks is led by higher day-to-day fluctuations compared with low risk funds. Any two time series may have very similar overall shape of dynamics, but those shapes are not exactly aligned in time. For this reason, the matching of patterns in time series requires nonlinear alignment in order to achieve more sophisticated similarity measuring.

METHODOLOGY: DYNAMIC TIME WARPING

Suppose we have two time series or two fragments of one time series that can be of different length. Let’s denote them as \( X = \{x_i\}_{i=1}^n \) and \( Y = \{y_j\}_{j=1}^m \). To align two series using DTW, the \( n \times m \) cross-distance matrix \( d(i, j) \geq 0 \) between \( x_i \) and \( y_j \) is determined. Various distance measures can be used for this purpose. At the core of the algorithm, the warping path \( \phi(k) = (\phi_x(k), \phi_y(k)) \), \( k = 1, 2, \ldots, M \), \( \max(n, m) \leq T \leq n + m - 1 \) is constructed, where time warping functions \( \phi(x) \in \mathbb{N}, \phi(y) \in \mathbb{N} \) remap the time indices of series \( X \) and \( Y \) respectively. The path is valid if the following constraints are satisfied (Giorgino 2009):

- **Monotonicity** is introduced to preserve their time ordering and escape meaningless loops:
  \[
  \phi_x(k+1) \geq \phi_x(k) \quad \text{and} \quad \phi_y(k+1) \geq \phi_y(k);
  \]

- **Boundary condition** ensures that the time series’ heads and tails are constrained to match each other:
  \[
  \phi_x(1) = \phi_y(1) = 1, \quad \phi_x(T) = n, \quad \phi_y(T) = m;
  \]

- **Continuity** constraint implies that arbitrary time compressions and expansions are allowed, and that all elements must be matched:
  \[
  |\phi_x(k + 1) - \phi_x(k)| \
  = \frac{1}{\phi_x(T)} \
  \leq 1, \quad |\phi_y(k + 1) - \phi_y(k)| \
  = \frac{1}{\phi_y(T)} \
  \leq 1.
  \]

The classical formulation of DTW alignment has various modifications that have been published in the literature (Sakoe and Chiba 1978), (Rabiner and Juang 1993), (Myers et al. 1980). The authors usually classify them according to the bounds imposed on the slope, slope weighting, local continuity constraint type, and etc. For example, it can be set up how many elements repeatedly can be matched or how many skipped (Giorgino 2009).

Given \( \phi \), the average accumulated distortion between the warped time series \( X \) and \( Y \) is estimated

\[
D_{\phi}(X, Y) = \sum_{k=1}^{M} d(\phi_x(k), \phi_y(k))N_{\phi}(k) / M_{\phi};
\]

where \( N_{\phi}(k) \) is per-step weighting coefficient and \( M_{\phi} \) is the corresponding normalization constant. DTW optimally aligns two series so that their distance is minimized \( D(X, Y) = \min_{\phi} d_{\phi}(X, Y) \), i.e. deformation of the time axes of \( X \) and \( Y \) stretches time series to match each other as close as possible.

EXPERIMENTAL STUDY

The study covers three experiments. The first case demonstrates subsequence matching with DTW applied for pattern analysis. A single time series is decomposed into query sequence and the remainder one. Pattern matching is then performed on the extracted fragments of time series. Similar application was performed in the study (Kapler 2012). Second case considers the nonlinear alignment of two time series, such as any pension fund and index. The implementation of DTW was extended to multivariate case (the third case). DTW distance matrix obtained from the algorithm was applied as similarity criteria while performing the hierarchical clustering. This technique does not require to set the number of clusters in advance, that is considered as its advantage (Rani and Sikka 2012). Equity curves of PFs and indices were clustered according to the DTW measure. In total, 16 time series were aligned and grouped into clusters. To determine clustering quality, the clustering validity index – Silhouette value was introduced. The results of clustering under different corresponding constraints of DTW alignment were compared to hierarchical clustering with Euclidean distance and presented in this section. Experiments were performed using R software and packages dtw, tsclust (Giorgino 2009), (Montero and Vilar 2014).

Case 1: Univariate analysis

Let’s apply DTW algorithm for funds SW1 (conservative fund) and SW5 (most risky fund) separately to search for subsequent matching in their historical dynamics. Most recent 40 days were selected for the experiment (query pattern). The algorithm was set up with 10 number of
matches to find over all horizon to be analysed. The visual demonstration of patterns obtained is depicted in Fig. 2-3.

Fig. 2-3 demonstrate the time series fragments (black) that were obtained as most similar to the given query pattern (red). Shape matching allows to discover similar shape based patterns in time series, thus sensitive to short-term oscillations. Such analysis allows to observe the time periods when the pattern recurs over the whole period, how the extracted fragments overlap among different funds, hence apply this information in prediction using strategies that are based on pattern recognition. It is worth noting that DTW alignment justifies for more volatile curve, i.e. for funds that invest in stocks. If the curve is stable, it is better to choose point-to-point matching method, such as Euclidean distance.

Case 2: Bivariate analysis

To demonstrate DTW alignment for two time series, the conservative pension fund SW1 has been selected that is benchmarked with ML.B index. Sakoe-Shiba slope-constrained pattern was implemented by choosing slope parameter $p = 0.5$. The use of Sakoe-Chiba Band limits the scope of the warping path, that’s why it is rather monotonically increasing in Fig. 4-5.

Comparing SW1 dynamics with ML.B, it can be seen that both time series exhibit rather similar pattern but it is shifted in the time axis except at the end of horizon to be analysed (Fig. 4). Under the same settings, the experiment was repeated to align most risky pension fund SW5 along with FTSE index. Both time series are rather volatile. At the beginning of period the behaviour of time series was coinciding in time but at the second half of horizon FTSE moved forward to SW5 (Fig. 5). This finding suggests the idea that FTSE index could be used as causal indicator or predictor to reflect possible movements in SW5.

The usage of some well-known index to benchmark PF’s performance can provide very useful information about fund’s management. It may be the case to use index as causality tool for nonstationary time series to predict possible behaviour in future.

Case 3: Multivariate Analysis

The nonlinear alignment using DTW algorithm of PFs equity curves implementing various types of step patterns was pursued, then the hierarchical clustering of them was applied. The resulting dendrogram is depicted in Fig. 6 (on the left). In case of five clusters fixed, Silhouette value was improved by 21% compared with the case when the hierarchical clustering was performed using Euclidean distance. The clusters obtained in the dendrogram fully reflect the investment profile of PFs. One can see that there are three groups of PFs that are fairly similar: (SW1, SEB1) – conservative funds, (SW5, SEB3) – high risk funds, and (SW2, SEB2, SW3, SW4,) – low and medium risk funds. It is therefore likely that these two pension accumulation companies resulted in similar performance over time.
The same procedure was repeated for equity curves of PFs in conjunction with indices. The dendrogram is given in Fig. 6 (on the right). The outcome of clustering PFs together with indices shows that funds exhibit similar patterns to the dynamics of FTSE and MLB indices only. In this case, Silhouette value was improved by 28%. The current results highlight the importance of a benchmark to be chosen.

CONCLUSIONS

The time series of financial markets, especially emerging ones, exhibit some quite nontrivial statistical features. Thus, there is a need of developing new models or adapting methods from other research areas. The findings of this research provide insights for DTW application for similarity search in financial time series. The mining of similar patterns for one time series can have implications for the understanding possible behaviour in future. It is inferred that DTW is preferred to point-to-point similarity measure for more volatile curve of time series because of its flexibility to existing distortions. Despite the exploratory nature of the paper, this study offers some insight into DTW usage as causality tool for nonstationary time series to predict possible movements in future according to some indicator to be chosen. The implementation of DTW is also demonstrated for clustering time series. The results under different corresponding constraints of DTW alignment compared to hierarchical clustering with Euclidean distance have shown the superiority of DTW as similarity measure because of improved value of cluster validity index.

Further studies need to be carried out in order to validate DTW application for mining patterns. If it gives the promising results for analysis of PFs dynamics, DTW can be used as for planning a long-term pension accrual by selecting optimal fund.
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ABSTRACT
Simulation-based analysis is rapidly gaining importance for developing public policy for dealing with a broad spectrum of issues ranging from natural catastrophes to seasonal communicable diseases. Simulation-based analysis requires the use of high fidelity models for conducting in-depth studies of different scenarios. However, generating valid, large-scale human models from raw demographic, geographic, and other statistical data is challenging. This paper proposes a “first principles” approach to generating models using summary statistics from authoritative sources. Our generated model is called Synthetic, Individual-human Population and Activity Model (SIPA M). SIPA M characterizes population demographics, schools, businesses, and typical daily activities of individuals at a given level of detail (currently 1 km, based on data availability). This paper discusses: ① our method for generating a SIPAM, ② the exhaustive set of verification experiments (10 million replications with ~1.04 billion activities), and ③ case studies of seasonal influenza epidemic for comprehensive validation. The experiments establish that the proposed method yields valid synthetic models that are amenable to a variety of analysis.

INTRODUCTION
Population growth and increasing urban densities pose many challenges for dealing with a broad spectrum of issues ranging from natural catastrophes, seasonal communicable diseases, to routine city planning. An example of such a issue was witnessed around the Gulf Coast of United States during the 2005 hurricane Katrina – it was tragically discovered the evacuation plans were not adequate to evacuate the impacted area (Daniels, 2007). The root issue is that responses to particular catastrophes are usually based on historical examples of similar events and not on current scenarios. Conventional statistical analyses are not conducive for “what-if” type analyses that is required for policy assessments. Furthermore, they do not yield sufficiently detailed and intuitive information about individuals in the population and their stochastic behaviors. Consequently, innovative approaches are needed to proactively address these growing challenges.

Simulation-based analyses are rapidly growing in importance to meet the aforementioned needs. Catalyzed by rapid advancement in computational infrastructures, simulations enable systematic and multifaceted analysis required for policy development (Giridharan and Rao, 2016). Simulations fundamentally rely availability of a valid, comprehensive, and robust model. Important model characteristics include: ① Realism: The model must be realistic and mirror geographic, demographic, and behavioral characteristics; ② Reusability & accuracy: Investments into model development and validation are effectively amortized only when models can be reused or easily adapted for different types of analyses; and ③ Computational costs: Time and resources required for model generation, validation, simulation, and analysis need to be balanced with realism, accuracy, and effective use (Chen and Zhan, 2008).

Generating realistic, reusable, and cost effective models for comprehensive, multifaceted analysis of human populations and day-to-day activities is a daunting task (Barrett et al., 2009) due to the following diverse challenges: ① identifying data necessary for model generation, ② finding suitable data sources, ③ preprocessing and streamlining data for modeling, ④ developing and validating methods for model generation, and ⑤ verification of generated models.

Overview & advantages of proposed approach
In this paper we propose a novel method for generating realistic synthetic models of individuals in a population along with their associated daily activities. Our model is called Synthetic Individual-human Population and Activity Model (SIPAM). A SIPAM is generated from anonymous summary statistics that can be readily obtained from authoritative data sources, such as: USCB (2011), USBLS (2015), and demographic databases (CIESIN, 2016). SIPAM preserves demographic, socioeconomic, and geospatial characteristics consistent with the resolution of available data – that is, aggregate characteristics of a SIPAM are statistically indistinguishable from the census data used to create it.

The generated model includes temporospatial activities (for a full week) for each individuals based on their age and employment status (working, unemployed, retired). The activities are structured around a variety of buildings, such as: homes, schools, businesses, etc. The buildings are generated as part of the model using census data. These are key aspects of the SIPAM that ensure it is realistic. The data is supplied
via a comprehensive input configuration file to enable effective reusability and extensibility. The activities are scheduled in configurable time intervals or time-blocks (currently set to 10 minute blocks) thereby striking a balance between realism versus computational costs for model generation and simulation. The models can be used for a variety of simulation-based analyses using different approaches, including: cycle-based simulations, agent-based simulations, or discrete event simulations. Our exhaustive suite of verification and validation experiments (see Section EXPERIMENTS) establish that the proposed method generates valid, realistic SIPAMs that are amenable to a variety of analyses.

BACKGROUND & RELATED WORKS

Realistic and comprehensive modeling and simulation-based analysis of specific aspects of human populations has been an active area of research in diverse fields, including: computational epidemiology, transportation, and economics. Humans are either modeled as collection of interacting individuals or groups. Group models represent a collection of collocated individuals modeled as an indivisible entity. Different types of group models have been proposed by several investigators including Balcan et al. (2010), Rao et al. (2009), and Keeling (2005). In their models, the groups are organized based on their geographic locations resulting in a logical structure similar to a Voronoi tessellation. Interactions between groups are modeled implicitly based on their adjacency or via explicit mobility networks. The benefit of using a group model is it reduces the computational cost because the model consists of fewer number of entities which significantly reduces computations preformed at each time step. Furthermore, such models do not require detailed, voluminous data about the population, which can be hard to obtain.

The primary disadvantage of aggregate or group models is that information about each individual is not preserved. The models do not preserve heterogeneity that may be present within the group. However, such information maybe vital for certain types of analyses and design of public policies. Consequently, several researchers have proposed the use of individual-based models, where each individual is independently modeled. Such models essentially embody contact-networks which define temporal interactions that occur between individuals. Longini et al. (2005) discuss the generation and use of synthetic, individual-based models for containing influenza epidemics. They use a variety of data sources to generate individuals and their temporospatial activities. Recently Bhatle et al. (2017) discuss enhancements to modeling and simulation of individual-based model of the United States generated as part of prior work by Barrett et al. (2009). Their model is fine-grained and has been generated from a variety of public and proprietary data sources.

The advantages of individual-based models are: ① they yield temporospatial characteristics for epidemics because they explicitly model the location and contacts between individuals in the populations, ② since they are typically less prescriptive, they can be used for analyzing epidemics whose parameters are not well established, and ③ they enable vivid visualization. The drawbacks of individual-based models are: ① they are computationally demanding for model generation and simulation (Bhatle et al., 2017), ② it is hard to fit such models to surveillance data due to the significant differences in resolution, and ③ the volume of data generated by the models can pose bottlenecks for analysis.

Similarities & differences to our approach

The proposed method for generating a Synthetic Individual-human Population and Activity Model (SIPAM) is a novel combination of group models and individual-based models. The design rationale is to preserve advantages of the two types of models while minimizing their drawbacks. SIPAM is similar to individual-based models in that daily activities for each individual is explicitly generated. This enables tracking interactions between individuals for various analysis. However, spatial resolution for buildings and people is limited (currently to 1 km²) similar to aggregate or group models. Another objective is to enable generation of SIPAMs using freely available summary data sets. This enables their ready use by the community for different applications and geographic regions.

MODEL GENERATION METHOD

The proposed method for generating a Synthetic Individual-human Population and Activity Model (SIPAM) is summarized in Figure 1. The method consists of four main phases, namely: ① Population/family generation, ② Building generation, ③ Daily schedule generation, and ④ Output generation. The statistical data required for SIPAM generation is supplied via a text-based configuration file. The generated SIPAM can be used for a different types of simulation-based analyses by combining it with a suitable policy model implemented during simulation. Policies essentially modify attributes of individuals and their daily schedules. For example, in this study an epidemic policy is used to simulate progression of seasonal influenza in the generated synthetic population. Simulation of epidemics using a synthetic model has been enabled via a cycle-based simulator called HAP-LOS, developed as part of this investigation. The details of each of the four phases are described in the following subsections.

Phase 1: Population/Family Generation

The first phase in generation of a SIPAM involves creation of households of different “sizes” (i.e., number of individuals), with each individual meeting the specified age and sex distributions observed in a census. In our example models, we have obtained household size, individual age, and sex distribution summaries from the USCB (2011). Census data is summarized as probabilities in the input configuration file as shown in Figure 2. The population generation process beings with creating families of different sizes...
Inputs for model generation
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Figure 1: Overview of proposed method for generating a Synthetic Individual-human Population and Activity Model (sIPAM)

<table>
<thead>
<tr>
<th>Total_Population = 1792002</th>
<th>Male_Probability = 0.492782305</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family_Size_1_Probability = 0.27</td>
<td>Age_5-Younger_Probability = 0.065</td>
</tr>
<tr>
<td>Family_Size_2_Probability = 0.34</td>
<td>Age_5-13_Probability = 0.114</td>
</tr>
<tr>
<td>Family_Size_3_Probability = 0.16</td>
<td>Age_14-17_Probability = 0.052</td>
</tr>
<tr>
<td>Family_Size_4_Probability = 0.14</td>
<td>Age_18-24_Probability = 0.097</td>
</tr>
<tr>
<td>Family_Size_5_Probability = 0.06</td>
<td>Age_25-44_Probability = 0.263</td>
</tr>
<tr>
<td>Family_Size_6_Probability = 0.02</td>
<td>Age_45-64_Probability = 0.261</td>
</tr>
<tr>
<td>Family_Size_7_Probability = 0.01</td>
<td>Age_65-Older_Probability = 0.148</td>
</tr>
</tbody>
</table>

Figure 2: Fragment of input configuration file with demographic data of desired synthetic population based on the probability values specified in the input configuration. A standard uniform, discrete random number generator (std::discrete_distribution) is used to determine family sizes. This random number generator produces integers on the interval [0, n), where the probability of each individual integer i is defined as \( w_i / S \), where \( S = \sum w_i \) (0 ≤ i ≤ n), that is the probability of the ith integer divided by the sum of all probabilities.

Next, the given number of individuals of different ages are generated for each family. The age and gender of each person in a family is determined based on the demographic probabilities specified in the input configuration file (see Figure 2), with an added restriction that the first member of a family must be an adult. A uniform, discrete random number generator is used to determine age and sex for each person. For persons older than 64 years, the fraction of unemployed adults is used to assign a “retired” status. The family generation process is repeated until the number of persons in the model exceed the specified population.

It must be noted that currently our method does not track other demographic properties such as race, ethnicity, etc., for each person. Consequently, the aforementioned method yields households that are statistically indistinguishable from the census data. However, if additional demographic properties are desired in the generated sIPAM, then Iterative Proportional Fitting (IPF) statistical method along with Public Use Microdata Sample (PUMS) can be used (Beckman et al., 1996). PUMS essentially provides an n-dimensional table of typical family configurations and marginals. The IPF statistical procedure iteratively adjusts cell values to estimate family size and configurations such that marginal totals remain fixed (Beckman et al., 1996). The resulting fitted tables can be used for generating synthetic households.

Phase 2: Building Generation

The second phase of model generation involves creation of a variety of buildings associated with different activities. Our method currently generates the following types of buildings – Ø business: general buildings where people may visit or work, Ø medical: hospitals where people work, visit, or are interned, Ø school: further subdivided into elementary, middle and high schools where people may visit, study, or work, Ø daycare: children are interned while adults may visit or work, Ø transport hub: used as temporary holding area for commuters using public transport, and Ø building: used a general purpose placeholder for homes, apartments, etc.

Building generation commences with assigning homes to each family generated in Phase 1. Location of homes is determined based on population counts at a given spatial resolution. Our building generation method uses gridded population counts to appropriately distribute homes and families to reflect spatial population characteristics. We use gridded ASCII data format from NASA’s Socioeconomic Data and Applications Center (SEDAC) (CIESIN, 2016). SEADC provides gridded population data at a resolution of 30 arc-seconds or approximately 1 km² as shown in Figure 3. Furthermore, a transport hub is assigned to each grid.

In the next step, sufficient number of day care centers as well as elementary, middle, and high schools are generated to accommodate children and school-age persons generated in Phase 1. The school capacities and occurrence probabilities are supplied via configuration data as shown in Figure 4. The sizes and occurrence probabilities have been determined from summary tables published by USCB (2012). The locations of the schools are determined based on population densities in the gridded population, with higher population areas having more buildings.

Similarly businesses are generated to accommodate all working adults. The size and occurrence for businesses in the generated sIPAM is determined based on probabilities (computed from data published by USCB (2012)) specified in the input configuration data as shown in Figure 4. The businesses are also spatially distributed to various grids based on relative population densities in the grids. Moreover, as buildings are generated, references to them are stored in different data structures to enable rapid access during schedule generation. In this context, it must be noted that unlike homes that have persons in a family assigned to them, people are not yet assigned or “mapped” businesses and schools. Instead, this mapping occurs during schedule generation in Phase 3.
Phase 3: Schedule Generation

The third phase deals with generation of weekly schedules for each individual depending on their age and employment status. A weekly schedule includes two distinct sub-schedules, namely: 5 weekday (working days) schedules and 2 weekend (non-working day) schedules. The daily schedules are rounded to 10 minute activity blocks, *i.e.*, each day is represented by 60 minutes × 24 hours ÷ 10 = 144 blocks. The primary motivation for organizing schedules into blocks is to strike a tradeoff between model complexity, accuracy, memory, and runtime of simulations.

The schedule associated with a person is determined primarily on their age and employment status. The employment probabilities based on age have been determined based on total statistics reported by USBLS (2015). The travel distances to work and time taken to travel have been estimated based on type of transportation to work reported by USCB (2014). The probabilities and associated travel distances are specified as part of the input configuration file. Currently, we have included the following restrictions for travel: (1) distance traveled by walking is limited to 2 miles, (2) maximum distance traveled by public transport is limited to 10 miles, and (3) school attending children are limited to travel to school in a 10 mile radius.

The schedules generated for each person is generated from one of the following templates:

- **Young child template (age < 5 years):** Young persons are assigned the same schedule as an adult in their family. If the adult works then the adult will be assigned to take the individual to a daycare prior to leaving to work location. The child will be assigned to the closest daycare (generated in Phase 2) to their home location that is not filled to capacity. When the adult in the family is no longer at work, they are scheduled to retrieve the child from the daycare. The child will then follow the adults schedule till the next day.

- **School Age Child Template (5–17 years of age):** Each person is assigned to attend a school (generated in Phase 2) during weekdays only. School is assigned based on the person’s age and the nearest school to their home that provides the necessary grade level and is not at capacity. The schedule of young school children (i.e., 5–13 years of age) is generated based off a designated care-giving adult in their family. However, school children older than 13 years are assigned an independent schedule with limited travel radius.

- **Working adult template (>18 years):** Weekday schedules are anchored around working at a business location generated in Phase 2. The distribution of working hours model the data from USBLS (2015). If the weekly work hours exceed 40, then the maximum number of hours/day is set to 10 hours. Otherwise the maximum number of works hours/day is assumed to be 8 hours. During periods when an adult is not at work, they are scheduled to visit other buildings or return home. The capacity for visitors for businesses will range between 1–500 visitors/hour depending on the number of employees. Furthermore, the schedules are further modified if the person is also designated as a child-care adult. In this scenario, the schedules are updated to include travel to-and-from daycare location.

- **Non-working adult template (> 18 years):** The non-working adult template is meant for unemployed or retired adults (designated in Phase 1). This differs from the working adult template by removing the need of having to be at a job. Thus their schedules will be much more random in terms of locations visited during the day. The time spent at each of these locations will then be distributed through out the week randomly.

Similar to the above weekday travel patterns, weekend travel patterns are also specified via configuration file parameters. Weekend travel patterns are determined based on age of a person, with younger children spending more time at or near home. Adults are set to spend 50% of daytime traveling with a fixed radius. Currently, the schedules do not include spe-
cial scenarios such as vacations, holidays, etc. Such schedules need to be suitably incorporated into the model during simulation depending on analysis needs.

Phase 4: Output generation

The previous three phases operate using in-memory datastructures to enable rapid model generation. The final phase of model generation stores the resulting model to disk. A custom textual file format has been used to store the resulting model. The format has been chosen to ease the use of the model for conducting simulations and performing various analysis. Furthermore, summary statistics on the synthetic population demographics and buildings are also generated to aid verification and validation.

EXPERIMENTS

The proposed method for generating a Synthetic Individual-human Population and Activity Model (SiPAM) has been validated using both real-world data and a number of test data sets. The real-world dataset for validation was based on the greater metropolitan area of Cincinnati, Ohio, a typical city in mid-west United States. Figure 3 shows the gridded population data from NASA's SEDAC data set that is freely available from CIESIN (2016). The metropolitan area has a population of ~2 million with a significantly varying population spread over 1440 x 960 grid from CIESIN (2016). In addition to the large real-world data set a smaller test city with 22,000 residents spread on a 500 x 500 grid using a triangular distribution has also been used. The primary motivation of using a smaller test city was to enable extensive validation of schedule generation, which is a time consuming for large models.

Validation of the model generation method and the generated SiPAM has been conducted in two steps. First, the key characteristics of the generated model has been validated using real-world data set as discussed in the following subsection. Next, the schedule generation has been verified to ensure that valid schedules are generated in a broad range of scenarios. Importantly, the SiPAM as also been validated using an influenza epidemic scenario as discussed in subsection Full SiPAM validation.

Validation of population & building generation

The core method for generating synthetic populations and buildings has been validated using Cincinnati, Ohio as the reference. Since the model generation method is probabilistic, each run will yield a slightly different SiPAM. Consequently, 10 different models were generated (from exactly the same input configuration) and collectively analyzed for validation. The chart in Figure 5(a) shows a comparison of family size distributions. The chart in Figure 5(b) shows a comparison of individuals in different age groups. The error bars in the chart show the 95% Confidence Intervals (CIs) computed from variance observed in the 10 replications. As illustrated by the charts the family size, the primary parameter, is statistically indistinguishable between the SiPAM and input census data. The age groups also show consistent distribution in most cases except for age > 65 years. Our analysis suggests that the source of this discrepancy (for age > 65 years) is with using a discrete distribution which rounds values more disparately.

The chart in Figure 6 shows a comparison of size of business (i.e., number of employees) between the synthetic model and the supplied census data. The error bars in the chart show the 95% Confidence Intervals (CIs) computed from variance observed in the 10 runs. As illustrated by the charts the business sizes is statistically indistinguishable between the SiPAM and input census data. We did observe that for small models the variance in business sizes was larger. However, as the size of the model increases, the synthetic model produces statistically identical distributions. The experimental analysis establishes that the proposed method produces valid synthetic models.

Verification of schedule generation

Verification of generated synthetic schedules was conducted in two steps. First, the number of generated schedules for different categories of individuals in the SiPAM was compared with the summary census data. The chart in Figure 7 shows a comparison of different schedule types. The error bars in the chart show the 95% Confidence Intervals (CIs) computed from variance observed in 10 replications of model. Note that
variance is expected due to the stochastic nature of model and schedule generation. As illustrated by Figure 7, the distribution of different types of schedules is statistically indistinguishable between the SIPAM and input census data. This chart provides baseline verification of the proposed schedule generation method.

Next, a series of independent unit tests were developed to test the accuracy and viability of the generated schedules. The tests included checks to ensure school children are scheduled to attend school on weekdays and are not scheduled to go to work. The schedules for young children were follow the same timelines as the assigned child-care adult in the family. Checks were added to ensure employed adults are scheduled to work at least once and meet their total work hours. In additional several general checks such as being at home for 6 to 8 hours every 24 hours etc. was included in the tests. The tests also checked for consistency of schedules for members in a family.

The resulting tests covered various combinations of 16 different scenarios. The tests were used to validate schedules generated from 10 million replications with different parameter settings. The tests covered ~1.04 billion unique schedules for over 280 million families. The tests were useful to identify unique, conflicting scenarios which required inclusion of necessary logic to resolve the conflicts. With the schedule conflicts resolved, the final model generation passed all of the billion tests, thereby verifying the schedule generation method discussed in Section Phase 3: Schedule Generation.

Full SIPAM validation

Having verified the proposed model generation method, we pursued validation of the complete synthetic model through case studies of an epidemic. For this experiment, we chose to model a seasonal influenza (i.e., flu) epidemic and compare our results against validated results from similar models proposed by Nsoesie et al. (2012). Progression of the influenza epidemic in an individual has been characterized using classical compartmental models, with the following 4 compartments: Susceptible (S) → Exposed (E) → Infective (I) → Recovered (R). Transitions between the SEIR states is governed by probabilistic transitions. The incubation period (i.e., E → I) has been set to {1, 2, or 3} days with probabilities of {0.3, 0.5, or 0.2} respectively. Likewise, the infection period (i.e., I → R) has been set to {3, 4, 5, or 6} days with probability {0.3, 0.4, 0.2, or 0.1} respectively.

Infection transmission rate from an infective to a susceptible person (i.e., S → E transition) has been characterized using the following equation proposed by Nsoesie et al. (2012):

\[
Pr(w(i, j)) = 1 - (1 - \tau)^w(i, j)
\]

where, \(i\) denotes infected person, \(j\) denotes susceptible person, \(w(i, j)\) denotes the contact time between person \(i\) and \(j\), and \(\tau\) is the disease transmission probability per unit of time. Contacts between persons arise when they are collocated in a building. As the time of collocation \(w(i, j)\) increases, the probability of infection also increases.

Human Population and Location Simulator (HAPLOS)

Simulation of epidemics using a synthetic model has been enabled via sequential simulator called HAPLOS. It is a conventional cycle-based simulator in which activities of each individual are performed in each time step. Recollect that the time step of a SIPAM has been set to 10 minute increments to strike a tradeoff between model complexity, accuracy, memory, and runtime of simulations. In each time step, a person’s location is suitably updated based on their generated weekly schedules. Next, epidemic progression between S → E → I → R compartments is simulated. Finally, contacts between susceptible and infective individuals collocated in each building simulated. Periodically HAPLOS saves the full state of the model to enable visualization, analysis, and validation.

Epidemic scenarios & model validation

Model validation using influenza epidemic as a case study has been conducted using HAPLOS and a SIPAM with a population of 22,000 residents spread (using a triangular distribution) on a 500 × 500 grid. The model was simulated with 5 randomly selected individuals to be exposed to the infection. The model was simulated with 5 different values of \(\tau\) (see Equation 1). Results from multiple stochastic simulations for each value of \(\tau\) have been averaged for analysis and
plotted Figure 8. As illustrated by the chart, the epidemic curves follow the expected characteristic trend (see Nsoezie et al. (2012) for analytical details), with higher values of $\tau$ causing earlier infection peaks. Importantly, the characteristic curves establish the overall validity of the synthetic population and schedules. Experiments were also conducted to validate initial settings and model behavior for conducting simulation-based analysis of different scenarios. Specifically, we explored the impact of vaccinating 47.1% of the population, analogous to the current vaccination rates. At this vaccination rate the epidemic is expected to have a significantly reduced peak, but with a slightly extended epidemic period (Nsoezie et al., 2012). Vaccination of population is modeled by randomly initializing 47.1% of the population to the Recovered (R) SEIR state. The chart in Figure 9 compares the fraction of infective population with and without vaccination. Consistent with expectations, vaccination decreases the peak infection while extending the epidemic period.

**Summary of experimental results**

The proposed method for generating a Synthetic Individual-human Population and Activity Model (SIPAM) and the generated model has been extensively validated using a variety of approaches. The experimental results in Figure 5 and Figure 6 essentially validate Phase 1 and Phase 2 of model generation that deal with generating synthetic populations, homes, schools, and businesses. Generated schedules were verified to have distribution consistent with census data as shown in Figure 7. Moreover, extended verification of schedules was conducted by generating 10 million randomized SIPAMs and verifying ~1.04 billion unique schedules. Having verified the each phase of model generation, the resulting SIPAM has been further validated using an seasonal influenza case study as discussed in Section Full SIPAM validation. The comprehensive set of verification and validation experiments establish that the proposed method generates valid synthetic models.

**CONCLUSIONS**

The need to analyze, design, and proactively implement sophisticated public health policies has rapidly grown due to population growth, urbanization, and emergent communicable diseases. Simulation-based methods are gaining broad applicability in this area due to their advantages. Simulations require valid, realistic temporospatial models that effectively characterize human demographics and daily activities. The current state-of-the-art models models are broadly classified into two categories, namely: ① individual-based models in which each person and their activities are explicitly represented; and ② group-based or aggregate models in which a set of collocated humans are modeled as an indivisible entity. These methods have their respective advantages and disadvantages (see BACKGROUND & RELATED WORKS). Immaterial of the type of model being used, generating realistic, reusable, and cost effective models for comprehensive, multifaceted analysis of human populations and day-to-day activities is a challenging task Barrett et al. (2009). The challenges arise due to a myriad of issues, including: availability of data sources, computational costs, verification, and validation of complex models. This work discussed a novel, “first-principles” method for generating a realistic Synthetic Individual-human Population and Activity Model (sIPAM). The design rationale underlying our modeling approach is to preserve advantages of both individual and group models without succumbing to their drawbacks. sIPAM includes daily activities for individuals but buildings and population densities are grouped into small regions. The size of the region is determined by resolution of input data, which is currently at 1 km$^2$.

Statistical analysis on generated models for various regions shows that sIPAM preserves demographic, socioeconomic, and geospatial characteristics – that is, aggregate characteristics of a sIPAM are statistically indistinguishable from the census data used to create it. The model and method have been validated using 10 million model replications with different parameter settings. The tests covered ~1.04 billion unique schedules for over 280 million families. In addition to exhaustive verification, the model has also been validated using influenza epidemics as case studies. The case studies also explored impact of vaccination policies. Simulations for the case studies were conducted using a custom
cycle-based simulator called Human Population and Location Simulator (HAPLOS). HAPLOS has been developed as part of this investigation. The experimental data shows that SIPAM faithfully reproduces epidemic characteristics consistent with other validated models. The comprehensive set of verification and validation experiments establish that the proposed method generates valid synthetic models. Our investigations also establish that SIPAM strikes an effective balance between key model characteristics discussed in Section 4, namely: realism, reusability & accuracy, and computational costs.

A conspicuous advantage of our method is that uses anonymous summary census statistics that can be readily obtained from authoritative data sources. Since our method relies only on small subset of census data it can be readily used for other countries and geographic regions. The resolution of the model can increased or decreased via different gridded population data represented via simple ASCII text files. The activities are scheduled in configurable time intervals or time-blocks (currently set to 10 minute blocks) thereby striking a balance between realism versus computational costs for model generation and simulation. The models can be used for a variety of simulation-based analyses using different approaches, including: cycle-based simulations, agent-based simulations, or discrete event simulations.

FUTURE WORK

This paper presented the current checkpoint in our ongoing investigations on generating realistic models. We are continuing to refine and extend our methods to incorporate more detailed real world data when available. Currently, we are investigating the use of freely available street maps to further refine locations of homes, schools, businesses, and other buildings. The use of additional demographic data from NASA’s SEDAC data sets is also being explored. Furthermore, we are working on performance improvements to our model generation routines to reduce time and memory footprint. We are optimistic that with these ongoing enhancements will yield improved, realistic, cost optimal synthetic models that can be used for a broad range of analysis in a variety of fields.

ACKNOWLEDGEMENTS

This work was funded in part by Miami University’s Center for Analytics & Data Science (CADS).

REFERENCES


A DOMAIN SPECIFIC LANGUAGE FOR COMPLEX DYNAMIC DECISION MAKING

Souvik Barat
Tata Consultancy Services Research
Pune, India

Vinay Kulkarni
Tata Consultancy Services Research
Pune, India

Tony Clark
Sheffield Hallam University
Sheffield, United Kingdom

Balbir Barn
Middlesex University
London, United Kingdom

KEYWORDS
Organisational decision making, Conceptual model, Simulation model, Domain specific language.

ABSTRACT
Effective decision making of organisation requires deep understanding of various organisational aspects such as its goals, structure, business-as-usual operational processes in the context of dynamic, socio-technical and uncertain business environment. Decision making approaches adopt a range of modelling and analysis techniques for effective decision making. The current state-of-practice of decision-making typically relies heavily on human experts using intuition aided by ad-hoc representation of an organisation. Existing technologies for decision making are not able to represent all constructs that are needed for effective decision making nor do they comprehensively address the analysis needs. This paper proposes a meta-model to represent organisation and decision artifacts in a comprehensive, relatable and analysable form that serves as a basis for a domain specific language (DSL) for complex dynamic decision making. The efficacy of the proposed meta-model as regards specification and analysis is evaluated using a real-life scenario.

INTRODUCTION
Modern organisations need to meet their stated goals by adopting appropriate courses of action in increasingly dynamic environment subjected to a variety of change-drivers. It calls for the precise understanding of various aspects such as organisational goals, organisation structure, operational processes and past data (Shapira 2002). The large size of modern enterprises where the necessary information is both heterogeneous and distributed make compilation of information and subsequent analysis difficult. Furthermore, the socio-technical nature of enterprise (McDermott et al. 2013), inherent uncertainty (Rumsfeld 2011), non-linear causality in business interactions, and high business dynamics chiefly contribute towards organisational decision making being a complex dynamic decision making (CDDM) endeavour.

The common industry practice of organisational decision-making relies on human experts who typically use tools such as spreadsheets, word processors, and diagram editors (Locke 2009). Though adequate for capturing and collating the required information, these tools provide limited analysis support thus putting the decision making onus solely on intuition and interpretation by human experts. Moreover, these tools can only capture a static snapshot of enterprise and are largely devoid of the capability of supporting the dynamism. As a result, decision making with these tools tends to be time-, effort- and intellectually-intensive.

The state-of-the-art specification and analysis techniques approach the decision making problem in two ways namely, data-centric approach and model-centric approach. The data-centric approach makes use of sophisticated AI-based pattern recognition and predictive analysis techniques on relevant past data to predict future outcomes. This approach has worked well when the past data is comprehensive and the future is typically a linear extrapolation of the past. However, the two conditions are increasingly not being met for modern large enterprises thus leading to inappropriate decisions for emerging business context (HBR 2014).

The model-centric approaches, in contrast, characterise the real organisation using representative models which span across a wide spectrum. At one extreme of the spectrum are enterprise specifications that provide a well-defined structure for the organisational aspects of interest and rely on a variety of visualisation techniques to help humans gain the desired understanding of the organisation. For instance, ArchiMate (Iacob et al. 2003) is one such specification. At the other extreme of the spectrum are machine interpretable and simulatable specifications such as i* (Yu et al. 2005), BPMN (OMG 2011), and System Dynamics (SD) model (Meadows and Wright 2008). Principally they adopt reductionist view (Beckermann 1992) to help analyse enterprises where the mechanistic world view holds. On the other hand, the languages and specifications advocating actor model of computation (Hewitt 2010) and agent-based systems (Macal and North 2010) support emergentism (O'Connor and Hong 2002) through bottom-up simulation. They fare better in analysis of systems with socio-technical elements.

However, the above mentioned techniques and technologies capture only a fragment of what ought to be captured and analysed for effective CDDM (Kurt et al. 2016). For example, enterprise modeling languages are incapable of specifying uncertainty as well as emergent behaviour (Barat et al. 2016), and actor/agent languages are inadequate to express complex goal structure, organisational hierarchies, and behavioural uncertainty in a relatable form (Bonabeau et al. 2016).
2002). Moreover, as none of the EM specifications and actor based languages are designed for decision making purpose they are found lacking in expressing the necessary decision making concepts in an intuitive and closer-to-the-problem manner (Bonabeau 2002, OMG 2016).

This paper discerns a structure on the required information for CDDM and presents a conceptual meta-model, OrgML, to better support CDDM so as to overcome some of the present limitations. The OrgML is capable of specifying the relevant aspects of organisation and their inter-relationship in a closer-to-the-problem-domain and yet formal machine interpretable form. The key research contributions of this paper are three-fold: (i) a meta-model that represent the structure on the required information for CDDM, (ii) definition of OrgML, i.e., a DSL that captures the above structure in a precise form, and (iii) a systematic derivation mechanism from OrgML to a simulatable form. We claim that the proposed structured representation of decision making problem is an advancement over recent standardisation initiative on Decision Model and Notation (OMG 2016). We also claim that OrgML as a Domain Specific Language (DSL) for CDDM is an advancement over existing enterprise modeling and actor languages for the very same purpose.

The rest of the paper is structured as follows: section 2 describes the modelling and analysis requirements of CDDM, and it briefly evaluates the state-of-the-art techniques and technologies for the same. Section 3 introduces OrgML, establishes the conceptual relationships with foundational concepts, and proposes an approach to use OrgML effectively. Section 4 presents the validation of our claims through a case-study from real life; this section also demonstrates how OrgML is an advancement over existing EM techniques, actor languages, and some of our earlier work. Section 5 provides conclusions and future work.

**PROBLEM FORMULATION**

This section formulates a structure on the required information for CDDM inspired by some of the decision making models from management sciences literature, and evaluates the state-of-the-art of modelling and analysis techniques for supporting this structure thus establishing a background for our research.

**CDDM Structure and Requirements**

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Why</td>
<td>Goals, objectives and intentions of multiple stakeholders</td>
</tr>
<tr>
<td>What</td>
<td>Structural Specification with complex hierarchy and interactions</td>
</tr>
<tr>
<td>How</td>
<td>Behavioural specification with interactions</td>
</tr>
<tr>
<td>Who</td>
<td>Stakeholders and human actors of the system</td>
</tr>
<tr>
<td>Where</td>
<td>Information about location</td>
</tr>
<tr>
<td>When</td>
<td>Temporality in behaviour and adaptation</td>
</tr>
</tbody>
</table>

The philosophical basis of our solution is largely inspired by the decision making models from management sciences such as rational model (Simon 1955), Incremental model (Cyert and March 1992), Carnegie model (Mintzberg et al. 1976) and Garbage Can (Cohen et al. 1972). Though adopting different methodological styles, these models agree on the core concepts of decision making namely, objective or goal, course of action or lever, and performance indicator or measures (Yu 2012). Further they rely on contextual information as the basis to analyse achievability of a goal or efficacy of a lever for achieving goal.

Therefore, we argue that the activity of decision making largely depends on two key factors: (i) the ability to capture the core decision making concepts and contextual information in a formal manner, and (ii) the ability to perform what-if and if-what analyses on the information captured. The former requires completeness and the latter expects the efficacy. We argue that comprehensive information about six interrogative aspects namely why, what, how, when, where, and who as recommended in Zachman framework (Zachman 1987) ensures completeness, and a suitable processor, say a simulator or an interpreter, of the specification ensures efficient and effective analysis. The class diagram in Figure 1 overlays a structure on the information necessary for CDDM. It depicts the relevant concepts borrowed from management sciences namely, Goal, Measure and Lever, and the concepts necessary to capture contextual information namely, Goal, Structure, State, Trace, Behaviour and Environment.
An Organisation relies on its Structure and Behaviour to produce Output so as to achieve the stated Goals while operating in an Environment. Behaviour induces State changes thus producing Trace (i.e. historical record comprising of State and Output) over a period of time. Goal is a conditional expression over Measures which are views over Trace. A Lever is possible modification to Goal and/or Behaviour, and/or Trace.

The complex dynamic decision making (CDDM) for large and complex organisation with volatile operating environment calls for additional requirements on the specification described in Figure 1. A large organisation often contains complex hierarchy with large number of socio-technical elements as part of its structure. The constituent socio-technical elements are mostly autonomous, reactive and goal-directed. Also, the organisation elements exhibit uncertainty, temporality and adaptability. Thus, complex structure, socio-technical characteristics, and inherent uncertainty form additional specification requirements for CDDM. The specification requirements also demand the necessary constructs to represent decision making related concepts namely Goal, Measure, Lever. A-priori assessment of decisions is suggestive of simulation capability. Further, the simulation can be approached using top-down or bottom-up manner. Therefore a CDDM may need any of these two approaches or it may demand a middle-out approach. Table 1 enumerates the specification and analysis needs for CDDM.

Review of state of the art and practices

In (Barat et al. 2016), we systematically evaluated the suitability of EM techniques to support CDDM. The evaluation concluded with a critical observation that the existing EM techniques are capable of satisfying the expected requirements of CDDM described in Table 1 only in parts. In particular, we found the EM techniques that support necessary aspects of CDDM (such as Zachman Framework (Zachman 1987) and ArchiMate (Jacob et al. 2003)) are not machine interpretable and thus not amenable for rigorous analyses. Similarly, prevalent general purpose conceptual enterprise model, MEMO (Frank 2002), supports most of the specification needs except decision making related constructs. In contrast, specifications capable of precise analyses, such as BPMN (OMG 2011), i* (Yu et al. 2006) and System Dynamic (SD) (Meadows and Wright 2008) models, on their own, are not capable of representing all necessary aspects. For instance, BPMN analyses and simulates the process aspect, i* analyses the high level goals and objectives, and SD model simulates complex dynamic behaviour of the system. On the other hand, the multi-modelling and co-simulation environments, such as DEVS (Camus et al. 2015) and AA4MM (Siebert et al. 2010), collectively support the analysis needs for all aspects depicted in Table 1. However, they are not capable of expressing many socio-technical characteristics such as autonomy, uncertainty and temporal behaviour. Moreover, they are not suitable for bottom-up construction of a system that results into emergent behaviour.

The general purpose actor languages and frameworks, such as Scala Actors (Haller and Odersky 2009) and Akka (Allen 2013), are capable of specifying and analysing a range of socio-technical characteristics and emergent behaviour. However, we find the effective use of these general purpose languages in the context of decision making is a hard proposition as they do not have the language support to represent goal, measure and lever explicitly. Moreover, a large and complex organisation may need both the top-down and bottom-up analysis (Bonabeau 2002), which is not supported in general purpose actor languages.

PROPOSED SOLUTION - OrgML

This section presents the core contribution of this paper. It first introduces OrgML meta-model, then conceptually correlates the model with requirements of CDDM, and proposes an approach on using OrgML for CDDM.
OrgML meta-model

OrgML is a meta-model to represent the information required for decision making in a structured and machine interpretable form as shown in Figure 2. It extends the concepts depicted in Figure 1 along two dimensions – (i) to capture the specification requirements described in Table 1, and (ii) to enable the top-down / bottom-up modelling and simulation. The core element of OrgML is OrgElement, which is a parametric entity that can have: a set of Goals to represent its intention or objective, a set of EventHandling units to represent behaviour, and Data to capture state and trace of OrgElement. An OrgElement is an event-centric abstraction with \(<\text{name}, \text{eventHandlingSpecification}\>\) tuples constituting its behaviour. Amongst the events being processed, IncomingEvent (i.e., events received) and OutgoingEvent (i.e., events produced) are exposed to the environment whereas InternalEvents are not. The OrgElement Data is a set of typed Variables that can hold Values. An OrgElement may expose Variables to other OrgElement thus relaxing data hiding. An OrgElement can have a set of Measures to represent key performance indicators. Thus, OrgElement is the basic building block for specifying organisations for decision making. Detailed description of OrgML follows:

Goal: OrgML enables a goal to be decomposed into sub-goals, sub-sub-goals etc. to the desired level of detail. At each level, a goal can be related to other goals through relationships, for instance, meeting a goal g1 disables the related goal g2 to be met, or meeting a goal g1 subsumes the related goal g2 etc. We group such dependency relationships under Influence kind of relationship. The other kind of relationship is Refinement which enables hierarchical decomposition of goals. OrgML supports all the key relationships from i* goal specification (Yu et al 2006). A LeafGoal is a conditional expression over Measures. The conditional expression language includes temporal operators. As Measures have values, it is possible to compute if a LeafGoal is met or not. The semantics of Influence and Refinement relationships determine evaluation of the overall goal as a bottom-up traversal of the graph.

Structure: An OrgElement supports structural composition, decomposition and interactions through OrgReln, and represents type using ElementType. Organisational units, stakeholders and system of an organisation can be represented using ElementType. One can also consider the Active- and Passive- Structure defined in ArchiMate (Iacob et al. 2003) as the basis for type definition. Further, we consider Organisation and its Environment are two specialised OrgElement. An Organisation or Environment cannot be composed with other OrgElement. However, they can interact with other OrgElement and decompose into finer level of granularity. For example, an Organisation can interact with Environment, Organisation can be decomposed into Organisational units, an Environment of an Organisation can be visualised as multiple competitors, etc.

Data: Data of OrgElement is of three kinds namely Output, State, and Trace. The Output represents outcome of executing an OrgElement. It represents: (i) Variables of the OrgElement, (ii) Events produced internally, and (iii) Events communicated to other OrgElements. The State represents Variables of the OrgElement. Trace is collection of Data of the OrgUnit from a point in time in the past till now.

Behaviour: Elements Event and EventHandling describe the behaviour of an OrgElement. The Event can be classified into three categories namely OutgoingEvent, TimeEvent, and BehaviouralEvent. The OutgoingEvent specifies the Data from OrgElement accompanying the Event. The TimeEvent is an Event that represents Time information. The BehaviouralEvent specifies the Event definition and its implementation using EventHandling element. The BehaviouralEvent is further classified into IncomingEvent and InternalEvent wherein the former represent the Events that are consumed by the OrgElement and the latter represent the Events that are internal to the OrgElement. The EventHandling element is the primitive behavioural unit for describing the Behaviour of an OrgElement which can be of four kinds namely Deterministic, Stochastic, Temporal and Adaptive. We consider standard language constructs such as assignment, expression evaluation, loop, recursion, message passing, etc., to express Deterministic Behaviour. The Stochastic Behaviour specifies the uncertainty along two dimensions – uncertainty in raising an OutgoingEvents and uncertainty in responding to an IncomingEvent. Specification of both requires use of special constructs providing probability distribution guided choice. The Temporal Behaviour uses TimeEvent to express temporal relationships within behavioral specification. Adaptive Behaviour describes adaptation rules. Essentially, it express a Behavior that activates when a specific condition is matched – it uses TraceExpression, i.e., an expression over Trace element, to define the conditions. We consider element BSpec as a placeholder for behavioural specification.

Measure: Measure are a set of TraceExpression that essentially represents Variables of interest.

Lever: Lever represents possible courses of action that can be applied on OrgElement. A lever specification contains two kinds of specification: (i) lever usage specification and (ii) lever definition. Lever usage specification is illustrated in Figure 2 using LeverReln and its specialisation. The Lever inclusion and exclusion relationships can be defined using LeverReln.

The lever definition specifies a modification to either structure or data or behaviour of an OrgElement or a combination thereof. We adopt the concept of Variation...
**Point and Variant of variability modelling (Kulkarni 2012)** to define lever specification as depicted in Figure 3. Essentially, a lever is set of LeverSpec where each LeverSpec describes the change specification using two named elements namely **VariationPoint** and **Variant**. The VariationPoint describes the location of a change, and the Variant describes the changed element. A predefined set of core elements of OrgML can act as VariationPoint and Variant. Further, there is a notion of compatibility between VariationPoint and Variant. The element Parameter, Variable, Stochastic Behaviour, Behavioural Event and OrgElement of OrgML can act as VariationPoints wherein the element Value can fit into Parameter, Variable, Stochastic Behavior; the element EventHandling can fit into BehaviouralEvent; and an OrgElement can fit into OrgElement. We consider VariationPoint as a Parameter, and Variant as a Value to realise fitsInto relationship.

**Analysis of OrgML as a decision making aid**

Conceptually, the elements of OrgML refines the structure defined in Figure 1 and enables the characteristics described in Table 1. Event definition, Data, and OrgElement structure specify the what aspect, OrgElement help specify the who aspect, Goal specification specifies the why aspect, and Behaviour specifies the how and when aspects. The concept of OrgElement ensures desired modularity and encapsulation: the Event helps to specify reactive nature, InternalEvent and TimeEvent collectively specify the autonomous behaviour, Stochastic Behaviour helps in specifying required uncertainty, the Temporal Behaviour and TimeEvent specify the temporal behaviour, and Adaptive Behaviour is capable of specifying the adaptive nature of an OrgElement. We argue that the Composition relationship of OrgElement and Influence relationship of Goal specification together help in bottom-up design, whereas the Decomposition relationship of OrgElement, Goal Refinement Relationship, and an ability to share Variables using exposes relationship help in top-down design.

The proposed meta-model is grounded with a set of existing concepts. The modularisation and unit hierarchy are taken from component model concepts. Goal-directed reactive and autonomous behaviour can be traced to actor behaviour (Hewitt 2010). Defining states in terms of a type model is borrowed from UML. An event driven architecture is introduced for reactive behaviour. The concept of intentional modelling (Yu et al. 2006) is adopted to enable specification of goals. The behavioural classification and uncertainty is defined from the **uncertainty theory** by Donald Rumsfeld (Rumsfeld 2011) wherein the known knowns behaviour can be specified using Deterministic Behaviour and the known unknowns (KU) can be specified using Stochastic Behaviour.

Table 2: Guideline for constructing OrgML model from existing specifications

<table>
<thead>
<tr>
<th>Concept</th>
<th>Possible sources (concept mapping from existing languages)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OrgML</td>
<td>UML Class Diagram:: Class that represents Organisation, Organisational Unit, Environment. ArchiMate:: Business Actor, Business Role, Business Object, Application Component, System Software.</td>
</tr>
<tr>
<td>OrgElement</td>
<td>Data UML Class Diagram:: Class that represents entities ArchiMate:: Data Object, Artifacts. BPMN:: Data Object.</td>
</tr>
<tr>
<td>Goal</td>
<td>i*: i* specification:: Goal. ArchiMate:: Meaning.</td>
</tr>
<tr>
<td>Event</td>
<td>UML State Machine:: Transition. BPMN:: Event. ArchiMate:: Business Interaction, Business Event.</td>
</tr>
<tr>
<td>Measure</td>
<td>i*: Task, Leaf level Goal. BPMN:: KPI.</td>
</tr>
<tr>
<td>Lever</td>
<td>Description about possible courses of action.</td>
</tr>
</tbody>
</table>

**Enabling CDDM using OrgML**

We adopt a simplified modelling method recommended by Robert Sargent in (Sargent 2005) to capture organisation specification using OrgML and enable required analysis. Method uses three distinct representations namely problem entity, conceptual model and computerized model, to systematically transform a real-life problem into analyzable model and perform analysis/simulation as shown in Figure 4. The problem entity is a description of real environment, conceptual model is a purpose specific representation of the problem entity, and computerised model is an executable/simulatable model of conceptual model. In our approach, we consider textual description, i*, class diagram, state-machines, BPMN, and ArchiMate as the possible specification aids to describe a problem entity, OrgML is a specification aid for conceptual model, and an actor-based language named as **Enterprise Simulation Language** (ESL) (Tony et al. 2017) as computerised model.

ESL, like standard actor languages (Haller and Odersky 2009, Allen 2013), supports the notion of event, state, reactive, autonomous and adaptive behavior. ESL supports further concepts such as **Time**, **Stochastic** behaviour (using probability distributions) and **Temporal** behavior as shown in

**Figure 5: Characteristics of ESL**
Figure 5. These additions (depicted with dotted box and lines in Figure 5) are beneficial in making ESL a transformation target for OrgML.

Step 1 (Analysis and Modelling) manually converts a problem entity specification into an OrgML specification by identifying primitive elements, such as Organisation, Organisational Unit, and Stakeholders, and specifying their goals, behaviour, and measures. For example, the goals represented using i* model can be translated into the OrgML goal specification wherein the ‘decomposition’ relationships of i* can be translated into OrgML Refinement relationships. A basic guideline for constructing OrgML specification from existing specification languages is depicted in Table 2.

Step 2 (Implementation) uses a fixed set of transformation rules to transform OrgML specification into an ESL specification and is depicted in Table 3. We use a Java-based ESL simulator to simulate converted ESL specifications. A simulation of transformed specification progresses with primitive Time events (of ESL) wherein each translated OrgElement performs its own behaviour by reacting to IncomingEvents and InternalEvents. It updates state variables, persists trace information, produces OutgoingEvents, and evaluates goal expressions. An OrgElement adapt to new behaviour when adaptation logic is satisfied. The simulator displays identified measures in the form of graphics and animation.

EVALUATION

We present an evaluation of OrgML and the proposed modelling approach using an established real-life case study of a software service-provisioning organisation (Kulkarni et al. 2015a, Kulkarni et al. 2015b). The case study, primarily, focuses on the decision making of a Software Service-Provisioning Organisation (SSPO) that aims to Secure Leadership Position by focusing on three sub-goals namely High Customer Satisfaction, Top in Business Volume and Highest Profit Margin. The SSPO aims to achieve its goals by provisioning high-quality bespoke software in a dynamic and competitive environment that contains multiple customers who outsource their development activities to service provisioning organisations, and a set of competitors who have similar goals as SSPO.

Internally, SSPO contains three autonomous organisational units namely, Sales, Delivery, and Account, a dynamic organisational unit, terms as Project, which is formed on demand, and a set of skilled Resources. A simplified structure of the case study is depicted using a class diagram in Figure 6 (a). Each organisational unit of SSPO has its goals that contribute to the organisational goal as shown in Figure 6(b); and each organisational unit has its own behaviour to achieve their individual goals. A simplified behaviour of Project unit is illustrated using a state-machine in Figure 6 (c). In general, Customers raise request for proposal (RFP) for software provisioning; SSPO organisation and Competitors bid RFPs; and Customers evaluate bids and select one organisation for service provisioning. Once a bid is won by SSPO, it forms a development Project by allocating appropriate Resources, executes the project using standard software development process (as depicted in Figure 6 (c)), and finally delivers Software to the respective Customer.

<table>
<thead>
<tr>
<th>Table 3. OrgML to ESL Transformation Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OrgML</strong></td>
</tr>
<tr>
<td>OrgElement</td>
</tr>
<tr>
<td>Data</td>
</tr>
<tr>
<td>Goal</td>
</tr>
<tr>
<td>Event</td>
</tr>
<tr>
<td>EventHandling</td>
</tr>
<tr>
<td>Measure</td>
</tr>
<tr>
<td>Lever</td>
</tr>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Trace</td>
</tr>
<tr>
<td>Deterministic</td>
</tr>
<tr>
<td>Stochastic</td>
</tr>
<tr>
<td>Temporal</td>
</tr>
<tr>
<td>Adaptive</td>
</tr>
<tr>
<td>Deterministic</td>
</tr>
</tbody>
</table>
The case study explores the possibility of achieving high level goal, i.e., Secure Leadership Position, and sub-goals i.e., High Customer Satisfaction, Top in Business Volume and Highest Profit Margin, of SSPO for a given environment that contains a set of Customers with varying outsourcing needs, and a set of Competitors with specialised bidding strategies and project execution strategy. The case study further explores various Levers, such as a competitive bidding strategy, increase of resource strength, recruitment of skilled resources, and reskilling of existing resources, as possible options to increase the possibility of achieving its goals.

In our evaluation, we considered an extended form of SSPO specification depicted in Figure 6 (a)-(c) as the problem entity specification (extended figures are not included due to space limitation). In our approach, we first constructed OrgML specification of SSPO from problem entity specification using the guideline described using Table 2. An OrgML specification specify SSPO, organisational units (i.e., Sales, Delivery, Account, and Projects), and the identities that describes Environment (i.e., Competitor and Customer) as parameterised OrgElement. The goals (as depicted in i* model) are translated into the OrgML goal specification. Three Measures are identified from LeafGoals. The Measures are: Customer Satisfaction Index, Business Volume and Profit Margin. The behavioural specifications that are represented as state-machines are translated into OrgML Events and Event specifications. A schema of converted OrgElements and their interactions of constructed OrgML specification is depicted in Figure 6 (d). Next, we converted SSPO OrgML specification into SSPO ESL specification using transformation rules depicted in Table 3 to simulate SSPO using ESL simulator and validated simulation results with earlier experimentation presented in (Kulkarni et al. 2015a). We used SSPO case study to validate multiple enabling techniques and technologies that have potential to serve as effective aids for CDDM. In (Kulkarni et al. 2015b), we evaluated a multi-modelling and co-simulation approach that used three prominent EM techniques namely i*, BPMN and Stock-and-Flow in a coordinated manner. In (Kulkarni et al. 2015a) we experimented ESL to encode SSPO case study and evaluate decision alternatives. This paper proposes OrgML supported with a method as an affective modelling and analysis aid for CDDM. The effectiveness of four alternatives, i.e., EM based approach (from (Kulkarni et al. 2015b)), pure actor language based approach (from existing literature such as (Bonabeau 2002), ESL based approach (from (Kulkarni et al. 2015a)), and OrgML based approach are summarised in Table 4. As shown in the table, an EM based approach and an actor language based approach are complementary in nature. The former one supports aspect (i.e., why, what, how, etc.) specification and a top-down simulation approach, whereas actor language based approach is more effective for representing socio-technical characteristics and bottom-up simulation approach. But, it is not convenient for aspect specification. ESL bridge the gaps between two class of specifications with explicit support for uncertainty, temporal behaviour, and the bottom-up and top-

<table>
<thead>
<tr>
<th>Requirement</th>
<th>EM Spec</th>
<th>Actor Lang.</th>
<th>ESL</th>
<th>Org ML</th>
<th>Enabling OrgML Concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Why</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>Goal</td>
</tr>
<tr>
<td>What</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>OrgElement</td>
</tr>
<tr>
<td>How</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>EventHandling</td>
</tr>
<tr>
<td>Who</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>OrgElement</td>
</tr>
<tr>
<td>Where</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>OrgElement</td>
</tr>
<tr>
<td>When</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>Time Event</td>
</tr>
<tr>
<td>Modular</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>OrgElement</td>
</tr>
<tr>
<td>Compositio nal</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>Composition Relationship</td>
</tr>
<tr>
<td>Reactive</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>IncomingEvent,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>OutgoingEvent</td>
</tr>
<tr>
<td>Automonou s</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>InternalEvent</td>
</tr>
<tr>
<td>Intentional</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>Goal</td>
</tr>
<tr>
<td>Adaptive</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>Adaptive Behaviour</td>
</tr>
<tr>
<td>Uncertainty</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>Stochastic Behaviour</td>
</tr>
<tr>
<td>Temporal</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>Temporal Behaviour</td>
</tr>
<tr>
<td>Measure Spec</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>Measure</td>
</tr>
<tr>
<td>Lever Spec</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>Lever</td>
</tr>
<tr>
<td>Top-down/</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Bottom-up</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. However, ESL is a general purpose simulation language and it is not convenient to specify most of the aspects (e.g., why, who, where, when), and decision making constructs namely goal, measure and lever. Hence OrgML is further improvement towards the infrastructure that we envision for CDDM. It helps in expressing the most of the requirements in a convenient and machine interpretable for leading simulation based CDDM.

**CONCLUSION**

Currently, there is a gap in technologies available for decision making notably in the precision of aspects such as precision of organisational goals, structure, operational processes, environment and expressing uncertainty. To address this gap, we have presented OrgML - a meta-model structure over information required for decision making. The model content is inspired by key concepts advocated in various decision making models from management sciences. The formal structure is achieved by integrating appropriate concepts from Enterprise Modelling, actor model of computation, uncertainty theory and variability modeling.

A rationale for how OrgML can enable a decision making approach that can potentially overcome some of the limitations of current state of art and practice of CDDM has been presented. The principal benefits are derived from an extended form of actor model of computation; is composable; is capable of specifying uncertainty in behavior; and is simulatable. A systematic approach on how to derived an simulatable specification from an OrgML model instance using a model map has been outlined. The derivation process and the efficacy of the OrgML model was evaluated using a real-life scenario. We acknowledge this paper does not
discuss in detail the language constructs of ESL, the transformation rules from problem entity specification to OrgML, and automatable transformation rules to translate OrgML to ESL. We restricted the principal objectives of this paper to: establishing the core concepts of CDDM, defining a specification language that can act as an effective aid for specifying organisations for CDDM and enabling a simulation based approach to CDDM.

Our research is an example of technical action research (Wieringa and Morali 2012) in that it presents a validation of a design science artifact wherein we have demonstrated how OrgML and the proposed approach is relevant and effective for practitioners to adopt in CDDM. As part of future research, we intend to further validate this in real business scenarios as well as proposing further extensions to OrgML for introducing game theoretic approach in simulation.
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ABSTRACT

Preparedness of the crisis management authorities is essential to ensure management processes in dealing with emergencies and crisis situations. Due to increasing numbers as well as impacts of anthropogenic and natural disasters, emphasis is placed on the preparedness of public authorities and business entities, particularly critical infrastructure entities, as disruption of their activities would bring a serious impact on the state security system, population, property and environment.

The article focuses on the activities and procedures in dealing with simulated exercises of crisis management authorities at different levels of public administration and critical infrastructure. Emphasis is placed on the use of a simulation tool in the preparation phase of the exercise which is used to support decision-making processes and exercise recording. Exercise recording is subsequently used to evaluate the efficiency and benefits of the exercise.

Based on the experience from previous exercises, the CAXManager software tool has been designed and programmed. Within the exercise it allows in particular the exercise operator entering, executing and checking the level of fulfilment of scenario tasks. For the participants CAXManager application shows performance in individual tasks, their gradual delegation to individual levels of progress and finishing the task being addressed in the final phase. Currently, CAXManager software is in the testing phase. Several user-unfriendly situations have been detected during testing which have been recorded and discussed with programmers. Substantial remarks and suggestions have continually been incorporated into the program to improve its user-friendliness and functionality for evaluating the exercise.

INTRODUCTION


Due to the extent of potential problems with critical infrastructure bodies, effective cooperation between all stakeholders (primarily the critical infrastructure entities, public administration authorities and components of the integrated rescue system) is necessary in dealing with crisis situation (Ristvej et al. 2016; Vašková et al. 2017). In particular, public authorities and critical infrastructure entities should be prepared for a joint co-ordinated response to emergencies and crisis situations (Hridel and Kartáč 2013; Malachová and Oulehlová 2017a).

CURRENT SITUATION ANALYSIS

This chapter deals with the issue of tactical and staff exercise and increase in the level of development of professional education and skills of crisis staff members. Attention is paid both to the possibilities of software support to the exercise as well as to evaluation of the already executed national staff exercise with involvement of all interested parties, including critical infrastructure entities.

Responsibilities in preparation of crisis staffs

Emergency situation preparedness or crisis situation preparedness significantly contribute to providing efficient and rapid response and damage minimization. Acquiring practical skills and knowledge enables successful response to the emerged situation. An integral part of crisis preparedness is continuous and structured education of the relevant staff. Theoretical knowledge should be followed by practical exercise which will contribute to mastering acquired knowledge. According to the aim of the exercise, it can be an improvement, screening, co-operation or testing exercise. Usefulness and practicality of processed crisis documentation is as well as the human resources tested during exercises. According to the Crisis Act (Act 2000a), liaison officer and company management are responsible for preparation and implementation of practical exercise implementation.
Computer simulation enters the area of staff practical training only at a slow pace. This is probably due to lack of confidence in new technologies as well as relatively high acquisition costs for building complex simulation centers (Barta, Vašková and Urbánek 2016). For this reason, complex simulators for staff practical training or crisis staff training are available, with exceptions, only in military facilities (Hubáček and Řezáč 2013; Hubáček and Vráb 2013; Ristvej et al. 2016).

SIMEX 2016 exercise

In the framework of a research project aimed at software support of practical training of crisis staff members with a focus on energy critical infrastructure, an analysis of possible simulation tools for exercise was carried out (Barta, Vašková and Urbánek 2016; Barta and Řezáč 2016). On the basis of the analysis of the utility properties of the individual simulation tools, SIMEX simulator was created. It belongs to a group of constructive simulators, where participants use simulated equipment and entities in a simulated environment. Constructive simulation is often referred to as “war” because it is similar to strategic war games in which players command individual soldiers, military groups and technique in the playing environment (Hubáček and Vráb 2013; Urbánek et al. 2013).

The SIMEX simulator was employed during practical exercise of crisis management authorities of the South Bohemian Region, subordinated municipalities with extended powers and components of the integrated rescue system. The exercise topic was a large-scale disruption of the natural gas supply due to a simulated accident on the high-pressure gas pipeline in the gas distribution system of the gas company E.ON Distribution. The topic of the exercise was chosen to correspond with a probable event which would require regional level coordination and was approved by the Security Council of the South Bohemian Region (Malachová and Oulehlová 2017b).

The exercise was carried out on 24-25 May 2016 as a multilevel staff exercise at the regional level. The simulated crisis situation was situated to January 2016. Scope of the exercise was set at a level enabling involvement of several critical infrastructure entities. These included especially E.ON Czech Republic, Ltd., E.ON Services and E.ON Distribution which actively participated in dealing with the emergency.

CLASSIFICATION OF SIMULATION APPROACHES

The SIMEX simulator was used for creating the plan of the staff exercise to simulate the intervening activities. SIMEX simulation system consists of software equipment for simulation, terrain database, 3D models and effects, software equipment of the communication system as well as a DIS Logger. Environment in the simulator is created by the combination of terrain database created from the detailed geographical data, model of weather and other dynamic environmental models. Terrain database is created based on real geographic data and includes landscape elements essential for performing the simulation. 3D models and effects allow displaying terrain, entities, effects of burning, extinguishing, etc. The database contains all common objects in the countryside (bodies of water, roads, built-up areas, vegetation, relief, type of soil and other objects). Individual objects have predefined features influencing simulation of their own entities in relation to their purpose. Weather editor enables to set basic parameters (date and time, air temperature, velocity and direction of the wind, type and intensity of precipitations, humidity and pressure of air, type of cloud cover, light intensity etc.). Some of the parameters are mutually interlinked based on the actions happening in the atmosphere known from meteorology. Dynamic models of environment enable to modify the countryside with objects and phenomena which can change their form in the course of time. There are accidents simulated in great detail as well as a vast database of forces and means. DIS Logger is designed for recordings the simulations and their subsequent re-playing during the exercise evaluation.

Simulated communication system Astra provides simulation of communication between the workplace of the instructor, scenarios and trainees. Exercise has had allocated telephone numbers and roles in the communication scheme.

RESULTS AND DISCUSSION

The chapter describes evaluation of the national multi-level SIMEX 2016 exercise (Malachová and Oulehlová 2017b) where a natural gas supply failure was simulated due to an accident on the distribution system of the high-pressure gas pipeline.

SIMEX 2016 exercise objectives

One of the objectives of the exercise was to check the computer-supported design of the SIMEX exercise simulator design for crisis management authorities. Simulator that was used in the exercise was designed to provide support for the collective exercise of crisis preparedness at various levels of crisis management (regional and municipal). Simulator support was also aimed at integrating components of the integrated rescue system, critical infrastructure entities, their suppliers and customers, and possibly representatives of other entities operating in the area (Malachová and Oulehlová 2017b).

Procedures of the preparation of the individual components of the SIMEX simulator and their implementation into the real environment of the exercising entities within SIMEX 2016 were tested. At the same time, preparation of map data for a predefined exercise area was checked. It has shown that the map data available from the Czech Office for Surveying, Mapping and Cadastre (administrator of the map materials of the Czech Republic) have to be supplemented with additional elements to increase the simulation accuracy. Extensive adaptation of map data in GIS system and implementation of required entities and functionalities that were contained in the exercise scenario were carried out.

As part of the implementation of the SIMEX simulator to support management processes in dealing with emergencies or crisis situations, it was necessary to map and take into account the following facts:
• Who exactly will take part in the exercise (functions, management level, organization);
• What the means will be (simulator, communication system, something else);
• What roles the participant will have in scenarios;
• Where (workplace) he will be during the exercise.

Evaluation of the results of the crisis management bodies’ exercise using simulation also verified usefulness of the individual simulator elements, the simulator communication system as well as SIMEX simulation tool as a whole, which was designed to support the exercise of crisis staff members.

Evaluation of the simulator

All interested parties expressed their opinion on the exercise carried out using computer support to deal with an emergency situation. Assessment came from the level of the regional crisis staff, critical infrastructure entity of E.ON Distribution, the VRGroup SIMEX simulator manufacturer and independent observers from the University of Defence. When evaluating SIMEX simulator used within SIMEX 2016 exercise, it was necessary to look at a simulator from three planes according to its main areas of support for control processes in dealing with emergency situation.

Simulation system

It was a basic function of the SIMEX simulator which created a virtual world for participants where the simulated crisis situation and activities of the deployed forces and resources of the components of the integrated rescue system took place. Simulator and its individual workstations were controlled by trained operators. Simulator operator entered information from the scenarios, followed the instructions of the participants in the simulated virtual environment and reported on the state of tasks or the situation development (Spálenková, Řezáč and Oulehlová 2016; Malachová and Oulehlová 2017a). At this stage of the exercise, a great demand emerged on the size of the supportive team of operators who provided the simulator operation. For each workplace it was necessary to evaluate what was needed to simulate for the exercise. Feedback of this exercise phase showed that it was necessary to restrict the number of simulator operators.

Communication system

The simulated Astra communication system replaced standard communication channels between scenario workplace and participants. This is an isolated, configurable system enabling voice and email communication. The exercise workplace had an assigned phone number in the communication scheme. Communication was recorded during the exercise (synchronously with the simulation) and it was possible to use it for the subsequent evaluation of the exercise (Spálenková, Řezáč and Oulehlová 2016). Individual elements of the simulated Astra communication system were telephones and email accounts, located directly at the participants’ workplaces. Their use was similar to common means of communication; however, participants did not mostly use them.

Based on the exercise evaluation, it was found out that simulated Astra communication system needs to be transformed and adapted closer to the needs of participants. Reasons for not using the Astra communication system were technical problems with the Internet connection quality. Because of the recording of the communication for the purpose of exercise evaluation, participants provided fragmented, incomplete or limited information. Their communication was restricted to essential basic information. Some entities were using their internal set communication channels (such as a fire rescue service), which made the exercise more challenging for the participants to have the same information provided by the Astra system as well. Some participants had the problem that the real numbers they had memorized in accordance with the connection plans (part of the crisis documentation) were different from those used in the simulated Astra communication system.

Means for support exercise evaluation

During the exercise, not only synchronous recording of activities and communication, but also recording on the timeline was performed via simulation. Time line recorded other important events as the start and end of scenarios, the external stimuli of participants as well as the steps of the given procedures. These records formed a significant set of data for the subsequent evaluation of the activity of the participants (Spálenková, Řezáč and Oulehlová 2016). Analysis and evaluation of the exercise was performed immediately after the exercise. During evaluation, the controversial or discussed sections of the audio recording were replayed as well as visualization of the simulated development of the situation or the actions of forces and means deployed in the simulation. This generated an exercise feedback and increased the efficiency and the overall impact of the exercise.

Evaluation also brought the requirement to display fulfilment of the individual phases of the scenarios from the point of view of both participants and the exercise operator. Participants thus would have a better insight into the progress of the scenarios development and the degree of the performance. This means that relevant operators have to record:
• Taking over the scenario;
• Way of dealing with the scenario;
• Delegating of the scenario;
• Ending the scenario.

By doing so, both the participants and the operators will see all scenarios and the level of dealing with them. At the same time, time may be assigned to perform the tasks or the sequence of tasks.

CAXManager application design

The CAXManager application was developed based on the gained knowledge from the SIMEX 2016 exercise evaluation. The goal of the application was to test the behaviour and work of individual exercise entities of crisis management bodies during a major emergency or crisis situation. From the point of view of the topic, exercise aimed at extensive power and gas outage, major floods, windstorms
and so on, where multiple scenarios can be developed and load the application more, were theoretically preferred. Application can be logged into according to a defined role in the exercise. The main roles in the exercise are:

- **Exercise operator** represents the main entity in the simulation. It must always be running. The password defined in the configuration file is required for the access. At the beginning, the operator can choose from three options:
  - New - create a new exercise using the wizard. Basic information about the exercise was defined as well as the components involved in the scenario, exercise participants, types of scenarios and scenarios available for the practical exercise;
  - Load - already created exercise that can be edited in different ways is loaded
  - Start - an exercise that has already been run or a new exercise is started.

Operator in the simulation performs a role of an observer with the possibility to start and finish scenarios. At the end of the exercise it is possible to get a final overview of the whole simulation.

- **Participant** can log into the application at the time of exercise beginning or realization. For access, a unique password generated solely for the current exercise is required. Participant deals with individual scenarios by performing certain steps which he or she receives directly or are handed to him by other participants. Participant finishes his scenario by completing the task or passing it to another participant. Number of participants is determined by the exercise operator while creating scenarios during the exercise preparation phase.

- **Scenario members (scenario openers)** task is to distribute scenarios among corresponding participants, to check the reception, fulfilment and termination of scenarios.

Actual start-up and subsequent communication between individual entities is provided through special e-mail communication. Email communication has been chosen for its functionality, reliability and ease of use.

**Communication protocol**

Communication of the individual CAXManager application installations took place via a single email box that was set in the configuration file - communication.xml. The application uses POP3 protocol to receive messages and SMTP protocol to send messages. Implementation of receiving and sending messages was in the Connector.cs class. Receiving and sending the messages take place by intervals and is set in the corresponding configuration file.

The best functionality has proven to be on one email configuration (POP3) and an individual email box (SMTP) for each user for sending emails. These settings also worked in testing more extensive exercises with extensive and data-intensive e-mail communication between participants. In other configurations, proper functionality used to be compromised by the spam filter on the email server.

**Email communication**

For the proper functioning of the communication, email format was important. The message type was defined in the email subject, see Table 1, and the message itself was placed in the body of the email.

Type of messages:

- **Specialised**
  - INIT – an initialization message that contained XML with a completely defined exercise;
  - ATTACHMENT – individual scenario attachments (body contains no information).

- **Standard** – the message has a unified XML format.

Table 1: Types of messages in CAXManager application

<table>
<thead>
<tr>
<th>Message name</th>
<th>Activities within exercise simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>EVENT</td>
<td>Message with the scenario</td>
</tr>
<tr>
<td>STARTSIM</td>
<td>Simulation start-up</td>
</tr>
<tr>
<td>ENDSIM</td>
<td>Simulation finish</td>
</tr>
<tr>
<td>ENDEXERCISE</td>
<td>Exercise finish</td>
</tr>
<tr>
<td>CREATENEWEVENT</td>
<td>Creating a new scenario during the course of the simulation</td>
</tr>
<tr>
<td>PAUSESIM</td>
<td>Simulation pause</td>
</tr>
<tr>
<td>UNPAUSEDSIM</td>
<td>Continuation of simulation</td>
</tr>
<tr>
<td>CONNECTUSER</td>
<td>Connect a user</td>
</tr>
<tr>
<td>DISCONNECTUSER</td>
<td>Disconnect a user</td>
</tr>
<tr>
<td>CHECKCONNECTION</td>
<td>Check the connection of all users</td>
</tr>
<tr>
<td>SETTIME</td>
<td>New simulation time setting</td>
</tr>
</tbody>
</table>

By connecting the CAXManager application to the simulation process, parallel activity of the participants has been achieved in the work both with the simulator and the communication tools. This has led to the operator’s better overall overview of individual scenarios and their fulfilment process.

**CONCLUSION**

Increasing the level of preparedness of the staff to deal with emergencies or crisis situations is a very important process. An significant advantage for developing knowledge and skills are exercises of all stakeholders at the appropriate levels. In recent years, many planned tactical and staff exercises of public administration authorities and components of the integrated rescue system have taken place in the Czech Republic. The topics were based on potential risks affecting the given territory or giving response to an unexpected and yet not approached extraordinary event.

In 2016, a computer-assisted exercise on the large-scale disruption of the natural gas supply called SIMEX 2016 was...
carried out in the South Bohemian Region. The primary objective of the exercise was to examine crisis plans to address emergencies or crisis situations. SIMEX simulator was tested in the exercise and the basic functionalities for the newly developed CAXManager application were determined based on the evaluation.

The application has currently being tested and will be modified based on the comments which have arisen. The updated version of the application will be used in the multi-level exercise of crisis management authorities scheduled for November 2017 in the South Bohemian Region. Long-term practice shows that large-scale damage caused by extensive emergency or crisis situations can be eliminated by repeating and testing crisis preparedness through joint exercises of the crisis management authorities, components of the integrated rescue system and critical infrastructure entities.
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ABSTRACT
It is common accepted that complex systems or cyber-physical systems need co-simulation for their study. Furthermore, they are made of heterogeneous sub-systems that have to exchange data. Usually each sub-system is modeled using specific tools, environments and simulators. The simulators have to interoperate to realize all the simulation of the system. It is known that interoperativity is a broad and complex subject. Interoperability is a strong commitment as the communication solution in heterogeneous systems. This paper describes a co-simulation framework interoperability based FMI (Functional Mock up Interface) standard for the structural part and data mediation for semantic part. We present a case study for Neo-Campus project that shows how the framework helps to build the semantic interoperability of a cyberphysical system.

INTRODUCTION
The Neo-Campus project (Gleizes et al. 2017), supported by the University of Toulouse III, aims to link the skills of researchers from different fields of the University to design the campus of the future. Three major areas are identified: facilitating the life of the campus user, reducing the ecological impact and controlling energy consumption. The campus is considered as a smart city where several thousand data streams come from heterogeneous sensors placed inside and outside the buildings (CO2, wind, humidity, luminosity, human presence, energy and fluid consumption, ...). We distinguish:

- Raw data: These are the energy consumption data (water, electricity, gas).
- Activity-specific data: These are post-processed data resulting from the merging of raw data (pedagogical activities, room occupancy, ...).
- Incident-specific data: These are the failures identified on campus (heating of computer equipment, network failures, ...)
- The ambient data: This concerns the context in which the scenario takes place (temperature, weather, CO2 level in the air).

We have built a knowledge base from sensors data that provides real-time data and relationship between them in order to be used for simulation for example.

Each expert working in Neo-Campus project interact with data differently using a specific field within simulation, hence the need to build a co-simulation framework in order to ease the collaboration.

The paper is organized as follows, first we present the related works on interoperability and our approach to build the co-simulation framework interoperability. We continue with the Neo-Campus use case and give a conclusion and future work.

RELATED WORKS
Interoperability can be defined as the ability of two or more entities to communicate and cooperate despite differences in the implementation language, the execution environment, or the model abstraction (Kohar et al. 1996). Interoperability is a complex problem. There are many ways to deal with it. We have identified two main approaches: (1) based on levels of conceptual interoperability models (LCIM), (2) based on structural and semantic interoperabilities. In (Diallo et al. 2011), LCIM is used as the theoretical backbone for developing and implementing an interoperability framework that supports the exchange of XML-based languages. They defined 7 levels of LCIM with the goal to separate model, simulation, and simulator in order to better understand how to make models interoperate. The authors of (Rezaei et al. 2013) presented an overview of the development of interoperability assessment models. They proposed an approach to measure the interoperability and used four interoperability levels to define a metric. (Li et al. 2013) used comparisons between reusability and interoperability, composability and interoperability to show the importance of interoperability. The authors proposed to use models to build interoperability. Thus they decomposed interoperability into: (1) technical (or structural) interoperability (communication ports) (2) and substantive (or semantic) interoperability (contents meaning) It means that simulation sub-systems can talk to each other and exchange data, but to understand
each other correctly and co-simulate effectively requires substantive interoperability. We agree with this decomposition but instead of using models, which imposes an important customization of the exported model, we take advantage of a known simulation standard, FMI (Functional Mock up Interface) to build the structural part. Our semantic interoperability will be based on data mediation.

**CO-SIMULATION FRAMEWORK INTEROPERABILITY APPROACH**

Our approach for the design of a co-simulation framework interoperability is based on:

1. a co-simulation
2. a software components approach which is defined by (Szyperski 1996) as a unit of composition with contractually specified interfaces and explicit context dependencies only
3. a Structural interoperability using the standardized interface FMI (Functional Mock-up interface)
4. a semantical interoperability using mediation for adaptation of the data

**Co-simulation**

Co-simulation is defined as the coupling of several simulation tools (Hessel et al. 1999) where each tool handles part of a modular problem where data exchange is restricted to discrete communication points and where subsystems are resolved independently between these points. This allows each designer to interact with the complex system in order to retain its business expertise and continue to use its own digital tools.

From the literature, we have constructed a global scheme of co-simulation in order to have an overall view of it (cf. Figure 1). The models are described by their interfaces without any access to their contents. Aiming at securing model exchanging between designers and ensuring privacy and robustness, we went for a black box model interoperability. This last makes it then possible to exchange and use the information between those components.

**Component approach**

We chose a component approach in order to overcome the limits of the white box approach which consists on redeveloping of all the heterogeneous subsystems in the same language (Kossel et al. 2006). This imposes that models developed by different designers are transparent and accessible (Allain et al. 2002). The component approach makes it possible to co-operate prefabricated pieces, perhaps developed at different times, by different people, and possibly with different uses in mind. The main reason is to improve the flexibility, reliability, and reusability of our framework due to the (re)use of software components already tested and validated avoiding risks of robustness. A component is an autonomous deployment entity which encapsulates the software code showing only its interfaces. An interface can be described as a service abstraction, that defines the operations that the service supports, independently from any particular implementation (Lea and Marlows 1995). Each component should provide the way how it can be generated (plug-out) either from a white box model, or another black box provided by a simulator. (cf. Figure 2) represents a communication between two software components; componentA (as a piece of software) and componentB (UML notation). This component approach should allow data mapping between models, applications and several building simulators (Simulink, Dymola, Saber...) using it. A standard interface would be used to warranty the compatibility between these tools.

**Structural interoperability based FMI**

Structural interoperability requests to define communication ports and has to guarantee the possibility of connection by respecting data types and the direction of the ports.

*Figure 1: Overview of co-simulation of two subsystems*

*Figure 2: interaction between two Components*
We chose the standard FMI (Blochwitz et al. 2011) see (cf. Figure 3) which uses a master-slave architecture as a simulation interoperability standard.

FMI : Functional Mockup Interface is a Standard interface for the solution of coupled time dependent systems, consisting of continuous or discrete time subsystems. It provides interfaces between master and slaves and addresses both data exchange and algorithmic problems. Simple and sophisticated master algorithms are supported. However, the master algorithm itself is not part of FMI for Co-Simulation and should be defined (Consortium et al. 2010) (Enge-Rosenblatt et al. 2011). FMI supports different working modes, in particularly:

1. FMI for model exchange (when modeling environment can generate C code of a dynamic system model that can be utilized by other modeling and simulation environments)

2. FMI for co-simulation (when an interface standard is provided for coupling of simulation tools in a co-simulation environment)

This choice is motivated by the fact that FMI is a standard and therefore minimizes the customization of the exported model. It is a tool independent that facilitates the exchange of models between different tools and which therefore minimizes the effort of integration by proposing approaches that are specific to it.

Semantical interoperability based data mediation

The interoperability is the ability to share information between systems and applications in meaningful ways. While most system engineering or system applications stop at the structural level, assuming that if you can read it you’re going to understand it. Additional level of interoperability and the next that really matters for us is a semantic one which needs common information model to be defined for exchanging the meaning of information. Then the content of the information exchanged is unambiguously defined.

This approach uses a model that describes the information shared by taking their semantics into account in the form of contexts of use. The mediation model leads to define three types of integration rules:

1. constraint rules that reduce the objects to be considered according to predicates,
2. merge rules that aggregate instances of classes of similar,
3. and join rules that combine information from multiple object classes based on one or more common properties.

We distinguish two types of mediation:

1. Schema mediation which provides better extensibility and often better scalability (object interfaces, rule-based language).
2. Context mediation seeks to discover data that is semantically close, it is able to locate and adapt information to ensure complete transparency. We can therefore take advantage of the robustness of the
mediation schema approach and combine it with the semantic approximation techniques of context mediation. This semantic mediation will be used to correlate, aggregate and dispatch data with respect to the control that we want to enforce on data produced or consumed.

For example, one component may produce data with meaning T0, while another may consume data with T1. It may be that there is no direct T0T1 bridge, but there are separated T0T' and T'T1 bridges. A mediator is required to assemble the bridges to complete the T0T1 translation. Our solution is based on formal interface descriptions. When a simple component has an input or output event as a kind of interaction, our interface description will list those events including their (typed) parameters. It could be done automatically if a generator tool, based on language mapping, processes an interface description and produces a proxy (environment side stub) and a driver (component-side stub) for the component. Proxy and driver communicate through a mediation channel, using a protocol for message exchange, see (cf. Figure 4). At the present version, mediators are hand-coded.

![components mediation](image)

**The co-simulation framework based component**

**Simulator**

We chose the CosiMate environment which offers a complete simulation environment dynamically linking heterogeneous simulators and which can be extended to different simulation environments on different platforms. CosiMate provides synchronization methods that take into account the different behaviors of the languages and the simulators used. Thus, when a simulation is performed on a network, CosiMate considers the intrinsic constraints of the communication medium. CosiMate adapts to the network configuration, offering a co-simulation based on a multi-client multi-server to avoid unnecessary communications between simulators instantiating local routers for each computer in the co-simulation. And when different parts of the system are co-simulated at different levels of abstraction, it is necessary to add adapters (wrappers) to the compatibility of data exchange between models at different levels.

CosiMate meets our needs by offering two co-simulation working modes:

- **Event mode**: The router (that manages the data exchange and synchronizes the simulator) does not deal with any notion of time. This mode of communication makes it possible to establish a connection between the event simulators (HDL simulators, UML models) and sequential simulators (code C for example). The data is transmitted once available on the CosiMate bus. CosiMate is flexible enough to support different communication protocols. The data is transmitted once available on the CosiMate bus, the valid transmission of the router between the sender and receiver (does not check if the recipient has read the data). CosiMate is flexible enough to support different communication protocols.

- **Synchronized mode**: The router synchronizes the models taking the minimum time. This mode is suitable for simulation engines using solvers (such as Matlab / Simulink).

**Cosimate-FMI**

Cosimate allows the co-simulation between FMI and also non-FMI models. There are simulators which are not supported by Cosimate, thus the need to wrap them as an FMU component in order to plug them to our cosimate bus

**System**

The co-simulation of a complex system can thus be based on the joint simulation of all its subsystems. It also makes it possible to simulate the whole system by coordinating and exchanging data calculated and interpreted by each subsystem, in order to obtain a result which does not modify the functionality of the implementation of the future system. Among our different simulated models, we distinguish:

1. Functional simulation allowing the validation of the aspects of the system which are independent of time, and here we can dissociate the sequential simulators and the event simulators.

2. Temporal simulation which aims to exchange data in time windows. Knowing that if data is not consumed in a given time window, it may be lost. A synchronization model is therefore necessary to coordinate the parallel execution of our different simulators.

We mention the master-slave model (cf. Figure 5), comprising a master simulation and one or more slave simulations. In this case, the slave simulators are executed using procedure calls, which results in an inability to execute them simultaneously. The distributed model overcomes the limitations of the master-slave model, which
relies on a co-simulation bus used as a communication protocol (cf. Figure 6). The complexity of this model focuses on the co-simulation platform: managing access to the co-simulation bus and coordinating the data by the bus controller. Another great difficulty comes from the integration of time (Yoo and Choi 1997) which is different between embedded software systems, hardware and the surrounding environment.

Figure 5: Example of a master-slave co-simulation platform

Figure 6: Example of a distributed co-simulation platform

NEO-CAMPUS CASE STUDY

System description

As described in the introduction there are several simulators and sensors scattered around the campus (cf. Figure 7)

Different simulators used

We therefore have: In one hand several simulators on a different fields using different kind of data. One is working with Matlab Simulink on the energetic consumption using a black box neural network Heat pump model to ensure a comfortable desired in the rooms by heating and cooling when it is necessary. It is interacting with the outdoors getting from sensors the Electric power (Kw) and the temperature coming from the building and generating with a specific time step. The second simulator is working with powersims toolbox of Simulink (Khader et al. 2011) using Maximum Power Point Tracking making it possible to follow the maximum power point of a non-linear electric generator. It is interacting with the outdoors getting the values of the Photovoltaic current and the voltage and generates Converter control setpoint. The third simulator using Contiki (Dunkels et al. 2004) which is an operating system for networked, memory-constrained systems with a focus on low-power wireless Internet of things devices using Cooja which allows large and small networks of Contiki motes to be simulated in order to evaluate the performances (energy, delays) of IOT networks using the protocol CCN (content centric Networking) applied on a network of sensors. Developed in C++ under linux OS. The way it interacts with the outdoors is using interest (requests sent by users containing the name of the data such as the temperature) and generating the value of this data. In the other hand the collection of sensors data is stored in a NoSQL database (mongodb).

Co-simulation engine

The design approach of Neo-campus is necessarily scalable and adaptive, which directs our work towards the development of global and open simulation environment. As we said before we adopted the component approach and described the general FMI's way of working. This last follows a master slave architecture, and we mentioned that a master algorithm needs to be defined in order to synchronize the simulation of all subsystems and to proceed in communication steps, that the data exchange between subsystems is connected via MPI, TCP/IP, Sockets, and that the mapping between outputs to inputs has to be initialized. Cosimate, as described, makes us save the efforts of dealing with synchronization between our subsystems. To perform this integration, CosiMate provides libraries to make the cus-
tomization easier. The libraries contain (1) I/O ports compiled and described for the simulator/language used. (2) I/O ports description. This description depends on the environment in which the ports are to be used: for example, a header file for C/C++ language is provided. In our case and according to the different simulators mentioned previously, we constructed an FMU’s component for each one either by using FMI toolbox like for MATLAB/Simulink or PSIM, or a wrapper using FMI Library from Modelon for the simulator using Contiki. We made it easy to connect all the simulators knowing that for example, Simulink and PSIM are supported by Cosimate but Contiki is not. But the CosiMate FMI connector can load and run all FMI models compatible with FMI 1.0/2.0 for the Co-simulation mode. As we said before each of our FMU files is a zip file that contains a file named modelDescription.xml and one or more platform-dependent shared libraries. The XML files are used to describe how a model running in a simulation environment is connected to the CosiMate bus. We should mention that CosiMate allows execution in the native simulation environment, users can easily work in their familiar environment controlling, debugging, and monitoring simulations as if they are running in a stand alone mode integration. We can also use remote procedure: if the model is to be run on a remote machine. The CosiMate Spy tool is used to monitor and control the co-simulation components and processes. It acts as a reader of the CosiMate bus without modifying data exchanges or simulations synchronization during the co-simulation.

Mediator components

One of the problems encountered is the mediation part, since we want to achieve a semantic interoperability we offered the possibility for each simulator to decide of the way it wants to receive information and depending of the components it’s talking to (if it already knows them) to convert its output. For that we encapsulate a mediator with each component before connecting it to the cosimate bus. We added some procedures which allow us to copy and later restore the complete state of an FMU component providing a mechanism for rollback (inspired from the optional functions of the API of FMI 2.0). For our sensor network and as we said that it uses a database to store raw data. This has led us to develop a java simulator (using Mongodb Java Driver) that bridges between the mongodb database and our cosimate bus. We encapsulate the database and our simulator using JFMI (a java wrapper for FMI). So this virtual encapsulation offers capabilities of data mediation and distributes query processing. So the other simulators have no need to know about the database type and location and data can be accessed easily see (cf. Figure 8).

CONCLUSION

We have implemented our architecture and our modeling works well, we took as example the 4 simulators including Contiki which is not compatible with Cosimate and for which we had to generate a slave FMU. Our database was encapsulated using JFMI. We were able to solve not only these structural problems but we added mediators to our platform in order to achieve semantic interoperability. It is necessary to mention that our framework allows the integration of all types of simulators and that for the non FMI and even if they are not supported by cosimate the use of a wrapper is enough to envelop them with a c code in order to connect them to the cosimate bus.

This work allowed us to first make an inventory of the practices of the various actors of the neOCampus project. In order to allow the various experts to communicate and collaborate, we realized that it was preferable for them to keep their own practices by allowing them to build or improve their own "expert" simulator. Thus, the objective is a completely open system, easy to use, accepting all types of simulators.

As future work, we would like to build a tool for the generation of mediator. Moreover, we would like to approach semantic interoperability using ontology for the comparison purposes.
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ABSTRACT
In order to analyze and optimize complex industrial production systems, methods for hybrid simulation are necessary that incorporate discrete as well as continuous aspects while at the same time providing modularity across engineering domains. To this end, this paper presents an overview of an approach based on hyPDEVS – an extended DEVS formalism – that facilitates reuse of hybrid components. The application of this approach is demonstrated on a model of an industrial oven as well as a complete case study example of a typical production plant. A prototype in-house simulator implementation shows sufficient performance to enable simulation-based optimization with a high number of iterations and allows to be integrated into existing industrial automation software infrastructure in order to facilitate energy-aware plant operation.

INTRODUCTION
Energy and resource efficiency in the industrial sector has become increasingly important in recent years because of its economical and ecological impact and, at the same time, significant potential for savings. In order to support decision-making processes during planning and for energy-efficient operation of production facilities, many software tools employ dynamic simulation (Herrmann et al. 2011). Yet covering such systems as a whole, incorporating aspects from different engineering domains (production machinery, logistics, energy infrastructure, building) remains challenging as it requires combining discrete as well as continuous simulation models as part of a hybrid simulation approach. In the research project BaMa - Balanced Manufacturing, a software tool is being developed that enables analyzing and improving energy efficiency through monitoring, prediction and simulation-based optimization. One of the sub-goals is to integrate simulation functionality into existing automation systems. Several fundamental requirements on the simulation software have been identified, the most important ones being hybrid simulation capabilities, open interfaces, computational performance (to be able to perform simulation-based optimization with possibly thousands of iterations), transparent simulation engine (for trustworthiness of simulation results), and ease of use for non-experts. These requirements rule out most of the available off-the-shelf solutions. Furthermore, the usability requirements demand not only hybrid modeling, but also modular implementation of reusable components, which is difficult to achieve with common techniques for hybrid simulation like co-simulation. Instead, other approaches for a tighter integration of discrete and continuous models have to be explored. One possible direction, which we present in this paper, follows a hybrid model description based on the Discrete Event System Specification (DEVS) (Zeigler et al. 2000).

BACKGROUND
Related Work
Some approaches for simulating hybrid systems employ coupling of different simulation environments as part of a so-called co-simulation (see (Heinzl 2016) for a more detailed definition), typically by using some middleware that handles orchestration and coordination between the software tools. Apart from the computational overhead, co-simulation usually introduces significant complexity into the modeling process, in particular regarding model development, maintenance and overall usability of existing components. Co-simulation frameworks are often highly customized to a particular application and/or
simulation tools with low reusability of model parts. The Functional Mock-up Interface (FMI) is a tool-independent standard with the goal of facilitating co-simulation of dynamic models. FMI support sophisticated coupling strategies, e.g. communication step size control or higher order signal extrapolation. However, FMI is focused predominantly on continuous models based on the Modelica language and is not well-suited for event-driven simulations.

Regarding modeling and simulation based on DEVS, there are a number of software tools available (Franceschini et al. 2014). However, only a minority of them offer hybrid simulation like for example PowerDEVS (Kofman et al. 2003). As a drawback, PowerDEVS does not support the Parallel DEVS (PDEVS) formalism, which made it unsuitable for our particular applications, as our evaluations showed (Preyser 2015).

Hybrid DEVS Formalism

The classic Discrete Event System Specification (DEVS) is a formal model description (accompanied by a simulator execution algorithm) for modeling and simulation of discrete-event systems (Zeigler et al. 2000). Based on DEVS, a family of extensions was proposed in the subsequent years, including Parallel-DEVS (PDEVS) with improvements for handling concurrent events, DEV&DESS (Discrete Event and Differential Equation System Specification) combining the description of discrete-event and continuous systems and, in recent years, Hybrid PDEVs (hyPDEVS) (Deatcu and Pawletta 2012, Heinzl 2016).

All these DEVS-based formalisms allow to build models from components in a hierarchical manner by distinguishing between atomic and coupled components. More formally, a hyPDEVS atomic is specified by the tuple (see also (Heinzl 2016, Deatcu and Pawletta 2012))

\[ M_{hp} = (X, Y, S, f, c_{se}, \lambda_c, \delta_{state}, \delta_{ext}, \delta_{int}, \delta_{conf}, \lambda_d, t_a) \],

(1)

with the sets of input events \( X \), outputs \( Y \) and states \( S \), all of which may contain discrete as well as continuous values. The remaining entries in eq. (1) are functions specifying the continuous and discrete behavior: rate of change function \( f \) describing ordinary differential equations (ODEs), continuous and discrete output functions \( \lambda_c \) and \( \lambda_d \), state event condition function \( c_{se} \) for localizing state events, and transition functions \( \delta_{state}, \delta_{ext}, \delta_{int} \) and \( \delta_{conf} \) for state event, external, internal and concurrent (confluent) transitions, respectively.

In addition to atomic hyPDEVS, the formalism also specifies coupled hyPDEVS models, which are comprised of an external interface (input/output), sub-components (which must again be hyPDEVS components) and coupling relations:

\[ CM_{hp} = (X, Y, D, \{M_d|d \in D\}, EIC, EOC, IC) \].

(2)

The set \( M_d \) denotes the sub-components with corresponding index set \( D \). Three distinct sets describe the connections between sub-components: \( EIC \) for external input couplings, \( EOC \) for external output couplings, and \( IC \) for internal couplings.

The hyPDEVS formalism itself does not specify how to handle numerical integration of the ODEs in the simulation engine. For this, several approaches are available, see (Deatcu and Pawletta 2012) for more details.

MODULAR HYBRID MODELING

For implementing a simulation model of a dynamic system, many approaches and software tools follow a component-based paradigm where existing model components are composed into larger models in a bottom-up manner. Connections between these components represent dependencies and interactions, thereby capturing the dynamic behavior of the overall system.

The relationship between application models, components and simulation software is illustrated in Figure 1 as a conceptual layered architecture. A simulation model of a particular system (Application Model, Layer V) is composed of instances of Model Components (Layer IV), which are implemented in some kind of simulation software (Simulator, Layer III), that typically also handles numerical computation and event handling using a Simulation Engine (Layer II). The simulation engine in turn typically builds on some formal description (Formalism, Layer I) that defines the semantics of the used modeling constructs (e.g. events, output function, etc.) in order to facilitate correctness and consistency.

![Figure 1: Conceptual layered architecture for component-based modeling and simulation.](image)

One of the advantages of component-based modeling is that it facilitates separation of concerns, which makes it easier to manage the complexity of the overall system and distribute model development. It also promotes reuse by enabling to build libraries of validated model components that can be instantiated, which is crucial in an attempt to reduce the effort necessary for non-experts to build a new application model.

However, when it comes to hybrid models, a modular design of reusable components is particularly challenging. In order to achieve true modularity (and thus reusabil-
ity) for hybrid models, it is crucial to employ an integrated approach across the entire architecture stack (see Figure 1). This approach starts at the model description formalism (Layer I) upon which the software can build and which has to encapsulate both continuous and discrete model aspects within the same component boundary. After evaluating different formalisms and approaches (Preyser 2015, Heinzl 2016) including DEVSe-based simulation because of its sound formal basis and extensive available research, we chose the hyPDEVS formalism. More details regarding the implementation are described later.

Combining modular hybrid modeling with interdisciplinary considerations and requirements regarding ease of understanding demands a closer look at model components as the base unit for bottom-up model development. What these components represent and how they are applied in practice. Especially the underlying modeling formalism is often difficult to comprehend for non-experts, as experience showed. In an effort to assist communication between domain experts as well as between experts and non-expert application engineers, we provide a conceptual abstraction from the underlying modeling formalism, the so-called Cube. A Cube denotes a meaningful part of the overall system that typically represents some well-defined physical component in the real world and which interacts with its surroundings by exchanging energy, material and information. A Cube can for example represent a machine tool, a conveyor belt, a compression chiller or a thermal zone inside a building. The neutral denotation as a "Cube" independent from the terminology of a particular engineering domain allows to incorporate aspects of various disciplines within the same abstract concept.

Example Cube: Oven

As an example of a Cube, we present a model of a conveyor oven that accepts entities (workpieces, etc.), moves them through a temperature-controlled area and outputs the entities on the other end.

Semi-formal Description

Instead of directly formalizing the model in hyPDEVS, a preceding step involving a semi-formal description not only allows the model engineers to make quicker prototyping iterations, but such a model is also easier to understand.

A Cube model is specified by its outer structure (i.e. interfaces) and its inner behavior. Figure 2 shows an overview of the Cube’s inputs, outputs, internal parameters and variables. Regarding the internal behavior – which involves continuous as well as discrete aspects – Figure 3 presents the discrete behavior in the form of a state diagram, governing the material flow described as discrete entities.

\[
\frac{dT}{dt} = \frac{\dot{Q}_H - (T - T_a) \cdot UA}{\dot{m} \cdot \rho_A \cdot V + \sum_{E \in \text{ent}} E \cdot c_p \cdot E \cdot m}
\]

(3)

describes the dynamic of the internal temperature \( T \) as an energy balance equation, with \( \dot{Q}_H \) as the heating power input, \( T_a \) the ambient temperature, \( \dot{m} \) the heat transition coefficient and the thermal mass of the oven \( \rho_A \cdot \dot{m} \cdot V \). The term \( \sum_{E \in \text{ent}} E \cdot c_p \cdot E \cdot m \) denotes the thermal mass of all entities \( E \in \text{ent} \) inside the oven.

Translation to hyPDEVS

For implementing the oven Cube model, the semi-formal model description – which is independent from any
DEVS-based implementation – has to be translated into a hyPDEVS compliant model by providing the respective function specified by hyPDEVS, see eq. (1).

Unfortunately, this translation is not a trivial process, as several DEVS-related modeling considerations have to be taken into account. For example, one has to take care of how to safely hand entities from one atomic to another, which is not covered natively by hyPDEVS. Though the formalized hyPDEVS model is omitted here for reasons of brevity, more details can be found in (Heinzl 2016, Raich et al. 2016).

IMPLEMENTATION

A first implementation of basic Cube components and a simplified application example (which is presented in (Raich et al. 2016, Heinzl 2016)) was carried out using the MatlabDEVS Toolbox (Deatcu and Pawletta 2012) for MATLAB. This implementation served as a proof-of-concept for the Cube approach as well as DEVS-based hybrid simulation.

After verifying the feasibility of the approach, development for a stand-alone simulator could be initiated (implemented in C++), starting with the simulation engine based on hyPDEVS (cf. layer II in Figure 1). This simulation engine was then embedded into a larger simulator architecture (layer III) that provides necessary infrastructure for creating and executing simulation models. Building on this simulator infrastructure, Cube models (layer IV) could be re-implemented, which were then verified against the existing MATLAB implementation and other independent implementations (e.g. in Modelica). The result is a library of components intended to be reused across a multitude of application models (level V) for future use cases. One such use case is presented in the following section.

APPLICATION EXAMPLE

To demonstrate how the DEVS-based modular hybrid modeling approach and the Cube models can be applied to simulate a real-world production facility, we derived an application example.

Description

This example, shown in Figure 4, is based on a real production plant of an industrial bakery that produces baked goods in different variants, fresh as well as frozen, and features a processing line with different paths, an energy supply system, thermal zones and a building hull. Discrete material flow is incorporated as well as continuous energy flow and information signals.

In particular, the model includes a building Cube containing four thermal zones, each representing a distinct part of the facility: production hall, cold storage, plant room and office. The thermal zones all have independent conditioning and exchange heat with each other (as well as with the environment) via heat transfer. Energy system and network Cubes model conversion and distribution of energy inside the system, in the form of heating, cooling and electric energy.

For producing baked goods, respective ingredients are pulled from a storage (top right in Figure 4) and processed along the production line, including mixing, splitting (Cube Rex), baking, cooling and packaging.

The description for the oven Cube was presented in the previous sections. The same model can also be used for the cooler, freezer, proofer and VGS stations. Other Cube models concerning building and energy system are described in detail in (Smolek et al. 2016).

Figure 4: Example application of a production facility consisting of a processing line, an energy system and thermal building Cubes.

For defining simulation scenarios, the user can specify production schedules, which are read as input parameters. In particular, an entry in a production schedule constitutes a command for state change inside a Cube (see for example the oven state diagram in Figure 3). An adequate production schedule is especially crucial for the oven and similar Cubes, as they need time to prepare (e.g. switching temperature).

Testing and Results

This section presents some exemplary simulation results in order to demonstrate the application of the implemented example model.

Figure 5 presents some of the relevant simulation results for a typical production schedule over one day, producing two different products in two resp. three batches. The trajectory for the oven temperature reveals the heating and re-heating intervals as well as the cool-off period after receiving the off signal at 17:00. In addition, the simulation yields overall energy consumption, which is important in order to assess energy efficiency of various scenarios.

Without going into detail regarding the numerical results, the point of the case study is to demonstrate what
Figure 5: Simulation results for the example scenario: Oven temperature and entities.

kinds of results can be obtained from the simulation: continuous (temperature, energy, etc.) as well as discrete behaviour (persistent entities), spanning multiple domains of engineering (production machinery, energy system, building), all from a single simulation model.

DISCUSSION

The prototype implementation has shown that all of the requirements described in the introduction can be fulfilled in principle: Open interfaces can be achieved since we have full control over the source code. The hyPDEVS formalism provides a transparent specification for the simulation engine and the Cube concept allows to increase ease of use for non-experts. However, still a lot of software development is necessary, for example regarding graphical user interface and model editor as well as visualization.

Results concerning execution performance were also more than satisfactory. More extensive simulation scenarios with simulation time of up to 7 days and roughly 500,000 entities have a running time of less than 10 seconds on conventional state-of-the-art computer hardware. Execution time is sufficiently short to allow performing simulation-based optimization techniques.

One disadvantage of DEVS-based modeling in engineering applications involves the “roughness” and genericity of the formalism, see also (Raich et al. 2016). This makes initial model implementation time-consuming and prone to inconsistencies. However, as model engineers can potentially draw on ever-growing libraries of ready-to-use components for building their models, necessary effort for building new components is expected to decrease in the future.

CONCLUSION AND FUTURE WORK

We presented an approach for modular modeling of hybrid components as well as an implementation of a case study that demonstrates the feasibility as an alternative approach for tackling complex interdisciplinary systems. Compared to co-simulation, hyPDEVS provides a tighter integration between continuous and discrete model aspects.

Future work includes enhancing the simulator with a framework for interconnection between the simulation and optimization algorithms. Furthermore, implementing additional Cube libraries will allow to build more elaborate simulation models. In the end, the software will enable interdisciplinary investigations of energy efficiency alongside production planning and scheduling in order to optimize operation strategies in production facilities.
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ABSTRACT

The growing demand for individualized consumer goods and the increase in production volume variations brings significant challenges for manufacturing enterprises so that engineering teams are assigned the task to find innovative production solutions to meet these requirements. Especially personnel-intensive assembly departments have to be designed to meet the challenge of enabling such a flexible production whilst still maintaining good working conditions. When comparing different assembly concepts, simulation can help to explore the behavior and implications of different innovative assembly concepts. By doing so, set up cost can massively be reduced since the system can be launched in a more efficient manner. This paper presents the development of a simulation model based on a colored Petri Net flow chart. The area of application of this model is a manufacturer of white goods situated in Germany. The process-oriented and actor-integrated simulation model provides the possibility of simulating diverse scenarios when comparing various concepts in an early assembly line planning phase.

INTRODUCTION

It is essential for manufacturing companies to adopt to frequent market changes in order to remain competitive. The need for continuous product innovation, increase in product variants, shorter product lifecycles, fluctuating demands and handling unexpected requirements in recent years are a result of these increased dynamics (Spath et al. 2013). Assembly typically represents the point of variant formation. Hence, focusing on its processes is necessary when designing a strategy to increase the production flexibility (Petersen 2005). In addition, current developments (e.g. demographic changes and migration) imply that employers will have to deal with these additional diversities among their employees with respect to different performance levels in a short and long-term perspective. Therefore, there is a need for adaptable assembly systems, which tolerate interpersonal performance differences.

The final assembly of a manufacturer of white goods in Germany currently is organized as a typical clocked assembly system. The ability of the current concept to cope with the mentioned challenges is questionable. Therefore, the evaluation of alternative concepts for enabling long-term flexible and adaptable manufacturing is required (Latos et al. 2016; Latos et al. 2017).

The assembly organizational form of One-Piece-Flow can be regarded as an extended flow-line approach where the working person and the product exhibit concurrent movement characteristics. The assembly object is transferred along the assembly stations with either manual or electrically supported transportation equipment. The line is typically designed in a U-shape to minimize the walking distances for working persons. This principle implies that buffers within the line remain unnecessary, as working persons balance varying process times (Bullinger et al. 2009). In general, a single person is responsible for the complete assembly of a product, which represents a holistic product responsibility approach (Arzet 2005). The main advantages of such a system can be stated as enabling the assembly of diverse product variants. Moreover, a flexible output of the system can be achieved by adjusting the number of working persons in the system (Lotter and Wiendahl 2012; Schlick et al. 2010).

In this paper, the development of a One-Piece-Flow assembly simulation model in the field of the German manufacturer of white goods, which was conducted as participative innovation process, is presented. The assembly line is modeled with Colored Petri Nets. The model is implemented in FlexSim simulation software. In the following, simulation approaches are briefly explained and Petri Nets are introduced as well as the selected approach and the assumptions which have been used for modeling are presented. In the simulation analysis chapter and conclusion, the simulation results and their interpretation which can be used for decision-making are discussed.

ASSEMBLY SIMULATION APPROACHES

According to German VDI 3633 simulation is a method for reproducing a system in an experimental model in order to gain findings that can be transferred to reality (VDI3633). In general, simulation approaches can be classified as activity-oriented or actor-oriented (Duckwitz et al. 2010; Tackenberg...
et al. 2010). Actor-oriented approaches focus on the personnel’s abilities and decision-making processes, whereas in activity-oriented approaches processes are driven by tasks. Both approaches can further be divided according to the degree of persons’ consideration in the model (Duckwitz et al. 2010; Licht et al. 2007).

When considering different assembly concepts, one may regard monetary, capacity-related and flexibility-oriented decision criteria (Lotter and Wiendahl 2012). Nevertheless, it is crucial to follow a systematic assembly planning method for being able to reach a substantial decision. First, different assembly concepts can be developed. Next, a model can be developed for capturing the characteristics of the assembly concept. After that, simulation can be implemented and verified and finally, after validating the simulation results, the decision-making process follows (Banks 1998).

In order to model the process flow of an assembly line as a discrete event system Petri Nets were used. Petri Nets can be considered as a method that manipulates events according to certain rules. The great feature of Petri Nets is including explicit conditions that enable to model complex control schemes. A Timed Petri Net is a six-tuple \( (P, T, A, w, x, V) \) where (Cassandras & Lafortune 2008):

- \( P \) is the finite set of places (round nodes in the graph).
- \( T \) is the finite set of transitions (rectangular nodes in the graph).
- \( A \subseteq (P \times T) \cup (T \times P) \) is the set of arcs from places to transitions and vice versa in the graph.
- \( w \): \( A \rightarrow \{1, 2, 3, ...\} \) is the weight function on the arcs.
- \( x \) is a marking of the set of places.
- \( V = \{V_t : t \in TD\} \) is the clock structure.

We can model deterministic or stochastic systems by relating the values of \( V \) to a set of known values and outcome values of a probability distribution function respectively (Cassandras & Lafortune, 2008).

Colored Petri Nets surpass the drawbacks of simple Petri Nets such as modeling the characteristics of the semi-finished products without adding another structure to the net and by giving attributes to tokens. Colored Petri Nets enable the analysis of temporal structures of manufacturing processes. Moreover, complex processes can be modeled with a high level of clarification which provides the opportunity for visual analysis. By adding another tuple “C” to the Petri Net, the Colored Petri Net can be defined where \( C \) is a non-empty set of colors and \( CS \) is a set of all color tokens that can be stored in a place \( S \) (Viswanadham & Narahari, 1987). Colors of token represent their attributes. Attributes represent data types, show characteristics of semi-finished parts, indicate process related properties of tokens or simplify the visualization of complex processes by differentiating between tokens (Jensen & Kristensen, 2015).

**Model Conception**

Here a washing machine was considered as a product with available variants for simulating its assembly process in a One-Piece-Flow assembly line. The modelling, simulation and evaluation was conducted according to the simulation procedures of Banks (1998). The processing logic of the simulation is stochastically modeled with Timed and Colored Petri Nets. Basic assumptions for modeling the process flow with a Petri Net were:

- Only one person at a time can work at one working station.
- Overtaking maneuvers should be possible during assembly. The model applies a performance index for each person that allows initiating overtaking procedures. If a person arrives at a working station where another person with a lower performance index is already assembling, the assembling person will finish the task, then wait and let the latter to overtake.
- There is no shortage in assembled materials.
- For each task, the simulation uses proper task execution times. As real assembly times are distributed, a Gaussian distribution of the assembly times is implemented in the model. In addition, other distributions can be applied.

Ultimately, the simulation model calculates the assembly times as follows in equation (1):

\[
t_i = \text{OEI}_i \times \text{SEI}_i \times t_i \sim \mathcal{N}(\mu_i, \sigma_i^2) \tag{1}
\]

\( t_i \) = assembly time for employee \( j \) at work station \( i \)
\( \text{OEI}_i \) = overall efficiency index of employee \( j \)
\( \text{SEI}_i \) = stationwise efficiency index of employee \( j \) at station \( i \)
\( \mu_i \) = standard time at station \( i \) from working plan
\( \sigma_i^2 \) = standard deviation of standard time at station \( i \)

The simulation model is based upon the two-dimensional block layout of the assembly line which was created by using an open access factory planning PowerPoint tool (Kampker et al. 2012). The model defines stopping points within the layout and imports the corresponding MTM-UAS standard times from a database. This allows for simulating the assembly of different product variants. Moreover, variants that happen to not require one process step feature a standard time of zero for that specific process. This enables the simulation of mixed model production programs.

Unrealistic accumulations of working persons in spatially close areas can be avoided by assigning a maximum number of tolerable persons for certain areas of the assembly line. The activities of a workstation including overtaking maneuvers as a subsystem are modeled with Timed Petri Nets. The Colored Petri Net is used to facilitate visual analyses of the system, as suggested by Gradisar & Music (2013). The Petri Net graph is shown in Figure 1.

The Petri Net model then was hard coded in FlexSim 2017 in a process flow. Features of the software were used to create a 3D model (Figure 2) and integrate the process flow into it. The model allows to set different parameters for each simulation run. To do so, input variables like the number of persons, traveling speed, performance indices and starting positions of persons as well as shift duration were defined to simulate different scenarios. In addition, the model incorporates fixed inputs and disturbance variables.
For verification, validation and testing techniques informal, static as well as dynamic methods described by Banks (1998) were employed. For instance, an expert evaluation was used as informal approach, whereas a semantic analysis of the source code was conducted as static method. As a dynamic technique, sensitivity analyses were performed with respect to the parametrization of the model.

SIMULATION ANALYSIS RESULTS

The system behavior of the assembly line can be explored, as the input variables can be varied within multiple simulation runs. However, this paper only presents a range of simulation results. Moreover, the data has been modified by applying a fictitious multiplication factor to the results by means of industrial data protection.

In theory, normalized cycle time is calculated by dividing the overall work content by the number of persons in a One-Piece-Flow system (Arzet 2005). This determines the output of the system. By varying the normalized cycle time, one can meet the actual cycle time, which is induced by customer demands.

Yet, it is trivial to understand that the output of the system will not increase proportionally if one increased the number incrementally. In fact, the normalized output time cannot be reduced to a minimum because no arbitrary high number of employees can be assigned to a One-Piece-Flow system. Therefore, the output also will flatten at some point. With simulation it is possible to determine the number of workers in the system from which on the output does not continue to grow proportionally without the physical existence of the assembly line.

Therefore, the number of employees in the line was gradually increased and (n = 200) simulation runs were conducted for every scenario. The output of the system was tracked in order to determine the point from which on the output flattens because of the increase in waiting times due to interpersonal disturbances (Figure 3). By doing so, statistical conclusions concerning the output can be drawn. For instance, confidence intervals for the output regarding a certain assembly scenario can be calculated.

The simulation approach enables the consideration of capacity-examinations in an early planning phase. This supports the decision process when comparing different assembly concepts. Furthermore, the employees’ ratio of different activities or the composition of throughput times can be tracked and analyzed. Simulation may help to iteratively approximate towards the ideal operating point of a production system. This facilitates to launch the system in a more efficient manner.

Evaluation of Assembly Time Distribution Types

Fischer et al. (2005) state that an important consideration during the design and simulation phase of an industrial assembly station should be the stochastic nature of assembly times. Therefore, the question to be answered is which type of distribution should be used (Fischer et al. 2005). Possible types of continuous distributions, which can be applied in simulation, are presented in (Banks 1998). Fischer et al. (2005) state that the problem during a data collection phase of a simulation project is that the required parameters for the often-suggested Normal- or Gamma-distribution are usually not available. In contrast, the parameters of the beta distribution were easy to estimate, since they are characterized by an optimistic, pessimistic and a most common time value (Fischer et al. 2005; Schlick and Demissie 2015). Neumann (1975) recommends choosing a
distribution for execution times that fulfils three conditions: Firstly, the distribution should be steady; secondly, the resultant activity execution times should be bounded above and below, and thirdly, the realization of activity execution times should be concentrated around a certain value. Fischer et al. (2005) conclude that the beta distribution complies with these conditions and possesses the additional advantage of modelling stochastic activity times with the PERT methodology by using an easy accessible estimation of an optimistic value (OT), a pessimistic value (PT) and a most common value (see Figure 4 and also Neumann 1987). Furthermore, the parametrization of shaping parameters enables to model non-axially symmetric execution times (Banks 1998). Finally, Krajewski and Ritzman (1999) also suggest that this approach is suitable for modelling strongly scattered operation durations (see also Fischer et al. 2005).

For modelling assembly times in this simulation approach, a parametrization of beta distribution was chosen which has a longer tail to the right side since assembly times will rather tend to take longer due to disturbances. The symmetric normal distribution has the drawback that an employee assembles faster than standard time has the same probability as a situation where he needs longer within a certain absolute value of standard deviation above and below the mean. Hence, the beta distribution was parametrized in FlexSim in the following way:

\[ t_i = \text{beta}(0.75 \times \mu_i, 2.00 \times \mu_i, 2, 5, \text{default}) \]  

\[ \mu_i = \text{standard time at station } i \text{ from working plan} \]

In order to analyze whether beta distributed assembly times do effectively affect the simulation results, a comparative study was conducted and the testing hypothesis were formulated as follows:

**H\(_0\):** There is no difference between the mean values of normal and beta distributed assembly times.

**H\(_a\):** There is a difference between the mean values of normal and beta distributed assembly times.

In this paper, exemplary results for the saturation point of the assembly system with respect to the number of employees working in it are presented. On the one hand normally distributed assembly times were assumed and (n = 200) simulation runs were conducted. This procedure was repeated with the assumption of beta-distributed assembly times according to equation (6) on the other hand. Figure 5 illustrates the results as total output per shift.

From Figure 5 a significant difference between the two distribution times may be expected. This can be shown by means of statistical testing methods. A selection of a suitable method was conducted according to the approach of Albers et al. (2009). Due to the consideration of one variable and the level of measurement, a parametrical test of two independent samples was conducted as a two-sided t-test. The calculated p-value (p < 0.0001) is smaller than the chosen significance alpha level of 0.05, thus the null hypothesis H\(_0\) must be rejected, whereas the alternative hypothesis H\(_a\) should be accepted. The risk of rejecting H\(_0\) even though it may be true, is less than 0.01%. In conclusion, the application of beta distributed assembly times and the chosen parametrization in the simulation does affect the simulation results in terms of lower output values. Hence, it is important to further evaluate in field studies which distribution type describes assembly times in a One-Piece-Flow system more accurately.

**CONCLUSION**

This paper presents the approach of simulating a One-Piece-Flow assembly line at a manufacturer of white goods in Germany in an early planning phase. The simulation helps to predict the system’s behavior and enables capacity-examinations without its physical existence. It was shown that the chosen parametrization of beta parametrization leads to a lower system output in comparison to the parametrization of assembly times as a normal distribution.

The simulation model makes it possible to examine diverse questions in an early planning phase. Moreover, the model can be used in further planning steps to predict the system’s behavior with an updated data basis in a more accurate way. However, one must consider that simulation cannot model human interactions adequately. Especially psychological influences on working persons are not explicitly modelled. By employing variances in simulation, uncertainties can at least be considered. In the end, the results are based on assumptions that can be discussed controversially.

**FUTURE RESEARCH**

Simulation enables to apply distributions of process times; hence, results that are more realistic can be achieved in...
comparison to calculations which employ fixed standard times. However, further research should evaluate whether a beta distribution approximates assembly times in a One-Piece-Flow system more accurately than a normal distribution. This may be achieved with time studies for such assembly systems.

Finally, it is possible to parametrize and validate the model more precisely with empirical values after implementing the assembly line. In this regard, the simulation results may also be practically validated as well as a simulation tool can be used as an operative planning tool to forecast the output before shift start. If an automated tracking system was implemented, the production manager could simultaneously track the position of the product and therefore display the assembly progress within the simulation model in real-time.

With regard to the field of industry 4.0, the assembly status would always be accessible, transparent and even predictable. Future research will focus on different working modes of a One-Piece-Flow system, as it can also be run whist dividing the overall work content into segments that are assigned to different employees respectively. Moreover, it is possible to evaluate whether these segments should be assigned to working groups that may support each other in terms of cooperative work when a group happens to have lots of products in the waiting queue of their line segment. Simulation will further be explored as a method for designing work systems in a participative way. In this context, virtual reality (VR) technology can be used to directly visualize planning results of workshops with employees in a VR-environment. Ergonomic assessment methods will be integrated into the simulation model in order to analyze the ergonomic implications for working persons in an early planning phase. Furthermore, web based simulation approaches will be evaluated to enable small and medium-size companies to tackle the digital transformation of their planning processes.
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ABSTRACT

The label printing and packaging industry has a rapidly growing and evolving market in the world. The most important aim of the companies is to accomplish the demand and expectations of the customers in the market. Label printing houses have to improve their production processes to produce fast and good quality products. In this paper, system performance was analyzed and remedial solutions were sought for a company, which is active under variable demand conditions. Aim of this study is identifying bottlenecks, balancing production lines and improving system efficiency by using simulation. A conceptual model was created including two main production lines and a discrete event simulation model was created at Arena software. After validation and verification steps scenario analysis were conducted and solutions for production problems and improvement suggestions were made to the management of the company.

1. INTRODUCTION

Etisan co. is one of the most popular and biggest label printing houses in Turkey. It was founded in 1971. Shortly after, it started producing a variety of products including all kinds of adhesive and sleeve shrink labels. The Company has one R200 letterpress printing machine, two Gallus EM 410S Flexo printing machines, two Rotoflex cutting machines and a quality control machine in the main line. The company also has a HCl Sleeve shrink agglutination sheeter and quality control machines in sleeve shrink line. The main purpose and motivation of the study is increasing the throughput of the factory as company management requested. Because of the complex structure of label demands, simulation is the preferred method for label printing process. The products were grouped according to their production technic, order arrival times, order quantities, deadlines, production times; and time to failures, failures down times were analyzed. Studies found during literature survey, that are using simulation at the label printing production environment are “JIT Performance In a Printing Shop (Patterson, et al., 2002)”, “Product Development Process Modeling Using Advanced simulation (Cho & Eppingen, 2001)”, “Simulation Modeling And Analysis Of A New Mixed Model Production Lines (Hasgül & Büyükünsüy, 2005)”, “Discrete Event Simulation As An Aid In Conceptual Design Of Manufacturing Systems (Jägstand & Klingstam, 2002)”, and “Process And Quality Improvement Using Work Methods And Simulation (Ölçar, 2014)”

2. METHODOLOGY

Simulation refers to broad collection of methods and applications to mimic the behavior of real systems usually on a computer with appropriate software (Kelton, et al., 2010). Discrete event simulation was preferred as a suitable method for label printing process because of the complex structure of demand and production. Suggestions and solutions that provide the increasing productivity were intended by using simulation method. Steps in Simulation study are described at Figure 1 (Banks, 1999).

In this study, all production data during one year was investigated. Model was constructed according to principles of 24-hour non-stop 3-shift production system. To perform simulation study, Rockwell Automation Arena 14.0 Simulation Software was used. The Arena simulation program works with an object-oriented design to create a visual model. The simulators are machine, operator, and material handling systems and so on. They work with visual objects called modules to identify system components. The Arena works with SIMAN simulation language in a structure (Takus & Profozieh, 1997). We consider simulation to include both the construction of the model and the experimental use of the
3.2. Setting of Objectives

For the simulation study, a set of targets can be created based on problem definitions. Such targets represent the main purpose of working by establishing criteria (El-Haik & Al-Aomar, 2006).

3.3. System Definition and Model Conceptualization

Conceptual modeling is the abstraction of a simulation model from the part of the real world it is representing ‘the real system’. A non-software specific description of the computer simulation model (that will be, is or has been developed) describing the objectives, inputs, outputs, content, assumptions and simplifications of the model (Robinson, 2011).

In pre-press phase raw material (Self-adhesive material and PET, PVC Sleeve Shrink), UV letterpress or UV Flexo inks, other printing supplies are generally stored in the company warehouse. Graphic artwork and plates preparation processes are made in facility. Raw material needs are met within maximum one day. Production processes are investigated as three processes:

1. Pre-press process
2. Printing process
3. Cutting, slicing and Quality Control process (Figure A and Figure B)

Orders were separated into main groups according to their printing technics. Arrival times, order amounts and printing technics were analyzed.

Consecutive orders were analyzed because sometimes the same products (variant) and sometimes, different product orders come into production department and this totally effects preparation and setup times, because of the printing technics and color settings. At the planning department, work orders are created for every product order and orders should be separated into three categories as a new, revised or repeating order. Because of the short time durations of graphic study for orders and it does not cause delays for production processes, graphic process was excluded from the model. When orders arrives, two work orders are created by planning department; one for the warehouse in order to prepare raw materials and the one for the cliché department for plates. Because of the short preparation time of R200 letterpress plates, it was assumed zero and it does not cause delays. Therefore, preparation process of letterpress plates was excluded from the model. On the other hand, Flexo plate process was taken into consideration. Because, plate preparation time of this machine depends on how many plates will be exposed.

model for studying a problem. Thus, we can think of simulation modeling as an experimental and applied methodology, which seeks to:

- Describe the behavior of a system.
- Use the model to predict future behavior, i.e. the effects that will be produced by changes in the system or in its method of operation (Shannon, 1998).

3. APPLICATION

3.1. Problem Definition

The first step in model building is to examine the problem itself (Altino & Melamed, 2007). According to first observations, demand cannot be met adequately; product delivery times were failed. The main reason for these problems was imbalanced production between printing and the quality control lines. The bottom line is long queues, errors and delays of orders causing lost customers and fines. In turn, any delay experienced in deliver time and unmet customer demands cause loss of new orders and decrease of competition power at the sector.
A work order is scheduled only when its raw materials and plate are ready. There are two Flexo machines in Flexo line. One of them has nine color units and one die cut unit and the other one has eight color units plus one die cut unit. Beyond that, two machines have different printing capabilities in terms of printing techniques. R200 machine has one letterpress machine. Lower-quality or low-volume jobs are printed on R200 letterpress machine. Gallus R200 Letterpress machine has eight color units, and varnish unit, also a die cut unit. Management of company decides which jobs are printed on Letterpress machine or Flexo machines according to their costing:

- Nine colors labels, sleeve shrinks, hot foil labels (generally all of them accepted nine colors labels), and Piggyback labels can be printed on Flexo 1 machine.

- Eight colors labels, Silk screen labels with eight colors (generally printed on Flexo 2 because of its silk screen printing performance)

- Eight colors (plus extra varnish) labels can be printed on R200 letterpress. The products of the same order that are completed in pre-press are printed sequentially.

When partial work orders of same order are come to production line, they are taken consecutively otherwise orders follow FIFO principle. Printing process is separated into three phases:

- Machine Preparation
- Set-up
- Production

Machine Preparation is the operation that is performed on machine configuration. Preparation times vary according to printing technique used, number of colors, changes of colors and color units. Since this is a complex and very time-consuming job, it needed the most attention during data preparation stage as will be explained in the next part of this paper.

Following the preparation phase, set-up phase begins. At this phase, the crosses of each plate on rollers of machine are placed on top of each other, and colors are set according to confirmed customer cromoly. It is observed that in some cases, this operation consumes a lot of effort and time of the workers and it is totally varying whether if job is a repeating, new, revised job and the number of colors. Production time depends on the velocity of machines and the size of work order (in meters). Velocity of machines also depends on number of the colors and printing technique used. During our observation, some problems are observed causing downtimes. These causes were grouped as follows:
• Production downtimes due to problems caused by raw materials.

• Production downtimes due to problems caused by plates die cut punch or knife.

• Production downtimes due to problems caused by failures.

• Production downtimes due to problems caused by job confirmation.

• Production downtimes due to problems caused by Test cases.

After printing operation, finished rolls are taken to the quality control area for slicing and quality control processes. Sleeve shrinks are taken to HCI agglutination and quality control machines. In some cases, orders go to sheeter machine, if the customer specifically requests it. After printing, self-adhesive rolls are taken to the queue of Rotoflex machines according to their width for slicing. Rolls that are greater than 330 mm width are taken into the queue of Rotoflex 430, and the others are taken to queue of Rotoflex 330. Slicing and quality control times vary according to lengths of rolls and velocity of machines. Extracting defective products, shaving roll edge, burr debugging are decreasing the capacity. Downtimes in HCI line were neglected, since they are extremely rare according to supervisor and not observed during data collection.

3.4. Data Collection and Data Analysis

Data collection is necessary for estimation of model input parameters. The assumptions can be formulated from distributions of random variables. Even if the data is incomplete, it may be possible to specify the parameter ranges, and all of the input parameters in this range may be simulated using some of them. Data collection is also necessary for verification (Altik & Melamed, 2007). The procedure includes the following steps:

• Step 1: Plot the data

Use a histogram and summary statistics to determine the general characteristics of the underlying distribution:

• Step 2: Select a family of distributions.

Use the results of step 1 to select a set of “reasonable” distributions. Fit each distribution to the data observed and estimate the distribution parameters.

• Step 3: Select the best distribution.

Determine which of the fitted distributions best represents the data observed using one or more appropriate statistics.

• Step 4: Check the distribution quality.

Determine the distribution goodness of fit using:

Chi-square test
Kolmogorov–Smirnov test
Andeson–Darling test

Arena Input Analyzer coming with Rockwell Automation Arena 14.0 simulation package was used in order to determine the most appropriate probability distributions for collected data. While determining the distribution for each process and transaction an elaborated input analysis including Kolmogorov-Smirnov and Chi-square tests were used. The appropriated distributions were used at the simulation, only if test results were complimented with the appropriate P-value ANOVA analysis was conducted on in order to understand whether there is a difference between days order units. In addition, orders were analyzed separately as orders include variant non-variant and first-time product orders. Order quantities were defined as probability distributions of each order type for each system. Number of colors and demand deadlines were analyzed and for each product of each order. Wark orders were separated into number of colors and order quantities were analyzed (in meters). Number of plates that should be exposed for revised and first-time orders and their exposure times were analyzed. Production times for each machine were analyzed and distributions were defined. Printing machine’s preparation times were analyzed in two categories:

• Because of color changes, preparation time analysis in the same configuration on the machine.

• Because of color changes, preparation time analysis in the different configuration on the machine.

Set up times were found for each order type (revise, repeat, first-time order) by the number of colors used. After setup times, machine production rates were examined based on each system and the number of colors used. Interval times of failures and maintenance time lengths were analyzed.

3.5. Model Translation

Briefly, a model is constructed with the appropriate simulation language (Shannon, 1998). Model was constructed by using Rockwell Automation Arena 14.0 Simulation Software.

3.6. Verification

Verification is ensuring that the model is correctly transferred to the computer environment and that the application is correct (Sargent, 2011). In order to verify the model, we simply check to see if the model is
behaving as expected (El-Haik & Al-Aomar, 2006).
During the study period with the help of the variables
used, model was observed and errors were extracted. The
model outputs were examined in detail. Also for model
validation, another expert approval has been obtained (El-
Haik & Al-Aomar, 2006). Verification was done clearly
for this model.

3.7. Validation

Validation is the process of ascertaining that a model is
an acceptable representation of the "real world" system.
The validation process is concerned with establishing the
confidence that the end user will have on the model.
Some critical questions to ask during this stage are; does
the model adequately represent the relationships of the
"real" system? And, is the model generated output "typical"
of the real system? (Centeno, 1996). WIP plot
diagrams were created and analyzed for 10 runs. At the
end of the analysis of WIP, warm-up period of 15 days
came to stable condition accepted as warm-up period.
Epsilon value was accepted as 10 and numbers of
finished work orders were analyzed.

The worst-case error was considered as; “worst-case
error” ≤ ε (Table 1)
The worst-case error =
\[ \text{Real system value} - (\text{Average} - \text{Halfwidth}) \]  (1)

Table 1: For 100 Runs Total Finished Work Orders and
Confidence Interval

<table>
<thead>
<tr>
<th>Category Overview</th>
<th>Average</th>
<th>Half Width</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bin 1</td>
<td>407.4</td>
<td>7.97</td>
<td>395.00</td>
<td>420.00</td>
</tr>
<tr>
<td>Bin 2</td>
<td>412.8</td>
<td>7.97</td>
<td>395.00</td>
<td>420.00</td>
</tr>
<tr>
<td>Bin 3</td>
<td>407.4</td>
<td>7.97</td>
<td>395.00</td>
<td>420.00</td>
</tr>
<tr>
<td>Bin 4</td>
<td>412.8</td>
<td>7.97</td>
<td>395.00</td>
<td>420.00</td>
</tr>
<tr>
<td>Bin 5</td>
<td>407.4</td>
<td>7.97</td>
<td>395.00</td>
<td>420.00</td>
</tr>
</tbody>
</table>

For 100 runs, the worst-case error conditions were
provided:
398, 2 - (397, 14 - 7, 87) = 8, 93
8, 93 < 10

Total output (pcs) T-test

Moreover, T-Test was performed for total outputs
(finished work orders).

\[ t_0 = \frac{\bar{y} - \mu_0}{s / \sqrt{n}} \]  (2)

From 2 we can find:
\[ t_0 = \frac{|-0.26668|}{0.26686 \leq 1.98} \]
\[ \beta(\delta) \]  (3)

From 3 and 4 we can find:
\[ \alpha = 0.05 \] With double-sided tail test and from (OC)
Curve; \( \beta (0, 25) = 0, 20 \) then
1-\( \beta \) (power of test) = 0.80 value was accepted enough for
power of test (Banks, et al., 2005).
In T-test of total number of finished work orders. It was
accepted that model represents actual system with
probability of % 95 for 100 runs.

Time spent in the system for work orders (min)
T-test

In addition, the time spent in the system for work orders
were analyzed.

\[ |\bar{y} - \mu_0| = 1000 \] is accepted as critical value
\[ t_0 = |-0.68| \]
\[ 0.68 \leq 1.98 \]
\[ \beta (0, 28) = 0, 20 \]
1-\( \beta \) (power of test) = 0, 80

In T-test of time spent in the system for work orders, it
was accepted that model represent actual system with
probability of % 95 for 100 runs.

4. SCENARIOS

In the output analysis, the analysis of the simulation
outputs is performed to understand the system behavior.
These outputs are used to obtain determinations about
the behavior of the real system. At this stage, visualization
tools can be used to help. The aim of visualization is to
provide a better understanding of the actual system under
investigation and to facilitate the examination of the large
numerical data set produced in the simulation run
(Wainer, 2009). To find a solution for order delay and
clockwork problems, two scenarios were created:

Scenario A: The least deadline ranking method was used
where orders to be delivered first were processed first
instead of FIFO.
Scenario B: The least deadline ranking method with consideration of order quantities ranking method was used in mixture model. At this scenario shortest delivery date work orders has priority in plate exposure process for printing processes and smallest quantity work orders has priority in quality control and slicing machines of Rotoflex line and HCl.

The assumptions were made for testing the difference between two averages is performed as follows (Kelton et al., 2010):

- Samples are independent.
- There is no relationship between the elements in the samples
- Variances of populations where the samples were picked up from are unknown and not equal.

\[
CI_{\bar{Y}_1 - \bar{Y}_2} = \bar{Y}_1 - \bar{Y}_2 \pm t_{a/2,v} \cdot \sqrt{\frac{s_1^2}{R_1} + \frac{s_2^2}{R_2}}
\]  

(5)

From 5 we perform T-test

*T-test performed to Scenario A and Scenario B for Flexo line (Number of delayed work orders)*

\[
CI_{\bar{Y}_1 - \bar{Y}_2} = (14.35, 39.22)
\]

Scenario B, with the probability of 95%, it shows an improvement in terms of delayed work.

*T-test performed to Scenario A and Scenario B for Flexo line (the time-minute spent in the system)*

\[
CI_{\bar{Y}_1 - \bar{Y}_2} = (1797.034, 3542.186)
\]

Scenario B, with probability of 95%, it showed provided an improvement for the time spent in the system (Table 2). Time spent of work orders in the system, number of delayed work orders was analyzed, and as we can see on Table 2, there is no significant increase in outputs of system. However, with available resources we can easily recognize decreases in number of delayed work orders and time spent.

### 5. CONCLUSION

An improvement was observed at the mixture strategy; number of delayed work orders decreased from 25% to 10% in Flexo line, and 19% to 8% in R200 line. In addition, %24 reduction in time spent in the system was observed for Flexo line work orders.

<table>
<thead>
<tr>
<th>Performance Parameters</th>
<th>Basic Model</th>
<th>Scenario A</th>
<th>Scenario B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Total Outputs</td>
<td>397.14</td>
<td>408.49</td>
<td>405.48</td>
</tr>
<tr>
<td>Number of Outputs of Flexo line</td>
<td>293.95</td>
<td>303.32</td>
<td>303.38</td>
</tr>
<tr>
<td>Number of Orders delivered on time Flexo line</td>
<td>220.41</td>
<td>245.49</td>
<td>272.34</td>
</tr>
<tr>
<td>Number of Delayed orders Flexo line</td>
<td>73.54</td>
<td>57.83</td>
<td>31.0400</td>
</tr>
<tr>
<td>Number of Outputs of R200 line</td>
<td>103.19</td>
<td>105.17</td>
<td>102.10</td>
</tr>
<tr>
<td>Number of Orders delivered on time R200 line</td>
<td>82.63</td>
<td>97.43</td>
<td>93.1500</td>
</tr>
<tr>
<td>Number of Delayed orders R200 line</td>
<td>20.56</td>
<td>7.74</td>
<td>8.9500</td>
</tr>
<tr>
<td>Duration of stay in the system for Flexo work orders</td>
<td>7485.45</td>
<td>8339.44</td>
<td>5669.80</td>
</tr>
<tr>
<td>Duration of stay in the system for R200 work orders</td>
<td>6803.64</td>
<td>4832.72</td>
<td>4224.19</td>
</tr>
<tr>
<td>Flexo 1 Scheduled Resource Usage</td>
<td>0.9947</td>
<td>1.0201</td>
<td>1.0335</td>
</tr>
<tr>
<td>Flexo 2 Scheduled Resource Usage</td>
<td>0.7750</td>
<td>0.7960</td>
<td>0.8244</td>
</tr>
<tr>
<td>R200 Scheduled Resource Usage</td>
<td>0.6543</td>
<td>0.6616</td>
<td>0.8110</td>
</tr>
<tr>
<td>Rotoflex 1 Scheduled Resource Usage</td>
<td>0.7186</td>
<td>0.7524</td>
<td>0.7441</td>
</tr>
<tr>
<td>Rotoflex 2 Scheduled Resource Usage</td>
<td>0.8150</td>
<td>0.8264</td>
<td>0.8114</td>
</tr>
<tr>
<td>Flexo 1 Number of Waiting</td>
<td>5.5289</td>
<td>5.5347</td>
<td>6.5647</td>
</tr>
<tr>
<td>Flexo 2 Number of Waiting</td>
<td>3.8688</td>
<td>4.1896</td>
<td>4.2237</td>
</tr>
<tr>
<td>Quality control and slicing queue 1 Number of Waiting</td>
<td>7.7485</td>
<td>8.3406</td>
<td>3.7737</td>
</tr>
<tr>
<td>Quality control and slicing queue 2 Number of Waiting</td>
<td>9.8617</td>
<td>9.2639</td>
<td>4.4180</td>
</tr>
<tr>
<td>R200 Queue Number of Waiting</td>
<td>3.5849</td>
<td>4.4951</td>
<td>3.5630</td>
</tr>
<tr>
<td>Flexo 1 line, Queue Waiting Time</td>
<td>2713.94</td>
<td>2832.32</td>
<td>3127.57</td>
</tr>
<tr>
<td>Flexo 2 line, Queue Waiting Time</td>
<td>2276.79</td>
<td>2413.32</td>
<td>2350.73</td>
</tr>
<tr>
<td>Quality control and slicing queue 1 Waiting time</td>
<td>3668.30</td>
<td>3813.45</td>
<td>1645.87</td>
</tr>
<tr>
<td>Quality control and slicing queue 2 Waiting time</td>
<td>3622.77</td>
<td>3289.83</td>
<td>1320.51</td>
</tr>
<tr>
<td>R200 Machine line, Queue Waiting Time</td>
<td>2685.64</td>
<td>3225.43</td>
<td>2388.69</td>
</tr>
</tbody>
</table>
A 37% reduction for time spent in system for R200 line work orders was observed. This simulation study with integrated planning process showed that a significant amount of improvement is possible without any investment.

As a result, especially in the study, planning phases became very important. Because work orders were being taken to production processes without knowledge of about priority and deadlines of the orders. Work orders were being taken to the processes randomly or with the first in, first out method. The proposed plan has been implemented by the management and FIFO methodologies abandoned. Mixed sorting methodology in which orders are sorted by date of delivery in plate preparation process and printing process has been used. In addition, the method in which orders with less quantity are sorted first has been used in ROTOFLEX line.
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ABSTRACT
Reliability and availability of machines are crucial for an efficient manufacturer and great maintenance operations are the key. Due to the advancement of condition monitoring and predictive analytics more information is available and the field shifts from corrective to preventive task fulfillment. Nevertheless, well trained experts are rare and responsible for different machines at the same time. Most experts have already identified that the sequence of task execution could heavily influence the production output. However, in practice only simple heuristics are used, yet they still improve the performance significantly. The question arise if a prioritization of work orders could be further enhance using bottleneck detection methods. To show the potential of these techniques, a simulation based study is conducted. First, the reliabilities of selected bottleneck detection methods are tested on a simplified line model. Second, the performances of all prioritization policies are evaluated and compared using a real industrial use case. Contrary to the expectations, a simple heuristics has shown a good performance. Nevertheless, applying the Active Period Method has significantly outperformed the other approaches and the bottleneck ranking has proven to be a very good indicator to prioritize work orders.

INTRODUCTION
Manufacturers have to secure high-quality products and low costs to stay competitive. These competing goals can be achieved if machines are efficiently utilized and in perfect condition. The complexity of automatized production facilities requires much effort in maintenance planning. However, as new trends strive towards flexible production systems, the complexity is going to rise dramatically and practicable methods are needed to support decision makers (Neubacher et al. 2016).

The advancement of condition-monitoring, forecasting and prediction has significantly shifted the field from Corrective Maintenance (CM) to Preventive Maintenance (PM). Wang (2002) compared several maintenance policies and stated their advantages and disadvantages. Additionally, it is mentioned that a efficient maintenance strategy incorporates more than one policy. Though, huge and highly responsive firefighting units have become obsolete, as tasks can more often be scheduled in advance and capacities can be aligned.

As a result of the high degree of automation, the ratio of machines to human workforce is often high. Consequently, workers have to inspect and monitor many machines at the same time. The prioritization of work orders becomes a crucial task, as the sequence of execution could have a significant impact on the performance of the system. A random execution might potentially extend the downtime, cause losses and decrease the overall efficiency of production facilities. The importance of task prioritization is already recognized in industrial communities and most of them have internal policies to determine the optimal sequence. Since there are so many aspects that have to be considered when determining priorities, policies make usually use of heuristic rules or common sense derived from human expert knowledge (Yang et al. 2006).

These heuristics perform very good for simple production lines, but as the complexity rise, they can lead to non-optimal or even bad decisions. Therefore, this paper first investigates common bottleneck detection methods and proposes to use these approaches to prioritize tasks. The reliability of these bottleneck detection methods is evaluated on a simply simulation model. Additionally the prioritization policies will be tested using a simulation of a real production line layout1. Finally the paper concludes with a recap and a recommendation for task prioritization policies.

1This paper is based on the master’s project of Elmer (2017)
MAINTENANCE PLANNING

According to EN 13306:2010-10-01 (2010), the term maintenance is defined as a combination of all technical, administrative and managerial actions during the life cycle of an item intended to retain it in, or restore it to, a state in which it can perform the required function. Following this definition, there is way more to consider beside the actual repair task. An efficient maintenance planning and control systems includes various areas. Job Planning and Execution manages all preventive and corrective maintenance tasks and considers task scheduling, capacity and cost planning. Asset management handles historical and actual data or information about all assets. Material Management is necessary to keep track of spare parts and other components that are needed to ensure the availability of assets. Resource management manages personal and operating resources to carry out relevant function. Finally, Analysis and Reporting is used to enhance the maintenance by documenting repair tasks and enables statistics for further planning. However, all activities have to be aligned in order to secure low maintenance costs and less downtime. Especially the costs for not-availability can have a significant impact and are hard to predict. To measure the availability, two common metrics are used, the Mean Time Between Failure (MTBF) and Mean Time to Repair (MTTR). During the normal operation a machine can be either in production, Starved, Blocked or in a Failure Mode. With exception of the last, all remaining states are considered to be active. Thereby, the MTBF summarizes only the active states and represents an average period between two failures.

\[
MTBF = \frac{\sum \text{Operation Time}}{\text{Number of Machine Failures}}
\]  

(1)

In contrast, the MTTR expresses the average period of a downtime and does inherently consider often more than just the repair activity itself. More precisely, an unpredicted breakdown often leads to a much longer downtime as a planned shutdown. In case of the sudden disruption, an operator needs to recognize and diagnose the failure. Additionally, the needed spare parts have to be gathered and afterwards the machine needs to be tested.

\[
MTTR = \frac{\sum \text{Repair Time}}{\text{Number of Repairs}}
\]  

(2)

The sum of MTTR and MTBF is the Planned Production Time, which is used to define the inherent availability of a single machine (Ebeling 2009). The most important key performance indicator in maintenance management is the Overall Equipment Effectiveness (OEE), which allows an objective evaluation of production systems. In order to calculate this factor, the availability is multiplied by the Performance Efficiency and a Quality Rate. While the first factor considers losses during the production process, the second is a ratio of parts that passes the quality inspection and those not.

Despite the straightforward calculation for a single machine, this indicator cannot be aggregated along entire production lines. Especially, because such systems often consist of many different machines, which are linked to each other by rigid or flexible transportation devices. As a result of this linkage and cascading effects, a single machine breakdown can amplify its impact on the performance of the production line. In general a bottleneck machine limits the throughput and every stop of this entity will directly influence the performance. Commonly, a static bottleneck can be identified as the machine with the longest cycle time. But, resulting from the previously mentioned cascading effects, a single machine breakdown could drain or fill buffers and the bottleneck will be forced to stop. Furthermore, due to stochastic behavior and breakdowns the actual bottleneck machine varies over time (Roser et al. 2003). As a result of this situation, a decision which maintenance task should be executed first has to be reevaluated every time a new work order arises, or the bottleneck shifts. Depending on the number of machines and frequency of failure occurrence, this procedure can be very complicated and time consuming. But still, the task assignment is just one area of maintenance planning and other aspects have to be considered as well. But an efficient task prioritization with a focus on bottleneck situations can support the decision making process significantly.

PRIORITIZATION POLICIES

This paper aims for a practicable, quantitative method to assign priorities and support decision makers. But first, it is crucial to identify a measurable criteria to evaluate the performance of prioritization policies. According to Wang (2002) common criteria are the minimization of costs, failure rate and downtime, or the maximization of availability and reliability. As some production facilities are working with a make-to-order policy a maximization of throughputs does not necessarily make sense. Therefore, we added a maximization of the degree of logistic or demand fulfillment. Nevertheless, for the final experiments the improvement of throughput is used to compare the performance of different prioritization policies.

In this section three prioritization policies are explained and their advantages and disadvantages are stated. First the First-In, First-Out policy is mentioned. Despite this is no real prioritization strategy, it is frequently used, if no other approach is available. Second, some Heuristic Methods are explained, because they are often used by decision makers in practice. Finally, the proposed Dynamic Bottleneck Detection Methods are explained and compared regarding their practicability to prioritize maintenance work orders.
First-In, First-Out (FIFO)

This method originated as a service policy in queuing theory, which states that requests are processed in the order they arrive. Despite it is not a real policy in maintenance management, it is often common practice that corrective repair actions are executed using this policy if no other rules are applied. For the remainder of this section, the FIFO Method will be used as a baseline to compare the performance of other policies. Furthermore, if other prioritization lead to the same priority for different tasks the work orders will executed following the FIFO principle.

Heuristic Methods

In practice, maintenance units already know that a FIFO strategy is no efficient way to schedule all maintenance tasks. Based on insight and understanding of the system, most workers are capable to prioritize tasks even without a sophisticated prioritization method. The following approaches are easy to apply since all required data is easily accessible. Although, these methods do not provide much information about the actual performance of machines and cannot be used to reliably detect bottlenecks.

Part-Out-Part-Out Time

This is often called the true cycle time and defines the timespan from a part leaving the machine until the exit of the following part. Therefore, this true cycle time does also take machine failure, blocking and starving activities into account. Despite this very simple mechanism, it is often very complicated to calculate the true cycle time of a machine, due to the stochastic effects within the production line. In order to have statistical confidence, an approach is to record a set of production cycles and define an expected value as a suitable true cycle time. A big drawback of this methodology is that it does not differ between internal (blocking and starving) or external (failure) reasons.

Availability

This method is commonly used in practice, as most IT-systems do already provide the required informations for decision makers. A machine is available if it is capable to produce during the planned production period. That means that the only state that reduces the availability is a breakdown. Equation (1) and (2) can be used to calculate the availability (3).

\[ \text{Availability} = \frac{MTBF}{MTBF + MTTR} \]  

The biggest drawback of this method is that it does not take into account any effects caused by the dynamic behavior of the production line. For instance, if a machine is frequently blocked because its successor has a much higher cycle time, the effective performance of this machine decreases significantly, but the availability does not. Therefore, a change of the availability is a good indicator to evaluate the effectiveness of maintenance management, but not to estimate the performance of the machine itself.

Redundancy

If there are many machines executing the same procedure within a production system, the number of such redundant machines can be used to prioritize maintenance tasks. The big advantage is that there is still a production flow, if a redundant machine is switched off, in contrast to a complete stop, when a single machine is down. An simulation based experiment conducted by Neubacher et al. (2016) shows that it is possible to estimate the impact of a single machine downtime on the performance, even for flexible production systems. However, this approach is very time consuming and consequently not practicable to prioritize every maintenance task in real-time. Despite this drawback, the results confirmed that a basic prioritizing can be done by using the cycle time and the number of redundant machines. In practice these heuristic methods are often combined together. However, with the rise of the digitalization much more information is available and more data can be processed in real-time.

Dynamic Bottleneck Detection

The aim of the following section is dynamically identify the bottlenecks and assign the corresponding priority to work orders for these machines. The basic concept behind is that an enhancement of a non-bottleneck machine will have a lower impact on the overall system improvement, as a change on the bottleneck machine. The following equation shows a mathematical formulation for the bottleneck definition. \( \Delta TP_{sys,i} \) is the system’s throughput increment which is caused by an improvement of machine \( i \) and \( \Delta TP_i \) is the single machine’s throughput increment.

\[ \Theta_{\text{max}} = \max \left( \frac{\Delta TP_{sys,1}}{\Delta TP_1}, \frac{\Delta TP_{sys,2}}{\Delta TP_2}, \ldots, \frac{\Delta TP_{sys,n}}{\Delta TP_n} \right) \]  

According to (4) a bottleneck can be identified as the machine with the highest sensitivity value \( \Theta_{\text{max}} \) (Chang et al. 2006). Nevertheless, this bottleneck can change over time and priorities have to be adapted accordingly.

Blocking & Starving Probability

The previous mentioned static bottleneck detection method is very precise, but it has the big disadvantage that it is not possible to determine a bottleneck based on real-time production data. Therefore the first proposed method uses the probability that a machine will be blocked or starved to identify the limiting entity of a production system. Generally, a bottleneck will cause
all preceding (upstream) machines to be blocked and all succeeding (downstream) machines to be starved. According to Kuo et al. (1996), arrows can be assigned to indicate the direction in which to bottleneck is located. For instance, if the blockage of a machine is greater than the starvation probability of the next downstream machine, the bottleneck is located downstream the line.

\[ TB_j > TS_{j+1} \quad j = 1, \ldots, n - 1 \]  

(5)

In contrast, if the blockage is smaller the starvation probability of the downstream machine, the bottleneck is located upstream the line.

\[ TB_j < TS_{j+1} \quad j = 1, \ldots, n - 1 \]  

(6)

Following this mechanism, the bottleneck can be identified, if two arrows are pointing towards a machine. In case of multiple bottlenecks within a production system, Kuo et al. (1996) introduced a Bottleneck Severity to define a primary bottleneck. In case of redundancy, the method uses average values of the blocking and starving probability of the machines within an Operation Sequence (OS).

For complex production systems Li et al. (2007) introduced another bottleneck detection method, which is also based on the blocking and starving probability. In contrast to the method of Kuo et al. (1996), they analyzed trends and identified the bottleneck as a turning point between blockage and starvation. For cases of multiple bottlenecks, they used a bottleneck index \( I \) to identify the primary bottleneck. The advantages and disadvantages of this method are explained during the simulation based comparison in the following section.

Active Period Method

The underlying idea of this method is that the longer an entity is working without interruptions, the more likely it is the bottleneck of the system. Therefore, the actual bottleneck of a production system is the machine which has the longest uninterrupted active period at this point in time. Therefore this method is suitable to detect and monitor the momentary bottlenecks as well as the shifting bottlenecks at any time (Roser et al. 2001).

The first step of this method is to classify all possible states of an entity into active or inactive. As illustrated in table 1, this method can be used for many different purposes and systems. However, for manufacturing machines the active states are processing, repair, changing tools, and service. Only the starved and blocked states are classified as inactive. The greatest benefit of this method is that it does not need any information about the structure of the system.

Most conventional methods calculate the percentage of production time, but this approach tracks the duration of an active state of a machine. Remarkably, this period is not interrupted by a repair or a tool change, only by waiting activities, such as blocking and starving.

To determine the actual bottleneck of a system the active durations of all machines will be compared. If there are more entities active in a system, the bottleneck for the current period has to be the machine with the longest uninterrupted active period. Over a certain period of observations, a machine \( i \) has \( n \) active periods of which each period has a duration of \( a_{i,j} \). This results in a set of durations \( A_i \) for each machine:

\[ A_i = \{ a_{i,1}, a_{i,2}, \ldots, a_{i,n} \} \]  

(7)

The Average Active Period (AAP) of a machine \( i \) over this period of observations is calculated as follows:

\[ \overline{\sigma}_i = \frac{\sum_{j=1}^{n} a_{i,j}}{n} \]  

(8)

Following this steps, the machine with the longest average period \( \overline{\sigma}_i \) is identified as the current bottleneck of the system. Roser et al. (2001) stated that this mechanism works reliable for steady state production systems. To determine shifting bottlenecks, the method has to be enhanced to identify overlapping phases of two active entities. During this period no unique bottleneck is in the system and both machines will be denoted as shifting bottlenecks. In order to explain this concept the following example is used.

Table 2 shows a production data for a period of 9 observations. I order to transform this production data, \( i \) is set to be the number of machines and \( j \) to be the number of observations. This production data is transformed in a state matrix \( A \), with \( i \) columns and \( j \) rows:

### Table 1: States of System Entities

<table>
<thead>
<tr>
<th>Entity</th>
<th>Active States</th>
<th>Inactive States</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine</td>
<td>Processing, Repair, Service, Tool-change</td>
<td>Starved, Blocked</td>
</tr>
<tr>
<td>AGV</td>
<td>Moving to location, Recharging, Repair</td>
<td>Waiting</td>
</tr>
<tr>
<td>Human Worker</td>
<td>Working, Recovering</td>
<td>Waiting</td>
</tr>
<tr>
<td>Supply</td>
<td>Obtaining new part</td>
<td>Blocked</td>
</tr>
<tr>
<td>Output</td>
<td>Removing Part</td>
<td>Waiting</td>
</tr>
</tbody>
</table>

### Table 2: Production Data for 9 Observations

<table>
<thead>
<tr>
<th>( t )</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Produce</td>
<td>Starved</td>
<td>Starved</td>
</tr>
<tr>
<td>1</td>
<td>Repair</td>
<td>Starved</td>
<td>Starved</td>
</tr>
<tr>
<td>2</td>
<td>Produce</td>
<td>Produce</td>
<td>Starved</td>
</tr>
<tr>
<td>3</td>
<td>Blocked</td>
<td>Tool Change</td>
<td>Produce</td>
</tr>
<tr>
<td>4</td>
<td>Blocked</td>
<td>Produce</td>
<td>Produce</td>
</tr>
<tr>
<td>5</td>
<td>Produce</td>
<td>Starved</td>
<td>Starved</td>
</tr>
<tr>
<td>6</td>
<td>Produce</td>
<td>Starved</td>
<td>Produce</td>
</tr>
<tr>
<td>7</td>
<td>Produce</td>
<td>Starved</td>
<td>Starved</td>
</tr>
<tr>
<td>8</td>
<td>Blocked</td>
<td>Produce</td>
<td>Produce</td>
</tr>
</tbody>
</table>
\[ A = \begin{pmatrix}
1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1
\end{pmatrix} \quad (9) \]

In the next step the values from (9) have to be accumulated to get the current duration \( b_{i,j} \) of the active period of each machine.

\[ b_{i,j} = a_{i,j} \ast (b_{i,j-1} + 1) \quad (10) \]

Bye applying (10) on (9) a accumulated state matrix \( B \) is calculated.

\[ B = \begin{pmatrix}
1 & 2 & 3 & 0 & 0 & 1 & 2 & 3 & 0 \\
0 & 0 & 1 & 2 & 3 & 0 & 0 & 1 & 2 \\
0 & 0 & 0 & 1 & 2 & 0 & 1 & 0 & 1
\end{pmatrix} \quad (11) \]

In order to determine the bottleneck of the system, the machine with the longest active duration \( b_{i,j} \) has to be identified in each time step. If a machine has the longest accumulated active period, the value \( c_{i,j} \) will be set to 1 in the bottleneck matrix \( C \).

\[ C = \begin{pmatrix}
1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix} \quad (12) \]

As illustrated in the bottleneck matrix \( C \), in the third and eighth time step, two machines are determined as bottlenecks. In order to distinguish between a sole and a shifting bottleneck, further steps are necessary.

The proposed approach uses the Accumulated State Matrix \( B \) (9) and (3) to calculated the AAP. In this case the machine with the longest active duration \( \overline{b_j} \) is assigned a priority value of 1 and the other machines according to their active period related to the longest \( \overline{b_j} \).

System Sensitivity Analysis

In terms of accuracy, this method is the best of all investigated methods. Hence, it is often used to validate other bottleneck detection methods, but seldom used in practice. The big disadvantage of this approach is that it requires the use of simulation and multiple runs. Consequently, every time a bottleneck needs to be detected, an experiment has to be conducted and requires actual system parameters (e.g. buffer levels, cycle times,...). Nevertheless, a simulation model is created in order to evaluate the reliability of the previous explained bottleneck detection methods.

Additional Factors

In order to transform the bottleneck detection to a prioritization algorithm several additional factors have to be considered. However, it should be noted that a variation of these values can influence the prioritization and consequently the production system’s performance significantly. A comprehensive analysis of the impact of each parameter is beyond the scope of this paper, but in order to give a short insight the most relevant effects are mentioned.

Time of Observation

For all scenarios the period of observation will have a great impact. If the sample is very long, the bottleneck detection will focus on long term bottlenecks and strive towards a static bottleneck detection for stochastic systems with less variance. The first simulation runs indicated that \( T_{obs} \) is a very critical factor and if the period is to short, uncritical machines might be preferred.

Priority Increase Factor

If a production line is tremendously understaffed, some work orders could decay in the queue. Therefore, dynamic priority increase factors are common for many services, but - to the knowledge of the author - the influence on the prioritization policy for maintenance tasks has not been investigated yet. Therefore, we add \( p_{inc} \) as a linear priority increase for outstanding repair orders.

\[ P_{real} = P_{calc} + p_{inc} \ast (t_{assign} - t_{breakdown}) \quad (13) \]

The first experiments have shown that this value is strongly dependent on the period of observations. If \( T_{obs} \) is very long, non-bottleneck machines will receive not enough priority and the overall performance drops. Several experiments were conducted to find an optimal gradient \( p_{inc} \). Following the findings of Neubacher et al. (2016), the impact of an hour of downtime is likely to vary considerably, depending on the number of redundant machines. Nevertheless, in the course of the following comparison the same gradient is set for all machines.

Prioritization Frequency

This factor determines how often the priority is evaluated. In practice, it could be performed every time a new breakdown occurs, or a work order has to be scheduled. But, as the execution of the algorithm takes a short amount of time, an update frequency \( f_{Prio} \) is introduced to speed up the simulation.

Degree of Logistic Fulfillment

This factor is important for centralized organizational structures. If there are more production lines running at the same time, work orders from different lines have to be weighted. In practice, manufacturers defined priority lines and favor work orders from this production lines over all others. Most of the time this all or nothing principle does also prefer low-priority tasks on priority lines, over important tasks on non-priority lines. In order to compare work orders from different production lines, we propose a quantitative weighting parameter for every work order. Each manufacturing line has a capacity which is planned for a specific period. The Degree of Logistic Fulfillment \( r_{i,j} \) will set a focus on production lines, which are more likely to miss the planned capacity. However, this paper will focus on the task prioritization within a single production line and \( r_{i,j} \) will not be used.
HIERARCHICAL SIMULATION MODEL

The simulation model is based on the hierarchical control model from Neubacher et al. (2016). The big advantage of this Discrete Event Simulation (DES) approach is the flexibility through hierarchical control structures and the possibility to include minor agent-based aspects if needed (Furian et al. 2015).

As illustrated in figure 1, a machine can perform several activities. If a failure activity starts, a repair request is sent to the corresponding Control Unit (CU) and will be queued according to the priority of the machine. In the experimental model, there are only two CUs implemented. A CU of an OS controls the material handling and dispatching within the sequence. On the highest level, a Line-CU handles the material flow between machines and dispatches incoming repair orders. Every time a new order arrives, it will be ranked according to the actual priority of the machine. If a worker is idle, the highest ranked work order will be automatically assigned and the worker starts to repair the machine.

The worker and the material are simple state-machines and can either be busy or idle. Furthermore, this experimental model is limited to a single production line, but in ongoing research projects higher hierarchical levels are implemented and allow centralized service units to be shifted between production lines.

This conceptual model is used to create several production lines. In order to evaluate the reliability of the bottleneck detection methods, a simplified production line with seven machines is used. In the next step an industrial use cases with realistic data is used to evaluate the performance of the prioritization policies. In advance of all experiments the production data was sampled and used for every prioritizing policy. Finally, for every experiment \( n = 15 \) different production data sets are evaluated.

Comparison of Bottleneck Detection Methods

The Blocking & Starving Probability (BS) method is actually pretty fast, but has great disadvantages. First, the entire structure and information of the production line has to be taken into account. Second, as shown in figure 2(b) the BS method was only capable to identify the relevant bottlenecks. But during the experiment also OS 10 and OS 60 were bottlenecks for a significant amount of time and not even recognized. Furthermore, there are only values for three bottlenecks, which makes it impossible to prioritize all other machines.

The Active Period (AP) method works great for static and dynamic systems. Despite the effort for implementation, this method can deal with production data and does not need any information about the systems structure. Figure 2(b) also indicates that this method is very precise and determines the bottleneck rating of all machines almost perfect. During the conducted experiment the bottleneck situation shifted several times, which is illustrated in figure 2(a). The AP method was able to reproduce this shifts in contrast to the BS approach.

Comparison of Prioritization Policies

The three Heuristic Methods (HM) are very good for static systems and there is almost no effort for implementing this basic prioritization policies in companies. Nevertheless, for dynamic and stochastic systems HM are not suitable and cannot find an optimal solutions. The bottleneck detection methods seem to be better, but there is a certain gap between the AP and the BS
Table 3: Comparison of Prioritization Policies

<table>
<thead>
<tr>
<th></th>
<th>HM</th>
<th>BS</th>
<th>AP</th>
<th>SysSens</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy for</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>static systems</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy for</td>
<td>-</td>
<td>0</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>dynamic systems</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effort for</td>
<td>+</td>
<td>0</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>implementation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

method. Especially for very dynamic bottleneck situations, the BS method is not able to detect all relevant bottlenecks and makes it almost useless for prioritization. The AP approach is capable to identify bottleneck shifts and compared to other mechanisms, it is easy to implement. Finally, the System Sensitivity is the most precise method, but the efforts to execute a simulation study every time a decision has to be made, limit its practicability.

Industrial Case

Finally we abstracted a real car engine manufacturing line and build a simulation model to identify the efficiency of these prioritization policies. We also used the real production data and cycle times in order to create a valid model of a real industrial use case. This investigated manufacturing line consists of 26 OS and contains 48 machines. Relevant production data was sampled from a historical set of one year and the model was validated using historical throughput. Following the information of the project partner, every breakdown that exceeds 10 minutes will be treated as a repair order. All stops shorter are assumed to be minor faults, which are directly handled by the machine operator. The simulation period is 90 days with a warm-up of 7 days. To achieve statistical confidence 15 runs are performed.

In Figure 3 an excerpt of the first three days after the warm-up period is illustrated. Following the static bottleneck ranking (see figure 3(a)), M12 seems to be the most critical machine. But in course of the simulation, other machines have a much higher priority than the initial bottleneck. As illustrated in figure 3(b), during the first day M4 has already a higher priority than M12. At the end the M12 is only ranked fourth. Noteworthy, the initially last prioritized M22 also passed the initial bottleneck and is ranked third at the end of day three. Similar behavior occurs in many simulation runs, also for completely different production lines. Such highly dynamic bottleneck situations lead to great challenges for prioritization policies. To evaluate their performance, some final parameters for the experimental are set.

The HM uses a combination of Availability and Redundancy, which has proven to be the best. After interviews with decision makers on the manufacturing line, this heuristic comes close to a real policy. Moreover, previous simulation runs have shown that using just one of these methods always leads to a poor performance. For the bottleneck prioritization policies the period of observation is set to seven days and the priority increase factor to 0.1 per hour. Furthermore the prioritization will be reevaluated every 0.2 hours. The same Time Between Failure (TBF) and Time to Repair (TTR) sequence is used to compare the strategies. Therefore, each run starts with a simple FIFO strategy to determine the baseline throughput. Afterwards the same sequence is used to calculate the output and work orders are dispatched using the priorities from HM, BS, and AP. After all policies are simulated, a new set of TBF and TTR is sampled and the evaluation is repeated.

The result of the experimental runs are presented in figure 4. In all runs a task prioritization strategy exceeded the performance of a plain FIFO policy. Despite its very simple rules, the HM has proven to be very efficient and the throughput is increased by 5.26% on average. However, the BS method could not meet these expectation. Nevertheless, in comparison to a simple
FIFO strategy, the throughput is also 4.95% higher. The drawback of the BS approach is that it does not give any feedback about the criticality of most machines and non-critical entities are maintained to late. By improving the throughput by 5.86% the AP method shows the best results. The only drawback is that this method is sensitive to changes in the parameters $T_{obs}$ and $\mu_{nc}$. However, the algorithm works pretty fast and it is possible to optimize these parameters quickly. Nevertheless, this method has many other benefits and can be used for many different production lines.

CONCLUSION

According to Wang (2002) a good maintenance strategy incorporates various policies in order to efficiently react to unpredicted breakdowns and be proactive when needed. Independent of these policies, available work force has to be assessed and incoming orders have to be assigned. Simple FIFO strategies are very inefficient, as some machines are more crucial than others. In favor of a constant work flow and a high throughput, work orders have to be prioritized and efficiently planned. The bottleneck is the most crucial machine in a production line, but as shown in the conducted experiments, the initial is not always the primary bottleneck. In practice there are other machines that block the real bottleneck quite fast and simultaneously have a much lower reliability. These machines are crucial and conventional bottleneck detection methods are not able to identify them.

In this paper several task prioritization policies are compared and evaluated using simulation models of production lines. In the first step bottleneck detection methods were evaluated regarding their capability to identify the actual bottleneck at any point in time. After this analysis an industrial use case was implemented in order to test the performance of task prioritization policies on a real use case. In comparison to a simple FIFO policy all strategies have shown a significant throughput increase. A heuristic approach that is often used in practice produced a significant increase and confirms that most maintenance units achieve good results using this policy. The prioritization according to the Blocking & Starving Probability also boosts the performance of the production system, but simultaneously had the least increase of all evaluated prioritization policies.

Finally, linking the task priority to the average active period of a machine has shown the best results and lead to an increase of 5.86% in production throughput. Additionally, this method is generic and can be applied on many different production lines, as it is completely independent of the line structure. Hence, this method is the only one, which can deal with the flexible production systems. Adding to the statement of Roser and Nakano (2015), this method is not only practicable to reliably detect bottlenecks, rather it can be used to prioritize maintenance work orders most efficiently.
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ABSTRACT
During the supply chain formation process there are multiple commercial parties involved at different levels in the network. Parties that are on the same level are usually competitors, and the companies that are linked vertically in supply chains have a trading relationship as suppliers-consumers. All the parties that are connected in the supply chain are individual entities that have self-interest and they may compete for gaining a commercial advantage. Given such complex relations the current work aims to find a mechanism for an allocation in supply chain network for the participants. This paper focuses on modelling and simulation of the supply chain formation in a network of potential participants in order to establish and enforce contract parameters between each pair of component consumer/supplier and to facilitate end-to-end contract parameters. The Supply Chain Formation problem is translated in terms of an acyclic graph where the nodes are represented by suppliers/consumers. The initial graph is then transformed in a cluster graph and by message exchange between the agents the contract parameters values are propagated along the network from the underlying suppliers towards the root.

INTRODUCTION
The dynamism of supply networks that the new industrial revolution promises requires innovative mechanisms for modelling of automated supply chain formation. Supply chain formation process consists of business interactions that can be quickly and flexibly formed and easily dissolved to better respond to rapidly changing market conditions. As a result, some make-to-order supply chain management models have emerged. Make-to-order represents a production approach in which a confirmed order for a product is received, and then the product is tasked to be built. This approach is widely used for highly configured products (Holweg and Pil 2004). These dynamic supply chains are often short-lived – quickly formed per project and then dispersed when the service is no longer needed. They are characterized by high-speed, automated formation using software agents (Lo and Kersten 1999; Buyya et. al. 2000).

The Supply Chain Formation (SCF) problem has been tackled in multiple works in the multi-agent systems literature. Multiple contributions can be found in the literature where participants are represented by computational agents that act in behalf of the participants during the SCF process.

The first approach that was trying to solve the SCF problem in a fully decentralized manner was the work of (Winsper and Chli 2012). The authors proposed a decentralized inference scheme, named Loopy Belief Propagation (LBP) based on the application of Pearl’s belief propagation algorithm (Pearl 1988). This inference scheme was applied to the SCF problem, noting that the passing of messages is comparable to the placing of bids in standard auction-based approaches. It used iterative stages of message passing as a means for estimating the marginal probabilities of nodes being in given states: at each iteration, each node in the graph sends a message to each of its neighbors giving an estimation of the sender’s beliefs about the likelihoods of the recipient being in each of its possible states. Nodes then update their beliefs about their own states based upon the content of these messages, and the cycle of message passing and belief update continues until the beliefs of each node become stable.

Although the LBP approach that has been used in (Winsper and Chli 2010), (Winsper and Chli 2012), (Winsper and Chli 2013) as a solution for supply chain formation has a lot of advantages over other approaches, it has the limitation that the proposed model uses only cost for pairwise agents and doesn’t addresses issues such quality or delivery constraints. The current approach goes further and proposes the use of utility functions as a means for incorporating in the supply chain formation mechanism participants preference upon multiple contract parameters (e.g. quality issues, delivery constraints etc.).
The current work considers the problem of supply chain formation as a form of coordinated commercial interaction. The considered supply chain scenario represents a network of production and exchange relationships that spans multiple levels of production or task decomposition. The agents are characterized in terms of their capabilities to perform tasks, and their interests in having tasks accomplished. A central feature in the considered scenario is hierarchical task decomposition (Walsh and Wellman 2003). In order to perform a particular task, an agent may need to achieve some subtasks, which may be delegated to other agents. These may in turn have subtasks that may be delegated, forming a supply chain through a decomposition of task achievement. Constraints on the task assignment arise from the underlying suppliers’ network as exemplified in Figure 1.

The paper is structured as follows: section 2 provides the background for supply chain formation, section 3 describes the model proposed for automated supply chain formation, section 4 provides simulation results and finally section 5 provides conclusions and future work.

BACKGROUND

The Supply Chain Formation (SCF) problem has been widely studied by the multi-agent systems community using computational agents that act in behalf of the participants during the SCF process and making possible to form SCs in a fraction of the time required by the manual approach (Davis et. al. 1983), (Walsh and Wellman 2000), (Collins et.al. 2002), (Walsh and Wellman 2003), (Norman et. al. 2004),(Cerquides et.al. 2007), (Giovannucci et. al. 2008), (Winsper and Chli 2010), (Mikhaylov et. al. 2011) (Winsper and Chli 2012), (Winsper and Chli 2013).

SCF methods can be classified in three categories depending on the architecture they follow. A first division is to separate SCF into centralized and decentralized architectures. Furthermore, we can separate the decentralized methods into two further categories depending on whether the communication between participants is either direct or mediated.

In a centralized approach (Walsh and Wellman 2000), (Collins et.al. 2002), (Cerquides et.al. 2007), (Giovannucci et. al. 2008), (Mikhaylov et. al. 2011), participant agents inform a central authority of their preferences (encoded as offers). After collecting the offers of all participant agents, the central authority determines the resulting SC.

Decentralized SCF appears as an alternative to centralized SCF in order to overcome some of its limitations as: participants might be reluctant to share this information with any central authority, given the hardness of the SCF problem centralized optimal solvers might suffer from scalability issues, the existence of a central authority introduces a single point of failure for the SCF process.

One approach to decentralized SCF is that of mediated SCF. In this setting, participant agents resort to local markets in which the goods they want to sell or buy are being traded (Walsh and Wellman 2000), (Walsh and Wellman 2003). The authors proposed a market protocol with bidding restrictions referred to as simultaneous ascending (M+1)st price with simple bidding (SAMP-SB), which uses a series of simultaneous ascending double auctions. SAMP-SB was shown to be capable of producing highly-valued allocations solutions which maximize the difference between the costs of participating producers and the values obtained by participating consumers over several network structures, although it frequently struggled on networks where competitive equilibria did not exist. The authors also proposed a similar protocol, SAMP-SB-D, with the provision for de-commitment in order to remedy the inefficiencies caused by solutions in which one or more producers acquire an incomplete set of complementary input goods and are unable to produce their output good, leading to negative utility.

Another approach to decentralized SCF is Peer-to-Peer (P2P), where each participant agent communicates directly with the participant agents representing its potential buyers and sellers. Therefore, the SCF process takes place between participant agents with no intervention of any third party, thus preserving participants’ privacy since they only need to share their preferences with local trusted parties rather than communicating them to a central authority and it offers better scalability for large scenarios due to the fact that each participant is responsible of a small part of the computation.
Loopy Belief Propagation (LBP) is the first peer to peer approach that has been used to solve the SCF problem in a decentralized manner (Winsper and Chli 2010), (Winsper and Chli 2012), (Winsper and Chli 2013). The work in (Winsper and Chli 2013) shows that the SCF problem can be cast as an optimization problem that can be efficiently approximated using max-sum algorithm for loopy graphs or can find exact solutions when the graph is a tree. LBP starts by initializing the beliefs of each agent about each of their possible states to zero. Each agent then passes a message containing a vector of belief values to each of its neighbors in the network. Once all agents have passed a message to each of their neighbors, each agent updates its beliefs based upon the content of the messages it received. The cycle of message passing and belief update continues until the network becomes stable when finally, the states of the variables are determined.

**MODELLING FOR SUPPLY CHAIN FORMATION**

In order to model the supply chain formation process, the present work translates the possible trading relationships into a graph and proposes a mechanism to find allocations in the supply chain network.

The current approach uses a message passing mechanism for the values of the contract parameters that the agents are sharing. The agents talk with each other about multiple contract parameters and they have to agree on a contract that is composed of the actual values of the issues that they have talked about. Each participant has certain preferences upon different contract parameters. The agreed values of the negotiated issues are reflected in a contract which has a certain utility value for every agent. By using utility functions, they can assess the benefits they would gain from a given contract, and compare them with their own expectations in order to make decisions.

The following paragraph provides a formal description of the supply chain formation problem in terms of a directed, acyclic graph (X, E) where X = {X1, X2, ..., Xn} denote set of participants in the supply chain represented by agents and a set of edges E connecting agents that might have a commercial relationship.

Notation vi represents the expectation of a participant in the supply chain on issue i of the contract and U(v) the utility that a participant obtains by receiving the actual value v = (v i1 , v i2 , ..., v ik ). When a supplier (seller) negotiates with a consumer (buyer), both parties are interested in obtaining those contract values v = (v i1 , v i2 , ..., v ik ) that maximize their utility functions U(v). This means that during the supply chain formation process, the agent sends a message to its neighbors regarding the states of his variables that is maximizing its utility function.

Each agent interacts with its neighbors agents such that the utility of an individual agent U(v), is dependent on its own state and the states of these other agents.

Solving the problem stated above provides means for finding an allocation that maximize each agent utility in the supply chain within the underlying partners’ constraints.

An allocation is a sub-graph (X', E') \subseteq (X, E). For Xp, Xq \in V', an edge between Xp, Xq means that agent Xq provides goods to agent Xp. An agent is in an allocation graph if it acquires or provides goods.

In order to find the best possible assignment in the supply chain network, this paper proposes two steps mechanism: 1. The transformation of the initial graph into a cluster graph; 2: Passing of messages over the cluster graph using max-sum algorithm. The messages are scheduled from leaves to root and back in order to be able to compute messages using two passes in the graph.

A cluster graph is a data structure that provides a graphical flow chart of the process of manipulating factors (KaskK et al. 2005).

For the simplicity of illustration of all the exchanged messages the present section considers a simple example as the one in Figure 2.

![Fig. 2 Simple supply chain graph example](image)

The nodes in the supply chain graph are possible trading partners. It is assumed that they can provide the required products/services as suppliers or they are willing to buy the products/services in their quality of consumers in the supply chain network. The node X3 represents the end consumer and it requires a complex good/service. As the required product is a complex one it might not be provide by a single supplier and it might require some subcontractors in the underlying levels of the supply chain. X3 can buy the good/service from X5 or might buy it from X2. But X2 cannot provide the required good as it might be a complex one and he needs to subcontract a part or a subassembly either from X1 or X4.

Each possible participant in the supply chain owns a utility function in order to model his own preferences upon the contract parameters that he negotiates on. The present example will consider five contract parameters: A,B,C,D,E,F. For the simplicity of the illustration of all the exchanged messages it will be considered that each utility function of the participants depends on two contract
parameters but it can be generalized to multiple contract parameters. Let be the utility functions in Table 1 attributed to each participant:

Table 1 Utility functions of the participants and corresponding factors

| X1: U(A,B) = \theta_1 |
| X2: U(B,C) = \theta_2 |
| X3: U(C,D) = \theta_3 |
| X4: U(E,B) = \theta_4 |
| X5: U(D,F) = \theta_5 |

In order to transform the initial graph into a cluster graph, we will consider the utility functions as factors. We will assign each factor to the corresponding node in the supply chain network and remove the arrows. Each edge in the cluster graph means that the clusters are sharing one or more variables that they are talking about.

The transformation of the initial graph into a cluster graph is presented in Figure 3.

The second step in the proposed mechanism consists of message passing over the cluster graph according to the equations (1) and (2).

By sending the message in equation (2), X1 says to X2 which is his preferred value from the set of values for issue B.

\[ \lambda_{1-2}(B) = \max_B(U(b_j, c_k)) + \max_A(U(a_i, b_j)) \]  \hspace{1cm} \text{(1)}

X1 sends the max-marginalization of B over A (\( \max_A(U(a_i, b_j)) \)) and then adds the computed utility of agent X2 and then computes the max marginalization of B over the above terms.

\[ \lambda_{2-3}(B) = \max_B(U(b_j, c_k)) + \max_C(U(b_j, c_k)) \]  \hspace{1cm} \text{(2)}

The messages are scheduled starting from leaves and then are propagated upward towards the root.

The following figures illustrate a full message exchange over cluster graph in Figure 3.

According to the messages exchanged and the computations in Figure 4 and 5, the allocation X1-X2-X3 is unfeasible. The best possible completion for X1 is (a1,b1) with the score of 6, (c2,d1) for X3 with the score of 6 and (b2,c1) or (b2,c2) as they have the same score of 4 for X2. The cluster node X2 agrees with the cluster node X3 on the state of the variable they share (C) and that is c2, but X2 cannot agree with X1 on the state of variable B, as X2 prefers the state b2 and X1 prefers the state b1.

According to the messages exchanged and the computations in Figure 4 and 5, the allocation X1-X2-X3 is unfeasible. The best possible completion for X1 is (a1,b1) with the score of 6, (c2,d1) for X3 with the score of 6 and (b2,c2) as they have the same score of 4 for X2. The cluster node X2 agrees with the cluster node X3 on the state of the variable they share (C) and that is c2, but X2 cannot agree with X1 on the state of variable B, as X2 prefers the state b2 and X1 prefers the state b1.

The message exchange between X4-X2-X3 provide a feasible solution because all of the nodes agree on the states of the variables they share. The best possible completion for X4 is (e1,b2) with the score of 8, for X2 (b2,c2) with the score of 4, and for X3 (c2,d1) also with the score of 8.

Figure 3 Initial graph transformed to cluster graph

Agent at node X2 evaluates using his utility function, the utility that he gets for each combination of values from the set of values for issues B and C. X2 sends to X1 the message in equation (3), which is his preferred value from the set of values for issue B.
Another feasible allocation is X5-X3 because the two cluster nodes also agree on the states of the variable they share. The best possible completion for X5 is \((d_1, f_1)\) with the score of 6 and for X3 is \((c_1, d_1)\) also with the score of 6, meaning that they agree on state \(d_1\) of the variable \(D\), that they share.

Analyzing the two feasible solutions obtained in the above example, it can be stated that the optimal allocation in the supply chain is X5-X3 as the values \((c_1,d_1)\) provide the highest utility of the end consumer X3, with a score equal to 3, according to his utility function.

SIMULATION FOR SUPPLY CHAIN FORMATION AND EVALUATION

In order to implement the mechanism proposed in the section above, PeerSim simulator was selected because of its performance regarding scalability and because it is based on components that allows prototyping a new protocol, combining different pluggable building blocks. PeerSim is a single-threaded peer-to-peer simulator being developed in a modular and scalable way (Montresor and Jelasity 2009).

The simulation process starts by reading the configuration file, given as an input parameter that defines the protocols to experiment. Then, both nodes and protocols are created and initialized. After the initialization phase, by default, every instance of the protocols running on each node is executed once per simulation cycle. The current implementation uses a transport protocol for message exchange that provides the communication primitives and allows adding more realism to the simulation.

The mechanism proposed in section above is implemented using existing building blocks in PeerSim, the nodes being scheduled according to a list of pending messages. PeerSim models the set of nodes as a collection through the class peersim.core.Network. The peers in the proposed model denote the set of supply chain formation participants represented by agents. The overlay network is represented by an adjacency list where every peer \(n\) of the network is connected to a set of neighbors \(N(n)\). Furthermore, each node \(v \in V\) has a utility functions and a list of numeric attributes that represents the contract parameters.

The utility functions are calculated by means of a weighted sum, the weights measuring the importance of a given issue for a certain participant in the chain. The list of values for contract parameters is periodically sent to its neighbors via message exchange mechanism. This process of message exchange is run in as many cycles as configured in the configuration file which is given as a parameter of the simulation.

The simulation was run having the following values in the configuration file:

```
# number of network nodes
SIZE 18
# number of simulation cycles
CYCLES 25
# number of outgoing edges to generate from each node
init.netInit.k 3

network.size SIZE
include.init init netInit
include.control neighObs valueObs
Supply chain protocol
protocol.supplychain SupplyChainFormation
init.netInit WireRegRootedTree
init.netInit.protocol lnk

# Number of outgoing edges to generate from each node
init.netInit.k 3
```

The simulator sets up the network nodes, and the protocols in them. The supply chain environment was generated using WireRegRootedTree class, which uses the Linkable protocol of PeerSim and adds connections that define a regular rooted tree. The simulations that have been run used multiple supply chain network architectures with two up to five tiers.

At the beginning of the simulation all the agents in the network are being initialized with random preferred values for the states variables and also for the weights used at computing every agent utility. Each node \(v\) has a vector of numeric values that are the preferred states of the negotiated issues. Each node that is not a leaf is receiving messages from its neighbors, composing new messages and sending them upward to its neighbors.
Each node will assess messages received from the corresponding neighbor according to his own utility function.

![Figure 9 Dynamic of allocations relative to the number of tiers in the network](image)

Analyzing the results of the simulation in the Figure 9 it can be observed that as the complexity of the network increases, the number of feasible solutions grows fast, meanwhile the number of optimal and unfeasible solutions has a slower growth.

**CONCLUSIONS AND FUTURE WORK**

The present paper proposes an automated mechanism for supply chain formation. As opposed to the previous decentralized approaches, the current approach translates the SCF optimization problem not as a profit maximization problem but as a means for maximizing a utility function. Hence, it incorporates multiple contract parameters and enforces the propagation of the negotiated values from the underlying suppliers to the upper levels in the supply chain. The current work replaces the process of bidding in auctions with message passing between agents allowing participants to share their beliefs about the optimal structure of the supply chain only with relevant participants and thus preserving the self-interest of participating agents. Also this approach operates in a decentralized and distributed manner, with participants acting only on the basis of local information. As a future work we consider doing simulation on various network topologies in different economic hypothesis and also increasing the complexity of the proposed mechanism by adding constraints regarding complementary inputs needed for consumer nodes.
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ABSTRACT
Over the last years Supply Chains (SCs) are subject to major changes. They developed from classical intra-SCs to inter-SCs and further to flexible and more complex SC-networks. Because of globally distributed SC networks, dynamic environments and increasing customer expectations managers are faced with new challenges. The increasing complexity of SCs results in a new dimension of risks (variable, uncertain, global), that has to be considered and managed. Hence, managers are required to assess these new risks and make decisions in a very complex and dynamic environment. Therefore, methods and tools are needed to support managers in evaluating scenarios and decision making. Modeling and simulation are often used for latter purposes as they are techniques to describe, shape and investigate problems. Especially they are used to improve the problem understanding, test and compare different scenarios and make what-if analyses without influencing the real world.

The focus of this paper is on the evaluation of risks along the SC, especially on the quantification of risks for further evaluation using simulation. Special attention has been given to risks related to countries. Appropriate risk indicators have been identified and discussed. The determined information provide a good basis for further simulation work.

INTRODUCTION
Today supply chains are more and more globally situated and therefore companies are confronted with the arising complexity, and also the associated risks. (Serdarasan 2013) Managers are required to make decisions in a dynamic and not-clear environment. To set up a new supply chain or to change a supply chain is not a simple and transparent task and therefore tools are needed to support the decision making process. Compared to domestic SC, global SC implicate other issues, as for instance currency risks, transport modes and times. (Serdarasan 2013)

An important step within a simulation study is the process of defining a conceptual model. One phase of conceptual modeling is about the definition of input factors. In this phase it has to be clarified which factors influence the considered system. In this paper the focus is on risks along a SC and therefore the utilization of conceptual and systematic methods to identify, evaluate and categorize risks and their influencing factors is explained. In order to be able to measure the risks, it is necessary to quantify the influence factors, which means it is necessary to find appropriate indicators. A guideline for this process is proposed as a first result of an ongoing research project.

This paper is structured in the following way: The next section is looking at the term 'SCM'. Further more the Supply Chain Operations Reference (SCOR) model is outlined briefly. The following section deals with the definition of risk and their occurrence along a SC. In the section 'Conceptual Model' the HCCM Framework is introduced. In the sub-sequential section the process of identifying risks along a specific SC is explained, as well as the issue of quantification is examined. The paper concludes with a short outlook.

SUPPLY CHAIN MANAGEMENT (SCM)

Particular attention has been paid to Supply Chain Management (SCM) in the last decades. Only recently there was no clear distinction between ‘logistics’ and ‘SCM’ for most experts in applied sciences and researchers. (Lambert and Cooper 2000)

In previous phases of the logistics development the company level was focused, with SCM this changed and the focus shifted to the level of a ‘jointly operated network’. Consequently inter-organizational aspects become more crucial. (Beckmann 2012)
SCM includes more than the transport of goods, services and information, it includes also information technology, cash flows and tasks which are related to adjusting and aligning activities between the different SC partners. Thus, various factors influencing the system exist subject to a variety of boundary conditions. (Lummus et al. 2001)

To handle complicated and/or complex systems frameworks can be very helpful. The process reference model Supply Chain Operations Reference, short SCOR, is also referred to as a framework to endorse supply-chain activities and processes independently from the specific industry. SCOR defines a set of metrics and allows companies to evaluate their current business performance and subsequently to benchmark it with best-practices. (Stewart 1997, Beckmann 2012, Huan et al. 2004, Lambert et al. 2005, APICS Supply Chain Council 2016)

The six SCOR level-1-processes, are: Plan*, Source*, Make*, Deliver*, Return and Enable. The initial four processes are marked with (*). Figure 1 illustrates a SC based on the SCOR model. (Lambert et al. 2005, APICS Supply Chain Council 2016)

![SCOR model-based SC](image)

**Fig. 1: SCOR model-based SC, based on Huan et al. (2004)**

But to answer questions like the following some more aspects should be mentioned. Where should the production facility be located? Which supplier or sourcing strategy should be chosen? These and a lot of other questions are issues of SC management and demand answers, respectively decisions. (Thierry et al. 2010, Tako and Robinson 2012)

Decisions are always associated with a certain degree of uncertainty and also with risks. Identifying, measuring and evaluating risks are important tasks that give further insights and allow the management to make their decision based on facts and their judgment. Thereby it has to be mentioned, that it is not about risk avoidance, rather it is about risk awareness. The underlying risks in context with SC are explained in the following section.

**RISKS IN SUPPLY CHAINS**

Production has changed in the last decades and is becoming more and more complex. That means, in former times the production flow, from the raw material via the manufacturer to the end customer was rather simple. Today companies are faced with global competition and price pressure. Further, rapid developments in the area of information technologies, for example using Enterprise Resource Planning (ERP) systems, have changed access and availability of data. The simple production flow changed to more complex, longer and global SCs with a higher number of participants, influenced by two major trends: globalization and consolidation of firms, which results in a higher unpredictability for the market players. Hence, risks have also changed and new ones have to be added. Risks can be directly connected with the end product or by interruptions somewhere along the SC, for instance due to hurricanes, epidemics, terrorist attacks or other random events. (Tang and Nurmaya Musa 2011, Manuj and Mentzer 2008b, Harland et al. 2003)

Manuj and Mentzer (2008a) demonstrated that risk is understood in different ways in the literature, depending on the domain. But also the kind of industry influences the view of risk. Despite this variety Manuj and Mentzer (2008a) found out that there are three elements:

- potential losses
- likelihood of those losses
- significance of the consequences of the losses

The literature review in the study of Manuj and Mentzer (2008b) demonstrates that there is no suitable definition of risk in context of global SCs. Therefore, they developed a definition, which reads as follows:

> ...the distribution of performance outcomes of interest expressed in terms of losses, probability, speed of event, speed of losses, the time for detection of the events, and frequency.

Which types of risks can arise in a global SC? How can risks be classified? These questions and more come up when dealing with the issue risk. Therefore, some classifications need to be made.

In general, risks can be of quantitative or qualitative nature. Quantitative risks are measurable, for example by stock levels, delivery times, delivery reliability. Qualitative risks are not measurable directly and for example refer to reliability, know-how and so on. (Manuj and Mentzer 2008a)

The following classification of risk along the entire SC can be found in the literature: supply risks, operational risks, demand risks and security risks. This four types of risks are directly connected to the SC and they influence supply and demand, as illustrated in figure 2. These risks can be completed by macroeconomic risks, policy

---
risks, competitive risks and resource risks. (Manuj and Mentzer 2008a,b)

The assessment of risks is an important step in risk management and it means to assess the probabilities of various risks and corresponding weight of the consequences, upon occurrence. The probability depends on the one hand on how exposed the incident is, in other words how dangerous an event can be in terms of risks. And on the other hand it depends on the chance that the trigger will be activated. An activation can be triggered by individuals or by organizations, but also by things beyond control. It is also a question of the power of the company, in what extent the company is able to influence their environment, e.g. organizations. The weight of the consequences can be roughly calculated if there exist directives or laws and therefore, the consequences resulting from non-compliance are relatively well known. It is important to have in mind not only quantitative measurable consequences or losses, but also other intangible values (‘soft’-facts) like reputation and image, also taking into account the influence of media and social media. (Harland et al. 2003, Tummala and Schoenherr 2011)

For managing risks along the SC Tummala and Schoenherr (2011) adapted the Risk Management Process (RMP) to the SC resulting in their suggested conceptual framework Supply Chain Risk Management Process (SCRMP). The framework consists of three phases, from risk identification to risk control & monitoring.

Phase one of the SCRMP contains ‘risk identification’, ‘risk measurement’ and ‘risk assessment’, which should be realized in the mentioned sequence. The task of ‘risk identification’ is to find out all risk factors influencing the SC and get a complete ‘picture’ of them. In the next step ‘risk measurement’ the consequences of the identified risks and their order of magnitude are set. Consequences are of different nature, for example time (e.g. delays), money (e.g. exceeded costs), performance (e.g. poor quality). A widely known classification of consequences is made by Crockford (1986) and is shown in table 1.

The before explained matters are the basis for the next step, focused in this paper: determining input factors for the conceptual model. Risks along a SC are considered, especially their identification, quantification, evaluation and their role as input factors. For that reason, the next section is about conceptual modeling.

<table>
<thead>
<tr>
<th>Consequence</th>
<th>Frequency</th>
<th>Severity</th>
<th>Predictability</th>
</tr>
</thead>
<tbody>
<tr>
<td>trivial</td>
<td>very high</td>
<td>very low</td>
<td>very high</td>
</tr>
<tr>
<td>small</td>
<td>high</td>
<td>low</td>
<td>reasonable, with infrequent occurrence</td>
</tr>
<tr>
<td>medium</td>
<td>low</td>
<td>medium</td>
<td>reasonable, with frequent occurrence</td>
</tr>
<tr>
<td>large</td>
<td>very low</td>
<td>high</td>
<td>minimal</td>
</tr>
</tbody>
</table>

CONCEPTUAL MODELING

The procedure to abstract the real system to a conceptual model, which can be translated into a computer model plays a crucial role in every simulation study. The challenge is to model the real world in a sufficient way, but as simple as possible. Therefore, it has to be decided what has to be included in the model and what excluded. The result of this process is a conceptual model.

HCCM is a framework for conceptual modeling, suggested by Furian et al. (2015). It can be seen from figure 3 that after understanding the problem situation the next step is ‘identification of modeling and general objectives’, which is a part of building a conceptual model. The modeling objectives refer to the specific purpose of the simulation study, in other words the company’s aim. The general objectives include the specification of the simulation tool, for example run-time or flexibility to changes. Phase three contains ‘defining input factors’ and ‘defining output responses’. Following Furian et al. (2015) and Robinson (2011) input factors are experimental factors, which are altered with respect to various experiments and simulation runs with the aim to meet the modeling objectives. Outputs are the results of the experiments and they are used to assess if the modeling objectives are met or not. The next phase ‘model content’ consists of model structure, model individual behavior and model control. For more detailed information see Furian et al. (2015).

Simulation is a modeling technique, which is used to...
model systems of interest that are usually too complex to be studied by analytic solutions. (Law 2015, Hillier and Lieberman 2005) Simulation can be a useful tool for a great variety of fields, as for example ‘Designing and operating transportation systems such as airports, freeways, ports and subways’ or ‘Analyzing supply chains’, which is focused in this paper. (Law 2015)

In order to be able to simulate a certain scenario the conceptual model has to be defined as mentioned previously. Therefore the process of finding input factors and quantifying them is explained in the next section based on a case study.

CONCEPTUAL SC MODEL

Within a project in cooperation with a middle-sized company, operating world-wide and active in the field of micro-controller-based control units and operating elements for ergonomic solutions the question of risks along a SC was investigated.

When analyzing the system, it seems that there are many different factors influencing the supply chain. Especially impacts with respect to the countries arose as an important factor. Therefore, the dimension ‘country’ and its connection to related factors has been investigated more closely.

Subsequently three dimensions could be identified: ‘Country’, ‘Company’ and ‘Route/Link’. In figure 4 these dimensions and some of their attributes are illustrated. In this paper the term ‘dimension’ is for this purpose defined and understood as a summary for different entities and their related risks and opportunities. The dimension ‘Country’ describes all inputs, outputs and influences directly related to the country level, for instance political issues, governmental regulations, currency or trade restrictions. These dimensions are assigned to levels, which are understood in this paper as a kind of a view level, in other words a high level refers to a macro level. ‘Country’ is positioned on the highest level. The next dimension ‘Company’ is situated on a more detailed level than ‘Country’ and involves all matters associated with the individual supplier, for example quality, technical performance, know-how, financial situation, flexibility or capacity. The third dimension ‘Route/Link’ can not be assigned to one of these two levels, as it depends on the kind of usage. ‘Route/Link’ covers issues that belong to the connection between two entities. Depending on the type of entity, the dimension is located on the different levels or between them, this means ‘Route/Link’ can connect two or more suppliers, two or more countries, but also suppliers and countries. It expresses all topics concerning the linkage, as for example the distance between the entities, transport mode, border crossings.

The input factors of the current system are on the one hand, various risks related to the before introduced dimensions. On the other hand, the design of the network and the mass flows (quantities of parts, assemblies or products) between the nodes of the network. The output factors are probability distributions of the various risks, network designs and mass flows that can be compared to each other.

Thus, the input factors have to be identified. For that, in a first step a criteria matrix was used, based on Vester (2015). In the investigated system, the by Vester (2015) suggested areas of life are described by the processes of the SC. Therefore, the criteria matrix was adjusted to the application and the variables are put in context to these processes. The variables are related to the risk triggers, which were listed in the first column of the criteria matrix. The risk triggers were based on the risk triggers of the SCRMP (see (Tummala and Schoenherr 2011)). They were completed by elements of a supplier evaluation. In the first row the processes of the SCOR model were listed. With this matrix the importance of the various risks to the individual process steps was evaluated by choosing one of three possible values: ’0’ for ‘not relevant’, ’0.5’ for ‘partly relevant’ and ’1’ for ‘fully relevant’. This matrix should ensure completeness and relevance of the risks and therefore it was accomplished for all processes.

Next, to investigate the influence of the various risks on each other an impact matrix was prepared, following Vester (2015). This matrix gives information on the inter-dependencies of the variables. The impact of variable A on variable B, C, etc. was evaluated by the following scale: 0 - no dependency, 1 - very small dependency (big change of A results only in a little change of B), 2 - medium dependency (proportional change), 3 - strong dependency (little change of A results in a big change of B). Variables with a big impact on others have a high active sum (AS), variables strongly influenced by others have a big passive sum (PS). Therefore, the variables can be distinguished in active elements, critical elements, reactive elements, buffering elements and neutral elements.

The gained insights from the criteria and impact matrix have been discussed with experts and reevaluated. Some
risks were assessed as not important or not applicable, some others were added. An emerging issue during the discussions was ‘cultural matching’. This also shows that with global sourcing totally new issues arise, which can result in unexpected difficulties. For example problems due to language differences, or due to distinctions in code of behavior, can be a big issue. The individual risk triggers are assigned to different risk categories. The result of the discussion, i.e. if the variable should be included or excluded in the further risk evaluation, is documented. This procedure has been suggested also by Robinson (2008).

An adapted list with risks was prepared. The various risks were grouped according to different categories and also assigned to the different mentioned dimensions. The next step was the question of ‘risk measurement’, that means how can the before identified risks be assessed, as objectively as possible, using indicators. At this point some questions arises: Which indicators are available? Which indicator can represent which risk factor or risk type? Besides, more technically questions turned up as: In which format is the data available? How should the data be stored and processed?

For finding appropriate indicators various sources are available. Some companies provide aggregated and edited data for various issues, but they are almost only pay-for-services. For example, ControlRisks (2016) provides information on security risks, political risks, a risk map and so on. Other sources provide their data for free, certainly the data are not as well-structured as provided by pay-for-services. The focus was on free available data in this case.

Indeed some of the found indicators can be used for various risk triggers. Obviously risk triggers regarding the dimension ‘Route’ often depend on the distance between the individual SC members. It has to be mentioned, that available data change and improve and thus, it is suggested to repeat the research on indicators within a reasonable time. However, it is important to consider the timeliness of the data. Especially for some risk triggers this can be essential, for instance the regional stability.

Now the individual risks were considered in the context of a SC setting. From purchasing the individual parts on different markets, to the delivery to the end customer, there are a lot of steps in between and consequently many potential risks arise. Risks appear not only linear, but rather overlap.

Based on the previously defined quantitative indicators risks belonging to the distinctive dimensions can be described and measured. Next, these indicators have to be scaled, based on an objective scaling matrix. Furthermore, the indicators can be weighted using a weighing matrix. Afterwards the product streams can be taken into account by estimated quantities and results obtained by a value stream analysis, for example. Also constraints can be considered, as for example a certain part has to be made by supplier C in country X. All these assumptions and simplifications result in a probability distribution of several risks included in the setting.

A simplified example is shown in figure 5. In the illustration the suppliers and manufacturers are shown as squares. The ellipses represent the countries, where the parts are purchased. The arrows stand for the connections between the SC members, the distance and the risk associated with the route. The thickness of the arrows symbolize the value stream, which results from the quantity and price per piece. The value stream is an suitable indicator, as it makes a difference if there is a huge amount of parts needed, but the price per piece is very low or there are only few, but very expensive ones, needed.

Fig. 5: Design Model

By varying the settings of the considered SC, for instance by using another supplier or purchasing from a different country, distinctive results are gained and can be compared to each other. The outcomes can serve as a basis for discussions and at the end, decisions.

OUTLOOK

The before examined design model needs to be translated into a computer model, which can be used for simulations in the end.

In preparation of a computer model, an important step is to gather the data of the risk indicators. It is supposed to use a database to store the data from the different sources. As there is no standardized interface and each data set looks different, this is not a simple task. Data administration is an important issue in this case. Using a database for the administration of the risk indicators is also suggested by Deleris and Erhun (2005), who points out also the importance of currency of the data and therefore, the need of regular updates.

As a next step in order to be able to simulate various scenarios the model needs to be detailed in depth and according to Furian et al. (2015) the model content has to be specified. Subsequently the translation into a computer model is required for the simulation runs and the evaluation. No final decision has yet been taken on the simulation software. In the moment the following possibilities are in focus: the open source library HCDESLib\footnote{available at https://github.com/nikolausfurian/HCDESLib}
and the commercial software AnyLogic. The results of the simulation runs will support the process of decision making, as the gained results for the different scenarios can be evaluated and compared to each other. Therefore this will be a helpful tool in a complex environment to gain more insights.

Within the before mentioned project the next steps should be realized. A simulation prototype should be generated to be able to compare different scenarios and demonstrate the benefit of using modeling and simulation. Furthermore it is planned to deduce a framework.

**CONCLUSION**

The process of conceptual modeling is a very important one and determines the thereafter written computer model. As a result it is essential to use a systematic and conceptual method, which allows flexibility to the extent to adjust it to your requirements and offers transparency to all partners in the process of conceptual modeling in order to improve the common system understanding and subsequently to improve the quality of the model. The proposed guideline is independently on the one hand, from the specific industry and on the other hand, also from the computer model used for the simulation. It can be applied to a varying complexity of SC and also to different levels of detail, which are represented by dimensions and levels.

**REFERENCES**


INVENTORY MANAGEMENT OPTIMIZATION
THE CONCEPT OF SEMI-VARIANCE AS A TOOL FOR SAFETY INVENTORY DECISIONS IN CASE OF UNCERTAIN DEMAND

Katrien Ramaekers¹
Galina Merkuryeva²
Gerrit K. Janssens¹

¹Research Group Logistics, Faculty of Business Economics
Universiteit Hasselt – campus Diepenbeek
Agoralaan 1, B-3590 Diepenbeek, Belgium

²Department of Modelling & Simulation
Riga Technical University
Kalku street 1, LV-1658 Riga, Latvia

e-mail: {katrien.ramaekers, gerrit.janssens}@uhasselt.be, galina.merkurjeva@rtu.lv

KEYWORDS
Inventory management, safety inventory, semi-variance

ABSTRACT
An inventory system containing uncertainty, e.g. in demand or in lead-time requires to determine a safety inventory for re-ordering. The decision models need a probability distribution of the demand during lead-time. In the literature on inventory control, mostly a Normal distribution for describing this demand is assumed. Based on the knowledge of the variance and on the distribution assumption, the safety inventory is calculated, given a prescribed customer service level. However, the functional form of the probability distribution in practice might look different from the shape of a Normal distribution and by this wrong decisions are made which result in high costs or low service level. It is investigated here whether the use of semi-variance is more robust to a deviation in the shape from the Normal distribution. The determination of the safety inventory is worked out for a triangular distribution as an illustrative example.

INTRODUCTION
Operational inventory management deals with decisions on how much to order of a certain product and when to order. The former decision relates to a quantity, which is either a fixed quantity or a quantity based on the current inventory level (for example, to fill up the inventory to a certain level). The latter decision is based on the policy order based on either a time basis (for example, at the end of each week) or based on the inventory level (for example, if the current inventory level drops below a certain threshold, an order is placed). The time between ordering and delivery of goods is called the lead-time. The lead-time may be fixed or may be uncertain (stochastic). Also the demand during lead-time (DDLTT) mostly is stochastic. To avoid getting out-of-stock, companies hold extra inventory, which means more inventory than the expected value of demand during the lead-time. This extra inventory is called buffer inventory or safety inventory.

The level of safety inventory depends on the risk that the company is willing to take of an out-of-stock event. If the inventory on hand is not sufficient two situations may be observed: the demand results in lost sales or the demand results in backorders. The company decides on the level of safety inventory based on the probability of an out-of-stock event or on the expected number of units short while being out-of-stock. For this decision, the probability distribution of the DDLT needs to be known. Most textbooks and software assume that the DDLT follows a Normal distribution. An estimate of the mean and variance allows for the determination of the safety inventory, given the risk that the company would like to accept. But in reality the DDLT does not always have the characteristics of a normal distribution: the distribution is not always unimodal and it is not always symmetric. Several studies have shown that the shape of the demand distribution during lead time has an important influence on this decision and might lead to either wrong decisions in terms of service levels or will lead to higher costs than expected.

LITERATURE REVIEW
In the case of unknown but observable demand process, a commonly used approach is to employ replenishment formulas that are derived assuming a completely specified demand distribution, and to substitute statistical estimates for the demand distribution parameters. Limited historical data can be used to estimate the parameters of the demand distribution (Jacobs and Wagner, 1989). Their findings show that when demand variability is large, exponentially smoothed estimators can substantially outperform sample means and sample variances. When demand variability is relatively small, the cost of demand uncertainty is negligible, and the choice of statistical estimators is not critical.

Unfortunately, the demand distribution is rarely known and the lead-times are frequently random. Inventory managers are fortunate if they know the first two moments of these random variables. To address these issues, Ehrhardt
(1979) proposes the Power Approximation (PA) method. If the functional form of the DDLT is not (fully) known, the common assumption of making use of the normal distribution might be very harmful. Naddor (1978) finds that false assumptions about the distribution may lead to higher cost in the case of extreme distributions, but that, with realistic distributions, only the first and second moments are essential. On the other side, Bartezzaghi et al. (1999) show a significant impact of the shape of the demand distribution on the service level, based on a large set of experiments. Their analysis shows that the shape of the distribution is a primary factor in the determination of inventories. Also Lau and Zaki (1982) note that mean and variance are not sufficient for safety stock calculation, but also skewness and kurtosis should be accounted for. Furthermore, Käki et al. (2013) show the impact of the demand distribution shape on replenishment, based on experiments with qualitative shape characteristics (normal, positively skewed, negatively skewed, and bimodal).

Sometimes, it is even an unreasonable assumption that the demand obeys a known distribution. In such a case, for some agricultural products, an inventory replenishment policy has been proposed on the mean of the distribution only (Chen et al., 2016). In Janssens and Ramaekers (2011), and in Ramaekers and Janssens (2012), an approach has been developed to obtain the reorder point based on the knowledge of the range, mean and variance of the demand distribution only, which is the same information as required for the use of the normal distribution (as many times used in commercial software).

PROBLEM FORMULATION

The intention of this study is to investigate whether an alternative of estimating the variability of demand during lead-time would lead to less risk, compared to the use of the normal distribution, regarding errors in service level or in cost in case the DDLT follows an asymmetric or a multimodal distribution. The core idea is to use a different measure of variability, called the ‘semi-variance’ (to be explained in detail further on) as a basis for determining the safety inventory.

When mentioning about risk, one might compare the risk in inventory risks with those in investment in the financial world. ‘Variance’ is called a full domain risk measure while the mean is estimated in the classical sense as the average value of the demand during a number of time periods. Once the mean is estimated the semi-variance of the DDLT can be calculated as:

\[ \mu_x = \int_{-\infty}^{\infty} x \, dF(x) \]  

and its variance as:

\[ \sigma^2_x = \int_{-\infty}^{\infty} (x - \mu_x)^2 dF(x) \]  

The variance may be split up in two parts defined as:

\[ \sigma^2_x = \sigma^2_x^- + \sigma^2_x^+ \]  

with

\[ \sigma^2_x^- = \int_{-\infty}^{\mu_x} (x - \mu_x)^2 dF(x) \]  

and

\[ \sigma^2_x^+ = \int_{\mu_x}^{\infty} (x - \mu_x)^2 dF(x) \]  

The formula (5) is called the (positive) semi-variance which also might be rewritten as

\[ \sigma^2_x^+ = E[\max(0, X - \mu_x)^2] \]  

Formula (6) mostly will be estimated by means of the sample semi-variance, defined as

\[ s^2_x = \sum_{i=1}^{n} \frac{(\max(x_i - \bar{x}, 0))^2}{n} \]  

where

\[ \bar{x} = \sum_{i=1}^{n} \frac{x_i}{n} \]  

The mean is estimated in the classical sense as the average value of the demand during a number of time periods. Once the mean is estimated the semi-variance of the DDLT can be estimated.

The reorder point \( R \) can be expressed as

\[ R = \mu_x + k \, \sigma^2_x \]  

with \( k > 0 \) a safety factor. Note that \( \sigma^2_x \leq \sigma_x \). In case \( \sigma^2_x = \sigma_x \), it means \( \sigma_x = 0 \). This means that the safety factor \( k \) should be larger than in the case the variance is used. For the Normal distribution (and in fact also for any symmetric distribution), \( \sigma^2_x = \sigma_x = \frac{\sigma^2}{2} \). In this study it is assumed that the right-hand side of the distribution corresponds to the tail of a normal distribution. Therefore the value of \( k \) in formula (9) can be determined by \( k = k_{\text{Normal}} \times \sqrt{2} \), where \( k_{\text{Normal}} \) is the safety factor as obtained from the normal distribution.

In practice the reorder point \( R \) is calculated as:

\[ R = \bar{x} + k_{\text{Normal}} \times \sqrt{2} \times s_x \]
SOLUTION METHOD

An illustration is required to illustrate the reason why this change in risk measure is useful to investigate. The best way is to illustrate by means of a distribution from which the quantiles can be obtained analytically, for example the triangular distribution.

Let a variable $Z$ be distributed as a triangular distribution with support on $[a,b]$ with mode $m$. Its density can be written as:

$$f(z) = \begin{cases} \frac{2(z-a)}{(b-a)(m-a)} & \text{if } a \leq z \leq m \\ \frac{2(b-z)}{(b-a)(b-m)} & \text{if } m < z \leq b \\ 0 & \text{otherwise} \end{cases}$$ (11)

Let the mean of a triangular distribution be written as:

$$\mu = \frac{a + m + b}{3}$$ (12)

The right-side semi-variance is written as:

$$\sigma^2_{x+} = \int_\mu^b (x - \mu)^2 f(x)dx$$ (13)

Two cases need to be considered ($c=1,2$). The case $c=1$ relates to the condition $\mu < m$, while the case $c=2$ relates to the condition $\mu \geq m$. Let this integral be written as the sum of three parts $I_{1c+}, I_{2c+}$, and $I_{3c+}$, where

$$I_{1c+} = \int_\mu^b x^2 f(x)dx$$ (14)

$$I_{2c+} = -2\mu \int_\mu^b x f(x)dx$$ (15)

$$I_{3c+} = \mu^2 \int_\mu^b f(x)dx$$ (16)

First consider the case where $\mu < m$:

$$I_{11+} = \frac{2}{(b-a)(m-a)} \int_\mu^m (x-a)x^2dx + \frac{2}{(b-a)(b-m)} \int_m^b (b-x)x^2dx$$

which after some calculations leads to

$$I_{11+} = \frac{2}{(b-a)(m-a)} \left[ \frac{m^4 - \mu^4}{4} - a \left( \frac{m^3 - \mu^3}{3} \right) \right] + \frac{2}{(b-a)(b-m)} \left[ b \left( \frac{b^3 - \mu^3}{3} \right) - \left( \frac{b^4 - \mu^4}{4} \right) \right]$$ (17)

$$I_{21+} = \frac{-4\mu}{(b-a)(m-a)} \int_\mu^m (x-a)dx + \frac{-4\mu}{(b-a)(b-m)} \int_m^b (b-x)dx$$

which after some calculations leads to

$$I_{21+} = \frac{-4\mu}{(b-a)(m-a)} \left[ \frac{m^3 - \mu^3}{3} - a \left( \frac{m^2 - \mu^2}{2} \right) \right] + \frac{-4\mu}{(b-a)(b-m)} \left[ b \left( \frac{b^2 - \mu^2}{2} \right) - \left( \frac{b^3 - \mu^3}{3} \right) \right]$$ (18)

$$I_{31+} = \frac{2\mu^2}{(b-a)(m-a)} \int_\mu^m (x-a)dx + \frac{2\mu^2}{(b-a)(b-m)} \int_m^b (b-x)dx$$

which after some calculations leads to

$$I_{31+} = \frac{2\mu^2}{(b-a)(m-a)} \left[ \frac{(m-a)^2}{2} - \frac{(\mu-a)^2}{2} \right] - \frac{2\mu^2}{(b-a)(b-m)} \left[ \frac{(b-a)^2 - \mu^2}{2} \right]$$ (19)

Second, consider the case where $\mu \geq m$:

$$I_{12+} = \frac{2}{(b-a)(b-m)} \int_\mu^b (b-x)x^2dx$$

which after some calculations leads to

$$I_{12+} = \frac{2}{(b-a)(b-m)} \left[ b \left( \frac{b^3 - \mu^3}{4} \right) - \left( \frac{b^4 - \mu^4}{4} \right) \right]$$ (20)

$$I_{22+} = \frac{-4\mu}{(b-a)(b-m)} \int_\mu^b (b-x)dx$$

which after some calculations leads to

$$I_{22+} = \frac{-4\mu}{(b-a)(b-m)} \left[ b \left( \frac{b^2 - \mu^2}{2} \right) - \left( \frac{b^3 - \mu^3}{3} \right) \right]$$ (21)

$$I_{32+} = \frac{2\mu^2}{(b-a)(b-m)} \int_\mu^b (b-x)dx$$

which after some calculations leads to

$$I_{32+} = \frac{2\mu^2}{(b-a)(b-m)} \left[ b(b-\mu) - \frac{b^2 - \mu^2}{2} \right]$$ (22)

Note that the negative semi-variance can be calculated in a similar way. But, as this part is not relevant for our purposes, this development is not included.

NUMERICAL ILLUSTRATION

In the numerical illustration the quality of both the safety stock based on variance and semi-variance is evaluated versus the exact value obtained from the triangular distribution. The triangular distribution has been chosen for this numerical example because the inverse cumulative distribution function can be expressed in an analytical way.
The inverse cumulative distribution function $F^{-1}(y)$ can be written as:

$$F^{-1}(y) = a + \sqrt{\frac{y(m - a)(b - a)}{m - a}}$$

if $0 < y < \frac{m - a}{b - a}$ \hspace{1cm} (23)

$$F^{-1}(y) = b - \sqrt{\frac{(1 - y)(b - m)(b - a)}{m - a}}$$

if $\frac{m - a}{b - a} \leq y \leq 1$ \hspace{1cm} (24)

A comparison of three ways of calculating the level of safety stock for a skewed distribution ($\mu < m$) is shown in Figure 1. It can be seen that the approach with the semi-variance has a lower level of safety stock than the approach based on the variance and is closer to the exact curve of the triangular distribution. Figure 2 shows the same comparison for a skewed distribution ($\mu > m$). The approach with the semi-variance has a higher level of safety stock than the approach based on the variance. The level is closer to the exact curve of the triangular distribution for nearly the whole spectrum of service levels. Only with the very high service levels the approach based on the variance is better. This phenomenon needs further investigation.

Both figures 1 and 2 start from the assumption that the parameters of the distribution are known. In case the parameters need to be estimated by a small sample, the conclusions might be different. This phenomenon is illustrated in Figure 3. The related triangular distribution has parameters $a=5$, $m=12$ and $b=15$ (same as in Figure 1), which theoretically leads to mean $= 10.667$, variance $= 4.389$ and positive semi-variance $= 2.095$. Samples of size 20 are taken from this distribution and the levels of safety stock are calculated based on sample mean, sample variance and sample positive semi-variance. From one sample, Figure 3 is created. The sample has mean $= 11.521$, variance $= 3.860$ and positive semi-variance $= 1.399$.

The levels of safety stock based on the variance are higher than those based on the semi-variance. But the levels based on the variance are closer to the exact curve of the triangular distribution for the lower service levels, while those based on the semi-variance are closer for the higher service levels.

**CONCLUSIONS**

The performance of the method of determining safety stock levels, based on the variance and on a safety factor based on the Normal distribution, depends on the shape of the real but many times unknown demand distribution during lead-time. This fact inspires to use another way of determining the safety stock. This research paper has introduced the new concept of ‘semi-variance’ in this operational context. The paper illustrates this innovation by applying and evaluating the new concept by means of a case where the demand distribution during lead-time is known to be a triangular distribution with known parameters. Preliminary results show that the new concept can improve on the higher mentioned problem but not in a consistent manner. Further investigation is required to investigate the conditions in which it is a valid alternative. It looks interesting to check conditions like smaller/larger coefficients of variation, left/right skewness, bimodality or some combinations of these conditions. A suggestion might be to use the Compound Poisson distribution as variation of its parameters leads to several types of the conditions mentioned, as found in Ramaekers and Janssens (2007). The choice of this type of distribution forms a solid base for designing valid experiments in future research.
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ABSTRACT
This paper examines the potential of clothing mass customization configuration within the platform to identify the possibility to implement Industry 4.0 in the apparel industry. Even if, some manufacturers have managed this approach successfully, some of them have poorly mastered the concept. The increase in purchase returns for personalized and customized clothes both in stores and on the Web creates headaches for retailers because it affects their brand image. The first problem is related to the manufacturing aspects with measurements, adaptation of patterns and flexibility in methods and manufacturing deadlines. The second is the lack of knowledge and experience from the manufacturers to use properly the configuration systems. It has become increasingly important to understand how to create an approach for configurator implementation for clothing personalization and mass customization program. For producers to make the most of mass customization they need to better understand what can be done in terms of clothing personalization and mass customization capabilities. We discuss custom clothing for men in conjunction with the effects stemming from the evolution of mass production practices. This led us to explore from different angles the problems related to the automation of standard sizes and integration of “fits” done in traditional ways as well as computerized ways with respect to product adaptation. In this paper, we also analyze the mass customization concept and propose technological and operational approaches aimed at initiating useful discussions to better understand these issues.

INTRODUCTION
Past research has demonstrated the importance of understanding the mass customization of clothing within the context of trade globalization, which has led to ever more ferocious competition in the apparel industry. Moreover, as apparel products now seem to have an ever shorter life cycle, a phenomenon which is exacerbated by the introduction and implementation of new business models, businesses’ commercial strategies must face mounting pressure. This situation forces the apparel industry players to revise their organizational strategies in order to survive in this highly competitive market. Organizations must reinvent themselves and find new ways to satisfy their customers. In order to grow, to maintain the current level of employment and possibly increase it, garment producers will need to develop new manufacturing strategies by orienting local production towards a flexible, quick-response system that allows for the production of various types of orders (small quantities, short deadlines, skilled labor, etc.). Thus, it will become essential for businesses to implement new strategies that correspond to the reality of current markets, in order to keep up with the rhythm of short cycle production. Businesses need to focus on flexibility, adaptability and agility (Pine, 1993).

FASHION AND APPAREL INDUSTRY 4.0
Fashion Apparel Industrie 4.0 called a ‘‘smart apparel factory’’ is the current trend of automation and data exchange in apparel manufacturing technologies. The combination of several major innovations in digital technology it includes the Internet of things, cloud computing, and cyber-physical systems communicate and cooperate with each other in real time used by participants of the value chain driving a new shift of change across the economy, with major implications for fashion market – including RFID, sophisticated sensors, digital printing and fabrication, 3-D product development and more. The consequences for fashion industry leaders are clear: more than ever before, they need to refocus on a few truly distinguishing core capabilities to create sustainable value in the future. In our view, these five priority of key success factors for Fashion Apparel Industry 4.0 : (1) customer excellence focus (The voice of the customer) and brand performance profile, (2) seamlessness in the omnichannel user experience integration, (3) renewed focus on physical retail, (4) operational excellence and innovation, (5) process Integration and Traceability. To remain strong and competitive, a company has to demonstrate its capacity to adapt in terms of creativity, production, quality, timing, and price.

MASS CUSTOMIZATION APPROACH
Reviewing the writings on this subject tells us that paradoxically, at a time where the global key word in most industries is standardization, the focus in the apparel industry
is on “uniqueness.” With the recent surge in the use of new media and telecommunication, consumers are more and more demanding and informed. They are no longer satisfied with standardized products that force them to make compromises. The Internet influences customers’ buying habits by creating needs that have to be satisfied instantaneously. In the clothing industry, these expectations not only imply having to constantly provide consumers with new options in terms of styles and colors, but also to allow them to find an affordable well-fitting clothing item and make it available to them almost as rapidly as if it was a standard-sized product. In order to meet these expectations, clothing companies must now propose custom-made products. Brands that offer personalized products (mass customization) are taking over both traditional and online stores. This is made possible by identifying the key points of body measurement necessary to produce well-adjusted, well-fitting garments. However, being able to take these measurements effectively and efficiently is crucial. Although efficient and affordable technologies are available to provide a body scan, few businesses are able to meet the requirements of custom-made products for the following reasons: lack of reliability of the measures provided by the body scan, problems related to the transmission of a large quantity of data to “potential manufacturers, interface issues between the data generated by the body scan software and that used by pattern making, cutting and assembly. Many apparel businesses are currently researching technological ways to produce, adjust, sell, and deliver, in a systematic and automatized fashion, personalized and made-to-measure products. Nevertheless, mass customization somehow remains misunderstood or is rarely used by actors in the clothing industry mainly because of the widely variable measurements, of the problems in adapting patterns, of the need for flexibility of manufacturing delays and methods. Many authors have produced research on mass customization, however, few of them have sought to identify the problems related to sizing and to so-called ‘hidden data’ coming from the customers (ease allowance, fullness, etc.).

Our objectives to develop a configurator for clothing mass customization, using computerized information systems, that could be used to analyze and decode measurement data coming from peripheral devices in order to identify as precisely as possible the necessary information to produce a well-fitting garment.

Hence, we need to identify the fundamental variables and data that are necessary to produce custom-made clothing. Parsimony in fundamental variables (length, circumference, density and textile matter behavior) will allow to significantly diminish the amount of data to analyze and send out in order to create an ‘intelligent’ pattern.

In this research, we hypothesize that the amount of non-essential data for pattern automation can be reduced by 65% (typical measurements), from the current situation. We shall not only try to reduce the quantity of data, but also to determine the minimal number of measures needed (minimum cardinalities). Moreover, using anthropometric measurements, like density, will enable us to identify key referential points which are essential to ensure proper fit. These referential points, when combined with data related to textile textures and behaviors, will allow for personalized pattern grading. To accomplish our primary objective we therefore must reduce the amount of data while increasing the quality of automated clothing patterns, thereby allowing for the production of well-adjusted custom-made clothing that meet customers’ needs and expectations.

**LITERATURE**

The goal of mass customization is to efficiently provide customers with what they want, when they want it, at an affordable price. Inala (2007) contends that mass customization has become a competitive strategy for businesses that want to offer personalized products. A mass customizer must first identify the idiosyncratic needs of its customers, specifically, those product attributes along which customer needs to diverge the most (Piller and Blazek 2014). When clothing was made to measure, each garment was cut and assembled for individual customers (Istook 2002). As a result, it provided a personalized fit (Workman, 1991). This type of production is what Pine (1993) referred to as personalized and handcrafted production. Likewise, in order to be able to meet the demands of mass customization, all of a manufacturer’s operations have to be based, according to Zipkin (2001), on flexible processes that allow it to respond rapidly to customers’ requests. More often than not, mass customization consists in, for example, assembling basic items according to specific orders.

Mass customization therefore becomes a crucial development solution for businesses specialized in garment manufacturing and distribution (Pine, 1993). In fact, the demand for mass customization of clothing is only growing stronger. It has become possible thanks to the contribution of new technologies. Custom-made clothing requires a very thorough understanding of the expectations and specificities of each individual (Peterson, 2008). According to Pine (1993), the success of mass customization rests mainly on a successful integration of the value chain. In some respects, businesses must accomplish a feat by performing well on two axes that are generally on opposite sides of the spectrum in most businesses: maintaining short supply lead times while offering custom-made products that correspond to clients’ specifications.

There are mass markets for some customized products — the emergence of mass-customized apparel demonstrates that (Zipkin, 2001). The main problem of mass customization is related to the preparation of products according to customers’ requirements. Moon et Al (2014) states that because of their lack of knowledge and experience, consumers do not know what they really want. It is thus important to simplify their request by offering them some guidance. Doing so not only requires knowing a customer’s measurements and style, but also obtaining information that he never reveals: what literature refers to as “sticky information.” The term “sticky information” is defined by Von Hippel (1994) as information hidden by a customer that provides, in certain cases, a company with a key competitive advantage and offers significant opportunities for innovation. For example, consumers know their needs and tastes better than manufacturers. It is therefore difficult for a
manufacturer to obtain information that is either confidential or perceived to be so irrelevant that consumers reveal them sporadically, at best. This unknown data, like ease allowance, fit, proportion and the like, are essential to the production of custom-made garments. According to Ashdown (2013), they are at the source of most purchase returns occurring in stores.

CUSTOMER SATISFACTION

Customer satisfaction can kill: The increase in purchase returns for clothes both in stores and on the Web creates headaches for retailers because it affects their brand image, customer engagement and customer loyalty. People claim that it is very difficult to find clothes that fit them perfectly and they find that sizes vary from store to store. As a result, it appears important for stores to know their clientele and to offer clothes that fit customers adequately in order to increase their volume of sales per customer. Thus, some problems associated with mass customization must be corrected by the clothing industry, they are: the templates (blocks) used to create basic patterns are not adequate; the size standards and measurement charts have become obsolete; the sizing per territory/population rapidly changes; and, some of the information hidden by the customer must be decoded by manufacturers.

Faust and Carrier (2009) contends that errors in measurements still prevail in the clothing industry. Even if a customer is given a sizing chart, it is still difficult for him to take accurate measurements on his own. Ashdown (2013) has identified a few simple problems that might be encountered. For instance, when measuring waist circumference, it is necessary to stand straight in a natural position and to hold the tape measure parallel to the ground. A slight imbalance could result in errors of up to half an inch on the final garment. The main problem occurs when measuring the waist girth. Moreover, Park and Stoel (2002) mention that data transmission errors taking place during the data transfer process create problems at the time of order. As for the 3D body scan technology, it sends more than 300 data items during a sample body scan (Ashdown, 2007) which increases the complexity of selecting valid data in order to obtain reliable information.

Both methods (manual or 3D body scanner) of measurement have their strengths and weaknesses. For some authors, the biggest strength of the manual measurement is its ability to identify incoherent measurements while its most important weaknesses are the labor costs and the imprecision caused by human error when transcribing data (Fan et al., 2004). On the other hand, the strengths of the 3D body scanning are the speed and the low cost (nowadays) while its main weakness are in the measurement inconsistencies due to movement (Istook et al., 2011), the lack of accuracy when compared with manual measurements (Liu et al, 2014), and the difficulty to obtain correct measurements at feet position, for example (McKinnon & Istook, 2002). Accurate body measurements can be difficult to obtain with 3D body scanning due to factors such as posture, landmark indications, instrument position and orientation, pressure and tension exerted (Fan et al., 2004).

Not so long ago, body scanning was still at the stage of acceptance and maturation in the industry; the benefits of automation were not clearly visible (McKinnon & Istook, 2002). Female consumers who have been scanned generally react well to the results, yet women from specific socio-demographic groups are less comfortable with the idea of being body scanned (Loker et al., 2004).

As Whitestone & Robinette (1997) write, 3D body scanning is now an accepted tool in the apparel industry. As time goes by, the non-contact body measuring technologies generate more and more interest and applications in the apparel industry. It can be put to numerous applications: anthropometric measuring surveys, development of three-dimensional apparel, computer aided design (CAD), virtual garment environments and animation, mass-customization, etc. (Jones et al., 1995; Hardaker & Fozzard, 1998; A., 2001; Koontz & Gibson, 2002; Xu et al., 2002; Ulrich et al., 2003; Bachvarov et al., 2014).

Ashdown (2013) indicates that computer systems need to accurately generate the information coming from both the pattern-making software and from the body scan. Issues arise when size charts and fit levels for different body types are not clearly established from the start. The key to success lies in the development, the architecture and the support of computer systems used to generate data based on individual body dimensions for pattern-making software, which need to be adapted individually. Despite the fact that all these approaches aim to produce apparel as accurately as possible, it appears that the great number of constraints makes it difficult to find a compromise between performance, accuracy and technicality during the production process.

CONFIGURATOR & CLOTHING PRODUCT DESIGN

Here, configuration processes play a crucial role to manage this task by providing customers support and navigation in co-designing their individual product or service. There is nothing simple about mass customization and it is not a simple strategy to undertake organizationally; it is not even a simple concept to comprehend (Hart, 1994). Today’s market heterogeneity, increasing variety, steadily declining product life cycles, decreasing customer loyalty, and the escalating price competition in many branches of industry are the main motivators for firms going into mass customization (Pine, 1993).

Configuration is an essential aspect of mass customization because it creates the possibilities to guide customers as they are making choices. Haug et al (2012) contends that the primary objective of a configurator is to facilitate the decision-making process of customers using a Web-based interface. Product configuration systems play an important role in supporting the mass customization paradigm, as it helps to determine the degree of personalization that a business will offer. Thus, the role of the configurator is to create a link between consumers and manufacturers (Inala, 2007). Mass customization does not equate to an increase in costs. According to Piller and Blazek (2014), using a configurator could significantly reduce costs since its Web-based technology diminishes the time required to take orders.
and the application of toolkits for customer co-design may be the most used approach to help customers navigate choice in a mass customization system. In the current context, businesses use catalogs and manual production methods. Catalogs provide a predefined and limited number of combinations for a product without necessarily fulfilling all of a customer’s specific needs (Quin and Yang, 2009). Manual configuration, on the other hand, essentially relies on the human expertise and necessitates competent and highly skilled workers (Rogoll and Piller, 2004). However, a lack of expertise eventually requires investments in terms of time and efforts; moreover, it forces employees to keep up to date with frequent technical changes and improvements. As a result, the configuration of a product to meet a customer’s requirements can become a complex task which gets more demanding as the number of components and options increases. When the configuration requires numerous variations, the possibility of making errors also rises which can result in production delays. The repetition of subsequent steps may be required which can be costly. Thus, Ashdown (2007) contends, mass customization creates various technical challenges that need to be overcome before mass customized garments can be produced. The technological risks associated with a configurator project are essentially related to the development of a system that can share and process data and parameters (the parameter configurator) originating from various sources such as: the data entry tools (e.g. the Body scan), the basic garment patterns, the marker-making software, the automatic cutting table and the administrative and financial data. In short, none of the existing technological systems seem to provide a solution for mass customization in the apparel industry. Rogoll and Piller (2004) indicate that the optimal product configurator needs to create an interface between different programming languages and function entirely independently. Incidentally, these criteria add to the level of uncertainty associated with this type of installation. A product configurator must be used along with a high-performance technological platform so as to allow for interaction between customer and manufacturer as the product is designed. This creates an interface between the customer and the supplier which provides opportunities for value co-creation in both the apparel and fashion industries.

The most important mass-customization prerequisite is the understanding that mass customization itself is a highly customized strategy and you cannot imitate someone else’s successful mass-customization strategy (Hart 1994). If prime producers want to make the most of this prospect, they will need to better understand what can be done in terms of clothing personalization and mass customization so as to formulate an appropriate strategy on how to use their measurement configurator. This research project will provide tools for fashion industry businesses that will allow them to gain a competitive edge through custom-made and short lead time projects. The opportunities created by the absence of such a service or system needs to be used by businesses in this industry to reposition themselves on the garment and apparel markets, both locally and internationally. This research offers great possibilities in terms of innovation and could constitute an outstanding opportunity for several actors in the fashion and clothing industry. Even though the local garment industry and that of emerging countries face each other on an uneven playing field, the local industry possesses a technological environment that could give it a significant advantage.

**INDUSTRIAL DYNAMICS SIMULATION**

The first stage of this research project is a preliminary study of the fundamental variables and data needed to produce a custom-made garment. This first step will allow for the production of a study which is itself an integral part of a larger research project. The proposed approach will aim, in part, to identify the fundamental variables and data essential to the fabrication of custom-made apparel. After this results have been submitted, the data obtained will be analyzed which will allow for the creation of a product parameter configurator. Moreover, in the near future, we will assess the modalities of implementation of this technology and its progressive use in the fashion and garment industries. The preliminary phase of this research project will take place in a manufacturing environment specialized in men’s fashion.

At first, we will study the mass production and custom-made environments that exist in this industry. Next, we shall analyze three pants models provided by manufacturers specialized in athletic wear, sportswear and workwear. Each pattern will be analyzed and dissected in order to assess the fitting and grading methods used in relation to size and type of textile. From this first study, we will formulate a hypothesis on the fundamental variables needed to produce a garment using mass customization. In order to validate the fundamental variables that will enable us to create our configurator, we will conduct a study of the process involved in body measurement (length, circumference, density and stature) using both a body scan and manual measurements. We collected complete measurement data for 60 male subjects, aged 18 to 69.

In a same group of 60 men, 12 men will be recruited to allow us to model the variables and data linked to a production model that is part of a real rapid manufacturing process. So as to facilitate research based on individual shape groupings, we will use figure types represented by the letters H-O-X and V to categorize different types of silhouettes and redefining silhouettes from Rasband and Leichty (2006). Four morphotype-groups will be made up of men (of different stature) wearing a size 40 jacket and trousers of sizes 32 to 38. This innovative method significantly improves the recurring problem in the industry regarding classification systems of normalisation. It will then be possible to validate the data through our configurator and produce garments using rapid prototyping. A thorough examination of the clothing items produced will be carried out during the fitting phases in order to analyze their “fit”. This will allow us to determine which variables appear to be problematic. Mass customization offers a new business model and growth opportunities for small manufacturing businesses and clothing companies. Indeed, from mass or
large volume production, businesses in this industry will be able to profit from this value-added advantage. According to Zipkin (2001), this type of production will be possible on a large scale because new technologies will become more easily accessible. This project originated from the idea of creating the “optimal” product configurator which would have the capacity to efficiently translate customers’ desires and associate them with their anthropometric and anthropomorphic characteristics.

It appears obvious, following our measurements and interview activities involving 60 male individuals in the integral part of a larger research project, that the single pattern with respect to standard sizes is inadequate to meet the needs of the population. Personalization therefore is deemed to have a great future within the apparel industry. Based on measurements systematically made on several pairs of pants, it appears that manufacturers have a major issue with respect to consistency in their productions, not to mention that the underlying patterns are far from perfect.

Based on this data, three different pairs of pants of the same quality, brand and manufacturer will feel different on an individual. Independent of our approach to mass customization, we are attempting to solve this problem through this research because it is useless to try and find the perfect pattern for a given individual if the manufactured trousers do not conform to the pattern. In addition, following our measurement activities and meetings with master tailors, it appears that the measurements are taken manually or in an automated fashion by body scan will not suffice to guarantee a minimum fit criteria when it comes to custom trousers for given customers. Other types of data are determined essential and more important than measurements.

Analysis results of the 60 individuals sampled show that we can identify approximately 12 customer profiles for every size. It would therefore be needed to design from known data, not one but 12 patterns for each size to accommodate the entire population with pants that would fit just as well as custom-made ones.

The issue with mass customization would then rest on rapidly identifying the customer profile from the 12 standard profiles, and produce a pair of pants from the corresponding pattern. Tests made with respect to neural network aspects show that it is possible to automatically classify all individuals with relatively fewer sizes than what is conventionally used (only 65% of typical sizes), however adding information from body analyzer/weight data providing fat and bone mass data (in the form of lean body mass statistics), body water percentage and data concerning fit perception. On the whole, these results allow us to envision the logistical aspects within an installation that would use mass customization methods. The methods also become different for patternmakers since instead of creating one pattern for each type (i.e: master pattern for size 32), 12 patterns for each silhouette type would then be created. Then, the same extraction methods for grade units using master grade units would yield the 12 patterns for each grade. Thus, by obtaining a body scan through Kinect Xbox-3D and data from a short survey/questionnaire, the manufacturer will then automatically obtain the silhouette data of target customers.

Currently, tests with a configurator, confirm the validity of our variables and the future potential for rapid prototyping by a mass individual production and assure a well-fitting garment via an online request. This method can be applied for professional, commercial, technical and mass consumer apparel. Through this work, it is also seen that it would be beneficial to label ready-to-wear trousers with silhouette-type information that best displays the style. This would no doubt allow the customer to filter more quickly through non-desired pairs or models. This project offers numerous innovative possibilities and could provide a major opportunity for those implicated in the apparel industry.

**CONCLUSION**

Digital capabilities are vital to move forward with Industry 4.0. Apparel industry businesses must be proactive, adopt, and adapt to new mindsets and management tools to take full advantage of information technologies. To successfully implement mass customization, it is of the utmost importance that they emphasize analysis, decision-making, performance evaluation, and added value. Indeed, flexibility is a must as the market increasingly expects it. Mass customization offers much potential for extending brand awareness, acquiring new markets and generating profits. Customers will be at the center of the changes to value chains, products and services. In the end, manufacturers and retailers will need to own relationships with the end customers who drive demand or at least integrate with platforms that allow them to access the end customers efficiently.
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ABSTRACT

The use of simulation-optimization has increased in recent years. This technique is useful when the objective function and/or any constraints could not be assessed analytically. Beginners in simulation analysis frequently use commercial simulation packages, which include optimizers, to make this analysis. However, many of them see those optimizers as a black-box that searches for an optimum. Simulation-optimization techniques may be time-consuming. In this paper, we propose a simple combination of a metaheuristic and metamodel to show how easy is building simple algorithms that are able to perform this analysis in a competitive time. We have proposed a simple methodology where a simulation model, a metamodel and a metaheuristic work together in a simple loop to obtain solutions for an inventory problem. We also compare the solutions against those obtained by a commercial package.

INTRODUCTION

The ordinary simulation-optimization methodology uses a loop where a simulation model assesses the inputs proposed by an optimization model, which may use a variety of heuristics. As we see in Figure 1, each input vector \( \theta_0 \), feeds the simulation model which generate a set of performance measures, i.e., an output vector \( \omega_0 \), which is analyzed by the optimization model that propose a new input vector \( \theta_0+1 \). This loop remains until a predefined stop condition occurs. This methodology could be time-consuming, mainly in commercial simulation-optimization packages because they do not take the advantage of knowing, in advance, specific features of the system.

The basic idea proposed in this study is using a metamodel, which is an analytical model that represents the simulation model, to make a preliminary assessment of inputs proposed by heuristics, in order to simulate only promising configurations.

The addition of metamodel is shown in Figure 2. The metamodel makes a preliminary evaluation of the input vector \( \theta_0+1 \), which is generated by the optimization model and if the response is not feasible or it is not considered good in a specific aspect, the output vector produced by metamodel \( \omega_0+1 \) is sent to optimization model to generate a new input vector. This process saves the run time that would be spent for that scenario in the simulation model. This is supposed to reduce the computing time, since the assessment made by metamodel is deterministic and therefore, much faster than evaluation through simulation model.

To illustrate the use of the proposed method against the use of ordinary simulation-optimization techniques, we used an
inventory system adapted from one proposed by Law (2007) and a similar model proposed by Biles et al. (2007). The preliminary results obtained in this study show the applicability of the proposed methodology and the good performance regarding time-consumption.

SIMULATION-OPTIMIZATION, METAMODELING AND DESIGN OF EXPERIMENTS

There are many packages to solve simulation-optimization problems, that are provided together commercial simulation software (Fu, 2002). Although all these packages seem like efficient, they may be time-consuming for some problems because they do not use specific features of the system which is simulated, i.e., the heuristics routines embedded into these optimizers are quite generic and the system spend much time “to learn” about the simulation model.

In this study, we have used a simple heuristic and metamodeling, just to illustrate the proposed methodology. We do not intend to make a very efficient heuristic algorithm neither a complex metamodeling in this study. The objective is showing how we can build a competitive alternative to perform simulation-optimization without the obligation to do something novel or even with a high degree of complexity. We use a well-known heuristic, Simulated Annealing (Kirkpatrick et al. 1983), and a simple polynomial regression to build the metamodel. In the same way, we use a modified Latin Hypercube Design (LHD) to plan experiments to generate data to build the metamodel.

Metamodels can be seen as simulation model surrogates, i.e., a model of a simulation model. These models, or metamodels, try representing the relationship between inputs and outputs of a simulation model. Barton (2015) presents a very useful tutorial on metamodeling, where he explains the basics, purposes, process and types of metamodels. However, the debate on this subject comes from decades ago. Barton himself addressed this theme twenty-five years ago (Barton, 1992).

Li et al. (2010) made an assessment of five types of metamodels commonly used in simulation studies. They also proposed an incorporation of metamodels in decision support systems to improve the performance of them. Can and Heavey (2012) also performed a comparative analysis of two types of metamodels and they studied three applications, one of them uses an inventory system close on the system we have used here. Other studies used kriging metamodel to study the same inventory system (Biles et al., 2007; Zakerifar et al., 2011). Chen and Li (2014) studied designs of experiment for metamodels and they also used the inventory system.

To build metamodels that provide similar responses to those provided by simulation models, we need good samples of the system behavior. There are several techniques to do this, and one frequently used to design experiments in simulation studies is Latin Hypercube Design (LHD) proposed by McKay et al. (1979). LHD is spacing filling, and the arrangement of samples provided by this type of design has many advantages. An overview of design for simulation experiments is given by Kleijnen (2005), where he explains the use of LHD for build kriging metamodels. In this study we did not use exactly LHD, but a design of experiments based on LHD instead.

Amaran et al. (2016) present a wide review of algorithms and applications of simulation-optimization. In many cases, the optimization model is driven by heuristics and there are many options for choosing. We have chosen Simulated Annealing, proposed by Kirkpatrick et al. (1983).

THE PROPOSED INVENTORY SYSTEM

The problem presented here is a version of the models proposed by Law (2007) and Biles et al. (2007). The inventory system refers to a single product, which is stored in a single warehouse. In this model, we include many choices of replenishment and lead time policies, not existing in the previous models.

There are 10 replenishment policies \( r \), each one with a cost per order plus a cost per unit ordered as we show in Table 1. We must choose just one policy to manage the system. With exception of option number one, all others have a minimum payment, regardless the number of units ordered. Therefore, the choice of the replenishment policy can be critical in terms of costs.

<table>
<thead>
<tr>
<th>ID (r)</th>
<th>Cost per order ($)</th>
<th>Unitary Cost ($/unidade)</th>
<th>Minimum Payment ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>92</td>
<td>3</td>
<td>500</td>
</tr>
<tr>
<td>3</td>
<td>84</td>
<td>3</td>
<td>550</td>
</tr>
<tr>
<td>4</td>
<td>76</td>
<td>3</td>
<td>600</td>
</tr>
<tr>
<td>5</td>
<td>68</td>
<td>3</td>
<td>650</td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>3</td>
<td>700</td>
</tr>
<tr>
<td>7</td>
<td>52</td>
<td>3</td>
<td>750</td>
</tr>
<tr>
<td>8</td>
<td>44</td>
<td>3</td>
<td>800</td>
</tr>
<tr>
<td>9</td>
<td>36</td>
<td>3</td>
<td>850</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>3</td>
<td>900</td>
</tr>
</tbody>
</table>

The lead time is also dependent on the policy chosen. Shorter lead times imply in additional overhead costs. Table 2 shows the options available for the lead time policy \( t \).

<table>
<thead>
<tr>
<th>ID (t)</th>
<th>Time in days</th>
<th>Additional Fixed Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>UNIF(5.0,5.5)</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>UNIF(4.5,5.0)</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>UNIF(4.0,4.5)</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>UNIF(3.5,4.0)</td>
<td>30</td>
</tr>
<tr>
<td>5</td>
<td>UNIF(3.0,3.5)</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>UNIF(2.5,3.0)</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>UNIF(2.0,2.5)</td>
<td>60</td>
</tr>
<tr>
<td>8</td>
<td>UNIF(1.5,2.0)</td>
<td>70</td>
</tr>
<tr>
<td>9</td>
<td>UNIF(1.0,1.5)</td>
<td>80</td>
</tr>
<tr>
<td>10</td>
<td>UNIF(0.5,1.0)</td>
<td>90</td>
</tr>
</tbody>
</table>
Similar to the replenishment policy, we must choose just one option. Except for option number one, all others add an extra overhead cost.

The inventory is checked at the end of each week, and if it is below the replenishment point, we should trigger a replenishment order. The quantity of items requested must complete the entire warehouse level $S$, and also supply the missing items of the outstanding orders that have come up until that time, without surplus units.

Therefore, the objective of the problem is selecting the size of the warehouse $S$ and the replenishment point $s$, the replenishment ($r$) and lead time ($t$) policies to minimize the total cost, i.e., the sum of holding, shortage and order costs. In addition, we have constraints for average holding and shortage costs, which averages should not exceed $100$/day and $30$/day, respectively. The size of the warehouse $S$ can range from 50 to 250 slots. Similarly, the replenishment point $s$ can range from 50 to 250 units. However, for making the analysis easier, instead of using $S$, we will make our decision in terms of the difference $d = S - s$, i.e., we use as input vector $d, s, r, t$.

The demand is supposed to be 10 orders/day, following a Poisson distribution. The average number of units per order is 2.5, following the empiric distribution, where the number of units is: i) 1 unit – 17%; ii) 2 units – 33%; iii) 3 units – 17%; and iv) 4 units – 33%.

**SYSTEM MODELING**

We developed an entire simulation-optimization model covering all phases, from the simulation model, design of experiments (DoE), metamodeling, and simulation-optimization algorithm.

Firstly, we built the simulation model of inventory system described in section 3 in Arena. In this model, the input vector $\theta$ has four parameters: i) replenishment point $s$; ii) minimum lot size $d$; iii) identification of order policy $r$; and iv) identification of lead time policy $t$. The output vector $\Omega$ has three performance variables: i) holding cost $C_{th}$; ii) shortage cost $C_{ts}$ and iii) total cost $C_{tt}$. All maintenance costs are on $/day basis.

Secondly, we perform a design of experiments (DoE) in order to have a database for building the metamodel. This DoE was based on Latin Hypercube Design (LHD) for proposing the samples. In this design we propose 100 experiments, each one with a distinct input vector $\theta$. For each vector $\theta$, we run a simulation with 10 replications of 1 year long, to estimate the output vectors $\Omega_\theta$.

With all pairs $\theta$, and $\Omega_\theta$, we built three metamodels to represent the holding, shortage and total costs ($C_{th}, C_{ts}$ e $C_{tt}$). All metamodels used second order polynomial regression of the form given by (1).

$$f(\theta) = \sum_i \beta_i p_i(\theta) + \varepsilon$$

(1)

Where $p_i(\theta)$ is a product of power functions, shown in Table 3.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$p(0)$</th>
<th>$p(0)$</th>
<th>$t$</th>
<th>$pt(0)$</th>
<th>$i$</th>
<th>$p(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>5</td>
<td>$s.d$</td>
<td>10</td>
<td>$r.t$</td>
<td>15</td>
</tr>
<tr>
<td>1</td>
<td>$s$</td>
<td>6</td>
<td>$s.r$</td>
<td>11</td>
<td>$s^2$</td>
<td>16</td>
</tr>
<tr>
<td>2</td>
<td>$d$</td>
<td>7</td>
<td>$s.t$</td>
<td>12</td>
<td>$d^2$</td>
<td>17</td>
</tr>
<tr>
<td>3</td>
<td>$r$</td>
<td>8</td>
<td>$d.r$</td>
<td>13</td>
<td>$r^2$</td>
<td>18</td>
</tr>
<tr>
<td>4</td>
<td>$t$</td>
<td>9</td>
<td>$d.t$</td>
<td>14</td>
<td>$t^2$</td>
<td>19</td>
</tr>
</tbody>
</table>

Table 3: Functions used on metamodeling.

Figure 3 shows comparisons between results from metamodels and simulations: (a), (b) and (c) show 100 experiments used to build metamodels and (d), (e) and (f) show other 50 new random experiments, distinct from those ones.

![Figure 3 (a-b): Results from Simulation X Metamodels.](image)

As we can see, the fitting is excellent for holding and shortage costs and a little bit worst for the total cost. Probably, we could improve this fitting using another type of metamodel, but the fitting seems appropriate for the purpose of this study.

Finally, the formulation of the optimization problem is given by (2), (3) and (4).

$$Min f(\theta) = E[C_{tt}(\theta, \varphi)]$$

(2)

where $\theta$ is the vector of input variables, i.e., the values of $s, d, r$ and $t$; $f(\theta)$ is the total cost on $/day basis; $C_{tt}(\theta, \varphi)$ is the total cost of $\theta$ in replication $\varphi$; and $E[C_{tt}(\theta, \varphi)]$ is the expected value of $C_{tt}(\theta, \varphi)$. The constraints are:

$$E[C_{th}(\theta, \varphi)] \leq MaxH$$

(3)

$$E[C_{ts}(\theta, \varphi)] \leq MaxS$$

(4)
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Where \( E[C_{th}(\theta, \varphi)] \) and \( E[C_{ts}(\theta, \varphi)] \) are the expected values for holding and shortage costs, \( MaxH \) and \( MaxS \) are maximum values for them, respectively.

Figure 3 (c-f): Results from Simulation X Metamodels.

To get a solution, we use a simulation-optimization model, where the optimization model suggests candidate solutions \( \theta_n \), and the simulation model estimates the performance vector \( \omega \), of each one, i.e., the values of \( C_{tt}, C_{th} \) and \( C_{ts} \).

The optimization model is not an optimization model in a formal sense, but a metaheuristic, which is search algorithm shown on Figure 4. The algorithm is a modified version of Metropolis Algorithm or simulated annealing (Kirkpatrick et al., 1983). The algorithm is based on a technique named annealing in metallurgy, where the initial temperature is \( T_{ini} \) and it decreases in discrete steps, using a factor \( \alpha \), until a final temperature \( T_{fin} \) or until occurs a maximum number of perturbations (\( L_{Per} \)) without changing the current best solution.

![Figure 4: Heuristic algorithm.](image)

Basically, we start with an initial input vector \( \theta_0 \), and the algorithm proposes a sequence of vectors, where each vector \( (\theta_i) \) is a perturbation of the previous one \( (\theta_{i-1}) \). For each vector \( \theta_n \), the algorithm assesses the performance vector \( \omega \). The main heuristic algorithm is shown in Figure 4 and the perturbation algorithm on Figure 5.

Throughout the search, for each level of temperature, the algorithm proceeds a predefined number of perturbations (\( I_{Per} \)) in the input data vector \( \theta \). Each perturbation changes vector \( \theta \) to \( \theta_{try} \), which is assessed via metamodel to check its feasibility and its performance \( \omega_{try} \) (costs). If the evaluation using metamodel is feasible and gets good performance, the vector \( \theta_{try} \) is send to simulation model to confirm and/or refine the try input vector. Even \( \theta_{try} \) leads a worst solution, the algorithm can sent it to simulation model with a static probability \( ProbMM \).
Input data:
Set predefined data to Δs and Δd
Read the previous input vector /g537i−1 and check if it improved the solution
If θi changed the solution
then make a local search in order to try improving θi
If θi changed s
then increase s
else continue decreasing s
end if
If θi changed d
then increase d
else continue decreasing d
end if
else make a random change in 2 elements of θi (s or d and r or t)
Set θ0 = θi

Table 4: Initializations parameters of the search algorithm.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIni</td>
<td>Initial value of the temperature parameter</td>
<td>180</td>
</tr>
<tr>
<td>IPer</td>
<td>Number of perturbations in each level of temperature</td>
<td>100</td>
</tr>
<tr>
<td>α</td>
<td>Factor used to decrease the temperature in each step</td>
<td>0.95</td>
</tr>
<tr>
<td>TFin</td>
<td>Final temperature</td>
<td>0.001</td>
</tr>
<tr>
<td>LPer</td>
<td>Maximum number of perturbations without changing the solution</td>
<td>2000</td>
</tr>
<tr>
<td>ProbMM</td>
<td>Probability to metamodel accept worst solution</td>
<td>0.1</td>
</tr>
<tr>
<td>MaxCTh</td>
<td>Maximum value for the holding cost</td>
<td>100</td>
</tr>
<tr>
<td>MaxCIs</td>
<td>Maximum value for the shortage cost</td>
<td>30</td>
</tr>
</tbody>
</table>

After the evaluation of θby, by simulation model, if the output vector θby is really feasible and gets a better solution than current input vector θ, θby replaces θ. Even θby leads the worst solution, θby can replace θ with a probability given by (5):

\[
prob = e^{-\frac{Ct(\theta_{by}) - Ct(\theta)}{r}}
\]  

As we can see in (5), the probability <i>prob</i> has a direct relation with temperature <i>T</i>, i.e., in the beginning of the process (high temperatures) changes to worst solution to escape of local optima is more likely than in the end of the process (low temperatures). Similarly, the probability <i>prob</i> has inverse relation with the difference between <i>Ct(θ)</i> and <i>Ct(θ_{by})</i>.

Furthermore, if θby leads a solution better than θbest, θby replaces θbest. The loop remains until the temperature reaches a minimum value (<i>TFin</i>) or until a iterations occur without changes in the best solution.

**ANALYSIS AND RESULTS**

We use five random experiments in order to assess the methodology. Despite randomness in values for <i>s</i>, <i>d</i>, <i>r</i>, and <i>t</i>, we have made the choice attempting combining a high, low and intermediate value for each one. We compare the results using a commercial simulation-optimization package (OptQuest for Arena), a single simulated annealing algorithm and a combination of simulated annealing and metamodeling as we proposed in this study. The performance of the algorithms and the quality of results depends on the stop conditions. In this case, we used two conditions: the value of final temperature (<i>TFin</i>) and the maximum number of iterations without changes in the best solution (<i>LPer</i>). The former we remain static and we run experiments varying the last condition. As we increase <i>LPer</i>, the result is better but the time-consumption is, obviously, high. All results are shown in Table 5.

Table 5: Results from simulation-optimization.

<table>
<thead>
<tr>
<th>Measure</th>
<th>OPT</th>
<th>SA 500</th>
<th>SA 2000</th>
<th>SA MM 1000</th>
<th>SA MM 2000</th>
<th>SA MM NL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (min)</td>
<td>18.79 ± 2.84</td>
<td>21.21 ± 0.10</td>
<td>25.79 ± 9.70</td>
<td>22.20 ± 0.60</td>
<td>2.60 ± 1.42</td>
<td>190.57</td>
</tr>
<tr>
<td>Ctr ($/day)</td>
<td>176.39 ± 0.12</td>
<td>177.15 ± 0.03</td>
<td>176.35 ± 0.1</td>
<td>178.32 ± 0.19</td>
<td>177.14 ± 0.14</td>
<td>176.32</td>
</tr>
<tr>
<td>Iterations</td>
<td>N/A</td>
<td>990 ± 2</td>
<td>3259 ± 1128</td>
<td>2771 ± 77</td>
<td>445 ± 35</td>
<td>24055</td>
</tr>
<tr>
<td>SA</td>
<td>N/A</td>
<td>0 ± 0</td>
<td>2196 ± 572</td>
<td>3463 ± 1566</td>
<td>240014</td>
<td></td>
</tr>
<tr>
<td>Iterations</td>
<td>N/A</td>
<td>0 ± 0</td>
<td>149 ± 2</td>
<td>771 ± 33</td>
<td>281 ± 14</td>
<td>240014</td>
</tr>
<tr>
<td>MM</td>
<td>N/A</td>
<td>0 ± 0</td>
<td>189 ± 2</td>
<td>258 ± 14</td>
<td>198 ± 14</td>
<td>240014</td>
</tr>
<tr>
<td>Total iterations</td>
<td>N/A</td>
<td>3259 ± 1128</td>
<td>2771 ± 77</td>
<td>445 ± 35</td>
<td>24055</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>N/A</td>
<td>0 ± 0</td>
<td>149 ± 2</td>
<td>771 ± 33</td>
<td>281 ± 14</td>
<td>240014</td>
</tr>
<tr>
<td>Best scenarios</td>
<td>N/A</td>
<td>0 ± 0</td>
<td>149 ± 2</td>
<td>771 ± 33</td>
<td>281 ± 14</td>
<td>240014</td>
</tr>
</tbody>
</table>

The first column in Table 5 refer to performance measure, and the following refer to the results via OptQuest, Simulated Annealing with <i>LPer</i> = 500 and <i>LPer</i> = 2000, Simulated Annealing and Metamodel with <i>LPer</i> = 1000 and <i>LPer</i> = 2000. The values are 95% of confidence interval.

In the last column of Table 5 we include a simulation where we did not set a limit for iterations. Therefore, the only stop condition was the algorithm reaching <i>TFin</i>. Furthermore, we reduce the temperature in slight steps using α = 0.95 and increase <i>TIni</i> to 180. These changes are supposed to make the search more refined and finding better results. In spite of the long time spent for algorithm simulating this scenario, the
objective was getting a benchmark to check how good are the other results.

As we can see, we have obtained similar results in terms of maintenance costs. Regard time-consumption the proposed methodology make much more iterations using just a fraction of the time of the others.

Different combinations of  $s$ and  $d$ lead a similar results in terms of costs, but as we can see, despite this variation in $s$ and $d$, the value of $S$ remains almost constant, around 278 units. The supposed reason for this is that, for some combinations of $s$ and $d$, such that $S \approx 280$, there is a compensation in the sum of all costs. However, it is not true for any combination. For instance, $s = 50, d = 230, r = 3$ and $t = 1$ leads a very high $Ctt = $ 408.21/day.

CONCLUSIONS

Combining metamodeling and heuristics into search algorithms as we proposed in this paper is viable and it leads competitive results in terms of the output quality. Regarding the time-consumption, the proposed methodology was more efficient than the others options we have used in this study. We showed that the development of algorithms to proceeds a simulation-optimization analysis may be quite simple and easy to implement and they could be seen as an alternative to the use of commercial packages.
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ABSTRACT

The construction sector is faced with increasing competition. Thus, efficiency and agility get more and more important. The first step in optimizing a system is to get a better understanding of the activities and their interconnections. One possibility in order to gather this kind of information is to build a simulation model. This paper describes the procedure of developing an entire simulation study of construction site supply chain logistics. A high degree of uncertainty is in the nature of every construction project. Permanent unpredictable changes of environmental factors (such as staff absenteeism, weather or breakdowns) complicate the planning phase tremendously. Simulation has been proven to be a suitable tool to address the challenges arising from uncertainty. The investigated construction site laid a new storm water pipe system in Auckland’s central business district in New Zealand. The aims of the study were to simulate the logistics processes of the construction project (pipe delivery and soil removal) as well as to analyze its behavior and to work out potential improvements.

INTRODUCTION

In this paper we present a simulation study to improve the logistics for a construction project with the aim to build a new underground rail line in downtown Auckland, New Zealand. During the course of this project storm water pipes have to be replaced. The simulation model outlined in this paper focuses on the supply chain of pipe delivery and soil removal for this particular replacement. Thereby, an optimal number of trucks, as well as an optimal truck ordering policy are identified to ensure delays of the critical pipe jacking process are minimized. The work presented is based on the thesis of one of the authors (Santner 2017). In recent years the research effort on construction site simulation has increased massively. The objective of those studies is to develop meaningful simulations in order to identify critical processes. This leads to the development of models that encompass multiple infrastructure configurations with different subprocesses, which is contrary to the simplification ethos which is central to simulation. A framework addressing this challenge was published by Voigtmann and Bargstedt (2010). For a general overview on the utilization of simulation in construction site management the reader is referred to AbouRizk (2010). Further, the different layers of construction supply chain from the source to the end customer can be summarized by: raw materials/component suppliers; labor market; and equipment manufacturer Cox et al. (2006). Of particular importance for this paper are the materials supply chains. The paper is outlined as follows: the next section provides a description of the conceptual model of the simulation study and outlines the data acquisition process; the computer simulation, including scenarios and results, is described in the subsequent section; the paper concludes with final remarks and suggestions for further research.

THE CONCEPTUAL MODEL

In this section the conceptual model of the simulation is outlined. Conceptual modeling plays a crucial role within every simulation study as the content and purpose of the model is defined and documented. The conceptual model of the problem at hand was developed using the HCCM (Hierarchical Conceptual Modeling Framework), see Furian et al. (2015), and consists of the following building blocks: a general problem description; definition of objectives of the study; input and output factors; and the content of the model. Each building block is outlined in detail in the following sections.

Problem Description

This section provides an informal description of the construction site’s logistic problem at hand. Therefore, first the process of pipe jacking is described briefly, followed by an illustration of the entire system.
**Pipe Jacking**

Pipe-jacking is a trench-less method for the installation of underground pipes. The underground area consists of three main parts: the shaft with hydraulic jacks and the pipe loading area, the inserted pipes with the soil transportation system (e.g. train), the mechanical excavation machine and the tunnel boring machine (TBM) at the front end of the tunnel. The main storage area for pipes and excavated soil is usually located on the surface. Every pipe jacking cycle starts with the loading process of the pipe. A crane places the pipes from the surface down to the underground loading area. There the pipe gets connected with pipes that have already been inserted. Subsequently, hydraulic jacks exert force on the pipe and push the entire tunnel system into the ground. The excavation machine is operating during this process and produces excavated soil. After the pipe is fully inserted, the excavated soil is moved through the tunnel to the underground loading area. A crane conveys the tray with soil (muck skip) to the storage area where it gets emptied. This cyclic process is repeated until the desired tunnel length is reached.

**Logistics Process**

The New Zealand organization Auckland Transport is improving the public transport situation by building an underground rail line within the central business district of Auckland. As part of this project, storm water pipes have to be replaced by the pipe jacking method. The construction site is located in the central business district of Auckland. Thus, the site experiences high traffic density and volume as well as restricted space for storage, loading, and waiting areas.

The material supply chain problem consists of two main activities, pipe supply and soil removal. Pipe trucks deliver pipes from the supplier to the construction site. Simultaneously, soil needs to be removed. Dump trucks transport soil from the construction site to different disposal sites. Depending on the advancement of the tunneling process, the required number of daily trucks and trips may vary.

Figure 1 displays the layout of the construction site. It is structured into four main areas: pipe jacking area; storage area (pipe storage and the muck pit); loading/unloading area (where an excavator loads a truck from the muck skip or the gantry crane unloads pipes from a truck); and waiting area.

**Simulation Objectives**

The objectives of the simulation study can be classified into three types: organizational objectives include the design and evaluation of current processes in order to avoid any interruption of the pipe jacking process due to surface problems (transport and logistics); general objectives require the simulation study to be carried out within 4 months, including a visualization model of the system; last, the modeling objectives state that different truck ordering policies for pipe delivery and soil removal are investigated.

**Defining Inputs and Output Responses**

Experimental factors are used to simulate different scenarios. Factors used included: the capacity of the muck pit; target value for pipes, i.e. the storage threshold that triggers a pipe order; the number of pipe and dump trucks; and travel times of trucks.

Outputs are measures that enable the assessment of whether the objectives of the simulation study have been satisfied. Outputs collected during experiments include: the mean waiting time for trucks; the total time of delay caused by surface problems; and the maximum soil level.

**Model Content**

The next step within the process of conceptual modeling is to define the content of the model. Therefore, the structure and entities of the model, the individual and the system behavior have to be defined and documented. Furthermore, simplifications and assumptions have to be reported.
**Model Structure**

The entities included in the model are: trucks (dump trucks and pipe trucks); the unloading area; the pipe jacking area (representing the behavior under the surface); and traffic (representing delays for tracks based on traffic data). The gantry crane has been deliberately excluded and is represented within the behavior of the unloading area. Further, neither dumping grounds for soil nor the pipe supplier have been explicitly included but are represented by corresponding loading and unloading activities.

**Individual Behavior**

The individual behavior of the model is best described by the processes and activities of different entities within the model. Included activities can be summarized by: waiting activities; soil loading (at the construction site) and unloading (at the dumping ground(s)); pipe loading (at the pipe supplier) and unloading (at the construction site) and unloading (at dump ground); driving of trucks; and the pipe jacking itself which represents all activities below the surface. An overview of all processes in the model is given by figure 2.

**System Behavior**

The model control is a main feature of the HCCM framework. Control units can be a set of strategies or rules. Their task is to control the behavior of the defined entities. In the real world situation three areas were identified, at which control mechanisms were required: the PipeJacking Control Unit (deciding whether the pipe jacking activity has to be stopped due to problems with pipe delivery or soil removal), the Truck Access Control Unit (regulating the access of trucks), and the Truck Order Control Unit (defining ordering policies).

Each control unit is described by a set of rules. For instance, at the construction site there is a specifically defined policy, how trucks are granted access. Pipe deliveries have priority one, this means other deliveries have to wait until the pipe unloading activity is finished. One exception is the case in which the capacity of the muck pit has reached its maximum. In order to avoid delays of the pipe jacking process, the soil needs to be removed immediately.

**Simplifications and Assumptions**

Due to the nature of any real world problem, it is not possible to gather all information and data of a system. Some of the major simplifications made are: no traffic breakdowns of trucks; pipe jacking and unloading do not influence each other (exclusion of gantry crane); trucks can be ordered any time from the same operator; no delays at dumping ground and pipe supplier; no refueling of trucks necessary; pipe storage below the surface is not considered.

**Data Acquisition and Validation**

One of the biggest challenges of this simulation study was not only gathering information and data from the system, but rather to interpret and integrate it into the computer simulation. Unfortunately, some data was not available, because some processes had not been investigated yet by the company. The most critical steps to gather sufficient and accurate data were the collection of travel time data and data on breakdowns of the pipe jacking machinery.

**Travel Times**

Due to the heavy city traffic around the construction site, the trucks are faced with highly volatile traffic. Thus travel times vary significantly, depending on the weekday and time of the day. After the first round of interviews with the construction site’s managers, it became clear that the necessary information was not available. The idea to track the trucks via GPS (Global Positioning System) was quickly discarded because of technical effort required. Hence, a program was developed, which collects data from Google Maps Directions API. With this tool it was possible to gather quarter hourly predictive travel times, based on historical data.

**Breakdowns**

Another main challenge in the data acquisition was the integration of breakdown rates for the pipe jacking machinery in the model. The breakdown rate was given as hours per 12-hour shift for each component at the site. With this kind of data it was not possible to determine when and how long certain breakdowns occurred. They can be structured into six main breakdowns; Mechanical Fault (M), Electrical Fault (E), Water System (W), Surveyor (S), Ventilation System (V) and Others (O).

The challenge was to find a way to integrate the breakdown data into the simulation software. The chosen approach was to split up the breakdown data into two sets; long breakdowns (>12 hours) and short breakdowns (<12 hours). A re-sampling approach, called bootstrapping, was used in the simulation to generate long and short breakdowns that are based on real world data.

**COMPUTER SIMULATION**

In order to carry out experiments, the conceptual model was implemented with the JaamSim simulation software package (JaamSim 2016). JaamSim provides tools to not only simulate scenarios but also visualize simulation runs, which contributed to the verification and validation of the model with stakeholders of the construction company.
Scenarios

One of the tasks was to define and simulate different possible order policies for the pipe and dump trucks, in order to see which one delivered the best results. The project team decided to integrate three possible scenarios: 5pm order policy; 7am order policy; and continuous order policy. For the first two policies the number of trips for the following or current day are defined at corresponding times depending on soil and pipe levels. While the 5pm policy neglects possible overnight production of soil and consumption of pipes it allows the truck company to plan trips in advance. The continuous order policy is similar to the JIT (Just in Time) strategy. A trip of a truck is ordered every time one truck load of soil (7m²) is produced or one load of pipes (2 pipes) is consumed.

Results

This section presents the results and evaluation of the study. Each scenario was run 20 times in order to get statistically significant results. Around the construction site space is limited; the waiting area only provides space for two trucks. A third truck in the queue would have to look for a parking area near the construction site or would have to park at the roadside. Thus, cases with queue length of three or more must be avoided. Closer inspection of the construction site showed that the number of dump trucks for each day varies between zero and four. During the entire project, only one pipe truck was used to deliver pipes. However, in the simulation a second available pipe truck was added in order to see the impact of varying truck configurations to the system. For this purpose all possible configuration of available trucks, with \( x_d \in \{1, 2, 3, 4\} \) dump trucks and \( x_p \in \{1, 2\} \) pipe trucks, were simulated.

As there is restricted space within the construction site, only one truck is able to get loaded or unloaded at a time; arriving trucks have to wait in the waiting area in the meantime. This time is lost and causes delays to the supply chain. Hence, one question is which pipe and dump truck configuration causes the least total waiting time. Figure 3 shows the average total waiting time for trucks.

![Figure 3: Average Total Waiting Time](image)

The results for this scenario show, as one might expect, that the average total waiting time for trucks is lowest with a low number of total trucks. However, further simulation analyses have to be made in order to show whether one dump truck is able to remove soil from the construction site fast enough without causing any delay to the pipe jacking process.
Another conclusion can be drawn. The continuous order policy displays significantly better results in all cases. This can be explained by a more homogeneous distribution of truck arrivals over the day. With 7am and 5pm policy a bottleneck situation may occur especially in the morning which causes a longer than average waiting time and inconvenient queuing situations.

The objective of the next scenario was to show the behavior of the soil level of the muck pit with varying dump trucks and different order policies. The pipe jacking process needs to be stopped, if the capacity of the muck pit is reached. Thus, the focus of this simulation scenario is on cases where the soil level reaches a maximum (100m2).

Figure 4 displays the average maximum soil level of each scenario. The graph shows that the 7am order policy delivered better results than ordering the previous day. The lowest maximum soil level could be reached with the continuous order policy. However, it also shows that the maximum soil level does not change significantly with varying number of available dump trucks. In other words, an increasing the number of available dump trucks does not improve the situation at the muck pit.

Figure 4: Average Maximum Soil Level

The next question to be answered by the simulation was the pipe delivery process. The key factor for assessing the pipe supply chain was the total pipe jacking delay time caused by a low pipe storage level. The analysis of the delay times is displayed in figure 5. Obviously, there are no problems caused by the pipe supply chain in the continuous and 7am order policy. Only the policy with a truck order at 5pm causes delays to the system. This result can be traced back to the fact that, with 5pm order policies, over-nigh production is not taken into consideration. More pipe trucks only marginally improve the situation.

CONCLUSION AND FURTHER RESEARCH

In this paper we presented the conceptual model of the construction logistics of a pipe-jacking construction site in downtown Auckland, New Zealand. Based on a conceptual model following the HCCM framework a computer simulation was built. Three different truck ordering policies were simulated and evaluated. The best results were achieved with the continuous order policy. However, this conclusion does not necessarily lead to a rejection of the 7am and 5pm order policy. The continuous order policy displays a very irregular order interval. This requires a very flexible truck driver (internal) or transport company (external). The next stage would be to coordinate the possible order policies with the transport companies. It needs to be evaluated whether irregular orders over one day (continuous order policy) are more favorable compared to fixed defined trips which may cause a higher truck waiting time especially in the morning (7am and 5pm order policy). The integration of truck roster (morning and evening shifts) in the simulation model was left for further research.

Further, it was concluded that the number of pipe trucks and dump trucks do not have significant impact on the performance of the construction supply chain.
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ABSTRACT
Modern business processes of dispatching in transportation logistics are primarily based on IT operational platforms with a dynamic real-time scheduling that enables you to enhance revenues whilst reducing operational costs. Considering the specific business requirements its implementation to practice can differ for various problem domains. Therefore there should be proposed an extension for business processes modeling notation that provides analysts an opportunity to formalize cooperative negotiation as a sub process of decision making in transportation logistics. In this paper there is proposed a new concept for Transportation Intermediary Service Platform (TISP) modeling. The examples of successful TISP implementation in practice are given for the distribution of products/services among fixed number of consumers and pickup and delivery service for unscheduled customers.

INTRODUCTION
In order to increase competitive performance most of modern companies in transportation logistics aim at combination of a wide variety of integrated services for their customers. Such an approach allows attracting new customers and providing transportation and courier services at reasonable price. For example, taxi companies grant courier services, and big transportation companies integrate both warehousing and distribution services.

At the same time for a number of transportation companies, it remains beneficial to stay small and flexible. This strategy helps them to reduce extra charges and adapt for a particular customer individually. An increasing group of customers prefers to get direct access to actual executors targeting high transparency and reliability of services.

The combination of these trends requires new approaches for smart business processes modeling based on modern information technologies. Modern trends in this area aim at virtualization of multiple transportation logistics service providers and customers’ interaction in integrated information space, provided by specialized software solutions available on Internet. In this paper, we propose a new concept of Transportation Intermediary Services Platform (TISP) used to develop intelligent software solutions for transportation logistics.

Intelligent services platform is implemented as a software solution that provides virtual decision making points for smart transportation enterprises that can use them to compete and cooperate in integrated information space. The examples that illustrate some applications of TISP in real problem domain are implemented on the basis of Maxoptra platform, powered by Magenta Technology.

STATE OF THE ART
The concept of TISP is based on the modern principles of distributed simulation and decision-making support powered by multi-agent technology (Wooldridge 2002). The virtual world of negotiating service providers and customers should be treated as a complex network of continuously running and co-evolving intelligent agents. Such solutions are based on holons paradigm and bio-inspired approach (Leitao 2009), which requires development of new methods and tools for supporting fundamental mechanisms of self-organization and evolution similar to living organisms (colonies of ants, swarms of bees, etc) (Gorodetskii 2012).

Traditionally intermediary layers of Internet services have been considered from technical prospective (Hickson, 2008, Machiraju 2002) exploring various architectures of an overlay for federated service management, or web services management network. This concept relies on a network of communicating service intermediaries, each such intermediary being a proxy positioned between the service and the outside world. At the same time the benefits of Internet services implementation are studied as part of the e-Government paradigm (Layfield 2014).

As for the human beings represented by actors or agents, intermediary services should consider a combination of human and time factors. Interaction of customers and service providers powered by intermediary services generate and can be characterized by a big number of events that form Big Data and require modern technologies for its analysis (Bessis 2014).
Business processes modeling notation that supports such interaction should be flexible and dependent on unique customer requirements. This makes it reasonable to implement subject-oriented approach for business processes management (S-BPM), which conceives a process as a collaboration of multiple subjects organized via structured communication (Fleischmann 2013).

The idea of ISP was motivated by recent developments in transportation industry (Ivaschenko 2014). This proposed approach is close to 5PL (Fifth Party Logistics) concept, which is based on implementation of a number of services for customers and transportation companies provided by a specially designed software platform. 5PL platform is open for new transportation companies and even drivers and helps them negotiate with customers in integrated information space. 5PL provider owns no transportation resources itself but makes available a special service able to link suppliers and buyers. This service is based on the IT infrastructure, which plays the general role in 5PL business.

Customer representatives, transport managers, shippers, carriers, and even drivers become users of a certain IT platform. The purpose of this platform is to allocate incoming orders to appropriate resources, consolidate them improving consolidation and reducing idle time and generate efficient schedules for drivers and vehicles. Such service becomes attractive for small transportation companies and allows outsourcing dispatching functions for large logistics operators.

Still to ensure high efficiency of 5PL and ISP solutions both for customers and executors in terms of time and costs there is a request to implement modern technologies of business processes management based on decentralized architectures, distributed intelligence and multi-agent technology. This happens because of the increasing number of decision makers, high uncertainty and dynamics of changes, and flexibility of decision-making logic.

**TISP CONCEPT SOLUTION VISION**

The basic feature of the stated problem is a necessity to formalize the influence of human and time factors over the process of decision making. Both customers and transportation service providers possess independent behavior and cannot be managed by direct instructions. From the other side, in case the TISP provides durable solutions the users will trust it and wait for a certain period giving the system an opportunity to generate and compare separate options and analyze the influence over the whole network.

TISP solution is presented at Fig. 1. It introduces optimization functionality: the system starts helping its users to find the best combination of services according to their requirements. TISP has two basic features that are provided for customers and service providers: decision-making support (formalized as a part of business process using decision-making points, DMP) and allocation (scheduling) that is a regular part of transportation management software. DMP is a virtual platform for negotiating where multiple service providers can cooperate (by integrating their services) or compete to develop the best possible set of service options for a specific customer. Therefore, by means of DMP the Intelligent services platform provide virtual decision-making points for smart transportation enterprises that can use them to compete and cooperate in integrated information space. TISP solution can be implemented using multi-agent technology.

Agents are introduced to represent the customers and service providers in the integrated information space and can be triggered both for simulation of customers activity and for representing the real customers in the process of searching for the integrated services. The architecture of multi-agent scene is quite simple: there are introduced three types of agents for Customers, Service providers and Services.

![Figure 1: TISP Solution.](image)

Customers and Service providers can interact according to their objectives and constraints and establish the links of cooperation according to which the Services are transmitted. The Customer agent tries to reduce the time and costs of the integrated service, and the Service Provider agent tries to increase its utilization delivering as many services as possible. The process of search can be presented as a sequence of local contracts between the customers and service providers.

**DISTRIBUTION OF PRODUCTS/SERVICES AMONG FIXED NUMBER OF CONSUMERS**

The proposed TISP solution was used to solve a number of actual problems in the domain of transportation logistics. It can be illustrated by two examples: automated distribution of products and services among the fixed number of
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consumers that act in the role of customers and automated pick-up and delivery services.

The main challenge of the first problem is to deliver each item for relevant consumers (groups of consumers are predefined usually) and perform it in the most efficient way, which means to select the most appropriate route (transportation economy) and consider time windows of availability for each consumers (allows visit every route point once and make consumers informed and satisfied).

Groups of consumers are usually predefined and loyal, which means that they use the distribution service regularly. The example of products/services distribution process of products/services for 2 consumers is shown in Fig. 2.

The main steps of this process are:

1) Receive orders from all consumers. This is a very important step, because it allows creating the whole schedule before starting to execute it and minimize unexpected changes.

2) Create a schedule and trip-ticket. The result of this step is a real schedule and instructions that can be executed by employees.

3) Send trip-ticket to employees. This step executes an important communication function, because lets actors (employees) be informed about their tasks and consumers demands.

4) Start product/service delivery. This is a physical starting of products/service delivery.

5) Deliver product/service to the consumer 1. Product/service is delivered to the consumer and interaction between product/service provider and client can be started.

6) Accept product/service. The main result of this action – consumer has to be satisfied with the delivery service (product/service should be delivered in time and with acceptable quality).

7) Repeat steps 5, 6 for each consumer.

8) Finish product/service delivery. This is a physical finishing of products/service delivery.

This approach provides reaction to external events, such as “orders was modified” or “consumer is absent”. It can be implemented using the direct interactions between product/service provider and consumer. However, the problem is to make the proper decision as a reaction to unexpected event. This decision has to satisfy both product/service provider and customer.

Obviously, third-party actor should make decision. This actor needs the whole information about the process, demands and abilities of product/service provider and consumer. To provide such an opportunity we propose to introduce TISP as a third-party actor. TISP can perform specific actions (Decision-making point, DMP). DMP is a moment, when process can be modified according to different events and make decisions. In other parts, the process can be performed as defined, step by step.

The modified products/services distribution process is shown in Fig. 3.

The description of the modified process is:

1) Receive orders from all consumers. This is a very important step, because it allows creating the whole schedule before starting to execute it and minimize unexpected changes.

2) DMP: Prioritize Consumer’s requests according to described criteria [3]-[5]. Define the most important and send them to product/service provider. This DMP allows making a decision “which orders will be processed” and creates tasks for delivery team.

3) Create a schedule and trip-ticket. The result of this step is a real schedule and instructions, which can be executed by employees.

Figure 2: Products/Services Distribution Process for 2 Consumers.

Figure 3: Modified Products/Services Distribution Process for 2 Consumers (Using TISP).
4) Send trip-ticket to employees. This step executes an important communication function, because it lets actors (employees) be informed about their tasks and consumers demands.

5) Start product/service delivery. This is a physical starting of products/service delivery.

6) DMP: Receive responses from consumers (this action also includes receiving and processing all external events). Rearrange tasks in trip-ticket before deliver to the customer 1. As result we the new sub-process may be started (due to the new more important orders performing).

7) Deliver product/service to the consumer 1. Product/service is delivered to the consumer and interaction between product/service provider and client can be started.

8) Accept product/service. The main result of this action – consumer has to be satisfied with the delivery service (product/service should be delivered in time and with acceptable quality).

9) Repeat steps 6, 7, 8 for each consumer.

10) Finish product/service delivery. This is a physical finishing of products/service delivery.

**PICKUP AND DELIVERY SERVICE FOR UNSCHEDULED CUSTOMERS**

The challenge of this problem domain is to deliver product or service to a new customer that uses delivery service only once. Such customers require high service level: for instance, reminder messages via sms or call, very accurate delivery time etc. The main criterions of efficiency for this type of delivering are friendly communication with consumers and accurate delivery (on time, using customer’s preferences).

Provided pickup and delivery service has to satisfy customer enough to use this service again and advise it to other customers. Fig. 4 shows the pickup and delivery process for 2 customers.

The steps of the pickup and delivery process:

1) One of the customers creates a new order. Usually this event is unexpected and product/service provider has to react appropriately.

2) Product/service provider checks order details, coordinate them (if necessary) and notice customer about successful order registration.

3) Finally customer accepts order details with product/service provider.

4) Product/service provider schedules delivery for customer’s 1 order. Resource for order delivery is reserved.

5) Product/service provider may receive a new order from another customer (customer 2). In this case the new order must be also registered and scheduled; resource for delivery has to be reserved. But it may cause to rescheduling of customer’s 1 order.

6) Reschedule delivery for customer 1. Cause to new iteration of negotiations with customer.

7) Notice customer 1 about the order change.

![Figure 4: Pickup and Delivery Process for 2 Customers.](image)

The problem is to handle new orders that are usually unexpected. Each new order may affect other orders, which are already scheduled, and reduce the quality level of delivery. Implementation of TISP allows increasing visibility of the process and reducing the number of iterations of negotiations between product/service providers and customers. The modified pickup and delivery process using TISP is shown in Fig. 5.

![Figure 5: Modified Pickup and Delivery Process for 2 Customers (Using TISP).](image)

The description of the modified process is:

1) One of the customers creates a new order. Usually this event is unexpected and product/service provider has to react appropriately.

2) Product/service provider checks order details, coordinate them (if necessary) and notice customer about registrations its order.

3) Finally customer accepts order details with product/service provider.
4) Product/service provider schedules delivery for customer’s order. Resource for delivery is reserved.

5) Product/service provider may receive a new order from another customer (customer 2).

6) DMP: ISP analyses all new orders, prioritizes them according to criteria and creates a list of prioritized (important) orders. Orders from this list have to be performed first of all. Some orders may be excluded from the list, because of lack of resources for delivery.

7) Register new orders according to prioritized orders list.

8) Reschedule delivery for customer customers according to prioritized orders list. Cause to new iteration of negotiations with customer.

9) Notice customer 1 about the order change.

To illustrate implementation of TISP concept in practice there can be presented a Maxoptra platform powered by Magenta Technology. The system is distributed as SaaS-solution and provides monthly subscription. This is convenient for product/service providers, which are the main users of the system.

Maxoptra has friendly and clear user interface, which allows to (see Fig. 6 – 7):

- monitor incoming orders and view order details;
- consider customer’s particularity;
- schedule orders to the most convenient drivers;
- track driver’s activity in the real time using GPS;
- notify dispatcher and drivers about the incoming orders.

Maxoptra is a useful tool for communications between product/service providers and customers, which allows to reduce interaction costs because of applying intermediary modeling concepts.

CONCLUSION

The main problem of product/service providers in modern world is to make communication clear and accurate. On the one hand, provider needs to produce service or sell product with the highest price; on the other hand, customer wants to get service or good with the lowest price and the best quality.

Modeling the Transportation Intermediary Services Platform (TISP) allows developing IT solutions for smart transportation enterprises that can use them to compete and cooperate in integrated information space. The examples of successful TISP applications in practice and their implementation on the basis of Maxoptra engine illustrate the benefits of the proposed approach and can be recommended for various areas of transportation logistics.
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ABSTRACT
To improve the collection efficiency in return logistics networks, the authors of this paper evaluate the serviceability of fixed and flexible collection strategies from the perspective of resource utilization. Collection frequency and total transportation cost are selected for comparison. The results show that the flexible collection strategy is more affordable than the fixed strategy. In general, I-Mode is superior to S-Mode, and small size trucks show a disadvantage in term of cost savings in less-than-truckload scenarios.

INTRODUCTION
As logistical systems evolve and become better organized, they create new opportunities for using packaging innovations to add value and minimize cost across a supply chain (Twede and Clarke 2004). Packaging has several objectives such as physical protection, barrier protection, containment or agglomeration, convenience, security and so on. StopWaste Partnership and RPCC (2007) through a cost comparison model to illustrate how it makes financial sense for the food manufacturers and the seafood distributors to switch to reusable transport packaging. Once-off packaging gradually loses its competitiveness and the returnable packaging is getting more and more popular.

With the broad spread of the concept of sustainable development, returnable articles turn to be a promising research topic in the modern society. Within such context, a different way of reflecting environmental concerns in logistics decisions is to manage the returned product flow and/or integrated both forward and reverse flows in the supply chains. This topic has been studied in details in the literature in recent years (Sheu et al 2005, Srivastava 2008, Salema et al. 2010, Ramos et al 2014).

Most of the articles figure out the reusable packaging system has an extensive application trends in some industries, but few of them made in-depth analysis of the distinguishing characteristics of once-off packaging and reusable packaging, or thought about whether the operational strategies of general logistics network are still applicable to return logistics networks. Based on the previous studies, this paper simulates return logistics network based on tailor-made bidirectional flexible service strategy, specifically for various collection scenarios of reverse channel. For the ease of understanding, the authors transform the conceptual resource utilization into comparable vehicle utilization, total cost, turnover rate and other indicators. Finally, an example of efficiency evaluation is carried out, which uses the total collection cost and trucks utilization rate as the key indicator and try to prove the flexible service strategy is more useful for return logistics network.

LITERATURE REVIEW
Twede and Clarke (2004) investigate the supply chain relationships that facilitate a reusable packaging system. They use two case studies to illustrate how a well-managed supply chain facilitates reusable packaging. Vasiliauskas and Bazaras (2006) analyze the current state of the world container market, describe problems related to empty container trips. Yun et al. (2011) considered an inventory control problem of empty containers in an inland transportation system with a simple policy to reposition containers from other hubs. Dang et al. (2012) deal with the problem of positioning empty containers in a port area with multiple depots. Furio et al. (2013) define two mathematical models (based on two different container movement patterns, i.e. with and without street-turns) to optimize land empty container movements among shippers, consignees, terminals and depots, along with minimizing storage costs.

As the first attempt examines the elasticity of substitution between self-owned and leased containers, and in turn analyzes the selection behavior of containers for sipping lines, Wu and Lin (2015) indicate that holding self-owned containers presents a relatively stable pattern; daily costs of holding different types of containers determine the usage proportion. Some strategic measures are developed to harmonize the competition to improve the overall efficiency. Akyüz and Lee (2016) develop a decision tool for a liner
shipping company to deploy its fleet considering vessel speeds and to find routes for cargos with repositioning of empty containers and transit time constraints. Xie et al. (2017) study the empty container inventory sharing and coordination problem in intermodal transport composed of a liner firm and a rail firm.

Researches (McGinnis and Kohn 2002) address the roles of process strategy, market strategy and information strategy in achieving logistic effectiveness. Autry (2005) studies the impact of reverse logistics formalization by exploring the relationships between formalization and liberalized returns policies, reverse logistics capabilities, and performance. Chen and Bell (2009) examine cases when the quantity of returned product is a function of both the quantity sold and the price, and address the simultaneous determination of price and inventory replenishment when customers return product to the firm. Based on a set of partitioning formulation, Ramos et al. (2014) discuss tactical and operational planning decisions of reverse logistics systems while considering economic, environmental and social objectives together.

Li et al. (2017) investigate the coordination strategies among different parties in a three-echelon reverse supply chain based on complete information. With the rapid development of e-commerce technologies, Batarfi et al. (2017) study forward and reverse integrated supply chain system: a refund return policy, two selling strategies, a single-channel (a retail channel) strategy and a dual-channel (a retail channel and an online channel) strategy are discussed. Hosoda and Disney (2017) investigate the dynamics of a closed-loop supply chain with first-order auto-regressive (AR(1)) demand and return processes, then establish an optimal linear policy in our CLSC setting to minimize inventory costs. Their CLSC model is a periodic review backlog system with constant lead times facing stochastic demand and return processes.

The work presented in this paper differs from the related literature in the following distinct ways. First, to the best of the authors’ knowledge, no study has investigated the resource-utilization issues in return logistics networks, or considers the utilization elements as the key efficiency indicator of evaluation system. Second, no study has examined the effect of adopting a flexible service strategy on the facility location, inventory decision and the cost performance in the return logistics network (RLN).

**COLLECTION STRATEGIES SIMULATION**

Collection strategy is an important but easily overlooked subarea in reverse logistics (RL) and closed-loop supply chain (CLSC) researches. Zhang (2016) discussed a fixed collection strategy and compared the waiting time of returnable transport items (RTI) and the average turnover rate in 4 scenarios which have different economic collection quantity (ECQ) standard. Based on the concept of resource utilization and fixed collection strategy, an improved flexible collection strategy is proposed and discussed by Zhang (2017). The flexible strategy shows an advantage in reducing collection waiting time and improving the service efficiency.

**Five steps before simulation**

The goal of the simulation is to compare the cost performance of fixed and flexible strategies. Transport frequency and total transport cost in reverse channel are chosen as comparative indicators. Five steps are processed before simulation.

Step 1: Demand data processing.

Before simulation, the demands in bi-direction channels are tracked and aggregated. The RTIs received by the end customer determine the total amount of returnable RTIs in the area.

Step 2: Divide the service area.

After the demand processing, the up- and downstream customers are assigned to different depots based on distance limitation. The locations of alternatives depot are provided by the logistics department of investigation companies.

Step 3: Filter the best layout in service area.

When the service areas are delineated, the initial layout is calculated by the warehouse module of CPLEX software to determine the location of depot (only two can be opened in four alternative depots, two customer sets: one for 34 forward customers and another for 65 reverse customers. Transport duration between depots and customers, initial inventory of RTIs, service capacity of each depot). In order to make the results closer to reality, location model considers both forward and reverse demand and summarize bi-directional transport time aim to minimize the weighted transport time within the planning area.

Step 4: Collection conditions preset.

After the network layout is determined, the used returnable articles could be collected when the returnable quantity meet the economic collection quantity (ECQ) baseline. The usage of different types of truck will also impact collection efficiency. Simulation conditions are preset as below.

Table 1 indicates 8 simulation scenarios. I-IV are set to a single ECQ baseline (Fixed strategy) respectively and V-VIII are set for multiple ECQ sets with different truck arrangements (Flex strategy). For transportation, 80 and 120 are conventional capacity options, 100 is a new one. The transport costs of three types of trucks are 800/1000/1200 RMB without the distance factor (more detailed and complex calculation function will be executed in whole network simulation). All three can’t load containers more than their capacity limitation. The letter f after the slash represents full load and i means some capacity is wasted.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Description</th>
<th>Flexibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Single ECQ</td>
<td>Fixed</td>
</tr>
<tr>
<td>II</td>
<td>Single ECQ</td>
<td>Fixed</td>
</tr>
<tr>
<td>III</td>
<td>Single ECQ</td>
<td>Fixed</td>
</tr>
<tr>
<td>IV</td>
<td>Single ECQ</td>
<td>Fixed</td>
</tr>
<tr>
<td>V</td>
<td>Multiple ECQ</td>
<td>Flex</td>
</tr>
<tr>
<td>VI</td>
<td>Multiple ECQ</td>
<td>Flex</td>
</tr>
<tr>
<td>VII</td>
<td>Multiple ECQ</td>
<td>Flex</td>
</tr>
<tr>
<td>VIII</td>
<td>Multiple ECQ</td>
<td>Flex</td>
</tr>
</tbody>
</table>

Table 1: Simulation Scenarios
Table 1: Collection Scenarios in Reverse Channel

<table>
<thead>
<tr>
<th>Fixed ECQ</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>80</td>
<td>100</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>VI</td>
<td>VII</td>
<td>VIII</td>
<td></td>
</tr>
<tr>
<td>Flex ECQ</td>
<td>M1</td>
<td>M2</td>
<td>M3</td>
<td>M4</td>
</tr>
</tbody>
</table>

Unit for RTI is a Piece, unit for waiting time is a Day
Three type of trucks: 80, 100, 120 load capacity

<table>
<thead>
<tr>
<th>Nr.</th>
<th>ECQ Applicable scope</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>120+</td>
</tr>
<tr>
<td>M1</td>
<td>60/80/100/120</td>
</tr>
<tr>
<td>M2</td>
<td>60/80/100/120</td>
</tr>
<tr>
<td>M3</td>
<td>60/80/100/120</td>
</tr>
<tr>
<td>M4</td>
<td>60/80/100/120</td>
</tr>
</tbody>
</table>

Step 5: Set different scenes.

Fig.1 indicates all variable condition sets in the network simulation. Reverse collection methods are shown in column 3 and 4: S and I denote the single and the integrated collection mode, Fix and Fle represent the different collection strategies: either the fixed or flexible ECQ standard is used in collection activities. These 12 scenarios are just examples of flexible service strategy simulations. When the competitive environment or industry trends have changed, new simulation scenes could be modified based on the changes of demands requirements. All simulation will be carried out with Python 2,7,11.

Equation (1) implies that the transportation cost could be compared and selected between FTL (full truck loading) and LTL (less-than-load) alternative mode according to transport quantities.

The five steps before simulation prepare all parameters and set simulation conditions. The details can be adjusted based on practical collection operation.

Simulation results analysis

The truck utilization frequency in four fixed strategy scenarios (E60/E80/E100/E120) and one flexible strategy scenario (FlexiECQ) are compared in Fig.2. E60 scene accounts for nearly 30% of the total frequency of truck usage in 5 scenes, reaching the peak (about 34%) at Nr.59 customer. E80 scene takes about 20% before Nr.52 customer and reduces to 15% for remaining customer (except for Nr.61). The proportion of T-100 and T-120 size trucks used in E100 and E120 scenarios are stabilized at 15% respectively. In FlexiECQ scene, all three types of trucks are assigned tasks according to the amount of returnable packaging: T-80 takes 20%-25% of the total frequency of truck usage; T-100 and T-120 are occasionally used for a few customers. It is important to note that in FlexiECQ scene, the T-80 size truck is more commonly used for smaller size customers (nearly 25%) than large size customers (10%-20%).

As the value of total collection quantities in different scenarios are similar (Zhang 2017), the larger the loading capacity, the less the number of shipments. Ignoring the time element, Fig.3 shows the total collection cost in a variety of scenarios. The cost curve for E60 has the highest value for most customers; FlexiECQ is centered; and there is a clear gap between the values of E80/100/120 and E60 before customer Nr.31. Ignoring the time element, large-capacity truck cost less than small-capacity trucks. FlexiECQ shows the cost advantage compared with E60.
Beside separate collection mode, customers who are located within a certain distance or share a logistics transport line can be arranged/gathered using integrated collection (I) mode for the collection tasks. The detailed results of 11 customer groups are shown in Fig.4. Similar to the separately (S) mode, Fixed-E60 scene has the highest transportation frequency (28%-30%); the proportion of Fixed-80/100/120 are gradually reduced (20%/15%/10%). In most case, the FlexiECQ occupies more than 20% of the total truck utilization frequency. As the only exception, QD group has the maximum value of usage ratio of Fixed-60/80/100, which leads to the result that FlexiECQ has only accounted for about 15% of the total frequency. The reason for this phenomenon is that the customer completes the intensive production activities in a certain period. It may also be caused by seasonal changes/ raw material price fluctuations or some others reasons.

Fig.4. Truck Utilization Frequency Comparison in I Mode

Total collection cost of schedule I-IV is shown in Fig.7. Truck T-100 and T-120 are more frequently used in scenario II and III. It leads to a slight increase in the costs. For example, the usage frequency of TJ in schedule II and III is similar to I and IV, but the cost of II and III is obviously higher than I and IV, in which the truck T-100 is used more frequently. Group QD has the same situation. The truck utilization frequency of integrated group is much lower than the two customer group behind it, but the total collection cost in Fig.14 is closer to the latter two. The frequency of BD is almost equal with JN. Due to the more frequent use of truck T-80, the total cost of BD is lower than that of JN. It can be concluded that under schedule I-IV, more frequent use of small capacity trucks can reduce the total cost.

Fig.7. Total Collection Cost Comparison in I Mode under Truck Schedule I-IV
CONCLUSION

This paper compares and evaluates the economic indicators of fixed and flexible collection strategy in return logistics network. CPLEX and Python software have been used to solve collection efficiency problem. Simulation results show that the flexible service could significantly improve the network efficiency, shorten idle waiting time and save cost for the participants.

This conclusion can be regarded as a supplement to the previous findings: no matter if it is in S or I collection mode, the flexible collection strategy is better than the fixed. In general, I mode is superior to S mode, and small capacity trucks in different truck schedules have shown a disadvantage in term of cost savings.

Further researches could be focused on the whole network operation and the effect of different operation strategies on total profit.
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ABSTRACT
The success of transportation planning is affected, among other elements, by interaction among different stakeholders including decision makers, users and operators. Several evaluation methods are proposed in literature. They analyse effects of transportation planning, design and implementation processes.

In this paper an integrated evaluation process to support transportation planning is proposed. The proposed approach is a first tentative to incorporate in an integrated process and in a whole procedure transport simulation models, Multi Criteria Decision Making (MCDM) method and Data Envelopment Analysis (DEA). This, in order to increase the stakeholder perception about effects of his/her choices towards some planned objectives. In particular, DEA and MCDM are experimented, as an integrated evaluation method inside the transportation planning process, and compared.

1. INTRODUCTION
This paper provides a research contribution in the wide topic concerning transportation planning process in a context where several actors (stakeholders) decide according to their own criteria. In this area, the specific problem of evaluation methods inside the planning process is studied. Planned actions produce effects, evaluated by stakeholders from different points of views. For this reason, in some cases conflict of interests could arise and they constitute a limitation in the follow-up phases of planning activities (design, realization).

(a) Transportation planning can be supported by simulation models and evaluation methods to measure and to compare a priori effects deriving from planning decisions (Cascetta 2009).

(b) Among evaluation methods, Multiple Criteria Decision Making (MCDM) supports decision makers in complex decision situations involving multiple actors with a plurality of points of view and objectives. These methodologies are applied for selecting non-dominated or the best scenario in relation to a set of defined criteria (Macharis et al. 2010).

(c) Among evaluation methods, Data Envelopment Analysis (DEA) is another interesting approach (Bouyssou D., 1999). DEA is a non-parametric method to measure relative efficiency of an homogeneous set of Decision Making Units (DMUs) and their use of multiple inputs to produce multiple outputs (Cooper et al., 2000).

More details of the state of the art about these methodologies are reported in section 2.

In the authors’ knowledge, the following research questions are still open in transportation planning involving multi actors:

(a) integration of simulation models and MCDM methodologies inside the transport planning process, in order to prevent conflicts among multi stakeholders;

(b) use of DEA and MCDM methodologies as a multi criteria tool to support transportation planning.

The novelties of this paper consist on the proposition of:

• a process that integrates transport simulation models, MCDM and DEA methodologies in order to support transportation planning process characterized by multi actors and constrained resources (section 3.1);

• a procedure that implements the above process to obtain best performance scenarios (section 3.2).

After this introduction, the paper has four sections. Section 2 presents a state of the art concerning transportation planning process and DEA as a tool of MCDM. In section 3 a process and a procedure that integrate simulation models, MCDM and DEA are proposed. Section 4 illustrate the main elements of a prototypal application. The last section reports conclusive comments and future research perspectives.

2. STATE OF THE ART

(a) Transportation planning process drives decisions (i.e. realization – or not – of transport infrastructures and/or services) in order to reach objectives (i.e. sustainability) (López and Monzón, 2010; Praticò et al., 2015; Russo et al., 2016). However, objectives’ importance could be not the same in relation to needs and values of different classes of stakeholders (Nik-Bakht and El-diraby, 2016). Public Engagement has been developed in recent years (OECD, 2016).
in order to identify and to incorporate these different needs and values into the decision-making process. Different categories of stakeholders may be identified including institutions/authorities, transport operators (of infrastructures and services), transport services users, local communities and media (Bickerstaff et al. 2002; Cascetta and Pagliara, 2013). Different tools have been developed in order to facilitate the stakeholders engagement into the decision-making process. In some cases, transport simulation models are essential in order to support ex-ante evaluations (Cascetta et al. 2015; Caggiani et al., 2017).

(b) Outputs of simulation models are used in MCDM analyses to evaluate indicators in order to achieve a trade-off between all competing objectives among the set of the non-dominated alternatives (Cascetta, 2009). In fact, decisions and its effects are intrinsically related to a plurality of points of view, which can be defined as criteria (Figueira et al. 2005). MCDM methodologies generate a large number of non-dominated solutions, respecting imposed constraints, which contain the best solution for each criterion, belonging to a frontier (Russo and Vitetta, 2006). One problem of MCDM methodologies is to identify and quantify weights to assign to the objectives and to related criteria (Opricovic, S., & Tzeng, 2002). Weights can be defined exogenous or they can be derived from external analysis (Schenkerman, 1991). One method that can overcome the weight definition problem is Data Envelopment Analysis (DEA).

(c) DEA was originally conceived to evaluate technical efficiency comparing homogeneous production units. DEA is generally used to compare a finite set of Decision Making Units (DMUs) represented by the quantities of inputs which they consume and the quantities of outputs which they produce (Charnes, et al. 1978).

Although results of DEA and MCDM have been compared in the literature, according to the authors’ knowledge, the two approaches have not been experimented yet as an integrated evaluation method to support transport planning.

3. THE INTEGRATED PROCESS AND THE PROCEDURE PROPOSED

3.1 The integrated process

Transportation planning is an integrated process aimed to define a planned scenario that reaches objectives according to constrained resources (for instance financial budget). The planned scenario comprehends a sub set of measures (or interventions) to be implemented in the transportation system. A single intervention consumes a predefined quantity of resources; therefore, different planned scenarios can be defined with the same financial budget. For this reason, the decision-maker assumes a decision about which combination of measures (or which scenario) has to implement. The planned scenario results from a trade-off among stakeholders’ conflicting interests.

The proposed integrated process is sketched in Fig. 1. Objectives, measures and constrained budget are defined. Each stakeholder is considered as a DMU that in a survey attributes a relative importance to the objectives. At the same time, starting from the budget and from the predefined set of measures, each DMU selects a sub set of measures (scenario) in order to reach, from his/her point of view, the most important planned objectives.

A system of simulation models allows to quantify effects of each single scenario, explicitly selected by each DMU. Behavioral models simulate how the selected measures affect users travel choices in the dimensions of trip generation, distribution, mode and path (Cascetta, 2009). These models are based on random utility theory, which assume that transport users choose the alternative having the maximum perceived utility. The perceived utility may be modelled by means of probabilistic variables. Different model specifications may be used for the estimation of choice probability (percentage) of each alternative for each ‘what if’ scenario. Quantitative indicators of simulated effects can be compared with one another in order to identify the best trade-off among conflicting interests. Comparisons among DMUs are supported by DEA and MCDM.

At the end of the integrated process, best performance scenarios result. In order to implement this process the following procedure is proposed.

3.2 Procedure

Objectives, measures and constrained budget are inputs of the procedure. The constrained budget does not allow implementation of all measures. Therefore, it is necessary a selection among measures, that represents a transport scenario.

In order to reach a trade-off among conflicting interests, the following procedure is proposed:

- first step, survey to collect preferences of stakeholders (DMUs) about transport scenarios (measures, resources and exogenous weights); this step is finalized to explicitate DMUs choices about objectives and resources allocation among a predefined set of interventions;
- second step, simulation by means of transport model to estimate effects of selected transport scenarios calculating indicators for each scenarios in relation to planning objectives; models are applied to estimate objective indicators related to the simulated effects of scenarios selected by interviewed DMUs;
- third step, DEA and MCDM to obtain the frontiers;
- fourth step, comparison between distances from DEA and MCDM frontiers.
The third and fourth steps are focused. In the third step, DEA is developed, starting from the set of selected DMUs, to obtain an efficient frontier that contains best performance scenarios. The production process represented by DEA in the proposed procedure is the following: each DMU uses a set of DEA inputs (costs for the scenario realization) to produce a set of DEA outputs (scenario indicators). The two vectors, associated to each scenario, are processed in a so-called output-oriented DEA. At the end of this phase the efficient frontier is obtained (DEA frontier). It constitutes the term of reference to compare all DMU alternative scenarios. In the same step, MCDM is developed using the same data processed in DEA, to obtain a frontier that could not contain best performance scenarios. DMUs, inputs and outputs processed in DEA can be used as alternatives, costs and benefits in MCDM, respectively. Then, these data are elaborated to obtain a frontier adopting MCDM method (MCDM frontier). For instance, it is possible to consider a frontier that contains only the ideal scenario represented by the best values of indicators.

In the fourth step, the DEA frontier is compared to MCDM frontier measuring:
- the DEA distance from each point representing DMU to the DEA frontier;
- the MCDM distance from each point by means of MCDM frontier.

Similarities between the two distances indicate the possibility to adopt DEA as a tool in multicriteria evaluation of transport scenarios.

4. PROTOTYPAL APPLICATION

The application concerns the transportation planning process of the Città Metropolitana of Reggio Calabria in the south of the Italy (study area). The study area, with a population of about 275,000 inhabitants, comprehends three main urbanized poles: Reggio Calabria is the largest municipality and the most populated; the Tyrrenian area has more infrastructural facilities (highways, railways, …); the Ionian area is under equipped in terms of quantity and quality of transport infrastructures and services (Figure 2).

At this stage of the research, the main elements of the application are studied. In the following, the integrated process (section 4.1) and the procedure (section 4.2) are specified for the study context.

4.1 The integrated process

In a long term perspective, the transport system of the Città Metropolitana of Reggio Calabria has to pursue sustainability objectives in each of its components:
- social sustainability, including impacts of transport system related to opportunities of people to have access to the urban functions/services (e.g. accessibility);
- economic sustainability, including impacts of transport system, related to cost efficiency (e.g. travel time);
- environmental sustainability, including external impacts of transport system, related to pollution (e.g. air, water, …).

4.2 Procedure

4.2.1 Survey

A set of stakeholders has been selected among academia, public administration and private operators. In the prototypal application, 18 stakeholders have been selected and interviewed, which are included in the sample. The survey is aimed to know stakeholder opinions in relation to interventions priorities on transport system to achieve sustainability objectives (economic, social and environmental).

The questionnaire is subdivided into two sections. The first section concerns the set of the three planned objectives, vector \( o \) (economic sustainability; \( o_2 \), social sustainability; \( o_3 \), environmental sustainability). Each stakeholder should assign a relative weight (vector \( u \)) to each sustainability component, defined as a percentage from 0 to 100% (Table 1).

<table>
<thead>
<tr>
<th>Set of objectives, ( o )</th>
<th>Exogenous weights, ( u )</th>
</tr>
</thead>
<tbody>
<tr>
<td>economic sustainability, ( o_1 )</td>
<td>( u_1 \in [0 – 100%] )</td>
</tr>
<tr>
<td>social sustainability, ( o_2 )</td>
<td>( u_2 \in [0 – 100%] )</td>
</tr>
<tr>
<td>environmental sustainability, ( o_3 )</td>
<td>( u_3 \in [0 – 100%] )</td>
</tr>
<tr>
<td>( u_1 + u_2 + u_3 )</td>
<td>100%</td>
</tr>
</tbody>
</table>

The second section concerns the set of planned interventions for transport system (infrastructures and services) of the study area. The interventions (vector \( i \)) are aggregated into three homogeneous sub sets (vector \( M \)):
- material infrastructures, \( M_1 \), including interventions concerning physical asset of the transport system;
- immaterial infrastructures and management, \( M_2 \), including interventions concerning technologies, system organization and governance;
- equipment, \( M_3 \), including interventions concerning vehicles and rolling stock.

For each intervention \( i \), a maximum amount of virtual monetary budget \( b_i \) is predefined (Table 2).

For simplicity sake, the index relative to the DMU is omitted in the following. The cost \( c_i \) for realization of each intervention \( i \), belonging to the homogeneous sub set \( M \), consumes a predefined quantity of the available virtual monetary budget for the
subset \((b_j)\). This quantity is expressed in terms of a percentage of \(b_j\) consumed by the cost \(c_i\):

\[
\alpha_{ij} = 100 \times \frac{c_i}{b_j} \quad \forall j
\]

In each subset, there is an intervention that has a cost equal to \(b_j\) quantity and then it has the value \(\alpha_{ij}\) equal to 100.

Each stakeholder of the sample is considered as a DMU that:
- assigns a percentage at each objective \((\alpha_i)\);
- selects one or more interventions, that composes a scenario \((i)\), and assigns to each intervention a percentage \(\alpha_{ij}\), respecting the budget constraint for each sub set \(M_j\) \((\sum_{j \in M_j} c_i \leq b_j\) or dividing by \(b_j\) and multiplying by\(100)\):

\[
\sum_{j \in M_j} \alpha_{ij} \leq 100 \quad \forall j
\]

The percentage \(\alpha_{ij}\) assigned by a DMU to each intervention varies from the minimum value of 0 (the DMU does not select the intervention \(i_i\)), to the maximum value of 100 (the DMU recommend the intervention \(i_i\)). The above constraints ensure that the total amount of virtual budget consumed to each selected scenario do not overcome the total constrained budget-in each subset.

### Table 2: Planned interventions for the study area

<table>
<thead>
<tr>
<th>Homogeneous subset (M)</th>
<th>Interventions</th>
<th>Virtual monetary budget declared in the scenario ((b))</th>
<th>Cost ((c))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material infrastructures (M_1)</td>
<td>Roads in Ionian territory (i_1)</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sea-mountain Roads (i_2)</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ionian Railways (i_3)</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tyrrenian Railways (i_4)</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Immaterial infrastructures and management (M_2)</td>
<td>Road speed control (i_5)</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Information system for mobility (i_6)</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Integrated fares in public transport (i_7)</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Urban mobility restrictions (i_8)</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Equipment (M_3)</td>
<td>Railway rolling stock acquisition (i_9)</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vehicle acquisition for sharing mobility (i_{10})</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Buses acquisition (i_{11})</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Light urban railway (i_{12})</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

The frequency of the budget assigned by the stakeholders to the interventions is reported in Figure 3. For example, the 65% of the respondents allocates to Ionian railway \((i_3)\) a percentage \(\alpha_{ij}\) comprised in the interval 75-100%.

#### 4.2.2 Simulation

Each scenario selected by each DMU \((i)\) constitutes an input for transport simulation models. A discrete mode choice model is applied adopting a classical form and literature parameters (Cascetta, 2009). The selected scenario corresponds to estimated values of a set of variables, which feed the mode choice model. The model application provides an estimation of mode choice percentage associated to the selected scenario. Simulated effects are measured by several indicators and criteria. These values are used as inputs of three indicators, in order to calculate, in relation to the current scenarios, the variations of (vector \(p\)):

- economic sustainability \((p_1)\), expressed in terms of total travel times (Russo and Musolino, 2012);
- social sustainability \((p_2)\), expressed in terms of variation of Expected Maximum Perceived Utility (Ben Akiva and Lerman, 1985; Cascetta, 2009);
- environmental sustainability \((p_3)\), expressed in terms of quantity of virtual budget allocated to public transport interventions.

The indicators are specified considering that an increasing values of the above indicators corresponds to an increase of sustainability goal.

![Figure 3: Frequency of declared \(\alpha_{ij}\)](image)

#### 4.2.3 DEA and MCDM

Effects of selected transport scenarios \((i)\) are compared by means of DEA and MCDM. In relation to DEA, each selected scenario is represented by:

- one DEA input corresponding to the budget points assigned by each DMU \((b)\);
- three DEA outputs corresponding to \((p)\):
  - economic sustainability indicator \((p_1)\) (output 1);
  - social sustainability indicator \((p_2)\) (output 2);
  - environmental indicator \((p_3)\) (output 3).

Assuming that the value \(b\) is the same for all DMUs, each scenario can be represented by a point in a 3D space that has the values of the three outputs as coordinates.

The frontier is obtained applying an output-oriented DEA. In relation to MCDM, each alternative scenario is represented by the same indicators used in DEA (costs measured by means of budget points and benefits measured by means of sustainability indicators). The MCDM frontier corresponds to the ideal scenario represented by a point in the 3D space that has the coordinate equal to the maximum values of each indicators.

#### 4.2.4 Comparisons

In this phase two distances are compared:

- the DEA distance of each point representing DMU to the output DEA frontier \((d^{DEA})\);
- the MCDM distance measured from each point representing DMU to an ideal point representing the maximum values of objectives \((d^{MCDM})\).

In order to compare homogenous entities, the two distances are standardised:

\[
d^{MCDM/DEA} = \frac{(d^{MCDM/DEA} - d_{min}^{MCDM/DEA})}{(d_{max}^{MCDM/DEA} - d_{min}^{MCDM/DEA})}
\]
In Figure 4 a comparison between standardised DEA and MCDM distances is represented. Each point in the cartesian diagram has the two standardised distances as coordinates. Ideal points where DEA and MDCM output have full concordance lie on the segment connecting the minimum distances point (0, 0) and the maximum distances point (1, 1). The above segment is subdivided into four quartiles, according four classes of distances. Many observed DMUs have a standardised distance falling into the first two quartiles. This means that two methods are acting similarly in terms of assessment of the effects, generated by the decisions of the individual DMU.

5. CONCLUSIONS AND RESEARCH PERSPECTIVES

One of the main critical elements in transportation planning process concerns the ex-ante evaluation of effects generated by the planned interventions/policies. These have to be evaluated in relation to the expectations of the potential stakeholders that would like to achieve their objectives according to their interests. In this context, ex-ante evaluations of objectives can be simulated applying quantitative transport models. In this paper, a DEA is experimented as a tool for MCDM in order to support transportation planning. An integrated process implemented by a procedure is proposed. A set of stakeholders is invited to express their objectives’ importance and to indicate how to distribute a predefined set of transport interventions. The first obtained results show that DEA and MCDM above specific conditions give similar results in a multicriteria evaluation context but not the same. This paper represents a first step of a more general research, that will follow two directions in the next future. The first direction concerns the comparison between DEA and MCDM in order to evaluate the field of applicability of each method and the possible synergy. The second direction concerns the application of the proposed methodology to measure coherence of each stakeholder and to support stakeholder engagement.

Figure 4: Comparison between DEA and MCDM distances
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ABSTRACT
Traffic simulations can help to investigate new traffic and transportation management solutions for overcoming problems like traffic jams, accidents or environmental pollution. For this a valid simulation model is needed. This paper provides an overview of the open source traffic simulation framework SUMO (Simulation of Urban MObility) and evaluates the implemented car-following models at controlled intersections with regard to vehicle positions and speeds. Particularly intersections can be bottlenecks for high traffic volumes and have a higher risk for accidents. Therefore this study focuses on traffic behavior at urban intersections.

Introduction

The increasing vehicular mobility has been offering many advantages for the population in urban areas, e.g. more comfort and flexibility. On the other hand, the rising amount of vehicles also lead to traffic problems like traffic jams, environmental pollution and accidents. To reduce these problems, particularly traffic and transportation management focuses on intelligent traffic management strategies.

Due to the complexity of managing mobility in urban areas, it would be very time-consuming, expensive and to some extent dangerous to test traffic management strategies in real world or test fields without theoretical evaluations before. Consequently, theoretical methods are necessary to analyze the benefits of traffic and transportation management strategies; and simulation frameworks can be one opportunity. The microscopic traffic mobility framework SUMO (Simulation of Urban MObility) is a time-discrete and open source simulation tool enabling such evaluations (Krajzewicz et al. 2012). SUMO can simulate fast and easily the traffic mobility of a large traffic network and provides many useful tools to evaluate the simulated data. An example simulation in SUMO can be seen in Figure 1.

Traffic Simulation Models

For modeling traffic a large variety of different simulation models are available. These models can be divided mainly into three different types (Krauss 1998):

1. Macroscopic: average vehicle dynamics are simulated, e.g. traffic density.
2. Microscopic: vehicle dynamics are modeled for every single vehicle individually

Many microscopic traffic simulation tools are based on car-following models, which are well studied in research (Brackstone and McDonald 1999). They focus on the idea that the speed of a vehicle highly depends on the speed of the leading vehicle. Usually, the traffic behavior at intersections is often neglected in these models. But for traffic efficiency and safety the vehicle interaction at intersections have a high influence and are therefore in the focus of this research.

The paper is structured as followed: first a short introduction of traffic simulations and a description of some of the most common car-following models (Krauss, IDM and Wiedemann) will be given. Next, a controlled intersection in Brunswick (Germany) and its real world traffic data will be described. Afterwards, the simulation tool SUMO and the used simulation scenario will be presented. Finally, the simulation results and concluding remarks will be stated.
3. Mesoscopic: a mixture of macroscopic and microscopic model, for instance vehicle queues

For the simulation of vehicle interaction a microscopic model is necessary. Vehicle dynamics are normally described as a function of the velocity and the position of each vehicle. A common process to describe these dynamics is to apply car-following and lane change models. This research concentrates on car-following only. All described models are implemented in the most recent version of SUMO.

Car-following models

The basic idea of the car-following theory is that the change in velocity \( v \) of a vehicle \( i \) depends on the velocity of the leading vehicle \( i + 1 \) as well as the position difference (gap) and static parameters like the sensitivity or reaction time \( \tau \). (Krauss 1998)

\[
dv_i(t) \over dt = f(v_{i+1}(t), x_{i+1}(t) - x_i(t), \tau, \ldots)
\]  

Krauss model

The default car-following model of SUMO is the Krauss model (Krauss et al. 1997, Krauss 1998). In traffic simulation each vehicle can have two different motion types: free motion and interacting motion. In free motion, no leading vehicle limits the speed of the following vehicle. Therefore, its speed is bound to its maximum (depending of the speed limit and the drivers desired speed):

\[
v \leq v_{\text{max}}
\]  

(2)

In case two vehicles interact with each other, both vehicles always try not to collide with each other. In this case at least one of the drivers reduces its speed that is not higher than the maximum safe velocity \( v_{\text{safe}} \):

\[
v \leq v_{\text{safe}}
\]  

(3)

The model is collision free, which means that no vehicle is driving faster than a safe speed \( v_{\text{safe}} \). The safe velocity will be computed every time step using the following equation (Krajzewicz et al. (2002)):

\[
v_{\text{safe}}(t) = v_1(t) + \frac{g(t) - v_1(t)\tau}{\delta(t) + \tau}
\]  

(4)

\( t \) : time step
\( v_1(t) \) : velocity of the leading vehicle in \( t \)
\( g(t) \) : gap between vehicle and leading vehicle \( i \) in \( t \)
\( \tau \) : reaction time of the driver (usually 1 second)
\( \delta \) : deceleration function

In real life the acceleration of a vehicle depends on its physical ability and other effects like air resistance and others. To prevent that vehicles in the simulation are driving faster that it is possible in reality the desired speed \( v_{\text{des}} \) is calculated. The desired speed of each vehicle \( v_{\text{des}} \) is the minimum speed of the safe speed \( v_{\text{safe}} \), the current speed plus the maximum acceleration and the maximum speed\footnote{Krajzewicz et al. 2002}:

\[
v_{\text{des}}(t) = \min[v_{\text{safe}}(t), v(t) + a, v_{\text{max}}]
\]  

(5)

Due to the imperfection of the human drivers, a random error is subtracted from the desired speed \( v_{\text{des}} \) Krajzewicz et al. (2002):

\[
v(t) = \max[0, \text{rand}[v_{\text{des}}(t) - ea, v_{\text{des}}(t)]]
\]  

(6)

Intelligent Driver Model - IDM

The Intelligent Driver Model (IDM) is based on the Optimal Velocity Model (OVM) (Treiber and Kesting 2010):

\[
\dot{v} = \left( v_{\text{opt}}(s) - v \right) / \tau
\]  

(7)

\( s \) : current gap to the leading vehicle
\( v_{\text{opt}}(s) \) : optimal velocity depends on gap \( s \)
\( \tau \) : Time to adapt to the new speed

The OVM does not take the speed of the leading vehicle into account. It reacts only to the distance to the leading vehicle. Additionally, the OVM is very sensitive to accidents. Therefore the IDM was modeled, with the following acceleration equation (Treiber et al. 2000, Treiber 2017):

\[
\dot{v} = a \left[ 1 - \left( \frac{v}{v_0} \right)^\delta - \left( \frac{s \cdot (v, \Delta v)}{s} \right)^2 \right]
\]  

(8)

\( v \) : current velocity
\( v_0 \) : desired velocity
\( s^* \) : desired gap

The desired gap \( s^* \) is calculated as follows:

\[
s^*(v, \Delta v) = s_0 + \max \left( 0, \frac{v T + v \Delta v}{2 \sqrt{a b}} \right)
\]  

(9)

Every vehicle can have other values for the parameter of the model:
\( T \) : the time headway (between 0.8 -2 seconds)
\( s_0 \) : is the minimum gap (default: 2 meters)
\( a \) : acceleration (between 1-2 m/s²)
\( b \) : deceleration (between 1-2 m/s²)

Wiedemann model

The commercial traffic simulation Vissim uses the Wiedemann Model (Menneni et al. 2009). The Wiedemann model is a psycho-physical spacing model. If a faster vehicle is approaching a slower leading vehicle it will start to decelerate until it reaches its individual
threshold. The threshold is a function of speed difference and spacing. Human drivers are not able to perceive small speed differences and to keep their speed very accurate. Therefore, the vehicle will accelerate again if another threshold is reached (Fellendorf 1994).

**Real World Traffic**

The purpose of this research is to evaluate existing simulation models and compare the simulation results with data from human drivers. Therefore, one hour trajectory data (space-time-curves) from 23. January 2017 of human drivers recorded at a highly frequented junction (>20,000 traffic participants per day) in Brunswick, Germany, intersecting two main roads was used. The Research Intersection is part of the test field AIM (Application Platform for Intelligent Mobility) and serves as a field instrument for detection and assessment of traffic behavior at complex urban intersections (Knake-Langhorst and Gimm 2016). Its infrastructure is equipped with several mono-cameras and multirange radar sensors to detect and track traffic participants in the inner part of the intersection. These trajectories provide static information about vehicle types (cars, motorcycles, trucks/vans, bicycles and pedestrians), vehicle sizes and time-variant information about their kinematic states (position, speed, acceleration) and headings when moving through the intersection. For details see (Knake-Langhorst and Gimm 2016) and (Schnieder and Lemmer 2012). The trajectories’ positions were mapped on the intersection as shown in Figure 2. The best view on the intersection is provided by the camera in the East (right street in Figure 2). Therefore, only trajectories from the East to the main street in the North were used for evaluation.

**Simulation**

SUMO is an open traffic simulation framework which is developed since 2001. A large amount of additional tools e.g. for routing, evaluations and emission calculation are available within SUMO. Furthermore, SUMO supports intermodal traffic systems including the use of public transport and the simulation of pedestrians. The source code of SUMO is freely available and can be extended by the users with their own algorithms and models. The user can only interact with SUMO via an interface called TraCI. Different traffic networks can be imported for example OpenStreetMap, VISUM, VISSIM and NavTeq. SUMO has been used in several international research project e.g. COLOMBO (Leich et al. 2016), Amitran and VABENE (Flötteröd and Bieker 2012).

SUMO version 0.31 was used to simulate the intersection in Brunswick with the three presented car-following models, see Figure 1. In the configuration file of SUMO can be stated which car-following model should be used. The simulated data was exported as floating car data (FCD) in XML format. The data evaluation was done in Python and the diagrams created with matplotlib (Hunter 2007).

**Results**

For the evaluation in this study the real world traffic trajectories of the intersection were compared with the simulated trajectories. In Figure 3 the trajectories mapped on the intersection are shown. While the real world trajectories are varying in the lateral movement of the lane; the simulated vehicles are always keeping the middle of the lane. An extension in SUMO allows vehicle to move on sub-lanes but this model is normally only used for overtaking, especially from bicycles, motorcycles or in case of building rescue lanes and will not influence lateral positioning on a free road. The trajectory data could be used to extend the sub-lane model to are more realistic lateral movement behavior, but are neglected in this study. Figure 4 shows the approaching behavior of real world
vehicles at a green traffic light. All trajectories which are passing the intersection without stop are considered in this study. It can be seen that the speed trajectories are oscillating a lot for human drivers. There is not one typical trajectory how the vehicles are driving over the intersection. In further research it would be interesting to see whether it is possible to cluster the trajectories to have a set of typical trajectories.

To simulate an ideal traffic case, only vehicles with could pass the intersect via green have been evaluated here. Compared to the real world trajectories, simulated trajectories appear to have less variation in all car following models (see Figures 5 and 6). In Figure 5 the simulation results of the Krauss model are displayed. All vehicles have the same speed curves, which is due to the fact that drivers are keeping their desired speed until they approach the traffic light and are reducing their speed because of the pedestrian crossing. The IDM has a slightly larger oscillation of the speed curves, see Figure 6. The simulation results of the Wiedemann model are looking almost the same as the Krauss model and are therefore not illustrated here.

Furthermore, the simulation was feed with real world traffic demand to produce a more realistic traffic behavior at the intersection. To compare the real world trajectories with the simulated trajectories the average speeds for every trajectory over the intersection were calculated and displayed in a box plot in Figure 7. While the average speed in the simulation reach almost the maximum of the allowed speed of 13.8 meters per second, the human drivers have to lower their speed significantly. One reason for this is that the driver have to decelerate and take care that no other traffic participant are in their blind spot. In the simulation the drivers always know where all other traffic participants are in each time step and therefore they do not have to break if no traffic participant is conflicting with its route.

The results how much time the vehicles needed to pass the intersection are similar and can be seen in Figure 8. The results of the IDM are closer to the results of the real world trajectories than the Krauss and the Wiedemann model. In average the vehicles need about 6 seconds to cross the intersection with the IDM and in real life while the Krass and Wiedemann model are underestimating the passing time by one second. The time difference might have not a high influence on the route of a single vehicle in the simulation but also might sum up for large simulation scenarios and routes.

Conclusions & future work

In this study the results of different car following models were compared with real world trajectories. Furthermore, this paper presented a short introduction to the traffic simulation framework SUMO. The SUMO framework includes a lot of tools for preparing a realistic traffic simulation and for the evaluation of the
simulation results. In addition, SUMO provides different car-following models, which can be used for traffic evaluations. The described models are calibrated in other studies and are working well on highways and urban roads. But still some aspects like accident behavior are not modeled yet, every driver is always keeping a distance which is safe so that an accident should not happen.

Real world vehicle data can be used to modify the simulation models to have a more realistic driving behavior and therefore better simulation results. Our work can help to calibrate car following models to fit to the real world trajectories. Additionally, further studies can use this work e.g. for estimating the correct traffic light phases for induction loops or to develop a probabilistic car-following model.

Furthermore, traffic camera data could also provide live data for a SUMO simulation. Then the live simulation scenario could improve the traffic data results e.g. broken trajectories could be fixed by simulated trajectories or a trajectory forecast can be given by the simulation.
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ABSTRACT

In this paper we propose a novel approach towards integrating driver distractions with microscopic traffic simulations for the purpose of evaluating the impact of distracted driving on traffic flow in large-scale simulator studies. We use stochastic processes to model the frequency and duration of distractive tasks and, by doing so, generate distraction profiles for every individual vehicle in the simulation. We validate our model with the aid of an empirical data set and show that it is capable of reproducing the statistical properties derived from these data to a satisfying extent by performing dynamic simulations using the microscopic traffic simulator TraffSim.

INTRODUCTION

Distracted driving and the magnitude of its impact on road safety has prompted considerable attention in recent years. Throughout the years, various studies have been conducted in order to derive insights on these impacts and to understand the factors contributing to driver distraction, reporting that driver distraction and inattention is responsible for 25%-30% of police-reported crashes (Stutts et al. 2003). Other studies showed that distracted driving contributes to almost 80% of all crashes and 65% of all near-crashes (Dingus et al. 2006). Moreover, it was found that distracted driving is the leading cause of vehicle collisions in the United States (Hendricks et al. 2001; Young et al. 2007).

Driver distraction can be defined as "the diversion of attention away from activities crucial for safe driving to a competing task" (Lee et al. 2008), and generally results in a deterioration of driving performance. This includes, among others, an increase of the driver's reaction time or impacts on vision and steering behavior (Cooper et al. 2009; Dingus et al. 2016). Despite their ascertained influences on road safety, driver distractions and their large-scale effects on driving behavior and traffic flow in general have hardly been investigated in existing studies, whether it be naturalistic or laboratory experiments, statistical or simulation approaches (Wang et al. 1996; Redelmeier and Tibshirani 1997; Wilson et al. 2003; Stutts et al. 2003; LeBlanc 2006; Young et al. 2007; Owens et al. 2011; McKeever et al. 2013). The same holds true for the area of traffic simulation, which has become more and more popular in recent years, not least because of the emergence of Intelligent Transportation Systems (ITS). Although the increasing demand for the realistic simulation of vehicular traffic lead to various attempts to integrate human behavior with simulation models (Bando et al. 1998; Ahmed 1999; Treiber et al. 2006; Andersen and Sauer 2007; Jin et al. 2011), driver distractions and their evident impacts have largely been disregarded so far.

In order to bridge the gap between the vast number of studies available in literature and distraction simulation, we propose a computational model allowing for the integration of driver distractions with microscopic traffic simulators. The model is capable of simulating an arbitrary number of distraction types simultaneously and uses stochastic processes to generate distraction profiles for every single simulated vehicle, indicating whether the vehicle is distracted at a given point in time or not. The generation process is guided by a set of parameters specifying, among others, the frequency and duration of a distractive task or the drivers' exposure to potential distracting events. By taking these characteristics into consideration, we are able to simulate scenarios with a large number of vehicles while at the same time maintaining the statistical properties obtained from a naturalistic driving study (Stutts et al. 2003) with a comparatively small number of participants.

The remainder of this paper is organized as follows. The next section provides a review on driver distraction studies and notable efforts to integrate distracted driving with (traffic) simulations. Afterwards, the proposed distraction model is outlined in more detail, including its exemplary integration with the microscopic traffic simulator TraffSim (Backfrieder et al. 2015). The model is validated in the forthcoming section using empirical data gathered from a naturalistic driving study. Finally, the last section concludes the paper and gives an outlook on planned future work.

RELATED WORK

Distracted driving is an extensively studied, yet controversial topic in the scientific community. Hereinafter, we outline several studies which have been conducted in that respective field in recent years. Subsequently, we review some notable approaches towards the integration of driver distractions with traffic simulation models.

Studies on Distracted Driving

During the last decade, studies on driver distraction received a great deal of attention, not least since driver preoccupation with electronic devices while driving is becoming increasingly common (Regan 2004). Throughout the years,
numerous approaches towards studying the causes and consequences of distracted driving have entrenched in literature. These approaches can in principle be categorized into four groups.

The first category includes naturalistic experiments and field tests which record the drivers’ behavior using cameras or kinematic sensors in a real driving scenario (Stutts et al. 2003; Young et al. 2007; Cooper et al. 2009; Wilson and Stimpson 2010; Fitch et al. 2013). Although these experiments allow to capture driving situations in a realistic environment, they are in most instances limited in terms of costs, time and the number of participants.

The same holds true for laboratory or driving simulator experiments, which are less risky compared to naturalistic studies, and which are among the most common methods to investigate driver distraction (Strayer et al. 2006; Beede and Kass 2006; Young et al. 2007; Cooper et al. 2009; Stavrinos et al. 2013).

The third group comprises so-called population-based studies which make use of existing databases (e.g. the Fatality Analysis Reporting System (National Highway Traffic Safety Administration 2015)) in order to derive relations between current crash trends and the drivers’ preoccupation by secondary tasks (Redelmeier and Tibshirani 1997; Wilson and Stimpson 2010). The significance of the latter approach, however, strongly depends on the quality of the gathered data and the completeness of the underlying database.

To overcome the limitations of the first three approaches, researchers in the field have put considerable efforts into the development of cognitive models for the purpose of distraction prediction (Salvucci 2009; 2013). The main benefit of such computational modeling approaches is that they are comparatively fast, easier to set up and, most importantly, repeatable. Conversely, the models used in such experiments require extensive validation in order to ensure that their predictions correspond to real-world measures.

What a majority of these studies and models has in common is that they focus either on (i) distraction scenarios with just one or a few vehicles, or (ii) scenarios where drivers are exposed to a particular type of distraction. However, neither the impacts of driver distraction on traffic flow considering a large number of vehicles nor the simultaneous distraction of a significant number of drivers by different types of distractive activities has been investigated to date, as far as the authors know.

### Distracted Driving in Traffic Simulations

Traffic simulation constitutes a useful method to investigate scenarios which are either too costly or too complex to be studied in a real-world setup or by other analytical methods. Throughout the years, numerous simulation frameworks have been developed by researchers in the field, designed for the simulation of vehicular traffic at different levels of abstraction (Fellendorf 1994; Behrisch et al. 2011). Thereby, microscopic traffic simulators provide the highest level of detail, as the movements of every single vehicle and its characteristics are modeled individually. Starting already in the 1950s, a multiplicity of behavioral models has been developed for the purpose of describing vehicle interactions at the microscopic level (Pipes 1953; Newell 1961; Gipps 1981; Treiber et al. 2000). Whilst most of these models aim to simulate driving under ideal conditions, the increasing demand for the realistic simulation of vehicular traffic lead to various attempts to integrate human factors such as a delayed reaction, anticipation capabilities or estimation errors with microscopic simulation models (Bando et al. 1998; Ahmed 1999; Treiber et al. 2006; Andersen and Sauer 2007; Jin et al. 2011).

Despite the indisputable outcomes of the abovementioned studies, driver distractions have largely remained disregarded in the scope of microscopic traffic simulations. A notable effort in this context has been made by (Yang and Peng 2009), who developed an error-able driver model capable of simulating both nominal and devious driving behavior. Driver distractions are viewed as recurring events which affect the driver in terms of increased workload and degraded control. Given a proper parametrization, the model is able to reproduce accident behavior that corresponds to field test results. Whilst the model is capable of simulating the simultaneous distraction of multiple drivers, it does not distinguish between different types of driver distraction, which, however, is inevitable when studying the large-scale impacts of distracted driving on traffic flow or road safety.

More recently, (Nourzad et al. 2014) proposed an integrative approach towards investigating the large-scale effects of driver distractions. They use a cognitive model to derive distraction profiles for different types of driver distraction, indicating whether or not a driver is distracted at a certain point in time. Subsequently, these profiles are integrated into the microscopic traffic simulator VISSIM (Fellendorf 1994). Although it can be considered as a first initial step for evaluating large-scale impacts of distracted driving with the aid of traffic simulations, their work also has its limitations. On the one hand, characteristics such as the number of occurrences or the drivers' exposure to specific types of distractive activities are not considered in the distraction profile generation process. On the other hand, their model was validated with the aid of simulation models rather than empirical data.

In order to overcome mentioned limitations, we introduce a computational model for the purpose of investigating the large-scale effects of distracted driving on vehicular traffic flow. The model is derived from empirical data gathered from a naturalistic driving study (Stutts et al. 2003) and uses stochastic processes to generate distraction profiles for individual vehicles. In contrast to (Nourzad et al. 2014), we consider global characteristics such as the frequency or duration of distracting events as well as the drivers’ exposure to certain types of distraction. Moreover, we show that our model is capable of reproducing the statistical properties of the underlying naturalistic experiment for a large number of vehicles to a satisfying extent by means of dynamic traffic simulations.

### DISTRACTION MODEL

In the following, the proposed distraction model is elaborated in more detail. Likewise, we demonstrate how the model can be integrated with traffic simulation frameworks with the aid of the microscopic simulator TraffSim (Backfrieder et al. 2015).
Reference Study

As already mentioned, we used the findings of a naturalistic driving study as a starting point for the development of our distraction model. The study conducted by (Stutts et al. 2003) involved the collection of unobtrusive video data from 70 volunteer drivers over a period of three hours of driving, with the aim of evaluating the driver's exposure to overall 17 different types of distraction (e.g. eating or drinking, talking on cell phone, reaching). Apart from providing insights on the causes and consequences of distracted driving, the study outcomes also comprise an extensive analysis of the recorded data, yielding a set of statistical parameters for each individual type of distraction:

- Exposure, i.e. the percentage of drivers engaging in the distracting activity
- Number of occurrences in the entire observation period
- Total duration, i.e. the cumulative duration among all drivers engaging in the distracting activity
- Average, minimum, maximum and standard deviation values for the duration of the distracting event

Beyond doubt, the work by (Stutts et al. 2003) is a valuable and still one of the most comprehensive contributions to the field of driver distraction research. Nevertheless, their study does not provide any particularized insights on abovementioned parameters. More precisely, their data is limited to aggregated or averaged descriptive quantities, while the actual samples have not been published to date.

Model Layout

In the following, we delineate the functional principle of the proposed distraction model with the aid of the microscopic traffic simulator TraffSim (Backfrieder et al. 2015). Figure 1 depicts the fundamental structure of the model, which can, loosely speaking, be separated into two phases. As one might expect, the offline phase relates to a set of preprocessing actions being executed before the actual simulation takes place, whilst the online part comprises all components which are involved in the distraction profile generation process in the course of an ongoing simulation. Hereinafter, we outline the model's core components in more detail.

![Figure 1: Functional Principle of the proposed Two-Phase Distraction Model](image)

Vehicle Segregation

In a preliminary step, the model makes use of input data comprising the specification of all relevant distraction types as well as a set of vehicles used in the downstream simulation in order to generate a so-called exposure matrix. This matrix is basically an allocation of vehicles to one or multiple types of distracting activity. The generation of this matrix is thereby heavily influenced by the parametrization of the distraction types used as input to the model, which principally rests on the parameters derived in (Stutts et al. 2003). In course of the vehicle segregation process a uniformly distributed random variable $X \sim U(0,1)$ is compared with the exposure parameter $e_d$ of a distraction type (cf. Equation (1)) in order to determine whether or not a certain vehicle is likely to engage in this particular type of distracting task. This process is repeated for each distraction type and every single vehicle, yielding a complete allocation matrix of each distraction type to a specific subset of vehicles.

$$\text{exposure} = \begin{cases} 1, & \text{if } X < e_d \\ 0, & \text{otherwise} \end{cases} \quad (1)$$

Target Vehicle Estimator

The exposure matrix assembled in the first step is used as input for the Target Vehicle Estimator (TVE), which is triggered repeatedly during an ongoing simulation. In principle, this process is used to determine which of the simulated vehicles should be distracted by a given type of distracting activity at a certain point in time. In order to find the respective target vehicle, a set of vehicles being worth considering for a given distraction type is composed in the first instance. Therefore, all vehicles which can be viewed as distractible are selected from the basic set of vehicles. To be more specific, this is the case for all vehicles that (i) have a corresponding allocation to the respective type of distracting task in the exposure matrix and (ii) are not distracted by any other kind of distracting activity at that point in time. Finally, the target vehicle is selected randomly from the remaining set of potentially distractible vehicles. Although our assumption that a driver cannot be exposed to more than one type of distraction at the same time constitutes a simplification compared to reality, we consider this circumstance more as a parametrization rather than a modeling issue. Whilst the simultaneous distraction by different types of activities clearly makes a difference in a real driving scenario, the consequences associated therewith can be expressed simply by a proper parametrization in a simulation environment.

Stochastic Distraction Model

The Stochastic Distraction Model (SDM) is the core component in the proposed model and is directly coupled with the traffic simulation framework. Similar to other components in a microscopic simulation environment (e.g. crash detector, vehicle updater), the SDM is updated continuously in fixed time intervals in order to drive on the simulation. The main purpose of the SDM is to model both the frequency as well as the duration of distracting events, which are, in further consequence, assigned to vehicles determined by the TVE.
Frequency of Distractive Events
Apart from measuring the drivers' exposure to a specific type of distractive task, (Stutts et al. 2003) also evaluated how often that particular type of distraction emerged over the study period. A commonly used approach to model random, mutually independent occurrences of events are Poisson processes. Such processes are frequently used to model the arrivals of customers in queueing theory (Tijms 2003) or packets in wireless networks (Haenggi et al. 2009), for example. The inter-arrival times in Poisson processes, i.e. the time difference between two consecutive events, are independently exponentially distributed random variables with a rate parameter \( \lambda \), representing the average number of arrivals per time unit (Taylor and Karlin 2014). We consider Poisson processes to be a suitable method to describe the arrivals of distractive events, as they occur (i) with a known average rate and (ii) independently of the time since their last occurrence.

Taking above deliberations into consideration, we model the time difference between two consecutive occurrences of a particular type of distractive task using an inverse transform sampling approach as delineated by Equation (2),

\[
\Delta t = \frac{-\log(1 - X)}{\lambda}
\]

where \( \Delta t \) is the time until the next occurrence, \( X \) is a uniformly distributed random variable \( X \sim U(0,1) \) and \( \lambda \) is the rate parameter of the exponential distribution. In our case, \( \lambda \) represents the average number of occurrences in a time interval of one second, and can be derived from the findings in (Stutts et al. 2003). In that manner, the first time of arrival for every single distraction type is evaluated at the start of a simulation. The process is repeated every time a new arrival is triggered. Subsequently, the corresponding distraction is parametrized using a random duration (see below) and assigned to a target vehicle obtained from the TVE.

Duration of Distractive Tasks
In recent years, considerable attention has been paid to investigating the amount of time drivers are distracted by different types of activities. Whilst most studies available in literature focus on a single type of distraction, (Stutts et al. 2003) provide insights on the average duration of 17 distinctive types of distracting tasks obtained from 70 volunteer drivers. Their findings comprise a statistical analysis of these data, including minimum, maximum and standard deviation values for the observed durations. However, they do not provide any detailed information relating to the actual statistical distribution of the ascertained values.

Being limited to the first two central moments of the empirical distribution, namely mean and variance, we use the method of moments (Bowman and Shenton 2004) to find a suitable estimation for the probability distribution of the duration of distractive activities. Apart from the fact that we do not have any detailed knowledge about the empirical samples, which is required for more sophisticated types of distribution fitting such as e.g. maximum likelihood estimation, the method of moments has the advantage of being efficient in terms of calculation effort.

More specifically, we model the duration of distracting events using the log-normal distribution. A similar approach was pursued by (Yang and Peng 2009), who found this to be the best fit based on empirical data gathered from the road-departure crash-warning system field operational test (LeBlanc 2006). The distribution parameters \( \mu \) and \( \sigma \), that are the mean and standard deviation of the natural logarithm of a log-normally distributed random variable, respectively, are thereby strongly dependent on the type of distraction being modeled, and are estimated as outlined by Equation (3),

\[
\mu = \log \left( \frac{m^2}{\sqrt{v} + m^2} \right), \quad \sigma = \sqrt{\log \left( \frac{v}{m^2 + 1} \right)}
\]

where \( m \) and \( v \) correspond to the mean and variance of the empirical data set, respectively. This calculation is performed every time the upstream Poisson process triggers an arrival of a distractive event. Subsequently, the target vehicle provided by the TVE is set to the distracted state for the estimated amount of time.

At this point we want to emphasize that in the scope of this work the method of moments has also been applied for other distributions which are entirely characterized by the first two central moments (e.g. the Gamma distribution), however, the estimates derived thereof were partially outside of the distributions’ parameter space and, thus, not reliable.

MODEL VALIDATION
In this section we validate our model extensively with the aid of empirical data gathered in the naturalistic driving study presented in (Stutts et al. 2003). Subsequently, we show that the proposed model allows to reproduce the study results to a satisfying extent using different simulation setups.

Simulation Setup
For validation purposes we have chosen a scenario consisting of an identical setup as in our reference study. Thus, we simulated three hours of driving for 70 subject vehicles being exposed to altogether 17 types of potentially distracting activities. Each distraction type is parametrized in accordance to the empirical observations. For a full list of model parameters for the individual distraction types we refer to the findings in (Stutts et al. 2003). Moreover, we investigated the very same scenario considering a significantly higher number of vehicles. All simulations carried out in the scope of this work have been performed using the microscopic simulation framework TraffSim (Backfrieder et al. 2015).

Simulation Results
We have simulated the abovementioned scenario under consideration of \( n \in \{70, 200, 1000\} \) vehicles, whereby each scenario was simulated 1000 times in order to generate statistically reliable results. Hereinafter, we confront the simulation results with the reference data in (Stutts et al. 2003) under various aspects. A summary of these findings including the average relative error for the parameters of interest can be found Table 1.
Table 1: Relative Error [%] between Simulated Quantities and Reference Data

<table>
<thead>
<tr>
<th>Parameter</th>
<th>δx (n=70)</th>
<th>δx (n=200)</th>
<th>δx (n=1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposure</td>
<td>3,217</td>
<td>2,642</td>
<td>2,294</td>
</tr>
<tr>
<td>Frequency</td>
<td>1,579</td>
<td>1,125</td>
<td>4,503</td>
</tr>
<tr>
<td>Σ t</td>
<td>2,073</td>
<td>1,339</td>
<td>4,793</td>
</tr>
<tr>
<td>t</td>
<td>1,397</td>
<td>0,642</td>
<td>0,359</td>
</tr>
<tr>
<td>sd[t]</td>
<td>7,678</td>
<td>4,491</td>
<td>3,158</td>
</tr>
</tbody>
</table>

Exposure

The engagement of drivers in potentially distracting activities is an important figure when studying the large-scale effects of distracted driving. By randomly allocating vehicles to one or multiple predefined types of distraction, the TVE ensures that not more drivers than expected are exposed to a particular distraction type. In that manner, we were able to reproduce the empirically determined values with a relative error of just 3.2% for the comparative scenario with n=70 vehicles. Increasing the number of vehicles to 200 and 1000 improves the situation even further to 2.6% and 2.3%, respectively. This can simply be attributed to the fact that with a growing number of vehicles the probability that the TVE selects a particular vehicle more often declines similarly.

Frequency of Occurrence

The number of occurrences is modeled using stochastic Poisson processes which determine the inter-arrival time between two consecutive distractive events. For the baseline scenario (n=70) this approach turned out to perform in a satisfactory manner, yielding a relative error in the range of 0.03% and 3.3%, or 1.58% on average. For the two remaining scenarios with an increased number of vehicles our findings are not of high significance, as the simulated figures can only be confronted with extrapolated and, thus, estimated values under consideration of the size of the study population.

Total Duration

The total duration denotes the aggregated amount of time of all drivers which engaged in a particular distracting activity throughout the observation period. For the comparative scenario with n=70 vehicles we were able to reproduce the observed values with a relative error of approximately 2%. Similar to the number of occurrences we are not able to confront this absolute quantity with a comparable observed value for the two remaining scenarios in a trustworthy manner, simply due to the limited size of the study population.

Average Duration and Standard Deviation

Another important aspect when studying the impacts of distracted driving is the amount of time drivers tend to engage in a distracting task. We model the latter using log-normally distributed random variables, whereby the distribution parameters are derived from the reference study using a method of moments estimation. Despite the simplicity of our approach and the limited knowledge about the actual distribution of the empirical values we were able to emulate comparatively appropriate values for both the average duration and its standard deviation. More precisely, the relative error for the average duration compared to the actual observed values is as little as 1.39%, 0.64% and 0.36% for the scenarios with 70, 200 and 1000 vehicles, respectively. With regard to the standard deviation, that error turns out to be somewhat larger, i.e. 7.68%, 4.49% and 3.15% for all three scenarios.

Minimum and Maximum Duration

As one might have noticed, the minimum and maximum duration of a certain type of distraction has not been taken into account in the model development process. This is simply due to the fact that the model was designed in such a way as to reproduce the average statistical quantities of an empirical data set rather than the corresponding lower and upper bounds. Notwithstanding, we were able to observe that the duration of distractive events lies within these limits in more than 97% of all cases for all three scenarios.

CONCLUSIONS AND FUTURE WORK

In this paper we have presented an integrative approach towards modeling driver distractions in the scope of microscopic traffic simulations. The proposed model allows for the simulation of multiple types of distracting activities simultaneously and makes use of stochastic processes to create distraction profiles for every single simulated vehicle. We validated the model with the aid of empirical data collected in a naturalistic driving study (Stutts et al. 2003) by means of dynamic simulations using the microscopic traffic simulator TraffSim (Backfrieder et al. 2015). The results reveal that the proposed model is able to reproduce the statistical characteristics derived from these data to a satisfying extent, with a relative error in the range of just a few percent for all investigated parameters. This is not only an indicator that the proposed model constitutes a proper starting point for studying the large-scale impacts of distracted driving in a simulation environment, but also moves simulation results closer to reality.

Given the proposed model as a starting point, future work could contain investigating the repercussions of different types of driver distraction on traffic efficiency (e.g. travel times, fuel consumption) and traffic flow dynamics (e.g. collective stability, accident frequency) on a larger scale. This, in turn, requires the development of new traffic models which allow to model the effects of distracted driving (e.g. reduced speed, increased reaction time) at the microscopic level. Moreover, future work could also contain to find an even more appropriate statistical distribution for modeling the duration of distractive tasks in compliance with data gathered from naturalistic or driving simulator experiments.
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ABSTRACT
This article deals about utilisation of computer simulation for dynamic calculation of train delays within the rail network model and satellite navigation. Attention is firstly aimed on the description of the trains position in the designed railway network model. Further attention is focused on the design of the dynamic calculation of train delays with utilization of reduced track profile and using computer simulation.

INTRODUCTION
Precise dynamic calculation of train delay is not exactly trivial and includes a wide variety of aspects affecting the resulting journey time. Such are both, technical parameters of (i) a train set (e.g. train acceleration or overall train set weight) and (ii) railway infrastructure (character of the line, velocity limits), and (ii) external influences like weather (e.g. temperature, weather conditions, visibility). Delay calculation is always dependant on the current train location in the railway network in given time, thus current information about location is an inseparable part of dynamic calculation of delay. In this case, it is not necessary to demand such accuracy as for safety systems to determine location and thus it is possible to use satellite navigation (GNSS – Global Navigation Satellite System) for finding the current location of a train.

POSSIBLE TYPES OF LOCALIZATION
Generally, localisation is prone to a wide range of approaches on how to identify the position of trains on a track. Put simply, localisation may be divided into the following three groups:
- Localization without the use of GNSS,
- GNSS using localization,
- GNSS-based, involving further support systems.

Trains localization without the use of GNSS
This type of trains localization often requires complementing the rail network infrastructure with additional construction elements, which entails higher costs of the actual implementation. On the other hand, this type of localization shows a high accuracy and reliability and is often used in the railway signalling technology. Essentially, it relates to the system of:
- ETCS (Ghazel 2104; Lieskovský and Myslivec 2010),
- Automatic train control (Chudacek and Lochman 1998; Lieskovský 2004),
- Track circuits (Dorazil 2008),
- RFID.

Trains localization using GNSS
When using GNSS for various application levels, it is necessary to take an indicated position error into consideration. Indicated position error is generally based on the nature of the satellite navigation. If we use systems that operate with the position information on an informative level only, we can tolerate a certain error; however, such inaccuracy is unacceptable in the railway signalling technology. However, various additional systems can be implemented to eliminate the error (completely or at least partially), thus making the position of the tracked object more accurate. The following systems can be listed in this group:
- EGNOS (Senesi 2012),
- Differential GPS (O’Connor 1997).

GNSS based localization involving additional support systems
As mentioned above, precise localization of trains using GNSS, especially for the needs of signalling technology, is a priori impossible. Nevertheless, the position of a rail vehicle can be determined significantly more precisely with the use of additional systems. This concern especially
solutions using inertial systems (Standlmann 2006), but also less known systems such as those based on GNSS and contactless eddy current measurement (Becker and Poliak 2008).

**RAILWAY NETWORK MODEL**

Undirected graph, as defined graph theory, is a natural candidate for a railway network model. Based on an analysis of data provided by the company SŽDC-TUDC (consisting of service regulations, passports, and codebooks), sets of algorithms were subsequently created, with which it was possible to generate a three-layer model of the rail network (Fikejz and Kavička, 2011). Roughly speaking, the track can be divided into individual so called supertracks, which consist of definition supra-sections (TDNU), where each supra-section contains track definition sections (TUDU) with mileposts (in hectometres). Basic aspects of the description of the rail network are collectively shown in Figure 1.

Mileposts (in hectometres) are shown in Figure with the distance in kilometres and are graphically represented using gray points. TUDU is recorded using a six-digit code (163105, 163106, 16307, 173202) and are graphically represented using solid lines (red, black, orange, brown). Individual supra-sections (CLS 007, CLS008, REG023) are shown in light blue and supertracks (B421021 1 and B421021 1A) are shown in dashed lines. A place significant in terms of transportation (branch line) is symbolized by a green square.

The algorithm of railway network model (Fikejz and Kavička, 2011; Fikejz and Řezanina 2014.) was implemented directly on the database level using PL/SQL language. However, the algorithm had to be adjusted and generalized several times since there are various nonstandard conditions in the data, such as jumps in the mileposts (nonlinear growth of the kilometre succession between the mileposts) or change of an increasing kilometre sequence into a decreasing one and vice versa. The final model includes three data layers:

- **Data-Micro**, consisting of vertices and edges,
- **Data-Mezo**, include mezo-vertices and mezo-edges
- **Data-Macro**, containing super-vertices and super-edges.

Figure 2 presents the overall concept of a complete three-layer railway network model.

**LOCALIZATION**

The idea of trains localisation access to tracks is based on the correct pairing up of GPS information on position, provided by communication terminals, with the nearest vertex or edge of the graph. The discovered vertex/hectometre post disposes not only of a multi-dimensional key in the form of a GPS coordinate, it is also linked, through definition sections, to further information concerning the railway network infrastructure.

View of the situation that the model of railway infrastructure is stored in the database Oracle we can use the native database functions and operators. The `SDO_NN` (nearest neighbor) operator was selected in view of realising this unique trains localisation approach. The aforementioned operator searches for a geometric object that is closest to the object entered (like a point, for example). In other words, it is possible to find the nearest vertex, or more precisely edge in a model, from the current position trains, Figure 3.

The actual detection of the current position of the trains can be divided into the following steps:

1. **Finding the nearest vertex and edge of the graph** – from the current position of the trains given the three-layer railway network model
2. Assessment of the relevancy of incoming GPS information from the communication terminal – verification whether the current position is not burdened by a disproportionate error (like, for example, that the distance of the trains from the nearest vertex/edge is a mere few meters or tens of metres, or that the trains is still assigned to the same super-edge, provided that it should still be located on it)

3. Calculation of the exact position of the trains on the edge of the model – using perpendicular projection of the point (current trains position) onto the line

The trains position data are collected from the communication terminals. These communication terminals sent position information to the central database every 30 second.

REDUCED TRACK PROFILE

Railway infrastructure is rather varied and contains many areas affecting the train dynamic (Bandžuch 2006). For common traction calculations, it is possible to substitute the real track profile by a reduced set of substitute gradients, so called line resistance, which includes:

- gradient resistance
- curve resistance
- tunnel resistance

Curve resistance $sl_c$ is substituted by fictive incline, for which the curve radius $R<300$ m for secondary and regional lines is defined by:

$$sl_c = \frac{500}{R - 30} \text{ [%]}$$

Reduced incline $sl_r$ is then defined by:

$$sl_r = \frac{s_{l1} + s_{l2} + s_{l3} + \ldots + s_{l_k} + s_{l_{c1}} + s_{l_{c2}} + \ldots + s_{l_{cm}}}{l_1 + l_2 + \ldots + l_k} \text{ [%]}$$

Where:

- $s_{l1}$ to $s_{l_k}$ - actual gradient in per mille (incline „+“, decline „-“)
- $s_{l_{c1}}$ to $s_{l_{cm}}$ - fictive gradient, substituting set of curves
- $l_1$ to $l_k$ - length of gradients $s_1$ to $s_k$ in meters
- $l_{c1}$ to $l_{cm}$ - curve lengths 1 to m

While condition $(l_1 + l_2 + \ldots + l_k) \leq 2.5 \times (l_{c1} + l_{c2} + \ldots + l_{cm})$ must be valid

An example of a reduced track profile is illustrated on the following Figure 5, in which arrows show the intended direction of movement of the train. The data in tables then depict:

- **kilometric position** of a change in profile [km]
- **the direction** where:
  - „+“ expresses change in direction
  - „-“ expresses change opposite the direction
- **track resistance** [%] where:
  - positive value expresses track incline
  - negative value expresses track decline

TRAIN ACCELERATION

Train acceleration is influenced mainly by

- technical parameters of a locomotive (acceleration)
- overall weight of the train set

Using a special software tool for simulation train dynamics developed at University of Pardubice (Diviš and Kavička 2015), a set of measuring simulations focused on acceleration and breaking deceleration of trains was conducted for selected trains for the following track resistances:

- 0.5%
- 1.0%
- 1.5%
- 2.0%

Assessment of data from individual measurings has shown that data can be approximated by a linear equation for other calculations.

If we consider a train set with the following parameters:

- Acceleration: 0,6497725 m/s²
- Length: 96 m
- Weight: 234 t

then individual measured values of acceleration can be reflected in a graph on Figure 6.

From the graph above, it is clear that measured acceleration for incline can be approximated by a linear equation

$$y = 0.0982x + 0.65$$

for reliability $R^2 = 0.99996$. 

Figure 4: Example of train acceleration

The trains position data are collected from the communication terminals. These communication terminals sent position information to the central database every 30 second.

REDUCED TRACK PROFILE

Railway infrastructure is rather varied and contains many areas affecting the train dynamic (Bandžuch 2006). For common traction calculations, it is possible to substitute the real track profile by a reduced set of substitute gradients, so called line resistance, which includes:

- gradient resistance
- curve resistance
- tunnel resistance

Curve resistance $sl_c$ is substituted by fictive incline, for which the curve radius $R<300$ m for secondary and regional lines is defined by:

$$sl_c = \frac{500}{R - 30} \text{ [%]}$$

Reduced incline $sl_r$ is then defined by:

$$sl_r = \frac{s_{l1} + s_{l2} + s_{l3} + \ldots + s_{l_k} + s_{l_{c1}} + s_{l_{c2}} + \ldots + s_{l_{cm}}}{l_1 + l_2 + \ldots + l_k} \text{ [%]}$$

While condition $(l_1 + l_2 + \ldots + l_k) \leq 2.5 \times (l_{c1} + l_{c2} + \ldots + l_{cm})$ must be valid

An example of a reduced track profile is illustrated on the following Figure 5, in which arrows show the intended direction of movement of the train. The data in tables then depict:

- **kilometric position** of a change in profile [km]
- **the direction** where:
  - „+“ expresses change in direction
  - „-“ expresses change opposite the direction
- **track resistance** [%] where:
  - positive value expresses track incline
  - negative value expresses track decline
When data from measured acceleration for a declining track are applied, then through approximation we can achieve linear equation

\[ y = -0.1044x + 0.6511 \]  (4)

The algorithm itself is divided into 5 parts.

1. iterative calculation calculates the time \( t_{\text{acceleration}} \) and path \( s_{\text{acceleration}} \) needed to reach the required velocity \( v_{\text{max}} \)

2. iterative calculation calculates the time \( t_{\text{deceleration}} \) and path \( s_{\text{deceleration}} \) needed to reach zero velocity from velocity \( v_{\text{max}} \)

3. path of train movement in velocity \( v_{\text{max}} \) is calculated based on the difference between the overall path \( s_{\text{total}} \) and path for acceleration \( s_{\text{acceleration}} \) and breaking \( s_{\text{deceleration}} \), i.e.

\[ s_{\text{journey}} = s_{\text{total}} - s_{\text{acceleration}} - s_{\text{deceleration}} \]  (8)

4. the time \( t_{\text{journey}} \) of train movement in set velocity \( v_{\text{max}} \) is calculated

5. overall time \( t_{\text{total}} \) is calculated from formula 5

So, if we consider maximal velocity of a train on a regional line \( v_{\text{max}} \) (for example \( 65 \text{ km/h} \)) and track according to figure 9, then the first part of the algorithm (for calculating \( t_{\text{acceleration}} \) and \( s_{\text{acceleration}} \)) will conduct individual iterative calculations in points of gradient change on the track \( s_i \) [km] defined by kilometric location \( d_i \) [km]. If the current velocity of the train \( v_i \) is higher or equal to the required velocity \( v_{\text{max}} \), then the iterative calculation is terminated and subsequently the exact time \( t_{\text{last}} \) and path \( s_{\text{last}} \), when the train reached the required velocity \( v_{\text{max}} \) are calculated. For starting the calculation, a corresponding railway station \( d_{\text{station}} \), kilometric location of which is given, is considered.
Concept of the algorithm for train acceleration to the required velocity $v_{\text{max}}$

1. $i = 1; v_0 = 0$
2. if $i = 1$
   then $s_i = d_i - d_{\text{station}}$
   else $s_i = d_i - d_{i-1}$
3. if $s_i > 0$
   then $a_i = 0.0982sl_{i-1} + 0.65$ (eq. 3)
   else $a_i = -0.1044sl_{i-1} + 0.6511$ (eq. 4)
4. $v_i = \sqrt{v_{i-1} + 2a_i + s_i}$
5. if $v_i < v_{\text{max}}$
   then $i = i + 1$ and go to step 2
6. $s_{\text{last}} = \frac{v_{\text{max}}^2 - v_i^2}{2a_i}$
7. $t_{\text{last}} = \frac{v_{\text{max}} - v_i}{a}$
8. $t_{\text{tovmax}} = \sum_{k=1}^{i-1} t_k + t_{\text{last}}$
9. $s_{\text{tovmax}} = \sum_{k=1}^{i-1} s_k + s_{\text{last}}$

Analogously, the breaking time $t_{\text{deceleration}}$ and the path $s_{\text{deceleration}}$ needed to stop the train at the station are calculated accordingly. The relation 8 determines the length of the line on which the train moves at a constant velocity and consequently from the relation

\[ t = \frac{v}{s} \]  \hspace{1cm} (9)

the journey length $t_{\text{journey}}$ is calculated. Overall journey time $t_{\text{total}}$ is then given by the sum of the partial times per the relation 5.

From the times between the individual railway stations $t_{\text{total}}$ and the time needed for the train to be serviced in the station $t_{\text{service}}$, it is then possible to calculate the total time of the journey to the required station.

For dynamic calculation of the delay of a moving train on the track, it is possible to calculate the time of journey/delay to the next railway station or to the selected station on the track from the knowledge of its current position (from the railway network model).

WEB SERVICES

For the dynamic calculation of train delays, web services were designed. These web services provide a basic set of information about:

- position of train
- distance from/to nearest train station
- travel time from/to nearest train station considering to actual position and track profile
- delay of train considering timetabling of trains

The main advantage of this approach is the hiding of the application logic of the localization mechanism from the final application. In the JAVA environment, we can use two different approaches. Their main difference is in the internal request processing, and in their architecture.

Design and implementation of web services

For the approach the set of the localization methods were prepared, which performed selected localization tasks. It is possible to use these methods, which according to the train number, is able to find out the position of selected railway vehicle on the railway network and calculate the travel time and delay to the next station. Using the JSON protocol, this position data is then returned to the client in the final application. The concept of use of a web service is shown in Figure 9.

SIMULATION OF DELAYED TRAINS

The selected train vehicles are equipped with communication terminals, which broadcast data including current GPS coordinates of the trains. When the vehicle is in motion, this communication terminal sends information about its position every 30 seconds.

Designed simulation model contains the core of discrete simulation utilizing standard calendar of process messages, which were, during the simulation, executed based on their time stamp Complete calculations for the dynamic calculation of the delay were subsequently implemented in the infraRail software tool.

For the simulation of variants of delayed trains are used:

- Real historical data (emulation of operation),
- Generated data.

The running application captures the current position of the train on the track with a set of information related to its position including the calculation of the current arrival delay to the next railway station, Figure 10.

CONCLUSION

The focus was on the proposal for dynamic calculation of train delays using the rail network model and satellite navigation. A multi-layered model of the railway network was designed reflecting the non-oriented graph. In addition, the algorithm was used to identify the position of trains in the railway network. This algorithm includes the search of the previous or next railway station. The article was also focused on description of the reduced track profile which was used for designs of the algorithm for dynamic calculation of train delays. Proposed algorithms have been implemented in the InfraRail software tool. Discrete simulation was used to test other variants of delayed trains, both based on historical and generated data.
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ABSTRACT

Electric buses in public transport are increasingly being put into operation. Although batteries with large capacities are available, a net of charging stations can avoid peaks on the power grid. A properly designed charging infrastructure is a contribution to keep the balance between energy offer and energy demand. Increasing the number of charging stations, each with a small amount of power, enable in many cases the usage of existing transformer stations. This avoids the installation of new transformer stations and it reduces the whole investment.

The main requirements of a charging infrastructure are minimal costs for installation and for operation as well as minimal power peaks on the power grid. The solution introduced in this paper is a hybrid optimizer based on an analytical and a simulative approach. Each method has its own power and specific advantages. The optimization procedure sequentially executes both algorithms in a loop until a stop criterion is met. For optimization and for simulation well-known algorithms are applied and the problem specific models are developed systematically. The result is a planning tool for bus companies, energy providers and urban planners.

INTRODUCTION

The operation of electric vehicles in public transport is a contribution to the reduction of environmental impacts. Running a fleet of buses requires a well-designed charging infrastructure. This becomes more important if the requirements for the electricity network are taken into account. Big batteries with an overnight charging or small batteries with a rapid charging concept produce unwanted power peaks. A load-balanced grid requires many charging stations to spread the load in space and in time.

Many publications about the planning problem for charging infrastructures deal with non-public urban transport, e.g. (Frade et al. 2011; Kuchshaus et al. 2012; Chen et al. 2013). An overview of optimal planning for charging stations is in (Zheng et al.). That work deals with stochastic models with the focus on the grid and it does not meet the specific characteristic of public transportation, which is timetable driven. The complexity of the planning process for charging infrastructure is analyzed in (Lam 2014) and it shows that it is NP complete. Due to this result, any planning algorithm of practical relevance is an approximation. (Olsen and Kliewer 2016) extend a vehicle-scheduling problem by charging models with different battery characteristics. They find that in an often used operation range a linear approximation of the battery characteristic is sufficient. (Buechter and Naumann 2016a) and (Buechter and Naumann 2016b) used this approach in an optimizer that is an early predecessor of the here introduced approach. This optimizer focused also on battery swapping and line charging but did not consider the power grid in any way. The current work described in this paper fills this gap.

(Klemmt et al. 2009) worked on a similar optimizer for scheduling problems. The focus of this paper is on public transportation with electrically driven buses. For all buses, there are special utilized bus stops, which are equipped with charging devices. All these devices need power lines to at least one transformer station. The task is to select the bus stops, which must be upgraded to charging stations.

Figure 1 shows an example with three transformer stations, six bus stops and two busses. All transformer stations, which can supply energy to one or more potential charging stations are connected by a question mark labeled line to the corresponding bus stop.

The planning algorithm calculates a list of all connections, which are required to keep all buses in operation. Figure 2 shows a possible result for this example. Only two transformers are required and two bus stops are upgraded to charging stations.
The planning process minimizes the costs for investment. The method is based on four different models, which are applied according to given limits and the desired results.

This paper is structured as follows: The first section introduces a linear system model. On this base, the following sections describe four different optimizing models. The next sections deal with the simulator and the iteration loop. Finally, we present some results and give an outlook to further work.

**SYSTEM MODEL**

The optimization model as well as the simulation model require a system model. The notation is in terms of linear algebra with mostly one row for each bus. The relevant physical objects for the system model are buses, ways, bus stops and transformer stations:

\[
\begin{align*}
\text{Buses} & \quad i \in \mathbb{B}, \quad \mathbb{B} = \{1, ..., I\} \\
\text{Ways} & \quad j \in \mathbb{W}, \quad \mathbb{W} = \{1, ..., M\} \\
\text{Bus Stops} & \quad k \in \mathbb{S}, \quad \mathbb{S} = \{1, ..., N\} \\
\text{Charging Stations} & \quad \mathbb{C} \subseteq \mathbb{S} \\
\text{Transformer Stations} & \quad p \in \mathbb{T}, \quad \mathbb{T} = \{1, ..., W\}
\end{align*}
\]

If a bus stop will be equipped with a charging device, it becomes a charging station \( \mathbb{C} \subseteq \mathbb{S} \). The estimation of \( \mathbb{C} \) is not part of the system model but of the optimization model, which is introduced in the next section. The system model describes the behavior of charge of the batteries in a linear range. We assume that the power flow is constant over given periods. In this case, all energies are equal to the product of the time duration of power flow by the mean value of power:

\[
e = \int_{t_1}^{t_2} p(t) dt \quad \text{or} \quad e = (t_2 - t_1) \cdot \bar{p}
\]

We assume this linear battery characteristic and treat all physical values as mean values. All buses are equipped with permanently installed batteries.

Buses drive on ways and each way connects two bus stops. Details of the ways, such as junctions and traffic lights are not of interest. The average drive time for each bus and for each way is given in a matrix \( \text{SW} \in \mathbb{R}^{I \times M} \). The average stop time at each bus stop and for each bus is given in a matrix \( \text{SS} \in \mathbb{R}^{I \times N} \) . The traction energy consumption for each way and for each bus is given in a matrix \( \text{Q} \in \mathbb{R}^{I \times M} \). Additional to the traction energy there is a base load \( \text{pb} \) for e.g. air condition, lightning and heating as a power request for each bus.

The frequency with which the buses travel the individual routes is taken from the schedule matrix for ways \( \text{SW} \in \mathbb{R}^{I \times M} \). The frequency with which the buses stop at bus stops is taken from the schedule matrix for stops \( \text{SS} \in \mathbb{R}^{I \times N} \). Table 1 shows these Data structures in an overview. The operator \( \circ \) is the Hadamard operator for a multiplying matrices or vectors element by element.

<table>
<thead>
<tr>
<th></th>
<th>frequency</th>
<th>average time</th>
<th>traction energy flow</th>
<th>base energy flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>on ways</td>
<td>( \text{SW} )</td>
<td>( \text{TD} )</td>
<td>( Q \circ \text{SW} )</td>
<td>( \text{diag(}\text{pb}\text{)} \cdot (\text{SW} \circ \text{TD}) )</td>
</tr>
<tr>
<td>at bus stops</td>
<td>( \text{SS} )</td>
<td>( \text{TS} )</td>
<td>0</td>
<td>( \text{diag(}\text{pb}\text{)} \cdot (\text{SS} \circ \text{TS}) )</td>
</tr>
</tbody>
</table>

The average operation time \( \text{ot} \) depends on these values:

\[
\text{ot} = (\text{SS} \circ \text{TS}) \cdot 1_{[\mathbb{S}]} + (\text{SW} \circ \text{TD}) \cdot 1_{[\mathbb{W}]}
\]

All buses operate cyclic over time. Each bus has its own operation time \( \text{ot} \), which is less equal than the cycle time \( \text{tc} \) for the entire system. Figure 3 shows an accumulated timing diagram.

At the beginning of a cycle, the batteries have an initial charge \( e_{\text{ini}} \) and to the end, they must still have a residual charge of \( e_{\text{trm}} \) that is often smaller than the initial charge. This energy difference \( \Delta e = e_{\text{trm}} - e_{\text{ini}} \) can fed at a depot during the operating pause, but this is not considered here. For a complete cycle, the buses need an amount of energy that consists of the traction energy and the base energy:

\[
e^- = \sum_{j=1}^{\text{W}} \text{sw}_{ij} \cdot q_{ij} + \text{pb}_{\text{base}} \cdot \text{ot}_i - \Delta e \quad \text{for Bus } i \quad (4)
\]

\[
e^- = \text{diag(}\text{SW} \cdot Q^2\text{)} + \text{pb}_{\text{base}} \circ \text{ot} - \Delta e \quad \text{for all Buses} \quad (5)
\]

Negative values of \( e^- \) are possible when the entire energy supply from the batteries can be provided without additional any charging of the batteries. Apart from a charging station in the depot, no charging infrastructure is required in this.
case. All other cases which are in the focus of this paper require a charging infrastructure to provide an energy offer of \( e^+ \). Figure 4 shows the energy level for one bus over the time.

![Figure 4: Energy for One Bus Arriving at Bus Stop 1 at \( t_{d_1} \) and Driving over Way 1-2 to Bus Stop 2](image)

The energy balance must grant while the energy offer will be as small in general in order to keep the costs low.

\[
e^+ \geq e^- \\
e^+ \rightarrow \min
\]  

(6) (7)

The charging controllers can use the energy offer full or even in part.

All charging stations must be connected to at least one transformer station that delivers the power. The total costs for the power lines are to minimize, while the power limits for the charging devices, and for the transformer stations must be observed.

A first approach for given power limits \( pt_{\text{max}} \) for the transformers, \( ps_{\text{max}} \) for the charging devices at the bus stops and the mean value for the operation time \( \bar{t} \) over all buses form necessary some conditions:

\[
\bar{t} \cdot \sum_{p \in P} pt_{\text{max}} \geq \sum_{i \in B} e_i^+ \geq \sum_{i \in B} e_i^- \\
\bar{t} \cdot \sum_{k \in S} ps_{\text{max}}
\]  

(8)

The first term describes the energy offer from all transformers; the second term does this for all bus stops, which could be equipped with charging devices. It is up to the planning process to decide which of the feasible power lines are necessary and how to partition the transformer power to different charging stations.

Since we work only with mean values and we have no respect of the power and energy flows over the time, we can calculate with two assumptions: The best case and the worst case. In the best case, there are no time overlapping charges, which get their power from the same transformer. Then the maximal available power at a charging station \( k \) is the minimum of the charger limit \( ps_{\text{max}} \) and the sum of power limits \( pt_{\text{max}} \) of all connected transformers.

In the worst case, we assume that for a given transformer all connected charging stations are occupied by buses, which must be charged simultaneously. Then the available power of this transformer station must be divided to all connected consumers. Optimizer models for both cases are available.

**OPTIMIZATION MODELS**

This section shows various development stages for the optimization model. Starting with the simplest model, which only estimates the bus stops further models are introduced systematically. Each new model is an extension of its preceding model and additional aspects are considered. This further confines the solution space but the number of constraints and the number of variables increase. All optimization models use the introduced system model and the general form is

\[
A \cdot x \geq b \quad \text{Constraints} \\
c^T \cdot x \rightarrow \min \quad \text{Objective Function}
\]  

(9) (10)

The objective function reflects in general the economic costs. However, it is also possible to consider other aspects like urban planning factors. Model extensions are possible in two ways, adding new constraints:

\[
\begin{pmatrix} A_{11} & 0 \\ A_{21} & A_{22} \end{pmatrix} \cdot \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \geq \begin{pmatrix} b_1 \\ b_2 \end{pmatrix}
\]  

(11)

or introducing new variables, which requires an extended objective function:

\[
\begin{pmatrix} A_{11} & 0 \\ A_{21} & A_{22} \end{pmatrix} \cdot \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \geq \begin{pmatrix} b_1 \\ b_2 \end{pmatrix} \\
\begin{pmatrix} c_1 \\ c_2 \end{pmatrix} \cdot \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \rightarrow \min
\]  

(12) (13)

We start with the simplest possible model, which fulfills the energy balance between the buses and the charging stations only. There are no transformers so far and the charging power is the minimum of the power limit \( pb_{\text{max}} \) given by the buses and the power limit of the charging devices \( ps_{\text{max}} \).

The second model additionally introduces transformer stations and the connections to the chargers. The amount of power flow between the transformers and the charging stations are out of the scope of the second model.

The third model allows power limits given by the transformers. If some buses charge simultaneously from charges, which get their energy from the same transformer, then the maximal allowed power could be overdrawn temporarily.

If this is not a sufficient solution, the model must be extended to the fourth model. In this case the power flow is modeled by introduction of additional variables and additional constraints.

All these models build on each other in ascending order. The run time and/or memory requirements increase with the model number. A good strategy is the appliance of the different models in ascending order to get first results in a short time. If the constraints in a certain model do not hold, the procedure can be stopped and the cause can be found easily.
Table 2 gives an overview about the input and output data of the different models.

### Table 2: Optimizer Models with Input Data and Output Data

<table>
<thead>
<tr>
<th>Model</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Traction energy Base power Bus schedule Max. charging power Max. power offer Costs for charging devices</td>
<td>List of charging points $C$ Invest for charging devices Power flow from charging devices Power flow to buses</td>
</tr>
<tr>
<td>2</td>
<td><strong>Additional:</strong> Costs for power lines</td>
<td><strong>Additional:</strong> List of used transformers Invest for power lines</td>
</tr>
<tr>
<td>3</td>
<td><strong>Additional:</strong> Max. transformer power</td>
<td><strong>Additional:</strong> Best case power flow from transformers</td>
</tr>
<tr>
<td>4</td>
<td><em>same as model 3</em></td>
<td><strong>Additional:</strong> Worst case power flow from transformers</td>
</tr>
</tbody>
</table>

Buses that stop at regular bus stops can be charged there if the stop is equipped with a charging device. There are three restrictions, which limit the energy transfer from the charger into the batteries. Table 3 shows them by name, graphical symbol and mathematical representation.

### Table 3: Power Limits for Buses, Charging Stations and Transformers

<table>
<thead>
<tr>
<th>Bus</th>
<th>Charging Station</th>
<th>Transformer</th>
</tr>
</thead>
<tbody>
<tr>
<td>$pb_{\text{max}}$</td>
<td>$ps_{\text{max}}$</td>
<td>$pt_{\text{max}}$</td>
</tr>
</tbody>
</table>

Batteries have limited charging power. This limit can be individual for each bus ($pb_{\text{max}}$). The charging devices have a maximal output power. This limit can be individual for each charging station ($ps_{\text{max}}$). Each transformer has a power limit ($pt_{\text{max}}$).

All batteries must be operated within specified limits of $[e_{\text{min}}, e_{\text{max}}]$ (see Figure 4). Therefore, the maximal charge $\Delta e = e_{\text{max}} - e_{\text{min}}$ is only possible at a specific bus stop if a bus arrives there with a charge of $e_{\text{min}}$.

### Model 1: Selecting bus stops for charging stations

For this very first model, we only consider power limits for buses and for chargers as well as energy boundaries for buses. Within these limits, we chose the smallest amount of energy $e_{l,k}$ that is transferred at stop $k$ to bus $l$:

$$e_{l,k} = \min (\Delta e_i, pb_1 \cdot ts_{l,k} \cdot ts_{l,k} \cdot ps_l)$$  \hspace{1cm} (14)

For all buses and for all stops given by the stop schedule matrix $SS$ the energy transfer is equal to the matrix $A$ for the optimizer:

$$A = \min (\Delta e, \text{diag}(pb_{\text{max}}) \cdot TS \cdot TS \cdot \text{diag}(ps_{\text{max}})) \cdot SS$$  \hspace{1cm} (15)

The solution vector $x_{ds} \in \{0,1\}^{[S]}$ selects those bus stops, which become charging ability. The goal is that no bus has to quit its service due to lack of energy. $A \cdot x_{ds}$ denotes the maximal possible energy transfer to each bus during a whole cycle. Finally the energy balance is:

$$A \cdot x_{ds} \geq e_{\text{min}}$$  \hspace{1cm} (16)

The indices of the subscripts mark this model as model one. The objective function assigns costs to each bus stop, which will be equipped with a charging device:

$$\zeta \cdot x_{ds} \rightarrow \min$$  \hspace{1cm} (17)

### Model 2: Selecting transformer stations

The next step is to select transformer stations for supplying power to the charging devices. Model one delivers the charging stations, which need power from transformer stations. The assumption for the model two is that each transformer station can supply at least as much power as all connected chargers require. This model does not consider the power limits of the transformers what Model three does.

We introduce additional constraints for the connections and a new set of decision variables $x_{ds} \in \{0,1\}^{[S] \times [T]}$, which indicate if a connection is chosen or not chosen. Model 1 becomes extended as follows:

$$A_{11} \cdot x_{ds} \geq e_{\text{min}}$$  \hspace{1cm} (18)

$$A_{22} \in \{0,1\}^{[S] \times [S] \times [T]}$$  \hspace{1cm} (19)

All charging stations have to be connected. The objective function takes account of the additional costs for installing the power lines. The cost matrix $CTS \in [0, +\infty]^{[S] \times [T]}$ contains these values, where $cts_{kp}$ represents the cost of a line from transformer station $p$ to bus stop $k$.

The optimization model, $CTS$ is transformed into a vector by line wise read:

$$cts_{1} = CTS_{(p-1) \times [T]+k}$$  \hspace{1cm} (20)

The cost function of Model 1 is extended to this vector:

$$c_2 = \left( c_1 \cdot cts \right)^T \cdot \begin{pmatrix} x_{ds} \\ x_{ds} \end{pmatrix} \rightarrow \min$$  \hspace{1cm} (21)

Each selected connection contributes to objective value.
Model 3: Considering transformer limits

Model 2 makes it possible to determine the necessary connections between the charging stations and the transformer stations. However, only the installation costs but not possible power restrictions were taken into account so far. Model 3 ensures that even in the case of a maximal transformer power it is possible, that the buses, which simultaneously receive their energy from the same transformer, do not overload these, even if they are charged with maximum charging power. This condition is only taken into account in Model 4.

\[
\begin{bmatrix}
A_1 & 0 \\
-I_{[S]} & A_{22} \\
0 & 0 \\
A_{32}
\end{bmatrix} \begin{bmatrix}
x_{ds} \\
x_{dts}
\end{bmatrix} \geq \begin{bmatrix}
b_1 \\
b_1 \\
b_3
\end{bmatrix}
\]  
\[A_{32} \in \mathbb{R}_0^{+[S] \times [S] \times [T]}\]  
\[A_{32} = SS \circ TS \cdot \begin{bmatrix}
pt_{max}^T & 0 & \ldots & 0 \\
0 & pt_{max}^T & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & pt_{max}^T
\end{bmatrix}
\]  
The additional variables \(c_3 = c_2\) do not contribute to the objective value.

Model 4: Supporting simultaneous charging

The previous model only made the decision, between which transformer stations and which bus stops a powerline has to be installed. Model 4 calculates the amount of power flow over these connection lines. In this model, the sum of the charging power delivered from a transformer must not exceed its limit even if all connected charger operate simultaneously. This pessimistic assumption generally leads to higher costs, but also to a more robust charging infrastructure.

This model covers up the last constrain block from Model 3. The power flow between a transformer and an charging station is expressed by \(x_p \in \mathbb{R}_0^{+[S] \times [T]}\). The model becomes:

\[
\begin{bmatrix}
A_1 & 0 & 0 & 0 \\
-I_{[S]} & A_{22} & 0 & 0 \\
0 & 0 & A_{4,3} & 0 \\
0 & 0 & 0 & A_{4,3b}
\end{bmatrix} \begin{bmatrix}
x_{ds} \\
x_{dts} \\
x_p
\end{bmatrix} \geq \begin{bmatrix}
b_1 \\
b_1 \\
b_1
\end{bmatrix}
\]  

The first block of the introduced additional constraints ensure that sum of the outgoing power flow from the transformers do not exceed their maximum.

\[A_{42} = \begin{bmatrix}
pt_{max}^T & 0 & \ldots & 0 \\
0 & pt_{max}^T & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & pt_{max}^T
\end{bmatrix}
\]  
\[A_{4a,3} = \begin{bmatrix}
11 & \ldots & 1 & 0 & \ldots & 0 & \ldots & 0 & \ldots & 0 \\
0 & \ldots & 0 & 11 & \ldots & 1 & \ldots & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 11 & \ldots & 1 & \ldots & 0 & \ldots & 0
\end{bmatrix}
\]  

The following block of constraints ensures that for all buses their energy demand is provided at least.

\[A_{4b,3} = SS \circ TS \cdot \begin{bmatrix}
10 & \ldots & 0 & 0 & \ldots & 0 & 10 & \ldots & 0 \\
0 & \ldots & 0 & 10 & \ldots & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0 & \ldots & 0 & 0 & \ldots & 0
\end{bmatrix}
\]  

The additional variables \(x_p\) do not contribute to the objective value.

SIMULATION MODEL

The hybrid planning process consists of two steps. The first one calculates all necessary average values from the input data. The optimizer works with these values and produces a plan, which bus stops must be equipped with charging devices and which transformer station supplies the needed power. These results are the input for the simulation process.

The simulation checks the feasibility of the solution. If at least one bus runs out of energy, the optimization is executed again but with increased energy demands. If charging times at different charging stations overlap more than a given acceptable limit, the objective function gives penalty to the affected charging stations. Figure 5 shows this in a flow diagram.

![Figure 5: Control flow of the optimization process](image-url)
The simulation runs on the linear model in order to get short simulation times. For the final run of the simulator, a more sophisticated model can be used to reflect the nonlinear behavior of the battery charge. This needs more time for the simulation process and it is out of the scope of this paper. The simulator works event driven and processes the data from complete bus schedules. The events are departures from bus stops and arrivals at bus stops. The event processor does not generate events and there is no inner loop back into the event queue. Since any synchronization between buses for passenger transfers or other reasons are considered in the timetable and bus schedule design. For this reason, an independent processing of all buses becomes possible. This is the key for simulating all buses concurrently.

The output matrices $SS'$ and $SW'$ contain the number of visits of all stops and of all ways by the different buses. If all buses complete their runs successfully the output matrices otherwise, hints for modifying the infrastructure can be derived from the output matrices.

RESULTS AND CONCLUSIONS

The introduced procedure was implemented in Octave and the basic algorithms for optimizing and for simulation are external functions. These are the most time consuming components and an interpreter like Octave runs inherently rather slow. The code for the optimizer is the GNU Linear Programming Kit (GLPK). The simulator was especially coded in C++ for this application. The memory complexity is shown in table 5 and the number of constraints and variables are shown in table 4.

Table 4: Memory Requirements of the Optimization Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of Constraints</th>
<th>Number of Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$</td>
<td>\mathcal{B}</td>
</tr>
<tr>
<td>2</td>
<td>$</td>
<td>\mathcal{B}</td>
</tr>
<tr>
<td>3</td>
<td>$</td>
<td>\mathcal{B}</td>
</tr>
<tr>
<td>4</td>
<td>$2</td>
<td>\mathcal{B}</td>
</tr>
</tbody>
</table>

Table 5: Memory Complexity of the Optimization Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Memory Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\mathcal{O}(1)$</td>
</tr>
<tr>
<td>2</td>
<td>$\mathcal{O}(</td>
</tr>
<tr>
<td>3</td>
<td>$\mathcal{O}(</td>
</tr>
<tr>
<td>4</td>
<td>$\mathcal{O}(</td>
</tr>
</tbody>
</table>

In order to reduce the model size, we eliminate all variables that do not contribute to the objective value. After this first step of model reducing, some constraints could become obsolete. In a second step, we eliminate them and loop back to the first step until no reduction is possible. The reduced models need significant less memory and the optimization runs faster without any influence to the results. Quantitative results for the complexity improvements by model reduction are not available yet and are left to further work. For first tests, artificial data form a model generator were sufficient. Next results came from investigations with three bus operator companies in East Germany and one in Poland. However, in these first studies the power grid was not integrated in the corresponding models. Real life bus systems for two German cities (Magdeburg and Braunschweig) are being modeled currently. The energy suppliers provide the data for the position and power capability of their transformer stations, but it is not easy to determine the costs of connecting the potential charging stations to the transformers. Finally, some costs became available and some other were estimated so far. First results are available and are to be verified. Currently we work on the medium sized model for the city of Braunschweig, Germany. The model consists of 1153 bus stops, 1294 ways and 65 buses.
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ABSTRACT
In this paper, a radar pulse, which is a nonlinear frequency modulated signal, is mathematically modeled and analyzed. The impact of the Doppler effect (due to the target motion), and impact of signal distortion in radar components on pulse compression efficiency, is studied. The aim is to optimize both the signal waveform and the compression algorithm. Two mitigation methods of parameter deterioration are considered, namely: a pre-distortion and a pulse suppression filter response adaptation. In the case when only a linear and time invariant distortion is considered, both equalization methods lead to the same results. Unfortunately, the Doppler effect is not a time invariant procedure, and the high power amplification in a radar transmitter is basically a non-linear operation. That is why both methods should be used simultaneously in balance.

INTRODUCTION
Essential radar characteristics are the maximum detection range of small targets and the range resolution of two closely spaced targets. While the maximum range is related to the energy of the transmitted pulse, the range resolution depends on the signal bandwidth $B$ (Richards at al.). Thus, surveillance radars with high maximum ranges and moderate range resolutions should transmit pulses of a high time-bandwidth product $B T_p$. The necessary signal bandwidth is achieved by an appropriate intra-pulse modulation.

The received signal, reflected off some object is amplified and filtered in a standard heterodyne receiver, and then it is correlated with the transmitted signal in the matched filter. This procedure is called the pulse compression. The main parameters of the compressed signal are the main-lobe width and the side-lobe to the main-lobe ratio (side-lobe suppression). The first parameter is closely related to the range (time) resolution of two targets. If these targets are not sufficiently separated, then a main-lobe width cannot be resolved. The side-lobes cover the area in the extent of the transmitted pulse length to both sides around the main lobe. A good side-lobe suppression factor enables the radar to also detect weak reflections close to the strong ones.

The Doppler effect deteriorates the signal compression parameters, broadening the main lobe and lowering the side-lobe suppression. The Doppler effect impact depends highly on the type of the intra-pulse modulation used. It is well known, that selection of the linear frequency modulation (LFM) conserves the main lobe width, even at long pulses with high and moderate bandwidths. Unfortunately, it also shows high side-lobes due to its rectangular-shaped modulation spectrum. The nonlinear frequency modulation (NLFM) could effectively suppress the side-lobes, with only a minor widening of the main lobe. But the NLFM reaction to the Doppler effect critically depends on the actual FM response. That is why the modulation optimization, with respect to the Doppler effect, is a part of this research. We are also interested in the effect of a signal distortion in radar components on the mentioned pulse compression characteristics. The possibility of minimization of this effect by pre-distortion and by adaptation of the matched filter response were analyzed using signal and processing algorithm models.

SIGNAL MODEL DESCRIPTION
The radar phase or frequency modulated pulsed signal can be described as follows:

$$s(t) = A(t)e^{j2\pi f_0 t}e^{j\varphi(t)}$$

$$A(t) = A_0 \quad \text{for} \quad \left| t - kT_{op} \right| \leq \frac{\tau}{2}$$

and

$$A(t) = 0 \quad \text{for} \quad \left| t - kT_{op} \right| > \frac{\tau}{2}$$

Where $f_0$ is the carrier frequency
$A_0$ is the pulse amplitude
$\tau$ is the pulse length
$T_{op}$ is the pulse repetition period
$k$ is an integer
$\varphi(t)$ is the modulated phase.
The signal path in a radar starts in a Direct digital synthesizer (DDS), which generates the signal complex envelope according to the prescribed \( \phi(t) \) response. The instantaneous phase \( \phi(t) \) is related to the modulated frequency \( f(t) \) by:

\[
\phi(t) = 2\pi \int_{-T/2}^{t} f(\tau) \, d\tau
\]

Particularly, we analyzed the signal for an S-band ground-based surveillance radar with \( f_0 = 2.8 \) GHz, \( \tau = 80 \) µs and \( T_{op} = 1.05 \) ms. The radar signal bandwidth is 1.25 MHz.

The signal power spectrum density PSD \( S(f) \) is closely related to the \( f(t) \) response. Using the stationary phase assumption (Vizitiu et al. 2014) the following relation between \( f(t) \) and \( S(f) \) could be found:

\[
\int_{-\Delta}^{\Delta} |S(\theta)|^2 \, d\theta = \int_{-\infty}^{\infty} |S(f)|^2 \, df
\]

A typical \( f(t) \) response and the corresponding phase \( \phi(t) \) are shown in figures 1 and 2 (the blue curve). In figure 1 we can see two precipitous regions of \( f(t) \) at the pulse edges, responsible for the compressed pulse side-lobe suppression. In this particular case, the signal PSD has the form of the Taylor window (figure 3).

Figure 1: Frequency Modulation

Figure 2: Phase Shift

Figure 3: The Taylor window used as a PSD

The signal bandwidth \( B \) is an equivalent width of the PSD curve i.e. a rectangle of the same area width.

After reception and pre-processing of the reflected signal \( s_r(t) \) and its transformation to complex envelope, a matched filter is applied, where the received signal complex envelope is correlated with a replica of the transmitted signal complex envelope. If the signal distortion is negligible, the filter output has the form of the delayed autocorrelation function (ACF) of the transmitted signal complex envelope. Below the “complex envelope” specification is dropped using the term signal only.

An autocorrelation function of the signal with the frequency modulation shown in figure 1, is demonstrated in figure 4. Since the signal ACF is generally an Inverse Fourier Transform of the signal PSD, the ACF main-lobe width is a reciprocal to the signal bandwidth \( B \). Its side-lobes levels depend on the form of the signal PSD, particularly on its edge “roll-off” quality. Thus, standard window functions may be used in the role of a signal PSD to achieve the desired ACF. Unfortunately, if the Doppler effect and a signal distortion are taken into account, the situation becomes more complicated.
DOPLER EFFECT SIMULATION

Surveillance radars are used to detect and track primarily moving targets. Then the reflected signal frequency is shifted by the Doppler shift $f_d$ (Richards et al. 2014):

$$f_d = -\frac{2v_r}{c}f_0$$

where $v_r$ is the radial component of the target to radar velocity, and $c$ is the speed of light. If the target approaches the radar, the relative velocity $v_r$ is negative. It is worth noting, that in a primary radar application the Doppler shift is twice greater than in communication, because the signal is affected twice: at its impact and at the reflection of the target.

In our complex signal model it could be simply assumed by a multiplication by a factor of $\exp(j2\pi f_d t)$:

$$s_r(t) = s(t) \cdot \exp(j2\pi f_d t)$$

Due to a large variety of possible target movements, the Doppler shifts of the both polarities with the same probability should be assumed. From this consideration we conclude, that the signal frequency modulation $f(t)$ should be either symmetrical or anti-symmetrical around the pulse center. But the symmetrical alternative is quite impractical, since it needs four regions with a steep $f(t)$ response instead of two regions in the case of an anti-symmetrical response (figure 1).

In figure 5, the result of pulse compression simulation is shown with a received signal, reflected off the target with a relative radial velocity of 600 m/s. The magnified mainlobe shows, that in our setup, the result is Doppler’s effect tolerant, i.e. sidelobe level and mainlobe width aren’t substantially influenced.

![Figure 5: Influence of Doppler’s effect](image)

LINEAR DISTORTION SIMULATION

Similarly important, is to integrate a signal distortion due to the radar component imperfections into the simulation process. The distortion could be either linear or non-linear. The non-linear one, mainly the AM-PM conversion, is highly specific for a particular device and it will be evaluated experimentally. In this research phase, only the linear distortion was incorporated in the form of a FIR distortion filter with the following transfer function:

$$H(f) = \frac{1}{1 + j2\pi \frac{f-f_0}{B_d}}$$

where $B_d$ is the distortion filter bandwidth and $f$ is the signal frequency. In figure 6, there is shown the transfer function dependence on the relative frequency $f_1 = f - f_0$ in the range of $\pm B$ ($B$ is a radar signal bandwidth). In this case, the distortion filter bandwidth was chosen to be $B_d = 10$ MHz.

![Figure 6: Distortion filter transfer function](image)

REDUCTION OF THE UNDESIRABLE IMPACTS

There are basically two ways, how to reduce the impacts of the Doppler effect and signal distortion on the pulse compression quality. They are: the signal pre-distortion in front of a high power amplifier and the signal equalization at reception. It is obvious, that the pre-distortion could be performed in the signal generator, simultaneously with its modulation. On the other hand, the signal processing at receiver, from its input to the pulse compression filter, is assumed to be linear and time invariant. As a result, the first
reduction method consists of a modification of the signal phase modulation in the signal generator. The second method comprises of an adaptation of the pulse compression filter response.

It was shown, that the ACF side-lobe reduction of the signal, without the Doppler shift, can be effectively performed using a window function with a corresponding phase modulation. For instance, we found the Taylor window to be adequate in respect to the side-lobe suppression and the main-lobe width widening. But, if the Doppler effect is considered, slight modification should be applied. We optimized the phase modulation \( \phi(t) \) by adding a correction term \( \varphi_C(t) \) to the Taylor window modulation response \( \phi_T(t) \):

\[
\phi(t) = \phi_T(t) + \varphi_C(t)
\]

where the correction term \( \varphi_C(t) \) is an even polynomial of the time \( t \):

\[
\varphi_C(t) = \sum_{n=1}^{N} a_n \left( \frac{4t^2}{\tau^2} \right)^n,
\]

where the coefficients \( a_n \) are subjects of the optimization, focused on side-lobe minimization simultaneously with the main-lobe width conservation. The same procedure could be applied to optimize signal pre-distortion in order to suppress a signal non-linear distortion in the high power amplifier of the radar transmitter.

The modification methods of the compression filter response could be divided into two groups: the lossless method and the lossy one. There is a simple, quite universal method, leading to the side-lobe level reduction. This method consists of attenuation of the filter edge coefficients. The coefficients of the matched filter are equal to the complex conjugates of the transmitted signal samples, which, in our case, have all the same amplitudes. Then this method is very efficient in side-lobe reduction, but it substantially widens the main-lobe and lowers its amplitude. So this method should only be used with much caution. The true lossless methods are possible only in the case of a time invariant linear distortion of the signal. Then the best solution is to change the filter response to be matched directly to the distorted signal.

RESULTS

To show the impact of the signal distortion on the pulse compression, and to demonstrate the proposed pre-distortion procedure, we used the described linear signal distortion model. The effect of the linear distortion on the pulse compression is shown in figure 7. Only the Taylor window phase response \( \phi_T(t) \) is used in the modulation here. When we use the optimized correction term in the modulating phase response \( \phi_{C}(t) \), the results are much better, as could be seen in figure 8. This is true even if the difference between the Taylor window \( \phi_T(t) \) and the optimized term is relatively small (fig. 3). During optimization, the \( N^{th} \) order correction polynomial was set in a broad range. Finally, the order as small as \( N = 5 \) was found to be sufficient.

CONCLUSIONS

This part of the research shows, that there are more approaches to reduce effects of signal distortion and the Doppler effect on the pulse compression in a pulse radar system with nonlinear intra-pulse frequency modulation. Measurements on a real radar are prepared, in order to make our model more robust and adapted to real situations. This work will lead to improvements, that will be integrated in new radar systems.
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ABSTRACT
This paper presents an open architecture framework for the electronic warfare modeling & simulation (EW M&S), called "OAFEw". OAFEw is intended to be used for the development of an EW simulation model in a reusable and interoperable way. The basic idea of OAFEw is that EW M&S components can be easily re-assembled to suit the user's needs with its building blocks defined in the common conceptual reference model and rules governing all stages through an EW M&S life cycle. We showed its usefulness with an illustration of some OAFEw implementation for a simple scenario.

INTRODUCTION
EW is any action involving the use of the electromagnetic spectrum or directed energy to control the spectrum, or impede adversary assaults via the spectrum. EW includes three major subdivisions: electronic warfare support (ES), electronic protection (EP), and electronic attack (EA) (Schleher 1999). ES involves searching for threat signals for the purpose of immediate threat recognition, identifying and locating to help planning and conduct of counter operations. EA involves measures taken to defeat or neutralize threat electronic assets by means of jamming, chaff, flare, and so on. EP comprises countermeasures to enemy EA. In the EW, the threat is a kind of electro-signals emitted from a search or track radar. The target or the EW system may detect the threat signal and take a counter measure such as jamming and flare against the threat emitter. Thus the EW engagement happens between an array of emitting threats and receiving EW systems. EW modeling and simulation (M&S) is to capture the progression of actions or processes that EW assets undergo during an EW engagement, and to reproduce the EW reality in the simulated computer environment. During the research and development of EW equipment, the EW M&S supports a variety of engineering activities such as concept verification, trade-off analysis, design synthesis, testing and evaluation. Particularly in the simulation based design enabling cost reduction, time reduction, and performance enhancement, the EW M&S becomes its essential tool. However, the lack of M&S reusability, scalability, and interoperability has been degrading its usefulness.

In this paper, we propose an open architecture framework for electronic warfare modeling & simulation, called "OAFEw". OAFEw is intended to foster reusability and interoperability of EW M&S in the simulation based design of EW equipment. The basic idea of OAFEw is that "EW M&S SW components are to be re-assembled to suit the user's needs with its building blocks defined in the common conceptual reference model and rules governing all stages through an EW M&S life cycle." This paper presents the OAFEw for the EW M&S. In the next Section, we will review the relevant research works. Then Section 3 describes the OAFEw in details. In Section 4, we will show its usefulness by showing an illustrative example of OAFEw implementation with a simple EW scenario. Finally we will have conclusions in Section 5.

RELATED LITERATURE REVIEW
Defense Modeling and Simulation

Defense modeling and simulation (DM&S) has a wide area of its application such as training, analysis, and weapon system development. Thus DM&S was recognized as important defense assets. That led to the US DoD-wide objective of finding ways to support reuse and interoperability of defense simulations. The high level architecture (HLA) (IEEE 2000) is one of the products to establish common high level simulation architecture to facilitate the interoperability of all types of models and simulations among themselves and with C4I systems, as well as to facilitate the reuse of M&S components. The Simulation Interoperability Standards Organization (SISO) focuses on facilitating simulation interoperability across government and non-government applications worldwide, and published base object model (BOM) template specification as a SISO standard (IEEE 2005). BOM provides a component framework for facilitating reuse and composability. The BOM concept is based on the assumption that piece-parts of models, simulations, and federations can be extracted and reused as modeling building-blocks or components. The interplay within a simulation or federation can be captured and characterized in the form of reusable patterns. These patterns of interplay are sequences of events between simulation elements. The representation of the pattern of interplay is captured in the BOM.

For the integration of different simulations, the federation execution and development process (FEDEP) (IEEE 204) and distributed simulation engineering and execution process (DSEEP) was developed (IEEE 2011). The DSEEP is a more
generalized process. The DSEEP is intended as a high-level process framework into which the lower-level systems engineering practices native to any distributed simulation user can be easily integrated. Further, for the implementation independent formulation of the simulation battlespace, a conceptual modeling language (CML) was introduced (Clark). The CML is primarily graphical depiction of a process with links to the knowledge acquisition/knowledge engineering artifacts providing domain details. The OOS CML uses a color-coded abstract model based on Coad's graphical language (Coad 1999).

EW Simulation

Gallagher et al (Gallagher 1988) proposed a bi-path process for the development of the generic EW simulation. The first path was to create the engineering models, and the second path was to take the models under a formal software development process, prepare them for software implementation in a full scale simulation. This method is a classical multi-disciplined team approach requiring development activity from the outset to the end, with modular design. We call it "from-the-outset" approach. The from-the-outset approach definitely lack of reusability. Gupta et al. (Gupta 2012) studied about the electronic warfare simulation based on service oriented architecture. The electronic warfare simulation was structured to SOA and achieved the effect of dynamic sharing and reusability.

Discussions

As reviewed in the literature review, in the defense modeling and simulation communities, much effort has been made to acquire M&S with the reusability and interoperability. Defense modeling and simulation communities made a lot of contributions by establishment of standards such as high level architecture (HLA), base object model (BOM) conceptual modeling language (CML), federation development and execution process (FEDEP), defense simulation engineering and execution (DSEEP), etc. They help foster the reusability and interoperability of M&S, but cannot provide the exact total solution for a specific domain. The reason is because its ultimate achievement eventually depends on the specific domain. Thus there is still an ever present need to reach the reusability and interoperability goal, which has been left to M&S developers of a specific domain. In this regards, our contribution is one of the embodiment of such efforts to the EW modeling and simulation domain.

OPEN ARCHITECTURE FRAMEWORK FOR EW MODELING AND SIMULATION: OAFEw

Basic Concept

An open architecture framework of electronic warfare modeling & simulation (called "OAFEw") is intended to foster easy composition of the EW simulation model, and to be used for the life cycle management of EW simulation components on the basis of common conceptual reference model so that it can achieve the reuse and interoperability of EW M&S. The basic concept of OAFEw is: Firstly, we assemble M&S components according to a EW scenario on the basis of the EW conceptual reference model. Secondly, we use common templates for the component specifications that are embodiment of elements in the EW conceptual reference model. Thirdly, we keep the common rules for component assembling, its implementation, reuse, and for governing all stages through an EW M&S life cycle.

OAFEw comprises a conceptual reference model, an interplay use case model, an interplay component library, and a simulation model, which are shown in Figure 1.

![Figure 1: Constituents of OAFEw](image)

The conceptual reference model is a conceptual model of an EW real world in the problem domain. It is noted that a conceptual model represents the real world to be implemented in the simulation model. The conceptual reference model provides common semantics to be referenced by other OAFEw constituents.

The interplay use case model is to model use cases within the context of EW simulation domain. The interplay use case model is associated with a EW scenario with which a certain problem should be resolved. The scenario thus can be formulated using each of interplay use cases.

The interplay component library is a collection of EW simulation components implemented according to specificiations of the interplay use cases. The components in the interplay component library must have both internal interfaces to the simulation utilities such as a simulation engine, and external interfaces to the high level architecture runtime infrastructure (HLA/RTI) to be compliant with the HLA of distributed simulation. Thus there are two types of components in the interplay component library. These are simulation utility components and distributed interface components. Simulation utility components are for simulation execution and collection of simulation history data. Distributed interface components are for the interoperability of the components residing on the other federate on the EW federation.

The simulation model is to mimic an EW real world related with a problem domain. The simulation model is composed of components in the interplay component library. The components are reused for the simulation composition associated with an experiment scenario in the problem domain.

OAFEw Governance
OAFEw governance is to govern the life cycle of OAFEw constituents: the interplay use case model, the conceptual reference model, the interplay component library, the simulation model. The governing rules are specification rules, life cycle management rules, and verification rules.

**Specification Rules**

Specification rules constrain the specification method of the OAFEw constituents such as the conceptual reference model, the interplay use case model, and the distributed interface model. Figure 2 shows the graphical depiction of their relationships constraining each other.

![Figure 2: Specification methods](image)

Firstly, the conceptual reference model provides OAFEw constituents with a common dictionary which explains what is going on in an EW real world. The conceptual reference model should be described using CML. The CML elements are shown schematically in Figure 3. The CML describe both static and dynamic properties of EW entities in a way that an Ew element generates an event, then the event again activates the element behavior and alters the state of the element. Every element belongs to a category and has characteristics. Piece and game space inherit from the element, and they belong to a battle space. For the sake of the fuller modeling power of the OAFEw constituents, we extend notion of the events to three types which are partly adopted from BOM: transition event, message event, trigger event. The transition event is an event that changes the inner state of an element. Either the message event or the trigger event is an event sending a external element. The message event designates the receiver, but the trigger event does not designate the receiver.

![Figure 3: Conceptual modeling language](image)

Secondly, the OAFEw use cases in the interplay use case model have to be captured so that the series of use cases may compose an experimental scenario for the resolution of problems. The interplay is the same notion as in the BOM standard, which is a sequence of pattern actions involving one or more conceptual entities appeared in the EW conceptual reference model. The pattern action is a single step in a pattern of interplay that may results in a state change of a conceptual entity. Thus, each interplay use cases should be specified using BOM standard. Further, the specification of interplay use cases have to use the same dictionary of conceptual entities, behaviors, events in the EW conceptual reference model, because they should share the common semantics with each other. The use case specifications are then to be implemented as reusable components in the interplay component library. The reusable components provide the simulation model with reusable building blocks.

Finally, the distributed interface should be specified with the HLA object model template (OMT) in order to be compliant with HLA. The object and interaction in the OMT have to be defined using either the message event or the trigger event in the conceptual model in order to share common semantics throughout all of the OAFEw constituents.

**Life Cycle Management Rules**

The OAFEw interplay components undergo two stages in the EW simulation life cycle: development stages, reuse stages. Figure 4 shows the two stages. The development stages are shown on the left hand side of Figure 4, and the reuse stages are on the right hand side. The development stages get started with the definition of EW operational scenario, and developing the interplay use case model which is a specification of interplay in the scenario. Then the interplay components are implemented. The way of implementation is not necessary to state in the life cycle management rules, because there may be many methods for their implementations. However, associated activities have to receive verification, validation and accreditation (VV&A). The VV&A will be addressed in the 3rd rule of Section 3.2.3 in more details. The verified components are then managed at the repository, waiting for their reuse. At the reuse stages on the right hand side of Figure 4, we firstly identify the problem to be resolved with the simulation, and define the problem domain. We proceed to select associated components to be assembled for the simulation model associated with the problem domain, and execute the simulation model. Throughout its execution, we get outcomes such as measure of performance or measure of effectiveness to give a resolution to the relevant problem.

![Figure 4: Life cycle management rules](image)
**VV&A Rules**

Verification, validation and accreditation (VV&A) are important to reach at the right resolution of the problem. Verification is the process to assure that interplay components are implemented in the right way as specified in the interplay use case model, additionally to assure that interplay use cases models are specified in the right way. On the other hand, validation is to assure the fidelity of the interplay use case specification enough to be used for the intended purpose. Finally accreditation is the official certification of the user authority. VV&A should be performed in the life cycle of the interplay components as shown in Figure 4.

Further, the conceptual entities in the conceptual reference model should be verified prior to the specification of the interplay use cases. The interplay use cases should be validated to ensure the right depiction of a real-life EW engagement scenario.

**AN ILLUSTRATION OF SOME IMPLEMENTATION OF OAFEW AND ITS USEFULNESS**

As aforementioned, an open architecture framework for electronic warfare modeling & simulation (OAFEW) consists of a conceptual reference model, an interplay use case model, an interplay component library, and a simulation model. In order to show the usefulness of OAFEW and its validity, we implemented OAFEW version 1.0. By the suffix version 1.0 of the OAFEW, we mean that OAFEW is still under going for its elaboration.

**EW Conceptual Reference Model Version 1.0**

The first implementation of OAFEW is its conceptual reference model. By now version 1.0 was implemented. Basically, OAFEW conceptual reference model version 1.0 includes the static and dynamic terms of the EW simulation entities which may provide a EW simulation modeler with a common dictionary sharing common semantics between OAFEW constituents. Figure 5 shows the conceptual reference model depicted using CML explained in Section 3. The OAFEW conceptual reference model consists of 4 components: ECMSystem, WeaponSystem, Platform, and Operator. ECMSystem comprises Transmitter, EmitterAntenna, AirLinker, ReceiverAntenna, Receiver, and Processor. Transmitter or Receiver may share a common antenna, so EmitterAntenna or ReceiverAntenna may be the same. AirLinker is an EW environment degrading the signal transmitted. Each of ECMSystem components have events and their behaviors invoked by the events as shown on the top and the right hand side of Figure 5. WeaponSystem is a threat in the EW simulation. WeaponSystem is equipped with an illuminator containing Transmitter and Antenna. an example of WeaponSystem may be a surface to missile. Platform is the platform of a weapon system. They may be also equipped with either WeaponSystem or ECMSystem, or both. An aircraft may for example become Platform containing ECMSystem. The aircraft is a target in a classical EW simulation. The aircraft detects the threat signal of a missile or the missile launcher, and then jams the receivers of them in the EW simulation.
An Illustrative Example of Some Implementation

The interplay use cases was implemented with the EW interplay components with C++ and stored in the EW interplay component repository. The EW interplay components become building blocks of an EW simulation. It allows users to compose the interplay components according to the engagement scenario of a wide variety of EW threats, targets, and electronic countermeasure equipment without having to reprogram of the simulation software at the outset. Then we had the EW simulation model configuration for our illustrative example, which is shown in Figure 6.

Figure 6: An example of EW simulation configuration

"OAFEw") for the development of an EW simulation in a reusable and interoperable way. By implementing OAFEw version 1.0, we have seen its usefulness. However, its fuller application is still on going, which is left for us as further works.
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ABSTRACT

The popular robotic simulator, Gazebo, lacks the feature of simulating the effects of control latency that would make it a fully-fledged cyber-physical system (CPS) simulator. The CPS that we address to measure is a robotic arm (UR5) controlled remotely with velocity commands. The main goal is to measure Quality of Control (QoC) related KPIs during various network conditions in a simulated environment. We propose a Gazebo plugin (OurPlugin 2017) to make the above measurement feasible by making Gazebo capable to delay internal control and status messages and also to interface with external network simulators to derive even more advanced network effects. Our preliminary evaluation shows that there is certainly an effect on the behavior of the robotic arm with the introduced network latency in line with our expectations, but a more detailed further study is needed.

INTRODUCTION

A cyber-physical system (CPS) is a mechanism controlled or monitored by computer-based algorithms, tightly integrated with the internet and its users. Unlike more traditional embedded systems, a full-fledged CPS is typically designed as a network of interacting elements with physical input and output instead of as standalone devices. For tasks that require more resources than are locally available, one common mechanism is that nodes utilize the network connectivity to link the sensor or actuator part of the CPS with either a server or a cloud environment, enabling complex processing tasks that are impossible under local resource constraints. Among the wide diversity of tasks that CPS is applied we focus on robot control in this paper.

Currently, one of the main focus of cloud based robotics is to speed up the processing of input data collected from many sensors with big data computation. Another approach is to collect various knowledge bases in central-ized locations e.g., possible grasping poses of various 3D objects.

Another aspect of cloud robotics is the way in which the robot control related functionality is moved into the cloud. The simplest way is to run the original robot specific task in a cloud without significant changes in it. For example, in a Virtual Machine (VM), in a container, or in a virtualized Programmable Logic Controller (PLC). Another way is to update, modify or rewrite the code of robot related tasks to utilize existing services or APIs of the cloud. The third way is to extend the cloud platform itself with new features that make robot control more efficient. These new robot-aware cloud features can be explicitly used by robot related tasks (i.e. new robot-aware services or APIs offered by cloud) or can be transparent solutions (e.g., improving the service provided by the cloud to meet the requirement of the robot control).

Designing cyber-physical systems is challenging because of a) the vast network and information technology environment connected with physical elements involves multiple domains such as controls, communication, analog and digital physics, and logic and b) the interaction with the physical world varies widely based on time and situation. To ease the design of CPS, robot simulators have been used by robotics experts. A well-designed simulator makes it possible to rapidly test algorithms, design robots, perform regression testing, and train AI systems using realistic scenarios.

There are various alternatives, sets of tools that make it possible to put together a CPS simulation environment, but it is very difficult, needs a lot of interfacing with various tools and impractical. The requirements of a widely applicable CPS are the following:

- Should be modular in terms of interfacing with the CPS
- Should be modular in terms of interfacing with network simulator, realization environment
- Should be able to cooperate with widely applied environments
We chose Gazebo as our target robot simulation environment that we intend to extend with new functionalities to make it capable of being applied as a CPS. Gazebo (Gazebo 2017) offers the ability to accurately and efficiently simulate populations of robots in complex indoor and outdoor environments. It has a robust physics engine, high-quality graphics, and convenient programmatic and graphical interfaces. Gazebo is free and widely used among robotic experts.

The main challenge with the design principle of Gazebo is that the control of actuators is deployed and run practically locally to the actuators. In this case, there is no need to consider the effects of a non-ideal link between the actuator and the controller. Considering the CPS context, as controllers are moved away from actuators, it becomes natural and even necessary to analyze the effects of the network link between them.

Gazebo has a plugin system that we target to use to provide us an interface to our modular network simulation environment. The goal of this paper is to show the design principles of the network plugin and provide the research community with a tool for further research in CPS.

THE MEASUREMENT SETUP THAT WE GO FOR

The CPS that we address to measure is a robotic arm (UR5 (UR5 2017)) controlled remotely with velocity commands. The main goal is to measure Quality of Control (QoC) e.g., cumulated PID error during trajectory execution, cumulated difference in joint space between the executed and calculated trajectories, etc. related KPIs during various network conditions in this setup. Figure 1 shows the use case with real hardware that we target to simulate in Gazebo. The left side of the figure (Hardware) shows the same data elements described in (roscontrol 2017), whereas the right side of the picture (Realization) uses the same colors for the boxes to describe a specific realization. In the specific case, the UR5 can be accessed via TCP/IP ports 50001 to send command messages and port 50003 to read the robot status messages. The trajectories are computed by MoveIt (MoveIt 2017). MoveIt sends trajectories to the controller manager which starts a velocity controller (yellow), a specific type of ros_control. The ur_modern_driver (Andersen 2015) implements the hardware resource interface layer by simply copying the velocity control packets to the proper TCP sockets. A middle node can be deployed between the robot driver and the robot (green) that can alter the network characteristics.

A trivial approach to setup the above architecture in a simulation environment is provided by Universal Robots. Universal Robots simulator software (URSim 2017) is a java software package that makes it possible to create and run programs on a simulated robot, with some limitations. The limitation of this solution is that it is capable to simulate only one robot. There is no chance to integrate the robot in complex environments as you can configure with Gazebo e.g., interacting with other mechanical elements in the workspace, check collisions with the environment, etc.

MOTIVATION AND RELATED WORK

COMPETITIONS

A frontier method to push research groups to their limits is to organize competitions. DARPA, a research group in the U.S. Department of Defense, announced the DARPA Robotics Challenge with a US $2 million dollar prize for the team that could produce a first responder robot performing a set of tasks required in an emergency situation. During the DARPA Trials of December 2013, a restrictive device was inserted into the control computers of each competing team and the computer that formed the ‘brain’ of the robot. The intent of the network degradation was to roughly simulate the kind of less than perfect communications that might exist during those kinds of emergency or disaster situations in which these robots would be deployed. The restrictive device – a Mini Maxwell network emulator from InterWorking Labs – alternated between a ‘good’ mode and a ‘bad’ mode of network communication, every sixty seconds. ‘Good’ minutes permitted communications at a rate of 1 Mbps (in either direction) and a base delay of 50 ms (in each direction.) ‘Bad’ minutes permitted communications at a rate of 100 Kbps (in either direction) and a base delay of 500 ms (in each direction.) At the end of each minute, a transition occurred from bad-to-
good or good-to-bad. A side effect of these transitions was packet-reordering.

The impact of network degradation on the teams was larger than expected. Informal feedback suggested that several teams did not realize that rate limitation induces network congestion or the ramifications of that congestion. Some teams appeared to have been surprised by the behavior of the network protocol stacks, particularly TCP stacks, in the operating systems underneath their code. (DARPA 2017) The above experiences would have been probably less striking to the teams if they were able to test the network characteristics changes in a simulation environment.

A recent competition Agile Robotics for Industrial Automation Competition (ARIAC)(ARIAC 2017) targets industrial related applications. ARIAC is a simulation-based competition is designed to promote agility in industrial robot systems by utilizing the latest advances in artificial intelligence and robot planning. There is no tricky network environment in the ARIAC competition. The industry relies on robust low-delay protocols. That is why it is an interesting aspect to see what happens when those links and protocols are exchanged. For instance, what are the possible performance improvements or degradation when the control or sensors data processing in an industrial scenario are moved further away from the actuators and how different protocols would fare under various network characteristics?

WHY GAZEBO?

In both of the above competitions, Gazebo provided the simulation infrastructure. In a more structured study about the level of how wide-spread the various simulator tools were done in (Ivaldi et al. 2014). It showed that Gazebo emerges as the best choice among the open-source projects. Authors of (omnetros 2017) describes some early experiments in linking the OMNET++ simulation framework with the ROS middleware for interacting with robot simulators in order to get within the OMNET++ simulation a robot’s position which is accurately simulated by an external simulator based on ROS. The motivation is to use well-tested and realistic robot simulators for handling all the robot navigation tasks (obstacle avoidance, navigation towards goals, velocity, etc.) and to only get the robot’s position in OMNET++ for interacting with the deployed sensors. Our goal is the other way around, thus to introduce the effects of the network simulator into the robot simulator.

The roadmap of Gazebo development shows that version 9.0 arriving at 2018-01-25 will have support to integrate network simulation (ns-3 or EMANE). Further information regarding if this feature will be like (omnetros 2017) or the one we propose in this paper is not available yet.

PROPOSED METHOD TO SIMULATE THE EFFECTS OF NETWORK CHARACTERISTICS

In ROS, topics (rostopics 2017) are named buses over which nodes exchange messages. ROS currently supports TCP/IP-based and UDP-based message transport. ROS nodes are standalone executables running with individual process IDs in the operating system. One practical way to introduce latency in current ROS deployment is via defining network namespaces among nodes. For a certain namespace, custom delay, jitter, drop characteristics can be defined with `ts` like in (nwnste 2014). The main issue is that there is a Movelt node as an individual process, but the whole joint controller-actuator control loop is realized within Gazebo as one other process. The only topic based communication happens between the Movelt and the monolith Gazebo process. So this kind of solution cannot be applied to our problem.
We have to dig deeper in the architecture of Gazebo and realize the CPS system within. To keep the architecture modular, we decided to implement the proposed method as a Gazebo plugin. While the setup most of these plugins fits well in the current Gazebo architecture and can be done via configuration files, there are still patches needed to be applied on core functional elements of the Gazebo code.

Figure 2 shows the architecture of the proposed method. The coloring of the figure follows the way in (roscontrol 2017). Green represents new added plugins, modules, functionalities. The working of the system is the following. As a first step – a launch file that triggers the whole simulation to run – setups a parameter on the ROS parameter server. This parameter defines the specific latency plugin that will be loaded.

The launch file initiates the Gazebo simulation. Gazebo loads the gazebo_ros_control plugin (left most blue box) that main purpose is to interface with the ROS controller manager. This module needed a small tweak. The original code passed the address of the messages from the controller manager to the simulation, performed the actions (read status, calculate commands) triggered by the update() function in a sequential manner. There was no modification of these input variables during the calculations in the original code. In our system, the messages are copied and stored to make it possible to perform further actions on the messages.

Gazebo loads configuration files from the common.gazebo.xacro file in which it is specified that our custom RobotHWSimLatency plugin should be loaded instead of the DefaultRobotHWSim plugin. Our RobotHWSimLatency plugin is the extension of the DefaultRobotHWSim plugin with modified read and write functions and with the task to load a custom latency plugin. The latency plugin to be loaded is the one that was setup by the parameter server. The current options include a) the default latency plugin that practically returns the messages with no introduced latency and b) the simple queue latency plugin. This later has a configurable size of the queue to store the messages in them. In each simulation tick (100Hz), the messages are shifted one position forward in the queue and when they reach the end of the queue they are provided to Gazebo as the currently valid message. In the same way, an interface plugin to cooperate with external network simulators like ns3 (ns3 2017) can be also implemented here. We described the detailed call sequence of the plugin system in details on (OurPlugin 2017).

EVALUATION

We evaluated our proposed method on various Key Performance Indicators (KPIs). The most straightforward evaluation is the visual inspection of the robotic arm movement. For this purpose, we loaded the robot model into rviz and used a ros package to visualize the markers on the way the robotic arm passed through. Figure 3 is a screenshot from rviz which shows the visualized trajectories. The bottom left corner of the picture is the starting point of the robotic arm. It passes through the waypoints one-by-one from number 1 to 5. The black lines are the trajectories, while the lines with various colors show the effect of introducing latency into the system. The cyan color shows the reference scenario with 0 latency. In all other cases, we introduced latency in the system in both the command writing and status reading direction and rerun the trajectory planning and execution scenario. The upper right corner of the picture shows a magnified part around the trajectories. The trajectories were planned with the RRTConnectkConfigDefault planner.

The visualized trajectories show the expected behavior of the system. Increasing the latency increases the deviation from the original trajectories. It should be noted that the planned trajectories are straight in Cartesian-space. To move along these trajectories the robotic arm needs complex movements in the joint-space, thus even the movement in a straight line causes deviation from the reference trajectory. In the other way around, if the planned trajectories were straight in the joint-space, we would see a movement in circles by the robotic arm, but the effect of the latency was more negligible.

Figure 4 shows the velocity commands sent to the robot in the function of time. Analyzing the velocity commands in such details reveals that comparing the different scenarios are not straightforward for several reasons. One is that the planning is non-deterministic, and a slight difference during the initialization of the gazebo environment ends up with some different planned trajectory. The execution of the trajectories depends on the environment status as well, and it is never the same. Joint 4 shows the expected effect on the velocity commands levels as well, thus the induced latency causes increased velocity command deviation compared to the reference scenario. It is also a clear observation that around 10 ms latency, the system starts to get unstable.
CONCLUSION AND FURTHER WORK

In this paper, we proposed a plugin (OurPlugin 2017) to extend the capabilities of the current Gazebo robotic simulator and turn it into a CPS system. The realization of the proposed method is a plugin to Gazebo. The plugin fits into the modular design of Gazebo. As of the interface is available, it eases to test various network effects on the robot control. Based on our preliminary evaluations it does affect the QoC KPIs of the robot control.

The evaluation showed behavior which is expected and reasonable, but also cases which show that the whole system needs fine-tuning. We plan to evaluate the working mechanism of the system with the help of the ROS, gazebo and research communities. We plan to do more extensive measurements with the tool. We plan to interface it with various radio network simulators and see the effects of the radio on the QoC KPIs. In a similar way, we plan to investigate how the system behaves when taking into account not only the network links characteristics but also the protocols for message exchanging. We also plan to compare the level of similarity of the simulation to real robot HW controlled in a real radio network. We are taking part in the ARIAC competition and we plan to evaluate if the tool can provide any advantage for us in any of the use cases of the competition.
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ABSTRACT
Routing in Underwater Wireless Sensor Networks (UWSNs) is a challenging problem because of the intrinsic characteristics of this class of wireless networks (long propagation delay, mobility of nodes, etc.) and because of the performance indices that must be taken into account, such as the network throughput, the packet delivery ratio and the energy cost. In particular, routing algorithms must grant a low energy cost in order to maximise the lifetime of the network’s nodes. In this study we focus on a popular routing protocol for UWSNs, namely the Depth-Based Routing (DBR). Specifically, we study the impact of the transmission range of the nodes on the network performance indices, with particular attention to its energy efficiency. The study is based on an extensive set of simulations performed in AquaSim-NG using a library that has been developed with the aim of providing an accurate estimation of the nodes’ energy consumption. The main outcome of our work is showing the relation between transmission range providing the optimal DBR energy efficiency and the density of the nodes in a UWSN.

INTRODUCTION
Routing protocols in UWSNs aim at providing high network connectivity, low energy consumption and low packet delay by capitalizing the intrinsic characteristics of acoustic communication. From the functional point of view, routing protocols in UWSNs have to transmit the sensed data collected by the underwater nodes to some sink nodes on the surface which will eventually transmit them to the base-station to be processed. Underwater nodes are usually equipped with batteries which are difficult to replace or recharge and for this reason energy preservation must be a key-factor in the design of routing algorithms and a simple flooding strategy turns to be highly inefficient. In the literature, several strategies have been proposed in order to introduce new routing protocols or to optimize previously proposed ones including specific node deployment strategies, localization schemes and transmission range selection.

Depth-Based Routing (DBR) (Yan et al. 2008) is a localization-free routing scheme and only relies on depth information of nodes in order to transfer data from the source to the sink node. When a node transmits a packet all of its neighbors can receive it due to the broadcast nature of the considered acoustic transmission, however only the low-depth neighbors are eligible for forwarding. When a packet is sent, the protocol aims at selecting the neighbor which is nearest to the surface as forwarder so that the number of hops is reduced and, as a consequence, the end-to-end delay and the energy consumption are also reduced.

The actual deployment of a UWSN using DBR must face some design problems concerning the identification of the optimal configuration parameters for the protocol such as the constants for the computation of the holding time and the depth threshold value. However, it should be clear that also the configuration of the physical layer parameters affects the performance of the network. Specifically, the node transmission range strongly influences the energy cost of the protocol. High transmission ranges consume more energy and increase the probability of interferences but allows DBR to cover longer distances with one hop. This consideration suggests that there must exist optimal values for the transmission ranges (see (Zorzi and Pupolin 1995) for an analytical model of terrestrial networks addressing this problem).

Harris et al (Harris III and Zorzi 2007) propose a simulation model to compute an accurate transmission power required to meet the SNR threshold of 20dB at the receiver for various intermediate distances among the nodes. They also devise a model for an acoustic channel and provide its comprehensive implementation in NS2 by employing passive sonar equation. We use this work for modelling the correct transmission events in our simulation model. In the literature of underwater networks, aspects of physical layer have been taken into account for improving the performance of routing and MAC protocols. To this aim, efficient localization strategies, optimal transmission range selection and design of operational modes of acoustic modems showed to be helpful in increasing the network lifetime, improving the robustness of its connectivity and decreasing the end-to-end delay.
Porto et al. (Porto and Stejanoovic 2007) propose an extended form of Distance-Aware Collision Avoidance Protocol (DACAP) by augmenting it with optimized transmission power and range selection for sensor nodes. The fine control of these parameters leads to an improvement of the energy efficiency while the network connectivity is preserved. Similarly to the outcome we have in this paper, the authors find out that the selection of the optimal transmission range in DACAP depends on the network density. However, in contrast with DACAP, it is not necessary true for DBR that the optimal transmission range is the minimum radius that ensures the network connectivity as it will be evident from our experiments. Gao et al. (Gao et al. 2012) provide an analytical model for the evaluation of the network power consumption. Based on this model, they propose a method for obtaining the optimal transmission range for a randomly deployed network. Although all of these papers aim at specifying the optimal transmission range for the combination of some MAC layers and routing protocol, still to the best of our knowledge there is no work considering DBR optimal transmission ranges by taking into account the detailed implementation of the network (e.g., busy terminal problems and so on). To cover this gap, we adopt our implementation (Jafri 2017) of DBR in AquaSim-NG (Martin et al. 2015) which is a NS3 based simulator and its libraries have been designed with a more efficient and detailed simulation framework for UWSNs.

Contributions In this paper we address the problem of estimating the optimal transmission range for DBR based UWSNs by resorting to a detailed simulation model that takes into account a broad set of relevant aspects of actual network deployments. To this aim, we extended the DBR implementation of AquaSim-NG (Martin et al. 2015) in order to include an accurate modelling of nodes’ energy consumption taking into account the operational modes of the modems. The simulator is open access and can be downloaded from the official repository of AquaSim-NG (Jafri 2017). We emphasized the cross-layer interactions between the physical and the routing layer. Finally, our simulation model is able to tackle the problem of the busy terminal which is well-known to be important for the estimation of the network energy efficiency (Yan et al. 2008). We have considered several scenarios and we have experimentally derived a relation between the optimal transmission range and the node density.

**DBR AND ITS SIMULATION MODEL**

In this section we briefly recall DBR and present the main features of our simulation model. We take a bottom up approach based on the layer partition of the protocol stack. Particular attention will be devoted to the analysis of the power consumption and the loss probability at the physical layer.

**Modelling the power consumption at the physical layer**

At the physical layer, the transmission power consumption of an acoustic signal in UWSNs is computed by using the passive sonar equation presented in (Harris III and Zorzi 2007) which gives the Signal to Noise Ratio (SNR) at the receiver based on some parameters among which a major role is played by the transmission power and the Attenuation-Noise (AN) factor. This last factor is computed according to the well-known Thorp’s formula (Harris III and Zorzi 2007):

\[
10 \log_{10} \alpha(f) = \begin{cases} 
0.11f^2/(1 + f^2) + 44f^2/(4100 + f^2) & \text{if } f \geq 0.4\text{kHz} \\
+2.75 \times 10^{-4}f^2 + 0.003 & \text{if } f < 0.4\text{kHz} \\
0.002 + 0.11(f/(1 + f)) + 0.011f & \text{if } f < 0.4\text{kHz}
\end{cases}
\]

where \(f\) is the frequency measures in \(kHz\) and \(\alpha(f)\) is measured in \(dB/km\).

Total attenuation \(A(l, f)\) is computed by combining the total absorption loss \(\alpha(f)\) and the spreading loss:

\[
10\log A(l, f) = k \times 10\log(l) + l \times 10\log(\alpha(f)),
\]

where \(k\) is the spreading coefficient. Following (Harris III and Zorzi 2007), we compute the total attenuation in dbfmPa which is the standard unit used to compute the signal loss in acoustic communications. The first term of Equation (1) models the spreading loss and the second the attenuation loss.

Algorithm (1) accurately predicts the required transmission power considering various distances between the communicating nodes. By targeting specific SNR at the receiver, the passive sonar equation gives the required transmission power which majorly increases with the distance (see, e.g., (Harris III and Zorzi 2007)).

**DBR network layer and its simulation model**

In DBR, nodes use pressure-based sensors to estimate their depth and rely on this information to transmit the packets to the on-surface sink. As DBR is a controlled-flooding based scheme the correct setting of its parameters, namely the depth threshold and the holding time, plays a pivotal role for obtaining high performance with a low energy consumption. Intuitively, the forwarder selection is based on the packet scheduled sending time which is decided on the basis of computation of the holding time. The packet holding time is proportional to the depth difference between the sender and the candidate forwarder and hence it favors the nodes that allow the packets to cover longer distances towards the
Algorithm 1 Computation of transmission power consumption

1: $AN[i] \leftarrow$ Attenuation Noise factor for ith frequency
2: of signal bandwidth
3: $k \leftarrow$ Spreading coefficient
4: $d \leftarrow$ Euclidean distance between nodes
5: $\text{Thor}_{P}[f[i]] \leftarrow$ attenuation loss for ith frequency
6: of signal bandwidth
7: $\text{Noise}_{P}[f[i]] \leftarrow$ noise loss for ith frequency of signal
8: bandwidth
9: $Pr \leftarrow$ SNR threshold of receiver
10: $Pt \leftarrow$ Transmission power required to successfully transmit signal
11: $\text{Num}_f \_freq \leftarrow$ Number of frequencies in the bandwidth of signal
12: $DI \leftarrow$ Directivity Index

15: for $i \leftarrow 0 \text{ to } \text{Num}_f\_freq$ do
16: $AN[i] \leftarrow -(k \times 10 \times \log_{10}(d) + d \times \text{Thor}_{P}[f[i]]) + DI + \log_{10}(\text{Noise}_{P}[f[i]])$;
17: if $AN[i] > AN[\text{max}_index]$ then
18: $\text{max}_\text{index} \leftarrow i$
19: end if
20: end for
21: $Pt = Pr - AN[\text{max}_index]$;
22: return $Pt$;

sinks. The depth threshold is used to prevent nodes with low depth difference to become candidate forwarders. During the holding time duration, nodes discard the enqueued packet upon finding its transmission from a lower depth neighbor. DBR targets lowest depth neighbor of sender as an optimal packet forwarder which is also helpful in suppressing transmissions of other eligible neighbors of sender node.

According to (Yan et al. 2008) in DBR the holding time is obtained as follows:

$$f_{DBR}(d) = \left(\frac{2\pi}{d}\right) \times (T - d),$$

where $T$ is the maximal transmission range of a node, $\tau$ is the maximum propagation delay of one hop, i.e., $\tau = T/v_0$ (where $v_0$ is the sound propagation speed in the water), $d$ is the depth difference between the sender and the receiver and $\delta$ is a scaling factor of the holding times which is chosen in order to achieve the optimal performance of the network and to minimize the hidden terminal problem. The analysis of the impact of these configuration parameters on the network performance has been done in (Yan et al. 2008). Nevertheless, in this paper we focus on the impact of a configuration parameter at the physical layer, namely the transmission range, on the network performance expressed in terms of the expected packet delivery ratio and the energy cost.

**PROBLEM STATEMENT**

When we deploy an UWSN using DBR routing protocol, the setting of the network layer parameters, i.e., the holding time and the depth threshold, is helpful to minimize the energy consumption but may not be sufficient. In fact, the selection of an optimum transmission range at the physical layer may drastically reduce the network energy cost (and hence its lifetime) while maintaining a reasonably high packet delivery ratio. Transmission range plays a pivotal role in determining the energy consumption and the packet delivery ratio in a UWSN implementing DBR. Let us focus on the energy cost defined as the expected energy required to successfully send a packet to the sink node. Short transmission ranges cause problems in the network connectivity and hence frequently require packet retransmissions that cause a high energy consumption. On the other hand, very long transmission ranges require more energy per packet and cause the increase of the number of redundant transmissions caused by hidden terminals. In this work, we seek the optimal value of the transmission range given a certain node density that results in a low energy consumption and maintains a reasonable high packet delivery ratio. Moreover, an appropriate choice of the transmission range reduces the busy terminal problem (Zhu et al. 2014) by limiting the burden on more stressed nodes from the network traffic.

**SIMULATION EXPERIMENTS**

In this section we address the problem of identifying the optimal transmission range of sensor nodes with respect to the energy cost of the network by resorting to the simulation model. We study UWSNs with various numbers of nodes deployed in a fixed space of 500m × 500m × 500m according to a uniform random distribution. The number of nodes varies from 100 to 800 and hence we recreate the scenarios that are similar to those that have been previously studied for other purposes in (Yan et al. 2008). The depth-threshold is 1/4 of the maximum transmission range, and the mobility pattern is a random walk. For MAC layer, we implement Broadcast MAC protocol (Mirza et al. 2009) which efficiently supports the functioning of flooding-based routing protocols. The source node is placed in the bottom of the network. Multiple on-surface sinks have been deployed and the source node transmits a single packet after every two seconds. Table 1 summarizes the experiment setting.

In order to identify the optimal transmission range, we compute the following performance indices: (i) Energy cost of network defined as the expected energy required to successfully deliver a packet measured in Joule per packet, (ii) Packet delivery ratio and (iii) Total number of transmissions of network. For each measurement we performed 20 independent experiments and build the
Table 1: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network size</td>
<td>500m x 500m x 500m</td>
</tr>
<tr>
<td>Deployment</td>
<td>Random uniform</td>
</tr>
<tr>
<td>Initial energy of nodes</td>
<td>500J</td>
</tr>
<tr>
<td>Packet size</td>
<td>64 Bytes</td>
</tr>
<tr>
<td>Node mobility speed</td>
<td>2 m/s</td>
</tr>
<tr>
<td>Receiving power consumption</td>
<td>0.1 W</td>
</tr>
<tr>
<td>Idle power consumption</td>
<td>1 mW</td>
</tr>
<tr>
<td>Mobility pattern</td>
<td>Random walk</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Transmission range</td>
</tr>
<tr>
<td>$f$</td>
<td>3kHz</td>
</tr>
</tbody>
</table>

confidence intervals at 95% whose width is always below 7% of the measured value.

Impact of transmission range on the energy cost of network, packet delivery ratio and total number of transmissions

In this experiment we study the network energy cost as function of the transmission range of the sensor. Figure 1 shows the results of our experiments, i.e., the estimates of the energy cost of the network as a function of the transmission range for networks with 500 to 800 nodes. We observe that for very low transmission ranges the cost of retransmissions due to broken routes becomes prohibitive from the point of view of the energy consumed by the networks, whereas as the transmission range increases we have both to face the problem of the higher cost for the transmission of the single packet and the explosion of the number of retransmissions due to the hidden terminal problem and the consequent increased number of collisions.

Consulting Figure 2, the packet delivery ratio quickly increases with the sharp increase in the transmission range thanks to availability of multiple paths between source node and the sinks. However, after reaching at the maximum point, it declines due to the redundant transmissions and problems caused by the busy terminals. Interestingly, the transmission range associated with the optimal packet delivery ratio is coherent with the value which optimize the energy cost.

It is also worth of notice that as observed in (Zhu et al. 2014) there is a strong correlation between high packet...
delivery ratio and reduction of the busy terminal problem. It is worthwhile of notice that the packet delivery ratios decrease after reaching the maximum but appear to become more stable. Also for what concerns the optimal packet delivery ratio, the experiments suggest that the networks with density of 500 nodes outperform those with higher densities in case of transmission ranges longer than 200 and this may suggest that finding the optimal densities could be an interesting problem for future works.

**Optimal transmission range as function of the node density**

In order to experimentally study the connection between the optimal transmission range and the network node density we have run a large set of simulations for each given density and identified the optimal value for the energy cost. This has been done by assuming the convexity of the function $E_r = f(r)$, where $E_r$ is the energy cost as function of the transmission radius $r$. Then we have proceeded by using a bisection method. Figure 3 shows the optimal transmission range for various numbers of deployed nodes. We observe that for networks with a number of nodes higher than 500 the optimal transmission range stabilizes at approximately 180 meters. As observed in Section 3, this value optimizes both the network energy cost and its packet delivery ratio. As the number of deployed nodes decreases, the optimal transmission range increases to 240 meters associated with 100 nodes as number of intermediate forwarders decreases causing the decrease in total energy consumption of network.

According to our experiments if $\rho$ is the network node density expressed in expected number of nodes for km$^3$, we can say that the optimal transmission range $r^*$ for DBR decreases with higher $\rho$ as:

$$r^* \propto \rho^{1/6}.$$  

In Figure 3 we plot the function $745/\rho^{1/6}$ and we can see that it provides a good approximation of the estimates of the optimal range. We observe that this result is quite different from the empiric law proposed in (Porto and Stoianovic 2007) for DACAP where the optimal transmission range was found to decrease with $\beta$ as $1/\sqrt{\beta}$ where $\beta$ is the 2-dimensional node density.

**CONCLUSION**

In this work we have studied the impact of the configuration of the nodes’ physical layer parameters on the performance of DBR routing protocol. In order to reach our goal, a new simulator based on AquaSim-NG has been developed that with respect to its predecessors provides an accurate modelling of the modem operational modes, the cross-layer interactions required by this protocol and the busy terminal problem. The simulator can be downloaded at the official repository of AquaSim-NG (Jafri 2017). Specifically, we have addressed the problem of determining the optimal transmission range providing the lowest energy cost given the network density. To this aim we first studied the behavior of the energy cost as a function of the transmission range for networks with given node densities and empirically verified that this optimal value exists. Then, we have looked for this optimum value for different node densities. Finally, we studied the relation between the network density and the optimal transmission range. As expected, we found that sparse networks require higher optimal transmission ranges, but that this values tends to decrease slowly with denser networks.
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ABSTRACT

Instruction Set Simulators (ISS) provide faster simulation speed and lower implementation effort compared to Cycle Accurate Simulators (CAS). This high simulation speed is gained by a less detailed model description losing most parts of the architecture specific behavior. In system level simulations a high resolution cycle accurate view of architecture and program behavior is often times only required for a small part of a simulated code. To reach the point of interest with the correct program context the simulation of the entire preceding code is mandatory. By starting the simulation in ISS and switching to the CAS once the marked area is reached the simulation is running faster and the important part is simulated with the desired precision. In this paper we discuss the synchronization issues regarding the dynamic switching between ISS and CAS and state the loss of accuracy of a switched simulation in comparison with full cycle accurate simulation.

INTRODUCTION

In system level simulations of System on Chip (SoC) designs and network simulations as well as in the development of Application Specific Instruction-set Processors (ASIPs) instruction set simulators are essential. Their high simulation speed, executing millions of instructions per second, and the short implementation time as well as their fast adaptability to instruction set changes make them best suited in both cases. These advantages come with an inaccuracy in cycle count as well as a lack of details concerning architecture behavior. If at some point during instruction set simulation the processor model’s cycle accurate behavior with a detailed view on the architecture internals is of interest a ISS is not sufficient. Especially if the required high resolution view should equal a full time CAS simulation.

In principle, there are two different ways to estimate the cycle count in question. The first one is the analytical, or mathematical way where an architecture is parameterized and described with mathematical equations. These methods are based on architecture properties as well as on information about the executed code. This can be applied to data extracted from the ISS with little to not traceable impact on the simulation speed. The second one summarizes the average execution time of each instruction during the ISS simulation. However cache effects as well as branch prediction behavior are usually based on average performance values and therefore increase the inaccuracy especially if the considered program part behaves atypically. In case of architecture exploration these two approaches do not deliver the desired details about the actual processor’s internal behavior.

A solution combining both cycle count accuracy and a detailed architecture behavior view is the simulation of the considered program part in a CAS environment. At the point in time the ISS reaches the program area of interest the program context is extracted and loaded into the CAS model. After the program section has been executed on the CAS model the context is transferred back to the ISS environment continuing the simulation. In system level simulations all components interacting with the processor model during the cycle accurate phase must be part of the CAS environment. The cycle accurate simulation changes the simulation environment, but it sill leads to inaccuracies. One major reason for this is the unknown cache content after simulator switching. Additionally the change of pipeline depth leads to a pipeline bubble that causes different behavior at the switch point. That effect is further increased if the cycle accurate model supports instruction reordering with multiple dispatches per cycle.

In this paper we introduce the idea of dynamic simulator switching based on a hybrid processor model containing both a cycle accurate as well as an instruction set simulator. The two cores are able to exchange the current program context including registers, caches, branch prediction unit and memory to ensure the correct continuation of program execution. For all components in question a basic behavior model for the ISS that is extended with cycle accurate behavior for the CAS simulation is required. Both simulators are accessing the same context data. Additionally the core contains a switch point detection logic automatically changing the active core based on predefined switch points. In Fig. 1 the main components of a hybrid processor simulation are shown. Due to interface sharing a switching of cores has no influence on the communication with external components attached to the hybrid core.

This paper is divided into five sections. In this first section
the idea of dynamic simulation accuracy switching with a hybrid processor model core is discussed. In the next section existing processor simulation and cycle count estimation techniques are evaluated. Afterwards the dynamic core switching and the inaccuracy sources in such a system are explained in detail. The fourth section demonstrates simulation accuracy results based on a hybrid PLC processor simulation model compared to ISS and mathematical cycle count estimations. Finally an overview about future work is given.

Related Work

Dynamically changing the simulation environment during a program simulation is a technique widely applied in development of software. Hybrid simulators like HySim (Kraemer et al. 2007, Jovic et al. 2012) or the hybrid instruction set simulation framework introduced in (Qiu et al. 2011) switch between an ISS and a virtual machine. Parts of the application are directly executed on the host machine in native form. The goal of these hybrid simulators is the gain of simulation speed in software development for Application Specific Instruction Set Processors. In processor architecture development the same technique can be applied to gain a more profound view on a design without losing too much simulation speed. Therefore suitable instruction set simulators and cycle accurate simulators are evaluated in the following. Several kinds of instruction set simulators are used in academic research, ranging from event based modeling (Luckham and Vera 1995) and timed automata (Wang et al. 2011) to advanced simulation models like Sniper (Carlson et al. 2011), a x86 multi core simulator which tackle the Multi-Core scalability problem. Additionally there are Architecture Description Language (ADL) based ISS, like HARMLESS (Kassem et al. 2009; 2008) and ArchC (Rigo et al. 2004) that loom into the area of CAS. The strength of these simulators is a fast architecture description and generation. However their cycle accuracy is limited. On the side of cycle accuracy fully featured CAS like LISA (Hoffmann et al. 2001), with its just-in-time compiler (Braun et al. 2004), and equally gem5 (Binkert et al. 2011) are present. These simulators provide high accuracy simulation but are limited to a number of predefined architectures that are not suited for special purpose processor simulation.

Another technique is cycle count approximation based on mathematical and statistical models. A faster equation based cycle count estimation with interval modelling is presented in (Eeckhout 2010). This method requires the amount of instructions executed, processor architecture properties like dispatch width, cache misses and prediction performance values.

For a hybrid core design with resource sharing it is necessary that both simulators are implemented within the same environment. During a core’s inactivity phase any influence on the simulation speed of the running core must be kept to a minimum. Due to the mentioned requirements a hybrid core including an ArchC based ISS and a SystemC based CAS resulting in an overall SystemC base system is a suitable combination. In addition to that SystemC supports state of the art Electronic Design Automation (EDA) simulators and enables switching between ISS and hardware level simulation.

Dynamic Simulator Core Switching

The primary focus of a dynamic hybrid processor simulation is high speed, low detailed simulation up to a switch point and from there on a cycle accurate view on the architecture. If both simulators support the same instruction set switching between them can occur at each point during program execution as long as the program context is transferred correctly. A switch point logic defines the initially active core and controls switching based on program counters. Each time the currently active core changes the program counter it is checked against the switch point list. A simulator change is performed if switch point and switching condition occur at the same time. During a core switch the current processor context is transferred to the other core. All information absolutely necessary to ensure a correct execution of the program must be part of the context. This includes the processor register values and the data and instruction memory content. To speed up the switching between cores we propose resource sharing between simulators. For instance a shared memory both cores operate on makes time intensive copying of content from one core to another obsolete. A more detailed visualization of a hybrid core with necessary and optional shared context elements is shown in Fig. 2.
Switching from ISS to CAS

Switching from an ISS without any architecture modelling to a CAS model with pipelining, caches or branch prediction requires additional steps to ensure correct program continuation. Low detailed ISS can not provide all context information required to initialize the CAS model into the same state it would have within a cycle accurate only simulation at the switching point. This lack of initialization leads to a gap of uncertainty that depends on the architectural differences between the two cores and the extent of context transferred. In figure Fig. 3 a change from ISS to CAS with uncertainty gap is visualized. The gap is overcome at the point when the hybrid core’s cycle accurate behavior matches a full time CAS simulation behavior. In case of short programs in CAS path this point might never be reached. Additionally different cache and branch prediction behavior occurring late within the program section cause an insurmountable uncertainty gap.

Another source of inaccuracy is pipelining. The correct initialization of a multiple stage pipeline design in CAS requires that all this information is available in the ISS simulator. But a pure ISS simulator does not provide any pipeline information. In case the ISS supports pipeline modelling the provided pipeline information must be transformed to the CAS model. If the two pipeline models differ in the number of stages the transformation is not practical. Switching in this direction always leads to an empty pipeline and an inaccuracy comparable to a branch misprediction.

Cache Content

Inconsistent cache content directly affects correct program execution and must therefore be avoided at all times. If the CAS model contains cache behavior modelling the caches must be brought to a consistent state before continuing the simulation in CAS. This is required because changes made to data and instruction areas during ISS are directly written to the main memory without updating the CAS model’s cache. This applies to all memory hierarchy levels between the core and the last level memory that has already been shared.

The easiest way to ensure cache consistency is to clear all instruction set and data cache content before starting the CAS. This leads to a maximal cache miss count within the cycle accurate simulated program part and enlarges the uncertainty gap further. It adds no additional functionality to the ISS it even slows down the switching of simulators a little. Moreover clearing caches leads to a deterministic behavior in CAS program execution because each first access to a memory area leads to a cache miss and makes the inaccuracy predictable.

A second possibility is to make the cache consistent with the memory by updating all stored cache lines to their new values. Depending on the differences between the last program part simulated in CAS and the current program part the result of this method can differ widely. Cache behavior can reach from full cache miss if CAS has recently executed a totally different program area to full cache hit scenarios. This leads to unpredictable accuracy dependent on preceding switch points and is therefore not practicable.

Thirdly a cache model can be added to the ISS simulation tracking memory operations and update the cache content accordingly. At switching point the cache context is simply copied to the CAS cache model This requires identical cache configurations in both models or at best a shared cache resource that doesn’t even require the content copying step. Cache models in ISS offer a high cache behavior accuracy for CAS simulations but do not eliminate differences in cache content completely. One source for deviations are out-of-order architectures with multiple in-flight load operations, where cache content can be changed before before the responsible load operation commits to the permanent register map. Additionally, the extra effort to model cache behavior in ISS slows down the simulation. Shared caches can be applied to multilevel memory hierarchies and only increase the modelling and simulation effort within the ISS.

Branch Prediction

Incorrect Branch History Table (BHT) and Branch Target Buffer (BTB) content are corrected within the core and increase execution time but do not affect correct program execution. Therefore the prediction unit context updating is optional and due to the single implementation without content copies in main memory limited to content clearing and ISS model context transferring. Leaving the prediction unit state unchanged is possible but depends on the last program part executed in CAS and leads to unpredictable behavior and is therefore not explored.

Analog to caches clearing the BHT results in deterministic behavior and does not affect ISS simulation speed. In most processors the BHT uses a two bit counter for branch behavior prediction that results in a one out of four chance to initialize the BHT content correctly. BTB clearing on the other side can influence the uncertainty gap stronger because target program counter is usually 32 bit wide. Applying the branch prediction models to the ISS and transferring it to or sharing it with the CAS model can decrease the diversities in program execution even further but also increases ISS simulation time.

Switching from CAS to ISS

Switching simulators in this direction does not imply an uncertainty gap but can lead to inconsistent memory content. One important point is the content of write back caches that result in inconsistent memory content if not written back. Flushing a write back cache and transferring all dirty cache
lines to the main memory is mandatory. This increases the
time required for switching from CAS to ISS but has no ef-
fect on CAS accuracy. If the cache sharing method described
above is applied this is no longer necessary because writing
back dirty cache lines is performed by the ISS cache model.
Another issue are memory write back buffers and currently
active write operations on the data bus. Both must be finished
before switching to the ISS core to avoid main memory cor-
rupions. Furthermore all currently active read operations on
the bus system must be cleared out to avoid open bus trans-
actions at the next CAS activation.

Case study with a Hybrid PLC Processor Simulation

As foundation of the hybrid simulation core SystemC is cho-

en due to its flexibility, simulation speed and because it is
widely used in instruction set and cycle accurate ADLs. A
PLC processor model is used to demonstrate the dynamic
core switching techniques described above. The PLC archi-
tecture is pipelined with multi-issue execution and contains
first level caches for data and instructions. Moreover it uses
a BHT for branch behavior prediction and a BTB for branch
target prediction. The instruction set is compatible with the
Siemens Statement List (STL) and contains 140 instruction
types adding up to 1,400 instruction variations. The core
disassembles instructions into an internal micro code repre-
sentation with an average ratio of 1.6 micro instructions per
macro instruction. The cycle accurate SystemC based model
of a PLC processor is designed for a parallel research project
and applied here. The ISS part is covered by the already ex-
isting ArchC PLC processor model introduced in (Kohl et al.
2015).

Results

In the following section the impact on simulation speed and
hybrid simulation accuracy is presented. A set of four test
programs is used to evaluate the hybrid PLC core simulator.
The first application implements a control loop which con-
tains a discrete PID-Controller and a 1st-order lag element
(PT1 element). The second program is a quick sort algorithm
sorting 5,000 data sets. A fast Fourier transformation of an
input data stream is used as third application. To cover the
bit logic instruction field of the PLC processor a CRC calcu-
lation based on logic operations is used as a fourth program.

Hybrid Simulation Execution Time

To show the impact of the hybrid simulation approach on
execution time the required time for different programs and
CAS rates is measured. The CAS program share is increased
in three steps from 0 % to 0.5 % of the executed instructions.
A zero percent CAS rate equals a full ISS simulation and the
100 % a full CAS. For better diversification three different
starting switch points are selected for each program and ap-
pied to all CAS rates. The measurement takes the shared re-

sources cache and branch prediction units and the additional
computation effort within the ISS into account. As both BHT
and BTB show little impact these two shared resources are

combined in the simulation tagged ”iss-cache-branch”. The
average behavior of all programs and switch point behaviors
is shown in Fig. 4. The higher the CAS rate gets the slower
the simulation becomes. Additionally the experiment shows
that the effort to maintain both cache and the branch predic-
tion units within the ISS adds the highest amount of execu-
tion time to the ISS model.

Moreover the added switching point detection and proces-
sor core switching functionality has an impact on simulation
time. Both simulators perform the switch point detection on
each instruction execution. The dominating effort in switch
point detection is the search for the current program counter
within the list of active switch points. With increasing list
size the detection effort increases. To isolate the detection
effort a list of switch points with program counters that never
occur within the executed program is used. This eliminates
the impact of the core switching process that occurs after
switch point hit and reduces the overhead to the detection.
Due to the long simulation time of CAS the impact is not vis-
ible until after more than 1.000.000 switch points are added
to the list. In case of ISS simulation an effect is measurable
if more than 100 switch points are added to the list. In case
switch points that occur during program execution are added
to the CAS the time required for switch point checking has
no measurable effect on simulation time. The impact of core
switching during simulation is measured by increasing the
amount of core switches. For a correct comparison the re-
sulting simulation time is compared to simulations with the
same CAS rate but only a single switch point. The switching
frequency is measured in switches per executed instructions.
The experiment shows that as long as the switching rate is
less than 0.01 switches per instruction the impact on simul-
tation speed is not measurable. Moreover applications requir-
ing such a high switch rate over the entire simulation run are

rare.

Figure 4: Hybrid core simulation time increase with increas-
ing CAS simulation part ratio.
Simulation Accuracy

An important factor of dynamic core switching is the cycle accuracy reached in hybrid simulation compared to a full CAS simulation. One aspect of cycle accuracy is the absolute cycle count of a switched program section. To take the impact of cache and branch prediction unit sharing between the two simulators into account additional experiments are performed. The absolute difference between the pure CAS and the hybrid simulation is measured after each instruction executed. In all test cases the relative difference of absolute cycle count decreases with increasing CAS simulation parts. Without the sharing of cache and branch prediction resources the investigated programs show an average inaccuracy of 3.5% after 10,000 simulated CAS cycles. This value decreases to 0.25% if all resources are shared between the ISS and CAS simulators. Moreover the impact of the uncertainty gap after the switch decreases with increasing CAS simulation. An example of the absolute difference in clock cycles per instruction for one switch point within the PID program is shown in figure 5.

Measuring differences in absolute cycle count does not indicate how accurate the hybrid simulation is in terms of architectural behavior. To determine a hybrid simulations accuracy in showing an architecture’s internal behavior a more profound evaluation is required. By measuring the amount of cycles between each instruction and comparing them to those of a full time CAS model, a better assessment is possible. After reaching complete identical behavior in terms of equal cycle count between all instructions an identical architectural behavior is assumed. This point in simulation marks the end of the uncertainty gap and depends on the executed program code. In the plot presented in Fig. 6 the difference in cycles between instruction is plotted over the amount of executed instructions for different resource sharing models. This diagram shows the PID program and the same switch point as the previous one. In this example the simulation without resource sharing overcomes the uncertainty gap after 329 instructions. The simulation with full resource sharing on the other hand reaches this point after 291 instructions. In this case the resource sharing decreases the uncertainty gap by 11.5%. The average for all investigated programs and switch points reaches a 15.4% shorter uncertainty gap.

Conclusion

In this paper a hybrid simulation technique switching between instruction set simulation and cycle accurate simulation is presented. The simulation environment supports shared resources for fast context switch between simulators and allowed switching at any point in simulation. The crucial points of dynamically switching between simulators with different levels of density of architecture information are discussed. Especially the impact of processor components with strong influence on simulation accuracy including cache and branch prediction are assessed. By sharing these components between the two simulators and keeping them up to date during the ISS execution, the simulation speed of the ISS is increased only slightly but the accuracy of the program parts executed on the CAS is increased significantly.

The simulation technique is applied to a PLC processor simulation with an ISS model based on ArchC and a CAS model written in SystemC. Simulations show that the hybrid simulation technique can be applied for fast simulation up to a point of interest. From there on the high accuracy CAS simulator takes over.
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ABSTRACT
This paper introduces the transformation process from digital circuit Petri nets (DCPN) to digital circuits. It describes the complete process from modeling a Petri net to the generation of VHDL code. First, a short introduction to DCPN is given. Then the transformation process will be discussed and several strategies are shown.

This paper introduces a new way to generate sequential circuits from Petri nets. For this purpose, the input-driven reachability graphs will be introduced. Combinational logic will be transformed by the use of truth tables and optimization like Quine-McCluskey or Karnaugh maps. All strategies are implemented in the tool Logical Petri Net (LPN). The LPN is described in (Brandau et al., 2016a).

INTRODUCTION
Nowadays, associated with the continuous increase of the complexity of digital circuits, new approaches, and tools supporting their design must be introduced. In this paper, we offer the description of the transformation process from Petri nets to digital circuits. These nets will be transformed into a hardware description language like VHDL. To reach this goal, we extend the standard Petri nets with additional elements.

The motivation is to design a digital system using an accessible graphical description. Petri nets provide many methods to analyze the modeled nets which can be used creating safety relevant circuits. Among others Markov chains are used for the analysis. There have already been several approaches to do so. In (Gomes et al., 2014), standard Petri nets are extended to IOPT-nets with input and output elements. In (Bukowiec et al., 2014), (Yi et al., 2014), (Wisniewski et al., 2017) the behavior of Petri nets is described by every single element of the Petri net. They will use transition oriented or transition/place oriented conditionals to describe the Petri net in a hardware description language. In addition, removing and adding token in the net will be performed depending on the transitions connected to a place. Every part of the net will be translated individually. Additionally, colored Petri nets are used in these papers. In contrary, our approach is based on the extension of standard Petri nets. Each of these approaches has advantages and disadvantages, so we decided to define an own Petri net type. These so-called Digital Circuit Petri Nets (DCPN) are described in (Brandau et al., 2016b).

Regarding a description of digital circuits the standard Petri net elements are insufficient and the standard Petri net definition needs to be extended including input and output places, subplaces, netconnectors, subtransitions and inhibitor arcs. Fig. 1 shows a net with these extensions.

MODELING
In this section, the Petri net model is presented. At first, the elements of the DCPN are briefly described. Then, the modeling possibilities are discussed. The standard elements like places, transitions, and arcs (Murata, 1989) will be extended with the following new elements.

Input and Output Places
To represent digital circuits with Petri nets, input and outputs must be defined, to get access to the circuit from outside. For this purpose, two new types of places are added. These are, firstly, the input places, which are represented as black circles with a green filling. On the other hand, these are the output places also presented as black circles, but with a yellow filling.

Later on, the input places will be filled with any possible marking representing the digital input pattern and the result at the output places will be shown for the analysis of the Petri nets. The input and output places are required to generate a port list giving the connections to the surrounding system components.
Figure 1: Digital Circuit Petri Net with input places (green/dark gray) and output places (yellow/light gray) and inhibitor arcs. Furthermore, the elements from standard Petri nets are also included. The upper left subnet represents a half adder as a modelled DCPN. The rest of the net is a four bit memory with an enable input to store the given values.

Subnets

For readability of Petri nets, a division into subnets is desirable. Regarding a connection of multiple items within a net, it is necessary, that subnets provide multiple in- and output arcs. This is also indispensable for the presentation of a wiring from outside. In the hardware description, it is common to model system components individually and combine them to an entire system. For this purpose, it is useful to transfer Petri nets to a similar structure.

For this paper, the previously existing subnet types are not sufficient because multiple inputs and outputs to and from the subnet are needed, so two separate types have been introduced. These are the subplaces and the subtransitions. In order to prepare the components of a subnet available to the outside, a new element is introduced. It is called netconnector. These components fulfill a different task, depending on the type of the subnet.

Subplaces are used to represent a subnet whose arcs lead from or to transitions and subtransitions. Subplaces replace places in case that this part of the net should be more detailed. Therefore, the basic behavior is equivalent to the place type of the Petri net. This means that arcs must not connect any subplaces or places with each other.

Figure 2: The transformation process steps to transform a DCPN into a digital circuit.

The symbol in the Petri net corresponds to an unfilled circle surrounded by a second unfilled circle. For each input and output arc of the subplace, a netconnector within the subnet is created and will be represented in the form of a wider unfilled arrow. This element is given the name of the element, from which the arc leads into or out of the subplace.

As a further kind of subnet, Petri nets have been expanded with subtransitions. Their behavior is similar to that of a transition. Arcs between subtransitions and transitions are therefore not allowed. Only arcs between subtransitions and subplaces or places are allowed. The presentation is an unfilled rectangle surrounded by a second unfilled rectangle. In subtransitions the places located outside and connecting to the subnet are represented as closed unfilled semi circles. The subnets are based on the macroplaces which are presented in (Karatkevich, 2008).

TRANSFORMATION

Seven steps will be executed for the transformation of a designed DCPN into a digital circuit. They are described in this section and can be seen in Fig. 2. For every step, several strategies exist which will be explained in this section. The transformation of combinational logic uses the reachability graph or the reduced reachability graph that is introduced in (Karatkevich, 2007). A detailed transformation of a combinational DCPN is shown in Brandau et al. (2016a).

The transformation process can take place in two different ways. First, the transformation of the entire DCPN can be performed by transforming each subnet of the DCPN by starting with the innermost subnets. This is because the overlying nets in the hierarchy use the circuits of the internal nets. On the other hand, a breakup of the hierarchy can be performed to produce an overall circuit from the entire DCPN. To resolve the subnets to the main net, they will be reintegrated into the main net.

The modeling of the proposed system takes place as a DCPN. Here, the properties from the previous sections are used. This is followed by the verification of the
model to detect erroneous or contradictory characteristics of the DCPN and to identify these faults in the net. The further used strategies to identify potential improvements in the net are shown in Table 1.

The first step is to check if input places and output places exist. Input places can be missing, but output places are relevant for the circuit creation. Next step is to check if there are transitions in the net. The circuit will have no functionality if there is no transition in the net. Then the net is checked for arcs from or to the input and output places. If there are no arcs to these elements, these elements have no impact on the circuit. The same applies to transitions, subplaces, and subtransitions without arcs.

The next strategies are the connection and strong connection. In this step, the DCPN will be divided into several nets if possible. For this purpose, the net will be searched for connected subnets by starting at the output places. All connected nets are considered as new Petri nets and will be transformed separately in the next steps. At the VHDL creating process, they will be put together to one circuit. As the last step of the verification, the static conflicts of transitions will be searched and saved for later used strategies.

The next transformation step is the optimization of the Petri net. Table 2 shows the used strategies. Elements without an impact on the behavior of the circuit will be removed in this step. Furthermore, this step occurs in the detection and grouping of redundant elements. These elements can be parallel transitions or transitions in row. Given net symmetries can be used to reduce the size of the net.

Table 2: Strategies to optimize the DCPN

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>S10</td>
<td>Remove elements without arc</td>
</tr>
<tr>
<td>S11</td>
<td>Combine parallel transitions</td>
</tr>
<tr>
<td>S12</td>
<td>Combine sequential transitions</td>
</tr>
<tr>
<td>S13</td>
<td>Remove places without input arc</td>
</tr>
<tr>
<td>S14</td>
<td>Remove not connected subnets</td>
</tr>
<tr>
<td>S15</td>
<td>Reduce net symmetries</td>
</tr>
</tbody>
</table>

The next step is a general structural analysis, in which the breakdown by circuit type must be carried out. These types are combinational logic and sequential logic. All strategies are shown in Table 3. Faulty modeling can also appear in this step because a comprehensive analysis of the system takes place. This step is the important and most sophisticated step in this chain because the transformation starts and will be finished within the next step. Also, a lot of reachability graphs and other calculations are done in this step. First, the net type must be determined. The net type is divided into three types:

- **timeless** net contains only timeless transitions
- **timed** net contains timeless and timed transitions
- **strong timed** net contains only timed transitions

Table 3: Strategies to classify the found subnets to sequential or combinational circuits.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>S16</td>
<td>Determine net type</td>
</tr>
<tr>
<td>S17</td>
<td>Create reachability graphs</td>
</tr>
<tr>
<td>S18</td>
<td>Find cycles</td>
</tr>
<tr>
<td>S19</td>
<td>Termination</td>
</tr>
<tr>
<td>S20</td>
<td>Timeless termination</td>
</tr>
<tr>
<td>S21</td>
<td>Defined end state</td>
</tr>
<tr>
<td>S22</td>
<td>Defined timed state</td>
</tr>
<tr>
<td>S23</td>
<td>State free</td>
</tr>
<tr>
<td>S24</td>
<td>Determine circuit type</td>
</tr>
</tbody>
</table>

Strategy 17 calculates reachability graphs for every input marking. The input markings are all possible capabilities of a token in the input places. An input place can hold either no or a single token. For n inputs, this means that there are 2^n possibilities. Then each reachability graph will be checked for cycles and a general termination of the graph.

Every net has to be checked whether it terminates timeless. Otherwise, the transformation can not be carried out. Also, timeless nets must have a defined final state in all reachability graphs. All other net types must have a defined timed state. This means that only one state can be reached at a time. All active timeless transitions must be fired until only timed transitions are active.

The last thing which would be checked before a statement of the circuit type can be given is the state free strategy. For this purpose, all input combinations of the net are compared with all others. If the same results are always present at the outputs, regardless of the sequence, then the net is state free. If the net terminates timeless has a defined final state and is state free, then this net is combinational logic. All other nets are sequential logic.

The structural analysis will be followed by the synthesis of the net to the target architecture. The strategies are shown in Table 4. This transformation step will
be divided into two parts. The first is the synthesis of combinational logic with the strategies 25 to 28. First, the truth table will be created which can be used for the VHDL-description. Otherwise, a conjunctive normal form can be calculated from the truth table. Also, the algorithms from Quine-McCluskey, Espresso or Karnough maps can be used to determine the equations. Further information about this transformation strategies is shown in (Brandau et al., 2016b).

The other part is the synthesis of sequential logic with the strategies 29 to 34. First, the sequential type of the circuit must be determined. This type can be synchronous or asynchronous. After this step, the circuit clock can be calculated or given by the designer of the DCPN. For calculation, the greatest common divisor of all switching times will be used. If the designer sets the clock to a fixed value, the switching time of every transition has to be verified. After this, the input-driven reachability graph (IRG) will be calculated. The creation of this graph will be discussed in the next section. Also, the reducing of timeless states and the expansion of timed transitions will be described in the next section.

Table 4: Strategies for the synthesis of the given DCPN. The strategies 25-28 are for combinational logic and the strategies 29-34 are for sequential logic.

<table>
<thead>
<tr>
<th>S25</th>
<th>Create truth table</th>
</tr>
</thead>
<tbody>
<tr>
<td>S26</td>
<td>Calculate conjunctive normal form</td>
</tr>
<tr>
<td>S27</td>
<td>Set optimization targets</td>
</tr>
<tr>
<td>S28</td>
<td>Optimize equations</td>
</tr>
<tr>
<td>S29</td>
<td>Determine sequential circuit type</td>
</tr>
<tr>
<td>S30</td>
<td>Calculate clock</td>
</tr>
<tr>
<td>S31</td>
<td>Calculate wrong timed transitions</td>
</tr>
<tr>
<td>S32</td>
<td>Create input-driven reachability graph</td>
</tr>
<tr>
<td>S33</td>
<td>Reduce timeless states in IRG</td>
</tr>
<tr>
<td>S34</td>
<td>Expand IRG for timed transitions</td>
</tr>
</tbody>
</table>

The transformation of DCPN in the hardware description language VHDL affiliates in which the interface of the complete net is created. Furthermore, the description of the behavior or structure is created depending on the detected circuit type. Table 5 shows all used strategies.

First, the divided nets from strategy 7 must be merged. Also the input places and output places which were removed in strategy 3 must be added to the net. Next, the names of all places have to be checked if the used signs are allowed. Forbidden names are changed. Then the entity for the main DCPN and all subplaces and subtransitions will be created.

The architecture description is the next step. For this, the created truth tables, equations, and input-driven reachability graphs will be used. For the description of sequential circuits a Moore machine with three processes is used. An example of a transformation from an

DCPN with two detected subnets is described later in this paper. The example Petri net is shown in Fig. 1. After the transformation is completed, a validation of the circuit can be started. It will be achieved by a comparison of the simulation results between the DCPN model and the resulting digital circuit. The simulation of the DCPN is carried out by an event-based simulation because every firing transition is one event. A test bench for the created circuits will be generated for the simulation. Table 6 shows the used strategies.

Table 5: Strategies to create the entity and architecture in VHDL. The strategies depends on the determined circuit type.

| S35      | Merge subnets                             |
| S36      | Add input and output places               |
| S37      | Check element names                       |
| S38      | Create interface for main net             |
| S39      | Create interface subplace                 |
| S40      | Create interface subtransition            |
| S41      | Write truth table                         |
| S42      | Write equation                            |
| S43      | Write sequential state transitions        |
| S44      | Write synchronous state transitions       |
| S45      | Write asynchronous state transitions       |
| S46      | Write assorted follow state               |
| S47      | Write follow state                        |
| S48      | Write outputs                             |

Fig. 3 shows all strategies for the transformation process. The red labeled strategies are possible termination points of the process. The yellow marked strategies are points where warnings can be obtained. These warnings are for sequential logic if there given clock did not match the switching time of the transitions.

INPUT-DRIVEN REACHABILITY GRAPH

As described in the last section, the input-driven reachability graph is used for generating sequential circuits. The graph consists of a set of nodes N. They represent the internal state of the Petri net. A node $n_i$ contains a marking $M_i$ of the given DCPN. The marking of the input places is not saved in the node. Furthermore, a node contains a set of directed arcs $A_i$ that pointing to its successors. A directed arc $a_{ij}$ has a set of conditions $C_j$. The arc also has a reference to the target node $n_j$ to which the
Figure 3: This is the transformation process with all used strategies and branches. The red marked strategies are possible termination strategies. The yellow marked strategies can generate warnings.

arc points. The arc always starts in its associated node $n_i$. A condition $c_k$ contains the information of the input marking $M_{in_k}$ and the switching time $time(t_j)$ of the transition $t_j$. Timeless transitions are assumed with a switching time of zero. The set $C_j$ can have several conditions with the same input marking, but the transition must then be a different one. This can occur if several transitions can fire at the same time. All conditions that transfer the state of the net from a node $n_i$ to $n_j$ are summarized in one arc. From this, the definition for a node $n_i$, an arc $a_j$, and a condition $c_k$ are obtained:

$$n_i = \{M_i, A_i\}$$

$$a_j = \{C_j, n_j\}$$

$$c_k = \{M_{in_k}, time(t_k)\}$$

The pseudo-code presented in Algorithm 1 is used to create the input-driven reachability graph. The initial marking $M_0$ and the Petri net $PN$ are the required inputs for the algorithm. The starting node $n_0$ is generated from the initial marking $M_0$. This node $n_0$ is added to the set of nodes $N$ and to the set of nodes $N_{temp}$ to be checked. After that, the algorithm runs while a node has to be checked and is present in $N_{temp}$. For this purpose, a node $n$ is selected from the set $N_{temp}$ and all input combinations are simulated for this node to find new nodes that are not element of $N$. The tested node $n$ will be removed from the set $N_{temp}$.

**Algorithm 1** Input driven reachability graph

**function** createIRG($M_0$, $PN$)

Create $n_0$ from $M_0$

$N \leftarrow n_0$

$N_{temp} \leftarrow n_0$

while $N_{temp} \neq \emptyset$

$n \in N_{temp}$

$N_{temp} \leftarrow N_{temp} \setminus n$

Fill $PN$ with marking from $n$

for all $m \in M_{input}$ do

for all $t = \{t \mid t \in T_{all} \land m[t]\}$ do

$m' = m \rightarrow m'$

Create $n_{new}$ from $m'$

if $n_{new} \in N$ then

$n_{exist} = \{n_i \mid n_i \in N \land n_i = n_{new}\}$

addArc($m$, $t$, $n$, $n_{exist}$)

else

addArc($m$, $t$, $n$, $n_{new}$)

$N \leftarrow N \cup n_{new}$

$N_{temp} \leftarrow N_{temp} \cup n_{new}$

End

For $n$, all possible combinations of markings $M_{input}$ will be placed in the input places. For each of these combinations, the transitions $t$ will be checked, if they are active. Each active transition fires, from which the marking $m'$ is produced. From this, the node $n_{new}$ is generated, by
filtering out the inputs from $m'$. If the node already
exists in $N$, then the equivalent node $n_{exist}$ is taken
from $N$ and the method addArc will be called with the
marking $m$, the transition $t$, the actually checked node
$n$ and the existing node $n_{exist}$. If the node does not yet
exist, then it will be added to both sets $N$ and $N_{temp}$.
Then also the method addArc will be called with the
same elements. The only change is to use $n_{new}$ instead
of $n_{exist}$.

Algorithm 2 describes the procedure for adding new arcs
to the input-driven reachability graph. As a first step,
the condition $c$ is generated from the marking $m$ and
the transition $t$. From $t$ only the switching time is used.
From this the arc $a$ is generated, which additionally re-
ceives the target node $n_{new}$. Now all arcs in $A$ will be
checked in node $n$, whether they have the same target
c $n_{new}$. If such an arc $a_i$ already exists, then the
condition $c$ is added to this arc. Otherwise, the set $A$ of
the element $n$ is extended by the arc $a$.

**Algorithm 2** Add arc to IRG

```
function addArc(m, t, n, n_new)
    Create c from m and t
    Create a from c and n_new
    for all $a_i \in A \in n$ do
        if $n_i \in a_i = n_{new}$ then
            Add c to $a_i$ return
        A ← $A \cup a$, $A \in n$
```

The generated graph can be used, if all transitions have
the same switching time and this is also the clock or all
transitions are immediate ones. Otherwise, the graphs
have to be further adapted with the following strategies.
First, all timeless conditions have to be check, if they
can be transformed. This means that all arcs of the
IRG are checked for timeless transitions as conditions.
If a further arc with the same condition starts at the
target node, then these conditions are combined into a
single one.

After this step, all timed conditions will be checked, if
they have the same switching time $t_{time}$ as the clock
c $clk$ of the circuit. The node will be divided into $\frac{t_{time}}{clk}$
nodes to represent the valid switching time in the cre-
dated digital circuit if the switching time is larger than
c $clk$. After this step, the synthesis for sequential circuits
is done and the hardware description can be created.

**EXAMPLE TRANSFORMATION**

The transformation for the given DCPN in Fig. 1 will
divide the net into two subnets. The upper left subnet
is a combinational circuit and represents a half adder.
The calculated equations for this net are:

$$s = (\neg a \land b) \lor (a \land \neg b)$$
$$c = (a \land b)$$

The DCPN is shown in Fig. 4 and the resulting IRG
is shown in Fig. 5. This graph will be transformed
into VHDL as a three process state machine. The three processes are used for the calculation of the following state, the calculation from the outputs and the state memory. The arc conditions are given in Tab. 8 and the node states are in Tab. 7.

Table 8: All arcs with thier conditions from the input-driven reachability graph in Fig. 5. Every condition is discribed as a tuple of token in the input places. The switching time is the same in every transition and is dropped in this table.

<table>
<thead>
<tr>
<th>arc</th>
<th>conditions $(P_0, P_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>(0, 0) (0, 1) (1, 0) (1, 1)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>(0, 0) (0, 1) (1, 0) (1, 1)</td>
</tr>
<tr>
<td>$a_2$</td>
<td>(0, 1) (1, 1)</td>
</tr>
<tr>
<td>$a_4$</td>
<td>(0, 0) (0, 1) (1, 0) (1, 1)</td>
</tr>
<tr>
<td>$a_5$</td>
<td>(0, 0) (0, 1) (1, 0) (1, 1)</td>
</tr>
<tr>
<td>$a_6$</td>
<td>(0, 0) (0, 1) (1, 0) (1, 1)</td>
</tr>
<tr>
<td>$a_7$</td>
<td>(1, 0) (1, 1)</td>
</tr>
</tbody>
</table>

CONCLUSION AND FUTURE WORKS

This paper presented the transformation process to generate digital circuits from DCPN. This process is divided into the steps modeling, verification, optimization, structural analysis, synthesis, creating VHDL description and validation. Several strategies of this steps have been shown. This process can be realized with our tool Logical Petri Net.

One focus of this paper is based on the input-driven reachability graphs. They were presented for the first time in this paper. These IRG serve to extract sequential logic from Petri nets. They work like Medvedyev machines. These graphs work for the transformation into sequential circuits, but they still do not have much optimization. This optimization is one of our next goals. Our current research is aimed at extending the tool LPN to establish more strategies in the tool. The shown strategies are implemented, but there is not much optimization in the structural analysis. So this can consume much time for larger nets.

In addition, we want to develop a parallel simulation. We distribute the creation of the reachability graphs on multiple processors. The number of the created graphs increases by $2^n$ to the number of inputs $n$ for the analysis. For large DCPN even the creation of an input-driven reachability graph can also be divided into parts to simulate it on several processors.
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ABSTRACT
In this paper, a stochastic model of river flow and daily precipitation conditional fields is considered. This model is based on real data from weather stations situated in Novosibirsk region and gauging stations on Berd’ river. Spatial heterogeneity of precipitation distributions is taken into account. Several examples that illustrate dependence of river flow on different precipitation regimes are given.

INTRODUCTION
There are several factors that influence on a river flow. Among them groundwater inflow, precipitation and snowmelt in the river basin and artificial drainage are usually considered as key factors defining a river flow (Komlev 2002). It is obvious that it is not always possible to carry out a full-scale experiment and to study on its basis influence of each specific factor on the river flow. By contrast, numerical simulation may help to solve this problem. In this paper precipitation influence on the river flow is studied. One of the approaches to numerical study of such influence is a dynamical-probabilistic approach. In this approach precipitation in a river basin are considered as a random field and entry of water into the river from its water system is simulated on a basis of a deterministic dynamical hydrological model. In this paper, another approach is suggested: both precipitation and river flow are considered as a joint random process. Corresponding real data analysis, model description, simulation algorithms and results of numerical experiments are given in this paper.

REAL DATA ANALYSIS & MAIN ASSUMPTIONS
The model of daily precipitation and river flow conditional random fields is based on real data from 56 weather stations situated in Novosibirsk region (Russia). Data about daily precipitation (mm) was collected since 1969 to 1983. Two weather stations (Maslyanino and Stariy Iskitim) are also gauging stations on Berd’ river where in the same years average daily river flow (m$^3$/s) was measured. Since the river is usually covered with ice from the first days of November till the end of April, river flow was measured only from May to October. Figure 1 represents a map of Novosibirsk region with marked weather and gauging stations and Berd’ river catchment basin. Simulation of a precipitation field was done on gauging stations and in nodes of a rectangular grid, covering the catchment basin, with a grid step $\Delta x = \Delta y = 3$ km in South-North and West-East directions. Total number of points where simulation of precipitation was done is equal to $N = 1158$ (1156 grid nodes and 2 gauging stations). It should be noted that only 2 weather stations lie within the simulation area. In this paper, a model in which river flow is simulated in a single point (on one of the gauging stations) is considered.

Figure 1: a) – a Map of Novosibirsk Region, b) – Berd’ River Catchment Basin. Circles – Weather Stations, Squares – Weather and Gauging Stations. 1 – Maslyanino, 2 – Stariy Iskitim
Precipitation

For precipitation spatial field simulation, a modification of an approach presented in (Marchenko and Ogorodnikov 1991; Ogorodnikov and Sereseva 2015) was used. It is supposed that precipitation $X_i$ in a point number $i$, $i = 1, \ldots, N$ may be presented in a form

$$X_i = \omega_i \xi_i,$$

where $\omega_i$ is a value of a precipitation indicator random field $\omega$ (if $\omega_i = 1$ a day is considered as a wet day (there are non-zero precipitation) in a point $i$, if $\omega_i = 0$ it’s a dry day) and $\xi_i$ is amount of precipitation in a point $i$ under a condition of precipitation presence. Random fields $\omega$ and $\xi$ are independent on each other. These fields are supposed to be homogeneous in sense of their correlation structure. Since real data allow to estimate correlation coefficients of a precipitation field only between weather stations and give no information about correlation coefficients between nods, it was necessary to approximate real data based correlation coefficients with correlation functions of continuous arguments and calculate correlation matrixes $C^\omega$, $C^\xi$ of fields $\omega$ and $\xi$ using these functions. Approximating functions have a form

$$c(x_i, y_i, x_j, y_j) = c(x_j - x_i, y_j - y_i) = c(x, y) = \exp \left(-\left[ax^2 + bxy + by^2\right]^d\right),$$

where $(x_i, y_i), (x_j, y_j)$ are Cartesian coordinates of points number $i$ and $j$. Parameters of the approximating functions are given in Table 1. Elements of the correlation matrixes $C^\omega$, $C^\xi$ are denoted as $c^\omega_{ij}$, $c^\xi_{ij}$ $(i, j = 1, \ldots, N)$ respectively.

Table 1. Parameters of the Approximating Correlation Functions. July

<table>
<thead>
<tr>
<th>Field</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$</td>
<td>0.0021</td>
<td>-0.0026</td>
<td>0.0010</td>
<td>0.2130</td>
</tr>
<tr>
<td>$\xi$</td>
<td>0.0032</td>
<td>-0.0090</td>
<td>0.0095</td>
<td>0.3010</td>
</tr>
</tbody>
</table>

In (Ogorodnikov and Sereseva 2015) it was supposed that fields $\omega$ and $\xi$ are homogeneous in sense of their one-dimensional distributions, but in (Kargapolova and Ogorodnikov 2017) it was shown that these fields are heterogeneous. Assume that types of marginal distributions do not depend on $i$, but distribution parameters may vary from point to point. Marginal distribution of the indicator field $\omega$ in each point $i$ is defined with a probability $p_i = P(\omega_i = 1)$. Gamma-distribution with density

$$f_i(x) = x^{k_i-1} \exp \left(-\frac{x}{k_i}\right) / \Gamma(k_i) t_i^k,$$

is assumed to be a one-dimensional distribution of the field $\xi$ in point $i$. Parameters $p_i, k_i, t_i, (i = 1, \ldots, N)$ were determined on weather stations for each month on a basis of real data using maximum likelihood method and following IDW-interpolation from weather stations to grid nods. It should be noted that usage of gamma-distribution as a one-dimensional distribution of precipitation amount and IDW-interpolation for distribution parameters calculation is a common approach in Statistical Meteorology (see, for example (Hartkamp et al. 1999; Richardson and Wright 1984; Sluiter 2009)).

For simulation of a spatio-temporal precipitation field it is also necessary to define a time-correlation structure of fields $\omega$ and $\xi$. Considered in this paper model is constructed under an assumption that both fields $\omega$ and $\xi$ are stationary and their temporal correlation functions don’t depend on spatial coordinates:

$$r^\omega(x_i, y_i, x_j, y_j, t_1, t_2) = r^\omega(t_1 - t_2) = r^\omega(h),$$

$$r^\xi(x_i, y_i, x_j, y_j, t_1, t_2) = r^\xi(h),$$

Values of $r^\omega(h), r^\xi(h)$ $(h = 0, 1, 2, \ldots)$ may be defined as corresponding sample correlation coefficients. It appeared that sample correlation coefficients of fields $\omega$ and $\xi$ are statistically non-significant for $h \geq 3$ and for $h \geq 2$ respectively. This means that temporal correlation matrices $R^\omega, R^\xi$ of fields $\omega$ and $\xi$ may be considered as Toeplitz band matrices. Spatio-temporal correlation matrixes of fields $\omega$ and $\xi$ are defined as direct products $R^\omega \otimes C^\omega, R^\xi \otimes C^\xi$ (Ermakov and Mikhailov 1982).

River Flow

Real data analysis and later simulation show that there are 2 functions that give equal in quality approximation of sample marginal distribution function of a river flow on a gauging station. The first one is a piecewise-linear approximation of a sample distribution function combined with an exponential tail. The second one is a mixture of 2 (for Maslyanino) and 3 (for Staryi Iskitim) Gamma-distributions. In this paper, mixture of Gamma-distributions was used. Since in this paper river flow is simulated only on one gauging station (either Maslyanino or Staryi Iskitim) there is no need to define spatial correlation structure of river flow. Values of a temporal correlation function (under the assumption that river flow is a stationary process) can be assumed to be equivalent to its sample values, but since sample size is relatively small, statistical errors of temporal correlation coefficients estimations are significant. It was decided to use a function

$$\text{cor}(h) = \frac{1}{A + B e^{-ch}} (B \cos bh + A)$$

as a temporal correlation function. This function approximates well sample correlation values.

There is a rather tricky question: “How to define correlation coefficients between precipitation in the grid nods and river flow on a gauging station?” An approach that was proposed
in (Kargapolova and Ogorodnikov 2017; Shlychkov et al. 2015) was used. Let \( t^\omega_i(\Delta t) \) be a correlation coefficient between precipitation indicator in a nod number \( i \) and river flow on a chosen gauging station \( \Delta t \) days later. We suppose that \( t^\omega_i(\Delta t) \) may be presented in a form

\[
t^\omega_i(\Delta t) = r_{\text{rain}}(\Delta t) \cdot c^\omega_{ik},
\]

where \( r_{\text{rain}}(\Delta t) \) is a correlation coefficient between precipitation indicator and river flow on a gauging station \( \Delta t \) days later, \( c^\omega_{ik} \) is a defined above spatial correlation coefficient of precipitation indicator in a nod number \( i \) and on a gauging station \( (k = N - 1 \) or \( k = N \) depending on a gauging station under consideration). Correlation coefficients \( t^\omega_i(\Delta t) \) between precipitation amount and river flow are defined in an analogous manner.

**SIMULATION ALGORITHM**

Even if it is necessary to simulate only a spatial joint random field of precipitation indicators, precipitation amount and river flow, its joint correlation matrix

\[
\begin{pmatrix}
C^\omega & \Theta \\
\Theta & C^\xi
\end{pmatrix}
\begin{pmatrix}
t^\omega_0(0) \\
\vdots \\
t^\omega_i(0) \\
\vdots \\
t^\omega_N(0) \\
\vdots \\
t^\xi_0(0) \\
\vdots \\
t^\xi_i(0) \\
\vdots \\
t^\xi_N(0)
\end{pmatrix}
\begin{pmatrix}
1
\end{pmatrix}
\]

is a \((2N+1)\times(2N+1)\) square matrix. Here \( \Theta \) is a \( N \times N \) zero matrix. Correlation matrix’s dimension turns simulation of a joint field using Choleksy or spectral decomposition of the correlation matrix to be time and RAM consuming operation. Moreover, when so high-order matrixes are used for simulation, huge computational errors accumulate that make simulation algorithms instable. Simulation of a spatio-temporal field in this situation seems to be a practically unsolvable problem. To reduce matrix dimension and to take into account dependence of a river flow on precipitation, method of conditional distributions may be used (Ogorodnikov and Prigarin 1996; Sobol 1973). Let us formulate a simulation algorithm and then discuss each step of the algorithms in detail.

**Algorithm**

Step 1. Using threshold transformation of a Gaussian process, a field \( \omega \) of precipitation indicators with correlation matrix \( R^\omega \otimes C^\omega \) is simulated.

Step 2. Independently on \( \omega \) a field \( \xi \) of precipitation amount with correlation matrix \( R^\xi \otimes C^\xi \) is simulated using inverse distribution function method.

Step 3. Fields \( \omega \) and \( \xi \) are pointwise multiplied to form a field \( \chi \) of precipitation.

Step 4. When field \( \chi \) is simulated, a single point conditional field \( \psi \) of river flow is simulated.

In the first step of the algorithm simulation of the field \( \omega \) in each point \( i \) (both for spatio and spatio-temporal models) is done using a threshold transformation of a stationary Gaussian process \( \eta^\omega \):

\[
\omega_i = \begin{cases} 
1, & \eta^\omega_i \leq c_i, \\
0, & \eta^\omega_i > c_i,
\end{cases}
\]

where threshold values \( c_i \) are defined from equations

\[
\frac{1}{\sqrt{2\pi}} \int_{-\infty}^{c_i} \exp(-t^2/2) \, dt = p_i,
\]

and correlation matrix \( C^{\eta^\omega} \) of the process \( \eta^\omega \) is defined by \( C^\omega, p_i \) (Kargapolova 2017).

In the second step, the field \( \xi \) is simulated on a basis of a well-known inverse distribution function method (see, for example, Ogorodnikov and Prigarin 1996; Prigarin 2005). In the context of this method an intermediary Gaussian process \( \eta^\xi \) with correlation matrix \( C^{\eta^\xi} \) (that is defined by described above \( \tilde{C}^\xi \) and \( f_i(x) \)) is simulated and then transformed into the field \( \xi \) using equality

\[
\tilde{x}_i = F^{-1}_i\left(\Phi\left(\eta^\xi_i\right)\right),
\]

where \( F_i(x) \) is a corresponding to \( f_i(x) \) distribution function and \( \Phi(x) \) is a Gaussian distribution function. It may happen that numerically calculated matrix \( C^{\eta^\xi} \) of a Gaussian process \( \eta^\xi \) is non-positively defined. In such case a regularization procedure must be applied to \( C^{\eta^\xi} \) before simulation of the process \( \eta^\xi \) (Ogorodnikov and Prigarin 1996).

In the last step, a conditional single point random field \( \psi \) dependent on \( \omega \) and \( \xi \) is simulated. Simulation formulas for simulation of conditional fields are given, for example, in (Ogorodnikov 2013).

**NUMERICAL EXPERIMENTS**

Before any of numerical experiments are done, a model must be verified. For model verification characteristics that are not model input parameters are usually used. Figure 2 show an example of such characteristic. On basis of real and simulated data a probability of the event “precipitation on weather stations Maslyanino and Stariy Iskitim is greater than 1 mm simultaneously” was estimated. Hereafter 10\(^6\) simulated trajectories were used for estimations. Simulated data sample estimations of this probability \( p(l) = P(\chi_{N-1} > l, \chi_N > l) \) differ from corresponding real
data sample estimations, but since statistical error of real data estimations is relatively huge, reproducing of \( p(l) \) by the model may be considered as satisfying. Verification of the model also showed that model reproduces well such characteristics as probabilities \( P(\psi < h | \chi_{N-1} < m, \chi_N < l) \), \( P(\psi > h | \chi_{N-1} > l) \), etc. Naturally, for model verification only data from weather and gauging stations is used.

Since model passed verification, it may be used for study of a river flow as a function of precipitation in the river basin. One of characteristics that was studied is a behavior of the river flow in Maslyanino. Table 2 shows probability that river flow \( \psi \) in Stariy Iskitim is greater than \( E\psi = 14.79 \text{ m}^3/\text{s} \) in case of \( nd \) consequent dry days on \( mm \% \) of grid nods. Here \( E\psi = 14.79 \text{ m}^3/\text{s} \) is an average river flow in Stariy Iskitim, estimated on a basis of real data. This characteristic shows not only dependence of river flow on precipitation, but also indirectly shows relationship between river flow and other influencing factors.

![Figure 2: Probability \( p(l) = P(\chi_{N-1}>l, \chi_N>l) \)](image)

Simulated trajectories of a conditional joint random field may also be used for study of the river flow in case of heavy rainfall. Table 3 shows several values of a conditional distribution function \( CF(h) \) of the river flow in Maslyanino under a condition that precipitation in all grid nods within a 40 km radius of Maslyanino is greater than 12 mm. For comparison, real data based values of a river flow non-conditional distribution function \( F_{\psi} (h) \) in Maslyanino are also given in the Table 3.

<table>
<thead>
<tr>
<th>( h ), m(^3)/s</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>10</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>( CF(h) )</td>
<td>0.64</td>
<td>0.69</td>
<td>0.75</td>
<td>0.94</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>( F_{\psi}(h) )</td>
<td>0.22</td>
<td>0.47</td>
<td>0.65</td>
<td>0.88</td>
<td>0.90</td>
<td>0.92</td>
</tr>
</tbody>
</table>

**CONCLUSION**

Considered in this paper model is a parametric one. This makes possible application of the model for study of a river flow in different geographical areas varying model parameters depending on a region under consideration. After proper model setting and thorough check it is planned to use this model in a cross-disciplinary project which is focused on environmental changes in the Ob River lower reach in case of artificial river diversion and currently appearing permafrost thaw.
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ABSTRACT
In this study some black-box models are employed to model various indicators of the wastewater quality (characterized by biochemical oxygen demand, chemical oxygen demand, the content of total and ammonia nitrogen, suspended solids and total phosphorus) at the inflow to a sewage treatment plant using as the predictors the sewage inflow and temperature as well as the indicators measured in the previous time steps. Considering all tested methods one can see that in most cases the best predictions have been obtained by the method of multivariate adaptive regression splines. Moreover the models based only on inflow and temperature inputs have got a noticeably lower errors than those once conditioned by indicators.

INTRODUCTION
It is a difficult task to operate a wastewater treatment plant because that involves maintaining many technological processes on an appropriate level in order to get a satisfactory degree of contaminant reduction. However, due to the stochastic character of the wastewater inflow and quality, affected by rainfall depth, by amount of water produced, by season of the year and contaminant load, the sewage inflow is characterised by dramatic and abrupt changes. Because of that inflowing contaminant load and wastewater amount lead to disturbances in the facility operation and may result in wrong decisions taken by the plant operator responsible for the wastewater treatment. The practice shows that it can be costly and time-consuming to restore the proper operation of the facility and therefore it is important to forecast both the quantity and quality of the wastewater inflowing treatment plant. Modelling those occurrences is important because that creates the possibility to identify abnormal events due to random factors (e.g. intensive rainfall). That offers time to the plant staff to prepare the facility for the events by selecting appropriate settings in crucial plant units.

The bioreactor parameters can be determined using physical models describing the kinetics of biochemical changes in nitrogen and carbon compounds in individual bioreactor units (Harremoës et al. 1993, Wichern et al. 2001, Mannina et al. 2016). Such models make possible to forecast operation of separate (storm water, urban) and combined sewage systems. Those models are based on systems of differential equations describing processes occurring in a plant (Leandro and Martins 2016, Krebs et al. 2013). The models need to be calibrated with high resolution. Due to a large number of parameters that must be defined and to interactions between them a lot of calibration problems are then to solve (Weijers and Vanrolleghem 1997, Belia et al. 2009, Szelag et al. 2016). The applicability of physical models is limited because of their uncertainties. Therefore some black-box methods can be employed to model the quantity and quality of wastewater inflowing a treatment plant (Häck and Kühne 1996, Hamed at al. 2004). In those methods at the training stage the model structure is produced being a basis for defining dependent model variables (flow to the treatment plant, content of biogenic compounds). A literature review with respect to black-box methods was carried out for the study. In Della and West (2009) ARIMA (autoregressive integrated moving average) models and artificial neural networks (ANN) have been successfully applied to simulate the concentration of suspended solids, total nitrogen and phosphorus in the wastewater inflow. El–Din and Smith (2002) demonstrated the ARIMA model applicability for prediction of chemical oxygen demand and suspended solids in stormwater. Raha (2007) used ANN to model wastewater quality (biogenic compounds) but his simulation results showed much discrepancy between measured and modelled values. Verma et al. (2013) employed a number of models, including Support Vector Machines (SVM), Random Forests (RF), Multivariate Adaptive Regression Spline (MARS) and k-Nearest Neighbour (k-NN) methods to forecast the concentration of total suspended solids. Small differences between simulated and measured values have been then found. The analyses conducted by Minsoo et al. (2016) confirmed the possibility of using k-NN method to model wastewater quality indicators such as chemical oxygen demand, total nitrogen and phosphorus. Artificial neural
networks and boosted trees (BT) method were successfully applied to determine total nitrogen by Hosseini (2011). The models for predicting wastewater quality indicators presented in the literature were developed exclusively on the basis of values of a given parameter (i.e. of the contents of total nitrogen, carbon, phosphorus and suspended solids in the wastewater inflow) measured on previous days at regular times intervals. Obtaining such results is possible by means of continuous online monitoring. If monitoring is not available then determination of individual indicators describing the content of carbon, nitrogen and phosphorus in the wastewater must be done at a laboratory. However, regarding potential failures of measurement devices or technical problems related to determination of selected indicators of wastewater quality, a possibility of obtaining successive inputs data for the models is limited. Therefore it is reasonable to develop statistical models to calculate wastewater quality indicators at the sewage inflow on the basis of parameters that can measured in a relatively easy way without specialist equipment, or without necessity to perform their time-consuming determinations, e.g. BOD₅.

In this study three black-box methods were used to model the wastewater quality indicators. The study analyses the possibility of predicting selected contaminant indicators based on the sewage inflow and temperature measurements, and the possibility of predicting quality indicators based on their measurements.

THE OBJECT OF INVESTIGATION AND THE MEASUREMENTS DATA

The investigations concerned the urban wastewater treatment plant located in the commune of Sitkówka–Nowiny. The plant receives sanitary wastewater from the separate wastewater system mostly of Kielce city and of Sitkówka–Nowiny commune. The design capacity of the treatment plant is 72,000 m³/d, and it is capable of serving a population equivalent (P.E.) of 275,000. Wastewater delivered to the treatment plant is mechanically pre-treated using step screens and aerated grit chambers, with separate grease traps. Then wastewater is pumped to four primary settling tanks from which primary sludge is delivered to the secondary sludge pumping station. Leaving the mechanical unit of the plant, wastewater is conveyed, via a flume, into biological unit. Bioreactor, with separate denitrification and nitrification tanks, constitutes the core component of the treatment plant. In the bioreactor, contaminants are finally removed from wastewater. In the initial denitrification tank, nitrogen compounds are partially removed from wastewater. Afterwards, wastewater is directed to dephosphatation tanks for the removal of phosphorus compounds. Then wastewater together with activated sludge is transferred to four secondary settling tanks, from where after clarification it flows to the receiving water body, i.e. the river Bobrza.

An online monitoring conducted by the waterworks at the treatment plant since 2012 provides measurements of parameters describing inflowing wastewater quantity and temperature. The parameters concerning inflowing wastewater quality (contents of carbon, nitrogen, and phosphorus compounds and of suspended solids) are determined at the plant laboratory.

METHODOLOGY

In this study the calculations have been performed for two cases. The first case concerns the analysis of the ability to model the wastewater quality indicators such as chemical and biochemical oxygen demand (COD, BOD₅), total and ammoniacal nitrogen content (TN, NH₃), total suspended solids (TSS), and total phosphorus (TP) only on the basis of the results of their recent measurements. In the treatment plant the measurements of the wastewater quality indicators are conducted at various time intervals (from 1 to 5 days), therefore in this study the models were developed to simulate the indicators with a variable forward time step. In the models the time interval between successive measurements of the selected input data provided an additional explanatory variable.

The second case concerns analyzing the possibility to predict the values of contaminant indicators in wastewater on the basis of measurements of the flow and temperature of wastewater inflowing the plant. Those data and relevant assumptions provided the basis for developing statistical models to calculate COD, BOD₅, TSS, TN, TP and NH₃ using the MARS, BT and SVM methods.

To make the modelling process successful and to properly assess the models obtained, the data were partitioned into the training and testing sets (75% and 25%). Prior to the start of the modelling, input and output data normalization was performed by means of the transformation (Rutkowski 2006):

\[ \bar{A}_i = \frac{A_i - \min A}{\max A - \min A} \]

where: \( \bar{A}_i \) - normalized value of \( i \)-th element from set \( A \) containing the measurements, \( A_i \) - measured value of \( i \)-th element from set \( A \), \( \max A \) - maximum value of all elements in \( A \), \( \min A \) - minimum value of all elements in set \( A \).

MARS method is one of the numerous data mining tools used for solving regression problems (Zhang & Goh 2016, Gutiérrez et al. 2009). The method is an extension of the classic approach to determine predictors in regression models. In MARS method the variation ranges of input data are divided into three intervals, in which the analysed variables may have a different effect on the analysed phenomenon. Interval limits are established on the basis of threshold value \( t \); if the value of the variable analysed is below or above \( t \), then it will have a different weight or sign. To differentiate between the variable values being smaller or greater than threshold value \( t \), the following basic functions are used:

\[ h(x) = \alpha_i \cdot (\max(0, X - t)) \]

where: \( h(x) \) - vector of basic functions for individual variables \( (x_i) \), for which the following condition is satisfied:
In MARS method, regression dependence has a form of a spline function, which is a linear combination of the product of basic functions and individual weights, and which can be written as follows:

$$ f(X) = \alpha_0 + \sum_{m=1}^{N} \alpha_m \cdot h_m(X) $$  \hspace{1cm} (4)

where: $X = [x_1, x_2, \ldots, x_n]$ – vector of input data, $\alpha_m$ – values of weights, $h_m$ – basic functions.

To estimate model parameters, a special algorithm was designed to search the space of observations in order to specify threshold values (nodes). Using selected nodes, basic functions are created, which together with appropriate weights constitute a foundation for the description of the analysed phenomenon. It should be noted that so far that method has not been used to model the operation of a wastewater treatment plant.

The algorithm included in MARS is based on recursive partitioning of the features space and it comprises two alternately occurring stages, which go on until stopping criterion is reached. It constitutes the value of generalised cross validation (Friedman 1991). At the first stage the model complexity is increased by the addition of basic functions until the maximum number, declared by the user, is reached. Then the deletion procedure (the so-called pruning) is triggered, which eliminates less important basic functions, and thus independent variables, from the model.

Boosted trees (BT) constitute an implementation of the stochastic gradient boosting method applied to classification and regression problems (Friedman 2002). The method concept involves the generation of decision trees. Each subsequent tree is used to identify cases misclassified by previous trees. Computations show that for some estimation and prediction issues, the forecasts obtained by growing boosted trees are much closer to actual values of variables modelled than the solutions produced by single regression trees.

Support Vector Machines (SVM) cover a group of methods developed by Vapnik (1998), firstly exclusively for classification purposes, which expanded over time to include regression issues (SVR). For that reason the dependence between the model output and input variables can be non-linear. As a result, in this method a non-linear transformation of $N$-dimensional space to $K$-dimensional features space of larger size is applied. In this study the support vector regression method with a radial kernel function was used to minimise the functional of the following form:

$$ \sum_{i=1}^{m} C_i |y_i - f(x_i)|_e + \frac{1}{2} \cdot \|f\|_k^2 $$  \hspace{1cm} (5)

where: $|y_i - f(x_i)|_e = \max\{0, \ |y_i - f(x_i) - \varepsilon\}$, $\varepsilon$ - permissible error, $\|f\|$ - norm in Hilbert space, $m$ - size of the training set, $f(x_i)$ – value of function $f(x)$ at point $x_i$, described by equation:

$$ f(x) = \sum_{i=1}^{N} (\alpha_i - \alpha_i') \cdot K(x, x_i) + w_0 $$  \hspace{1cm} (6)

in which: $w_0$ – deviation, $N_{sv}$ – number of support vectors, dependent on $c$ and $\varepsilon$; $\alpha_i$, $\alpha_i'$ – Lagrange multipliers, $K(x, x_i)$ – kernel function with radial basic functions (Burges 2000).

Criteria of model assessment

To evaluate predictive abilities of mathematical models for forecasting biochemical and chemical oxygen demands, suspended solids, total and ammonia nitrogen, and total phosphorus concentrations, the following formulas were used:

- mean absolute error (MAE):

$$ MAE = \frac{1}{n} \cdot \sum_{i=1}^{n} |y_{i, obs} - y_{i, pred}| $$  \hspace{1cm} (7)

- mean absolute percentage error (MAPE):

$$ MAPE = \frac{1}{n} \cdot \sum_{i=1}^{n} \left| \frac{y_{i, obs} - y_{i, pred}}{y_{i, obs}} \right| \cdot 100\% $$  \hspace{1cm} (8)

where: $y_{i, obs, pred}$ – measured and calculated values of variables modelled, $n$ – data set size.

RESULTS

On the basis of the measurements of the quality and quantity of wastewater flowing to the treatment plant, ranges of measurement variations were established (Table 1). The data in Table 1 show that the values of chemical and biochemical oxygen demands, of suspended solid, of total and ammonia nitrogen, and of total phosphorus concentrations varied largely. Consequently, wastewater quality indicators concerned, which are inputs data for models depicting the kinetics of changes in carbon, nitrogen and phosphorus compounds in the bioreactor, differ much either. Therefore it is necessary to forecast those parameters in order to model bioreactor operation.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q, m³/d</td>
<td>32564</td>
<td>86592</td>
</tr>
<tr>
<td>T, °C</td>
<td>10.6</td>
<td>20.9</td>
</tr>
<tr>
<td>BOD₅, mg/dm³</td>
<td>109.0</td>
<td>557.0</td>
</tr>
<tr>
<td>COD, mg/dm³</td>
<td>331.0</td>
<td>1050.0</td>
</tr>
<tr>
<td>SS, mg/dm³</td>
<td>126.0</td>
<td>572.0</td>
</tr>
<tr>
<td>NH₃, mg/dm³</td>
<td>24.4</td>
<td>65.9</td>
</tr>
<tr>
<td>TN, mg/dm³</td>
<td>39.9</td>
<td>124.1</td>
</tr>
<tr>
<td>TP, mg/dm³</td>
<td>3.1</td>
<td>12.6</td>
</tr>
</tbody>
</table>
Among the methods considered in the study, only in MARS method the estimation algorithm allows to delete independent variables that have a negligible effect on the dependent variable. Consequently this method was employed firstly to simulate selected quality indicators of wastewater inflowing the plant. Using the independent variables established by MARS method, simulations of concentrations of biogenic compounds and suspended solids were performed using also other methods: SVM and BT. To do it the values of wastewater quality parameters were used that were obtained from the measurements. Finally, the forecasts of quality indicators (BOD₅, COD, SS, TN, NH₄ and TP) of wastewater inflowing the treatment facility were prepared based on the wastewater temperature and flow measurements.

Table 2 presents determined independent variables providing a basis for predictions of wastewater quality indicators. Tables 3 and 4 give values of matching errors (MAE, MAPE) by BOD₅, COD, SS, TN, NH₄ and TP simulations against the measurements data. The simulation values were produced using statistical models, after five-fold crossvalidation. As to the parameters of the methods used by the modelling they were as follows: in MARS method the number of basic functions varied from 5 to 10, in SVM method c values ranged from 9 to 11, and in BT method the best models were obtained after 16 ÷ 50 iterations.

Table 3. Fitting errors of wastewater indicator models against the measurements data by using sewage temperature and flow as predictors; a) MARS and SVM models; b) BT models

<table>
<thead>
<tr>
<th>Variable</th>
<th>BOD₅</th>
<th>COD</th>
<th>SS</th>
<th>TN</th>
<th>NH₄</th>
<th>TP</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>32.51</td>
<td>38.85</td>
<td>38.90</td>
<td>38.90</td>
<td>38.90</td>
<td>39.48</td>
</tr>
<tr>
<td>MAPE</td>
<td>35.11</td>
<td>14.53</td>
<td>11.44</td>
<td>11.44</td>
<td>11.44</td>
<td>8.26</td>
</tr>
</tbody>
</table>
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<td>8.26</td>
</tr>
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</table>

Data in Table 2 indicate that to predict the concentrations of biogenic compounds and of suspended solids, it is sufficient to know values of BOD₅, COD, SS, TN, NH₄, TP from the previous measurements. In case of calculating chemical and biochemical oxygen demands and the concentrations of suspension, of total nitrogen and of phosphorous, the values of daily inflow and wastewater temperature provide the explanatory variables.

On the basis of the data presented in Tables 3 and 4 one can conclude that the lowest values of the prediction errors for different concentrations were obtained by the models based on the temperature and daily wastewater inflow into the plant. In case of modelling BOD₅ based on Q and T (Table 2), the smallest errors were obtained using MARS method (MAE=35.11 mg/ dm³ and MAPE=14.53%), while the highest errors were obtained by SVM method (MAE=39.67 mg/ dm³ and MAPE=16.43%). Regarding the model to forecast BOD₅ based on BOD₅(t-1) input, the obtained prediction errors are similar to those once got by SVM and MARS methods (MAE=41.98 mg/dm³, MAPE=17.47% and MAE=40.83 mg/dm³, MAPE=17.03%, respectively). The model to predict COD based on Q and T manifested the
lowest errors in case of MARS method and the highest ones when SVM method was applied.

It can be seen from Table 3 that errors for suspended solids prediction based on Q(t-1), Q(t-2) and Q(t-3) measurements are comparable by MARS method (MAE=45.81 mg/dm³ and MAPE=15.53%) and BT method (MAE=44.97 mg/dm³ and MAPE=15.35%). The model for SS prediction obtained by SVM method shows the worst predictive abilities (MAE=51.67 mg/dm³ and MAPE=18.33%). The model for SS prediction based on SS(t-1) inputs showed similar error values (Table 4) by all methods applied (MARS, SVM, BT) as MAE and MAPE values varied only slightly, ranging 54.93÷56.67 mg/dm³ and 19.27 ÷ 20.10 %, respectively.

Analysing the calculated errors by the models predicting the total nitrogen (Table 3) based on Q and T inputs, one can see that MARS method (MAE=5.24 mg/dm³ and MAPE=6.74%) produced slightly smaller error values than the two other methods. In the models for TN forecast, developed by means of BT and SVM methods and based on Q(t-1), Q(t-2) and T(t-1) inputs, the values of errors are MAE=5.39 mg/dm³, MAPE=7.01% and MAE=5.83 mg/dm³, MAPE=7.51%, respectively. By modelling TN based on TN(t-1) inputs, the determined MAE and MAPE errors are greater compared with the models based on Q and T. The respective error values are 7.05 mg/dm³ and 9.63% by MARS method, 7.02 mg/dm³ and 9.49% by SVM method and 7.14 mg/dm³ and 9.67% by BT method.

In the models predicting ammonia nitrogen NH₄ based on Q and T (Table 2), the lowest error values were found for MARS method (MAE=3.81 mg/dm³ and MAPE=7.90%). Slightly worse NH₄ simulation results were received with SVM method (MAE=4.25 mg/dm³ and MAPE=8.82%) and BT method (MAE=4.04 mg/dm³ and MAPE=8.49%). Regarding the models for NH₄ based on NH₄(t-1) inputs, the errors achieved (Table 4) are greater than these once got by MARS method (MAE=4.84 mg/dm³ and MAPE=10.57%), by SVM method (MAE=4.97 mg/dm³ and MAPE=10.57%) and by BT method (MAE=4.91 mg/dm³ and MAPE=10.63%).

From Tables 3 and 4 results also that the smallest prediction errors for total phosphorus (TP) models based on Q and T (Table 2) were obtained with MARS method (MAE=0.90 mg/dm³ and MAPE=12.43%). As to other methods applied, the fitting errors calculated were slightly greater by SVM method (MAE=0.96 mg/dm³ and MAPE=13.48%) as well as by BT method (MAE=0.92 mg/dm³ and MAPE=12.90%). By TP models based on TP(t-1) inputs, the errors received (Table 4) are higher compared with the models applying Q and T inputs (Table 2).
approach does not require tedious and time-consuming laboratory tests of those parameters that are commonly executed while operating a treatment plant. Such approach makes also possible to forecast simply the concentrations of biogenic compounds in wastewater in cases of failures of monitoring systems installed in the plants. The settings of crucial units of the treatment plant bioreactor shall be selected based on simulation results of quality and quantity of inflowing wastewater. If such simulations can be done easy by means of the methods mentioned then the plant operator gets a convenient tool ensuring a successful reduction of contaminants in the wastewater treated.
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ABSTRACT
This paper deals with a so-called feedforward neural network model which we consider from a statistical and econometric viewpoint. It was shown how this model can be estimated by maximum likelihood. Finally, we apply the ANN methodology to model demand for electricity in South Africa. The comparison of forecasts based on a linear and ANN model respectively shows the usefulness of the latter.

INTRODUCTION
Artificial neural networks (ANN) subsume a set of models which have been developed in the cognitive sciences to understand the functioning of human brain. These models were originated in the publications by (McCulloch and Pitts 1943) and in the study of perceptron by (Rosenblatt 1958). However, at that time the capabilities of computing were very limited, so these early models were too simple to explain the complexities of the actual operation of the brain. Consequently, with growth of computing powers, more complex ANN structures and network learning methods were designed, particularly in the investigations of (Rumelhart et al. 1986) and (McClelland et al. 1986). In this study we are interested in applying econometric approach to ANN models. From this viewpoint, the inspiring and path breaking contribution is that of (Kuan and White 1994). More recently, (Kuan 2008) gave a review of the matter from an econometric perspective. In brief, ANN models for an econometrician constitute a specific set of non-linear models and “learning” is understood as an estimation of model parameters. Applications of econometric ANN models are been numerous in the field of market finance. For a presentation of main results, see e.g. (Franses and van Dijk 2000, chapter 5). Forecasting, especially macroeconomic, was also an area to prospect well, as evidenced by the studies of (Swanson and White 1997, McMenamin (1997), Zhang, G. et al. 1998, Rech 2002, White 2006, Medeiros et al. 2006, and Ozdemir et al. 2010), a short list in the vast literature on the subject.

Fundamentally, the aim of this paper is to develop an application of neural networks focused on the electricity production in South Africa.

THE ANN (k,q) MODEL
From an econometric perspective, the “single hidden-layer feedforward” model will be written as follows:

\[ y_t = \alpha'z_t + \sum_{j=1}^{q} \beta_j^G(y'_j z_t) + \epsilon_t, \quad t = 1, \ldots, T, \quad (1) \]

where \( y_t \) is the dependent variable (=output), \( z_t = (1, y_{-1}, \ldots, y_{-p}, x_{-1}, \ldots, x_{-p})' \) is the vector of the explaining variables, including the constant and the delayed values of \( y_n \), \( \gamma \) and \( \alpha \) are \((p+k+1)\) vectors of parameters and the \( G_s \) are the activation functions. Consequently, the relationships between \( y_t \) and \( x_t \) are possibly nonlinear. Moreover, as usual, \( \epsilon_t \) is a Gaussian white noise with null mathematical expectation and constant variance.

The activation functions are usually restricted to those which have values between zero and one. From this viewpoint, the logistic function

\[ G(x) = 1/(1 + e^{-x}), \quad x \in \mathbb{R}, \quad (2) \]

is the leading choice. However, many other choices are possible such as smooth cumulative distribution functions, sine and cosine functions, hyperbolic tangent functions, etc. – see (Kuan, 2008). Furthermore, (McMenamin, 1997) has even proposed to use the \( \pi \)-based activation function, say \( \pi' \).

In total, eq. (1) and the relevant specific activation functions constitute the ANN \((k, q)\) model. Fundamentally, it belongs to the class of nonlinear models and subsumes many other models, well known in the econometric literature – see e.g. (Franses and van Dijk, 2000) – such as the switching-regression model or the Smooth Transition Autoregressive (STAR) model. Better, as noted by (Kock and Teräsvirta, 2011), ANN-model is also a so-called “universal approximator”.

The problem will be drastically simplified if ANN \((k, 1)\) model is considered:

\[ y_t = \alpha'z_t + \beta G(y'_t z_t) + \epsilon_t, \quad t = 1, \ldots, T, \quad (3) \]

where \( \epsilon_t \sim N(0, \sigma^2) \) and \( G \) is the logistic function (2)
THE DATA

The series to be “explained” and to be used for prediction, denoted Elec, is that of the monthly electricity production in South Africa for the period 2002-M1 to 2010-M6. It furnishes the production in thousands of MWh.

The explicative variables are three in number:
- The consumer prices of services index, denoted CPI, which gives a picture of the prices variation for all urban areas (2012-M12 = 100);
- The total volume of manufactured production, denoted Prod, which constitutes an index with 2010 = 100;
- A binary variable, Rec, which takes the value one during the recessions and the value zero during the expansion phases of the economy. This dummy series was constructed based on the dating of the South African business cycle by (Bismans and Majetti 2012) and (Bismans and Le Roux 2013). The dating of cyclical turning points is obtained by means of the BBQ algorithm. (BBQ is an acronym for Bry-Boschan Quarterly.) Of course, the final series resulting from the algorithm implementation must be monthly. Therefore, all the series are thus monthly. Precise also that these series – except Rec – have been downloaded from the data base of the South African Reserve Bank.

ESTIMATION OF THE ECONOMETRIC MODEL

The search for an adequate model follows the general-to-specific (GETS) methodology vindicated by David Hendry in several publications. (See for a recent and path-breaking reference, (Hendry and Doornik 2014), especially chapter 1). The essence of this procedure is to begin the discovery process by specifying a general unconstrained model (GUM) with many variables and many lags. It is necessary to reduce the initial model by using significance tests on the coefficients and also the models selection criteria (Akaike, Bayesian Information Criterion and Hannan-Quinn). The elimination of irrelevant variables is carried out sequentially by applying at each stage the criterion of meaning and information. Following this approach, Table 1 presents the final results of the linear process.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Std. Error</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elec (-2)</td>
<td>0.754</td>
<td>0.0875</td>
</tr>
<tr>
<td>Elec (-4)</td>
<td>-0.453</td>
<td>0.0834</td>
</tr>
<tr>
<td>Rec</td>
<td>-1608.9</td>
<td>494.1</td>
</tr>
<tr>
<td>Rec (-1)</td>
<td>1654</td>
<td>524.8</td>
</tr>
<tr>
<td>Rec(-6)</td>
<td>1568</td>
<td>297.9</td>
</tr>
<tr>
<td>Prod (-1)</td>
<td>128.9</td>
<td>14.38</td>
</tr>
</tbody>
</table>

Some comments are due at this point.

Firstly, given the corresponding p-values, all the variables in the final model are significantly different from zero at one percent. Secondly, the variable “Rec” is peculiarly significant. Logically, the entry in recession lowers immediately the electricity output, but after one month and especially six months, the relationship becomes positive. Thirdly, the manufactured production contributes positively, but with only one lag, to the electricity production.

Given Eq. (3), it remains to estimate the part
\[ \beta G(\gamma z_t) + \epsilon_t, \]
where \( \beta = 1 \), \( G \) is the logistic Cumulative Distribution Function (CDF) and \( z_t \) is the vector compounded by the variables Elec(-2), Elec(-4), Rec, Rec(-1), Rec(-6) and Prod(-1).

Now, Table 2 shows the ML estimators of the gamma parameters.

Table 2. The ANN-model (non-linear part)

<table>
<thead>
<tr>
<th>Elec (-2)</th>
<th>Elec (-4)</th>
<th>Rec</th>
<th>Rec (-1)</th>
<th>Rec (-6)</th>
<th>Prod (-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>-151.7</td>
<td>-0.002</td>
<td>-0.0002</td>
<td>0.009</td>
<td>0.04</td>
</tr>
</tbody>
</table>

As a general rule the estimated coefficients must not be interpreted in the same way as we do for a linear model. They are only used to get a better prediction of the electricity consumption.

FORECASTS

The out-of-sample forecasts are presented in the following table for a horizon of six months.

Table 3. Dynamic forecasts

<table>
<thead>
<tr>
<th>Horizon</th>
<th>Actual values</th>
<th>Linear model</th>
<th>ANN-model</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010-01</td>
<td>20124.4</td>
<td>18900.0</td>
<td>18748.4</td>
</tr>
<tr>
<td>2010-02</td>
<td>18861.7</td>
<td>18124.1</td>
<td>17972.6</td>
</tr>
<tr>
<td>2010-03</td>
<td>20914.6</td>
<td>17818.5</td>
<td>18590.3</td>
</tr>
<tr>
<td>2010-04</td>
<td>19844.7</td>
<td>17782.6</td>
<td>18187.1</td>
</tr>
<tr>
<td>2010-05</td>
<td>21149.2</td>
<td>17741.2</td>
<td>19675.9</td>
</tr>
<tr>
<td>2010-06</td>
<td>21352.6</td>
<td>18284.8</td>
<td>19660.4</td>
</tr>
</tbody>
</table>

The comparison of point predictions depicts that globally, the ANN-model is a better tool for forecasting in comparison to the linear model.

To refine the analysis, two additional evaluation indicators are computed: the Root Mean Square Error (RMSE) and the Mean Absolute Percentage Error (MAPE). Finally, the Theil’s coefficient is equally implemented.

Table 4. Some evaluation statistics

<table>
<thead>
<tr>
<th></th>
<th>Linear model</th>
<th>ANN-model</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>2480.2</td>
<td>1605.9</td>
</tr>
<tr>
<td>MAPE</td>
<td>10.945</td>
<td>7.526</td>
</tr>
<tr>
<td>Theil’s U</td>
<td>1.97</td>
<td>1.24</td>
</tr>
</tbody>
</table>
All the statistics deliver the same information: the predictive performance of the neural network model is superior to that of its linear counterpart. However, it is possible to push the interpretation further by considering the coefficient of Theil. Indeed, Theil’s $U$ takes a value of one with the naïve model. Values lesser than 1 indicate an improvement comparatively to this naïve benchmark and values higher than the unity translate a deterioration of the forecasts, always with respect to this benchmark.

From this viewpoint, both used models - linear and feedforward neural network - do less well than a simple random walk, for which the best prediction of a variable in $t$ is the observed value of this variable during the immediately preceding period.

Explaining this apparent paradox is not difficult: it follows from this that the strong seasonality in the series was not taken into consideration. Nevertheless, one must recall that the only objective of this contribution was to compare linear and ANN models from a forecasting perspective.

**CONCLUSIONS**

Undoubtedly, the study has proved empirically that the ANN-model demonstrated superior predictive properties than the linear one. However, two limitations of the canonical ANN benchmark structure will be exceeded in the future: on one side, considering one node in the hidden layer is a simplification, at best temporary, to be abandoned; on the other side, the seasonality should be modeled explicitly. It’s our prospective way!
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ABSTRACT
Compressed air systems (CAS) utilised in manufacturing processes require significant energy input for operation. The estimated cost of producing compressed air is considered high with little transparency available when assessing its value in manufacturing. There is currently poor awareness of the performance of CAS in relation to its equipment utilisation and energy optimisation. This paper presents a modified approach to the EnergyBlocks methodology for representation and simplification of compressed airflow profiles in discrete event simulations (DES). The presented AirBlocks methodology significantly reduces the aggregate data required to represent the dynamic and interdependent nature of CAS. Combining the AirBlocks approach with manufacturing throughput productivity simulations allow a productivity oriented compressed air demand profile to be developed. This offers the capacity to estimate periods of sustained peak, average and minimum air demand, incidents of production stoppages due to air starvation and, identify waste and saving potential in the system. This paper includes an industrial case study where the AirBlocks approach was used in evaluating the performance of an existing CAS. Through simulation - poor compressor utilisation and regular incidents of air starvation were identified as symptoms of insufficient CAS volumetric capacity and an oversized compressor system in an automotive engine manufacturing plant.

INTRODUCTION
It is estimated that global primary energy demand will increase by 40% between 2007 and 2030 with industrial demand projected to grow most rapidly (OECD 2009). During this period industry is expected to account for 20% of the total world energy demand with electrical energy making the largest single contribution. The electrical energy required to meet the demands of CAS in industry accounted for between 10% to 30% of overall industrial energy consumption (Radgen and Blaustein 2001). In 2001 it was estimated that this energy demand required 80TWh of electricity and produced 55 million tonnes of CO2 in the European Union (EU-15) alone (Radgen and Blaustein 2001). Considering between 20-25% of input electrical energy is delivered as usable compressed air energy (Kreith 2000) and 60% or less of air consumed actually make a direct contribution to the product or service which it was intended (Foss 2002), CAS are one of the most expensive in terms of energy utilisation. Figure 1 shows the cost of energy delivery (US$/gigajoule) in comparison to natural gas, steam and electricity.

The energy cost in operating a CAS is undoubtedly high. A compressor’s average lifespan is 13 and 16 years for 10-110kW and 110-300kW compressors respectively (Radgen and Blaustein 2001). During this time the energy cost will reach up to 78% of the total set up and running cost of the system (Saidur et al. 2010). Figure 2 shows
the proportions of cost attributed to each key factor in procuring and operating a CAS. CAS energy consumption can be further exacerbated through poor practices, poor understanding and the prioritisation of production reliability over system efficiency and energy value. It is reported in literature that compressed air has the perception of being free to the user. Reasoning proposed by McKane and Medaris (2003) suggests that within the manufacturing industry there is a common disconnection between the known presence of compressed air in the distribution network and the associated electrical energy cost required to create this presence. Furthermore, Saidur et al. (2010) states; the only time that issues such as leakage and filter replacement get attention is when air and pressure loss begin to interfere with regular production.

This viewpoint was given additional insight from interviews with 19 European enterprises which found system reliability to be the most important performance criterion as the cost of a CAS breakdown inevitably leads to lost production. Cost was rated as the least important performance criterion for CAS (Radgen and Blaustein 2001). However the emphasis which was placed on reliability was not realised in practice as a report by US Department of Environment (US DOE 2001) found 35% of interviewed end users experienced unscheduled shutdowns with 60% of these shutdowns lasting for 2 days or more.

It is widely recognised in literature that there are vast improvements to be gained in CAS efficiency with much attention given to technical approaches for improving pneumatic component performance, compressor control strategies, systems maintenance, procurement, system and plant design (Saidur et al. 2010). It is however alleged that the implementation of technical measures designed to improve energy efficiencies in the industrial environment are very low (Radgen & Blaustein 2001), a point which has been reiterated by Galitsky and Worrell (2003), Rohdin and Thollander (2006), O’Driscoll and O’Donnell (2012) and Fleiter et al. (2012). Reasons for this lack of uptake are primarily seen as organisational, where a combination of cost accountability and awareness of potential savings are invisible to key decision makers. Failure to highlighting specific performance indicators required to promote energy efficiency in a CAS are largely due to the amalgamation of all electrical energy consumption costs as a single general overhead (Marshall 2013). Furthermore, difficulties in implementing improvements to CAS efficiency can arise from complex management structure within an organisation. Such structures can see responsibility and prioritisation diluted where potential measures for system improvements must pass through different departments with differing functions, e.g. finance, maintenance, procurement (Radgen and Blaustein 2001).

It is estimated that over 50% of industrial plant air systems have potential for large energy saving projects with relatively low project costs US DOE (2001). The perceived lack of focus on implementation measures within the literature, coupled with poor organisational accountability in industry - support the case for the need of a comprehensive data driven approach to improving compressed air systems energy efficiency which targets the decision making process. The aim of this paper is to present a modified approach to the EnergyBlocks methodology to be used for the refinement and representation of compressed airflow profiles in DES. The presented AirBlocks methodology creates an environment in which a CAS performance can be evaluated with regard to its total manufacturing production demand to identify potential for improving energy utilisation. Evaluation can be carried out on multiple levels of aggregation including individual machine components, single machines, multi-machine operations and a complete manufacturing line. The paper briefly reviews recent and seminal literary contributions which highlight the notable developments in modelling and simulation of energy flows in manufacturing systems.

MODELLING & SIMULATION

The implementation of CAS energy efficiency measures in the manufacturing industry have remained low despite continuous developments on the topic. Current decision mechanisms are largely failing to recognise the substantial technical and economic potential for energy saving. The biggest influencing factor in decision making is that of financial savings. Such decisions must be informed with detailed knowledge of the systems current performance (Talbott 1992). But due to the contextually specific nature of most existing data/information it is difficult to relate it to individual situations faced by CAS users. Information tools are highlighted by Radgen and Blaustein (2001) as a platform to transcend organisa-
tional structural barriers where responsibility for differing aspects of CAS are spread through company departments and levels. Simulation is a modelling tool used to understand system performance and identify potential for improvements (Tako and Robinson 2010). Where an investigation seeks to understand system performance over time and identify potential improvements, simulation can offer the following advantages (Panneerselvam 2006);

- Experimentation times can be compressed.
- Performance can be studied under multiple scenarios.
- Success or failure on a simulated system has no adverse effects on production.

Drawbacks to simulation modelling are the time and cost required to create and verify effective and system comparable models (Wilson et al. 2015). Thollander et al. (2009) combined energy auditing with production optimisation and simulation as a means to inform strategic investment in a Swedish foundry. Generating performance data which directly correlated to production for assumed future energy cost variations gave decision makers the relevant insight to system performance in the appropriate context to make informed investment decisions.

Maxwell and Rivera (2003) propose the use of a dynamic system simulation to investigate the effects of air pressure on the performance of CAS. The systems approach taken by Maxwell and Rivera (2003) addresses a core element of CAS the interdependent and dynamic relationship between supply and demand. However, the deterministic approach in modelling compressed air demand gives a narrow view of the effects of production variability. This approach does not assess the effect of uncertainty in production such as random occurrences of peak demand and production interruptions. Furthermore the low resolution offered by a fixed 10 second time interval and short (24hr) production period of the demand profile fails to consider the longer term variability in production output and possible instantaneous occurrences of peak air demand.

The integration of production planning and energy performance analysis using DES is a topic which has recently been the focus of some attention. A study by Berglund et al. (2011) highlights the broad separation of plant information systems and production data in manufacturing. The author proposes an integrated approach to handling production and facility energy consumption which evaluates the combined impact of process energy from manufacturing operations and resources, facility energy and building services using DES (Figure 3). While the full range of energy systems proposed by Berglund et al. (2011) is beyond the scope of this study it does highlight the necessity for any developments with respect to DES of CAS to be considered in the context of a more comprehensive approach for integrating energy flow into a production planning environment.

Herrmann et al. (2011) states that dynamic interactions of processes and auxiliary equipment must be considered when planning and controlling manufacturing systems. The author highlights the estimation of time based energy consumption to be of major importance if factory systems are to be considered as a collective. While no single commercially available software yet support such an analysis the author presents three general simulation paradigms which are most commonly pursued for energy oriented manufacturing system simulation (Figure 4). Herrmann et al. (2011) proposed a generic simulation environment which integrates elements of Paradigm B

Figure 3: Integration of production & facility energy consumption (Berglund et al. 2011)
and C. This approach offers a platform for a comprehensive analysis of energy system performance with respect to production requirements but is not without drawbacks. The combination of discrete event and discrete time simulation implicitly contains fixed time interval, which if too short will unnecessarily increase demand on computational resources. Subsequent computations may occur where the system remains unchanged offering no benefit, conversely if the time intervals are too large, important events may lack sufficient detail and remain overlooked (Carter and Price 2000).

Discrete event and discrete time simulations have extensive fundamental differences in discretization algorithms, reference locality, sequencing / scheduling and data structures (Nutaro 2007). Modellers would still require a understanding of the differences in simulation type, methods and nature of the model (stochastic & deterministic) (Tako and Robinson 2010).

**PROPOSED SOLUTION**

**Approach**
The conservation of mass approach is the adopted method for this study due to its conceptual simplicity and suitability to a fixed volume system analysis with negligible heat transfer. The conservation of mass is described as the time rate of accumulation of mass within a control volume equals the difference between the total rates of mass flow in and out across the boundary (Bejan et al. 1996). As this study is assessing the relation of demand, system capacity (receiver & distribution network volume combined) and supply in an open system the control volume is identified as the CAS capacity with supply and demand dictating the flow of mass across the systems boundaries (Cengel and Boles 2013). The fundamental equations that govern this approach are:

\[
\frac{dm_{cv}}{dt} = \sum_{i} (\dot{m}_i) - \sum_{o} (\dot{m}_o) \quad (1)
\]

where:

\(\dot{m}_i = \) input mass flow rate  
\(\dot{m}_o = \) output mass flow rate  
\(m_{cv} = \) the total mass contained within the control volume at time \(t\),

To approximate the appropriate system capacity and any occurrences of starvation the mass within the total systems volume at the upper pressure threshold \(P_1\) and the lower pressure threshold \(P_2\) must be determined. Assuming ideal gas behaviour and negligible changes in air temperature, the conservation of mass equation can be expressed as:

\[
\frac{dP_s}{dt} = \frac{(\dot{m}_i - \dot{m}_o) \ast R_g \ast T}{V_{sv}} \quad (2)
\]

where:

\(P_s = \) the system pressure  
\(R_g = \) ideal gas constant for air  
\(T = \) average temperature in the receiver  
\(V_{sv} = \) combined receiver and network volume.

The required volume of the combined receiver and network volume at the upper pressure threshold and the lower pressure threshold must be equal, thus the volume is approximated as follows;

\[
V_{sv} = \frac{m_{mr} \ast R_g \ast T}{(P_1 - P_2)} \quad (3)
\]

where:

\(m_{mr} = \) the maximum mass reduction in a single simulation period.

The combined receiver and network volumes are considered as a single quantity as this allows a balance between network and receiver capacity to be determined during the design process. In order to determine the appropriate compressor output and system capacity using this model, a direct deterministic multivariate optimisation method is employed. This method is referred to as a univariate search where all but one variable is fixed allowing the local optimum value to be found. This variable is in turn fixed and another variable is optimised with the process repeated until there are no further improvements in the objective function (Smith 2016). The
resultant data set can be used to approximate the global optimum for the decision making process. When determining the local optimum value the interval halving method is employed as described by Singiresu (2009). The convergence criterion is - the minimum final interval within a tolerance range where there are no occurrences of starvation.

Methodology
The methodology for describing compressed air consumption of production equipment is a modification of the EnergyBlocks planning methodology presented by Weinert et al. (2011). The authors present an approach based on segmenting the power profiles of production equipment in their operating state (see Figure 5).

With this approach a production process is modelled as a sequence of EnergyBlocks which represent the whole production process chain. Furthermore a database of EnergyBlocks allow any process chain to be modelled which contains similar process parameters and machine specifications. This approach is modified for the refinement of compressed air profiles for use in DES. Two primary justifications for modifying this process are; (1) a machines compressed air profile may constitute more than one superimposed processes for example, if a machine demonstrated a downstream leakage characteristic when no machining activities are occurring then the logical assumption can be made that the leakage is symptomatic of the machines performance. Thus, any additional air demand processes will result in the consolidation of both contributing factors. (2) The second justification is in reducing the number of interpreted events in the process by defining underlying behaviours, each contributing event can operate concurrently as opposed to sequentially. For the sake of distinction the modified approach is referred to as AirBlocks and a comparative of each approach is made between Figures 6 & 7 using a minimum quality lubrication (MQL) airflow profile for a machine tool.

The AirBlocks approach offers a significant reduction in the datapoints required to represent the same number of processes, the number of events required to represent the cycle is reduced by almost half offering improved computational efficiency in simulation. In addition, underlying contributors such as leakage are more accurately represented allowing greater analysis of any specific individual elements contribution to the production demand.

Simulation
The simulation tools used by the industrial partner for this study are Lanners commercial DES software Witness® linked to bespoke front end within Microsoft® Excel®, further details of which are available in Wilson et al. (2015) & Higgins (2013). This research aims to develop a universally applicable approach to simulating compressed air system performance with regard to its manufacturing production demands a database based method was used to generate and drive CAS performance simulations using DES throughput and productivity data and machine level compressed air demand profiles. This topic has seen development from Randell and Bolmsjo (2001) where a proof of concept for the integration of information between platforms was presented. Interfacing DES software and relational database management systems (RDBMS) is supported by many priority vendors with the most appropriate example presented by Waller (2012). A MySQL RDBMS was selected as the most applicable platform to interface with Witness. This study was limited to an integration of information only although further systems integration is planned.
The basic structure of the database simulator can be categorised as Paradigm B as shown in Figure 4. This structure offers greater functionality where a high level of detail is required when analysing air flows and dynamic interactions between subsystems. Although the level of modelling and simulation complexity is increased and differing model aspects are spread across multiple expert tools, it has been observed that the integration of simulation tools, data storage infrastructure and evaluation tools is necessary to efficiently manage and utilise data generated in a manufacturing environment. Studies carried out by Skoogh and Johansson (2008), Randell and Bolmsjo (2001), Sargent (2003), Weinert et al. (2011), Herrmann and Thiede (2009) and Lind et al. (2009) offer justification and insight to the integration of a database into production, supply chain and energy simulations. A drawback to the multiple platforms required in this simulation approach expressed by Herrmann et al., (2011) is reduced transferability. As this approach is reliant on a fundamental aspect of DES the event set - it could be argued that provided suitable input data can be generated from any alternative DES platforms, this approach is transferable. Furthermore, the selection of RDBMS can increase the platforms transferability if selected appropriately. The simulation structure is presented in Figure 8.

**RESULTS & DISCUSSION**

The simulation results offered insight into the performance of the existing compressor and capacity arrangement. By comparing simulation results to observed behaviours in the CAS an evaluation of the cause of the incidences of starvation was able to be made. The existing compressed air supply consisted of approx. 100 m$^3$/hr (STP Standard Temperature & Pressure) compressors and a total network volumetric capacity of 1.5 m$^3$. Compressor utilisation is approximately 65% (Figure 9) which corresponds with a value of 60% estimated from observation. Charting the existing volumetric capacity against the compressor output shows the initial capacity to be in close proximity to the threshold where occurrences of starvation are likely (Figure 10). Considering the simulation result is derived from a simulated compressor supply with 100% availability, it does not account for the impact a control strategy would have. Thus it is reasonable to assume that the actual threshold for starvation would in reality occur at a marginally increased volumetric capacity but utilisation would be expected to remain the same as it is a function of the compressors output only.

Allowing for the impact of a control strategy, this result was consistent with the behaviour observed in the CAS during operation thus it allowed an informed course of

---

**Figure 8: Simulation structure of production oriented CAS simulation**
action to be taken. To overcome the likelihood of further production interruptions due to starvation, the volumetric capacity was increased to 2.5 m³.

Such insight was not previously available to the industrial partner. Its impact will have long-term positive consequences to the machine availability and therefore productivity seen within the manufacturing facility.

CONCLUSION & OUTLOOK
This paper presented the AirBlocks methodology for representation and simplification of compressed airflow profiles in DES. By combining the AirBlocks approach with manufacturing throughput productivity simulations, a compressed air demand profile was able to be produced which was representative of real world demand on CAS in discrete manufacturing. This approach allowed the variability in discrete manufacturing to be accounted for while the reduction in aggregate data enabled long periods of production simulation to be carried out.

The case study presented an application of the AirBlocks methodology as a means of evaluating a CAS by assessing the performance of an air compressor and receiver to a simulated air demand. Within the broader aim of the research study the simulation outcome was aimed to assist decision makers in the design, procurement and implementation process of CAS design and operation. The case study was successful in both its specific aim (compressor performance analysis) and within the broader aim of this study. However the approach is not without weakness. Currently no compressor control strategy was accounted for in the model which would invariably affect the simulation outcome in terms of the starvation threshold and required compressor output. If a control strategy activation range would increase the required compressor output to meet the demand and the capacity would also be expected to increase. Thus the current simulation results must be considered with a large safety factor.

The novelty aspects of the research are found in the following:

- The simulation method proposed offers a novel approach to simulating a CAS supply, capacity and demand relationships whilst retaining the discrete event simulation paradigm characteristics of event sets and sequential data processing.
- The use of a database simulator builds on previous research by applying it to a CAS data analysis task.
- The AirBlocks method of data simplification is a novel approach to transferring dynamic system data to discrete event data.

Further research in this field will address the impact of a compressor control strategy on a CAS supply system and explore energy reduction measures for CAS.
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ABSTRACT
RELAP/SCDAPSIM is a system tool that allows the used to model reactor systems and analyze a wide range of transients. It was initially designed to analyze LWRs, but starting 2009 Politehnica University of Bucharest worked intensively to demonstrate that the code could also predict the behaviour of a CANDU reactor.

This paper shows the evolution of a Station Blackout accident in a CANDU 6 reactor using RELAP/SCDAPSIM, with variations in modelling the steam generator of a PHWR, and also listed the parameter that influence the dryout phenomena in the steam generators secondary side. The analysis performed has shown no major effects of the steam generators modelling on the parameters selected to be highlighted, and the progression of the accident has shown only minor differences in the events timing.

INTRODUCTION
A Station Blackout scenario considered in this analysis is a transient initiated by the loss of AC power (Class IV) coincident with the loss of all on site standby (Class III) and emergency electric power supplies.

The steam generators play an essential safety function during the SBO accident scenario, serving as the primary function of removing the heat from the primary system by transferring the heat from the primary coolant (D2O) circulated through the "U" tubes to the secondary side containing H2O as a coolant. After the reactor trip, the decay heat from the fission products consists of about 7% of full power heat production. The most common method of removing the decay heat is through the steam generators. The heat removal function will be ensured by maintaining a minimum water inventory in the steam generators (Chaplin 2016).

In this analysis the RELAP/SCDAPSIM code was used to develop the full plant model. The main purpose of this paper is to observe the impact of the steam generators modelling on the behaviour of the plant during the early stages of a SBO transient. For this purpose four different configurations of the steam generators were analyzed.

SBO ANALYSIS IN CANDU 6 REACTORS
RELAP/SCDAPSIM, designed to predict the behavior of reactor systems during normal and accident conditions, is being developed at Innovative Systems Software (ISS) as part of the international SCDAP Development and Training Program (SDTP). RELAP/SCDAPSIM uses the publically available SCDAP/RELAP5 (Siefken et al. 1996) models developed by the US Nuclear Regulatory Commission (NRC) in combination with proprietary (a) advanced programming and numerical methods, (b) user options, and (c) models developed by ISS and other STDP members (Innovative Systems Software 2017; Allison and Hohorst 2008).

RELAP/SCDAPSIM is designed to describe the overall reactor coolant system (RCS) thermal hydraulic response and core behavior under normal operating conditions or under design basis or severe accident conditions. The RELAP5 models calculate the overall RCS thermal hydraulic response, control system behavior, reactor kinetics, and the behavior of special reactor system components such as valves and pumps. The SCDAP models calculate the behavior of the core and vessel structures under normal and accident conditions. The SCDAP portion of the code includes user-selectable reactor component models for LWR fuel rods, Ag-In-Cd and B4C control rods, BWR control blade/channel boxes, electrically heated fuel rod simulators, and general core and vessel structures. The models calculate the damage progression in the reactor core: heat-up, oxidation and meltdown of fuel rods and control rods, ballooning and rupture of fuel rod cladding, release of fission products from fuel rods and disintegration of fuel rods into porous debris and molten material. The SCDAP portion of the code also includes models to treat the later stages of a severe accident including debris and molten pool formation, debris/vessel interactions, and the structural failure (creep rupture) of vessel structures. The
The latter models are automatically invoked by the code as the damage in the core and vessel progresses (Allison and Hohorst 2008).

The full plant model (as shown in Figure 1) used in this analysis is a detailed model of the core (16 thermal hydraulic channels, each of them describing the behaviour of a group of specific fuel channels, based on the radial power distribution in the core); the fuel assemblies along with the pressure tube, annular CO$_2$ gas, and the calandria tube were modelled using SCDAP components.

During the past 15 years, Politehnica University of Bucharest has developed a full plant model of a generic CANDU reactor, with slight variations up to the present, regarding the number of the thermal hydraulic fuel channels describing the core, fuel bundles modelling (using RELAP heat structures or SCDAP components), adding more and more features to better represent the behaviour of the plant during several accident conditions.

SG MODEL IN RELAP/SCDAPSIM

Figure 1: CANDU 6 full plant model

Figure 2: Steam generator in a CANDU reactor (Chaplin 2016)

Since the SBO scenario has been analyzed several times before (Dupleac et al. 2009; Dinca et al. 2015; Zhou and Novog 2017) employing RELAP/SCDAPSIM, this analysis will focus on the influence of different modelling configurations on the dryout of the steam generator, void fraction in the secondary side of the SGs, and also in the U tubes, natural circulation mass flow in the PHTS, pressure in the SGs during the early stages of a SBO in a CANDU 6 reactor.

The main components of the steam generators modelled in RELAP/SCDAPSIM are: the hot and cold legs of the "U" tubes, the primary coolant inlet and outlet, the preheater section, the cyclone separator, the steam dome, the downcomer, the riser, and the shrouds. Most of the steam generators components were modelled using pipe components, single volumes, a separator, and single junctions describing the connections between the components. The steam generator of a CANDU 6 reactor is shown in Figure 2.

Steam Generator Modelling - Case 1

First case which was considered is the one used in the publication reports on the results of an IAEA coordinated research project (CRP) on benchmarking severe accident computer codes for heavy water reactor applications (IAEA 2013).

Figure 3 shows the nodalization scheme for the steam generator. The "U" tubes are discretized in 15 volumes, and separate volumes (single volumes) for the inlet and outlet plenum. The secondary side consists of the preheater, riser, separator, drum and downcomer volumes discretized in different number of nodes to properly model the steam generator performances. The feed water is injected in the preheater, a time-dependent volume gives the temperature and a time-dependent junction is used as a boundary condition for the feed water flow rate.

The pipe component is simply a series combination of single-volume and single-junction components. The single-junction is the basic hydrodynamic flow unit in RELAP5. The input data specifications describing the basic junction properties and conditions for the junctions associated with other types of components (pipes, branches, etc.) are identical to those described for the single-junction component. Pipe components offer input conveniences, since most characteristics of the volumes and junctions in a pipe are similar or change infrequently along the pipe, and input data requirements can be reduced accordingly.
Because of the sequential connection of the volumes, junctions are generated automatically rather than being individually described.

**Steam Generator Modelling - Case 2**

The second case starts from the previous model used in the first case analysis, with the variation of the number of volumes of the steam generator secondary side components (Figure 4) from 3 volumes of the riser to 9 volumes, and the preheater section from one volume to 5 volumes. The primary side of the steam generator was also divided in multiple nodes corresponding to the detailed nodding used on the secondary side.

![Figure 4: SG Detailed Nodding Scheme 1](image)

**Steam Generator Modelling - Case 3**

The third case starts from the model used in the base case analysis, with the variation of the number of volumes used to describe the steam generator secondary side components (Figure 5), from 3 volumes of the riser to 12 volumes, and the preheater section from one volume to 10 volumes. The primary side of the steam generator has been modelled based on the nodalization used for the secondary side.

![Figure 5: SG Detailed Nodding Scheme 2](image)

**Steam Generator Modelling - Case 4**

The fourth nodalization proposed for this study consists in a single volume describing the secondary side of the steam generator, the downcomer's nodding being maintained as it was in the previous proposed nodding schemes.

The single-volume component is the basic hydrodynamic cell unit in RELAP5. Note that the pipe component may be thought of simply as a series collection of single-volumes joined by single-junctions. The input data specifications describing the basic volume geometries and conditions for the other types of components (pipes, branches, etc.) are identical to those for the single volume component. The flow area, length, and volume of the cell must be input. These three parameters must be consistent or an input error results. Thus, it is recommended that one of these three quantities be input as zero, allowing the code to calculate its value consistent with the two nonzero entries. For complex geometries, the requirement that the area, length, and volume be consistent may require the modeler to accept a compromise on one or more of the input parameters. This situation arises when the modeler attempts to include a region with a varying flow area varies within a single hydrodynamic cell. A compromise is needed because the average flow area for the geometry may not adequately represent the flow path in the region. The input flow area determines the flow velocity, the input length affects the calculated frictional pressure drop, and the input volume contributes to the overall fluid system volume. An additional constraint is that the length input for a vertical cell must be enveloped by the elevation gain of the cell. The modeler should select the compromise that would least affect his particular problem.

![Figure 6: SG Simplified Nodding Scheme](image)

**The RELAP5 thermal-hydraulic model solves eight field equations for eight primary dependent variables.** The primary dependent variables are pressure (P), phasic specific internal energies (Ug, Uf), vapor volume fraction (void fraction) (\(\alpha_g\)), phasic velocities (\(\mathbf{v}_g, \mathbf{v}_f\)), noncondensable quality (\(X_n\)), and boron density (\(\rho_b\)). The independent variables are time (t) and distance (x). The secondary dependent variables used in the equations are phasic densities (\(\rho_g, \rho_f\)), phasic temperatures (\(T_g, T_f\)), saturation temperature (\(T_s\)), and noncondensable mass fraction in noncondensable gas phase (\(X_n\)). The equations are described in the Models and Correlations Code Manual (NUREG/CR-5535/Rev 1-Vol IV).
SBO ANALYSIS AND RESULTS

The heat transfer from the PHTS to the steam generators causes the water boil-off and the increase of the pressure in steam generators secondary side. When the steam generators secondary pressure reaches the set point for the opening of MSSVs, the steam is discharged from the secondary side to the environment outside the containment. Following SBO primary pumps trip and the flow rate through reactor core decreases rapidly to the level of natural circulation. The SGs mass inventories and therefore the water level in the steam generators continuously decrease as a result of boil-off. When the SGs secondary side inventories are depleted, the SGs are no longer a heat sink to remove heat from PHTS and the natural circulation in PHTS is ceased.

Figure 7: Pressure in SGs secondary side

Figure 8: Dryout phenomena in SGs secondary side

Figure 9: Void fraction in SGs primary side

Figure 10: Void fraction in SGs secondary side

Figure 11: Void fraction in SGs downcomer

Figure 12: Pressure in RIH

Figure 13: Pressure in ROH
CONCLUSIONS

This modelling approach has intended to show the influence of the sensitivity studies through the variation in the number of axial volumes used to describe a major component of a CANDU reactor to some of the parameters of the plant during the early stages of a severe accident.

The simplest subdivision of a model into a set of control volumes or nodes is obtained by dividing the entire model into approximately equally-sized nodes. Appropriate node size is governed by several factors: numerical stability, run time, and spatial convergence. Numerical stability requires that the ratio of the node length to diameter be unity or greater. In practice, this ratio is much larger than one, but this “rule” provides a lower limit. Generally, nodes should be defined as large as possible without compromising spatial convergence of the results. That is because node size directly influences run time; the smaller the node, the smaller the maximum time step size to remain numerically stable. The material Courant limit dictates that the time step not exceed the node length divided by the maximum fluid velocity. Determining spatial convergence in the numerical results is a less straightforward process. However, suitable nodalization is problem dependent, and the user must exercise some judgment as to where in the model nodalization sensitivity studies are warranted.

The event timing showed no major differences in the evolution of the accident in a CANDU 6 reactor with different configurations of the steam generators, and the evolution of the parameters show similar trends with only slight differences in evolution, considered as being insignificant for the progression of the accident.

Advanced analyses should be made in order to determine the influence of using a single volume instead of pipe components in RELAP describing the SGs secondary side taking in count the flow direction and path in the opposite side of the preheater section.
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ABSTRACT

Cyber-physical systems (CPS), by their very nature, mix continuous and discrete behavior and are modeled by heterogeneous components. Formal analysis cannot always handle such complex systems and simulation is a necessary step. In particular, distributed simulation is very useful for the validation of CPS for two main reasons: either the CPS itself is distributed (e.g., a fleet of UAVs) or the CPS is too complex and/or has too much models (e.g., an aircraft). We discuss in this paper the impact of distributing the simulation of a system: which are the rules that must be applied to guarantee a correct behavior between the different simulators? If a centralized simulation already exists (using Discrete Event simulation), which hypothesis must be made for the Distributed Discrete Event simulation? The co-simulation framework used and discussed in this work is Ptolemy-HLA. It allows a Ptolemy model to be distributed using the high-level architecture (HLA) standard.

INTRODUCTION

The analysis of cyber-physical systems (CPS) is a complex task due to the heterogeneity of the parts involved, as they integrate different methodologies and tools. Simulating different parts of a CPS requires different abstraction and tool supports, and the lack of interoperability between tools poses a major challenge. Because of the nature of the CPS, or because of its complexity, distribution can be necessary.

Distributing a simulation brings its own challenges, as it requires all the simulation elements to conform to a collection of rules in order for the elements to communicate between them.

In this work, the Ptolemy framework is used for modeling the CPS system, and HLA is the standard chosen for the distribution. The IEEE High-Level Architecture (HLA) is a standard for distributed discrete-event (DDE) simulation. CERTI is a HLA-compliant RTI (Run Time Infrastructure). Ptolemy II is a modeling and simulation tool for heterogeneous systems, well suited for modeling CPS since it provides different models of computation (MoC). In this paper, the simulation entities, called federates are Ptolemy models, but the approach presented in this paper can be easily used for other simulators. We focus on the time representation issues introduced in a distributed simulation, using HLA as a standard for the co-simulation and Ptolemy as a simulator component. Interoperability and reuse are important targets, so the coupling between simulators is an important issue in the design. The first step in a distributed simulation is to find the partition of a simulation model consisting of a set of sub-models. Which sub-models can (or must) be put together in a simulator belonging to the distributed simulation? How to guarantee that the distributed simulation will be valid (according to some criteria)?

The purpose of this work is twofold: Providing properties that ensure a correct time coordination between a federate and HLA, and studying the impact of the distribution in the Ptolemy-HLA framework in order to build models requiring timely input. By studying this specific coupling, we intend to find general problems as well their solutions concerning the time management of heterogeneous distributed simulations.

We will start by presenting the characteristics of both Ptolemy and HLA, and studying the impact of the distribution in the Ptolemy-HLA framework in order to build models requiring timely input. By studying this specific coupling, we intend to find general problems as well their solutions concerning the time management of heterogeneous distributed simulations.

We will start by presenting the characteristics of both Ptolemy and HLA, and then, we will discuss the impact of an HLA-based distribution, before introducing elements needed for the Ptolemy-HLA simulation to be conservative.

PTOLEMY

Ptolemy II is a Java open-source simulation and modeling tool intended for experimenting with system design techniques, particularly those that involve combinations of different types of models (Ptolemaeus 2014). A Ptolemy simulation, called model, is com-
posed of a Director and software components called actors, that execute concurrently and communicate through messages (called events) carrying values, sent via interconnected ports. An actor that is executed is said to be fired.

The collection of rules that governs concurrent execution of the actors and the communication between them is called a Model of Computation (MoC). The MoC for each actor is implemented as a Director, a software component that dictates how actors should be fired. In this paper, we focus on the Discrete Event (DE) and Continuous MoCs.

Ptolemy uses a model of time known as the superdense continuous MoCs. In a federation, messages are exchanged between the federates. Those messages, that deliver a message from the federation, are called events, can be timestamped. Messages that are various federates through the RTI. Those messages, that deliver a message from the federation, are called events, can be timestamped. Messages that are exchanged between the federates.

In a federation, messages are exchanged between the federates.

The High-Level Architecture (HLA) is a standard for distributed discrete-event simulation. In HLA terminology, the entire system to be simulated is represented by a federation, which is a collection of federates (simulation entities or simulators).

The execution of a federation uses a middleware, called the Runtime Infrastructure (RTI). The federation have a Federation Object Model (FOM), a file that contains the definition of data structures (called objects) exchanged between the federates.

In a federation, messages are exchanged between the various federates through the RTI. Those messages, called events, can be timestamped. Messages that are time-stamped are said TSO for Time Stamp Order.

While a Discrete Event simulation simply advances its time to when wanting to, a Distributed Discrete Event simulation first asks for the permission to advance to, and only advances to when granted its authorization.

A time constrained federate requests to move its logical time forward by first asking the RTI to do so, either through a Next Event Request (NER) or a Time Advance Request (TAR). The RTI replies to this request by sending all TSO messages up to to the federate, then sending back a Time Advance Grant (TAG). The TAG is written TAG(h) and is an “authorization” for the federate to advance to the logical time h.

NER
Consider a federate is at time h and asks for a time h through a TAR(h1); the next time value is always h granted by TAG(h1). So TAR(h1) \rightarrow TAG(h1). The figure 1 illustrates the reception of a RAV(h') messages with h < h' \leq h1 during the advancing phase to h1: the logical time is not updated to h' and is eventually granted to h1.

Figure 1: TAR Time Advance Policy Illustrated.

NER
Consider a federate is at time h and asks for a time h through a NER(h1); If it receives a message RAV(h') with h < h' \leq h1, it advances its time to h':

NER(h1) \rightarrow \begin{cases} TAG(h'), & \text{if } RAV(h') \\ TAG(h1), & \text{if no } RAV(h') \end{cases}

Figure 2 illustrates this advance policy. If the federate is still willing to go to h1, a new NER(h1) must be asked.
Figure 2: NER Time Advance Policy Illustrated.

IMPACT OF THE DISTRIBUTION AND COUPLING

To take part in a HLA federation, a simulator needs a HLA coupling interface, that handles the coupling between the simulator and HLA. Let us consider Figure 3 where two parts are depicted:

- Distribution: ruled by HLA standard that guarantees the time advancing is coherent for all federates (no simulator will advance to a time in the past, and TSO message are delivered in time-stamp order);
- Coupling: put in accordance the time advancing mechanism of the simulator with the HLA time advancing mechanism and so guarantee an ordered data exchange between the simulators in the federation.

The object management services (UAV, RAV) and the time management services (NER, TAR) are independent. However, the delivery of a RAV message is done during the time advancing phase.

Let be $t$ the simulation time and $h$ the HLA time. The distributed simulation in Figure 3 is a Federation where Federate $f_1$ simulates a model $M_1$ and Federate $f_2$ simulates a model $M_2$. Each federate has its own calendar queue, and events are sent/received through the RTI using HLA services UAV and RAV. The time is advanced using HLA services TAR (or NER).

Figure 3: Distribution and coupling

Let be:

- $t_1$ the timestamp at which $f_1$ wants to produce an event (to be sent through the RTI);
- $h_e$ the timestamp of this corresponding event in the HLA service UAV sent through the RTI; it is also the timestamp of the callback RAV;
- $t_2$ the timestamp of an event put in $f_2$ calendar queue after the reception of the RAV from the RTI;
- $h_c$ the current HLA time;
- $lah$ the lookahead;
- $TS$ the HLA time step, defined only when using TAR; $h_c + TS$ is called next point in time.

In such a distributed simulation, the event time stamp of a message can be altered twice, $t_1 \rightarrow h_e$ and $h_e \rightarrow t_2$, due to:

- Different time representations;
- the distribution itself and its rules, e.g. a federate cannot send an event earlier than $h_c + lookahead$;
- the coupling $HLA \leftrightarrow simulator$ providing a coherent way for both time advancing mechanisms.

Indeed, a coupled distributed simulation does not come without a cost, and $t_2 > t_1$. In the next section, the Ptolemy-HLA coupling will be presented. Let us point out that in this paper we will focus on NER time management but TAR was also designed and implemented.

PTOLEMY-HLA

Ptolemy-HLA (Lasnier et al. 2013) aims to provide a distributed, conservative simulation. Both HLA and Ptolemy offer conservative time management options (Buck et al. 1994, Fujimoto 2003), then the interface binding them together must be conservative as well. In this section, we detail the different conditions needed for a Ptolemy-HLA conservative simulation.

Ptolemy/HLA Coupling Design

For a Ptolemy model to work as a HLA federate, the model’s Director must be a DE Director. However, it can very well contain composite actors that themselves contain a Continuous Director each. Three Ptolemy components are added for Ptolemy and HLA to communicate:

- \texttt{HlaManager}: encompasses the high-level HLA rules and services such as time management and object management.
- \texttt{HlaSubscriber} actor: receives events from the HLA federation through RAVs (pictured on Figure 4b).
- \texttt{HlaPublisher} actor: sends Ptolemy events to the HLA federation through UAV service (pictured on Figure 4c).

Events circulating through the federation (even when not sent to another federate) must respect both HLA and Ptolemy time restrictions. In order to coordinate both Ptolemy time advancing and HLA time advancing, the \texttt{proposeTime} method was extended in order to allow Ptolemy to query the RTI for a time $t$. When a Ptolemy
The Ptolemy-HLA framework allows a federation (f1, f2) with any combination of federates time management: (NER,NER), (NER,TAR), (TAR, NER), (TAR,TAR). This is true also for a federation with more than two federates.

The events exchanged between the federates see their timestamp manipulated and shifted as depicted on Figure 3. In order to coordinate HLA and Ptolemy time, the coupling interface in the simulator has two time lines. In this section, we consider that both time lines have the same computer representation, so both can be directly compared.

In the sequel, let us present how the timestamp can change in the Ptolemy-HLA framework when sending and receiving an event according to the time management.

Sending a Ptolemy event through the RTI:

Let be t1c the current (Ptolemy) logical time of federate f1 and h1c be the current HLA time. The federate wants to send an event e(t1c) (through the HlAPublisher actor) using a HLA UAV(h1c) service; timestamp h1c depends on the federate’s time management:

NER: \( h_1 = h_{1c} + lah \), with \( h_{1c} = t_{1c} \)  

TAR: \( h_1 = \begin{cases} h_{1c} + lah, & \text{if } t_{1c} < h_{1c} + lah \\ t_{1c}, & \text{otherwise} \end{cases} \)  

(1b)

Receiving a RAV from the RTI:

Let be t2c the current (Ptolemy) logical time of federate f2 and h2c be the current HLA time. The reception of the HLA RAV(h1) service at h2c wakes up a HlaSubscriber actor with a Ptolemy event e(t2); the timestamp t2 depends on the federate’s time management:

NER: \( t_2 = h_1 \)  

TAR: \( t_2 = h_{2c} + TS \)  

(2b)

These rules are necessary in order to produce a conservative distributed simulation that respects the rules of both HLA and Ptolemy (i.e. no TSO message sent earlier than h_c + lookahead, no event insertion in Ptolemy’s past).

It can be seen from equations 1a, 1b, 2a and 2b that the difference \( t_2 - t_1 \) between the production of an event at time \( t_1 \) in f1 and its consumption at time \( t_2 \) at f2 depends on the time management of each federate and its parameters:

\[ t_2 - t_1 = f(lah, TS), t_1, h_{1c}, h_{2c}. \]

Let us consider again Figure 3, where both federates f1 and f2 use a NER time management with \( h_{1c} \) current HLA time for both federates and a same lookahead \( lah \). Notice that they can also have different lookaheads.

Let be \( t_{1c} \) the current (Ptolemy) logical time and \( e_H(t_{1c}) \) the event that wakes up the HlaPublisher actor in f1. By using equation 1a, the corresponding UAV is sent with timestamp \( h_1 = t_{1c} + lah \) (regardless of f2 time management). The RAV event with timestamp \( h_1 \) received by f2 is queued at HlaSubscriber actor as a event \( e_2 \) with timestamp \( t_2 = h_1 \) given by equation 2a. Thus, the (NER,NER) configuration introduces in the distributed simulation a delay \( \delta_{NER-NER} = t_2 - t_{1c} \).

Ptolemy/HLA coupling: implementation issues

Coupling Ptolemy with HLA requires to take into account that the time representation is different: CERTI RTI uses IEEE 754 double (with dynamic precision) and Ptolemy uses its own Time representation (fixed precision). These two time representations must be well converted.

Timestamps in Ptolemy are represented under the form \( t = n \ast r \) with n an integer (called the time value) and \( r \) a java double (called the time resolution). Thus, time values in Ptolemy can only adopt values that are multiple of \( r \), e.g. \( r, 2r, 3r \), etc...

Despite the time representation difference, one must guarantee that:

- Rule 1: No event should be inserted into the simulator’s past — \( t_{RAV} > t_{P_II} \)

- Rule 2: No UAV should be sent in the past of the HLA federation — \( h_{UAV} > h_{HLA} \)

Non observance of these rules violates the causality of either the federation or the simulator, outputting wrong results.

At the earliest stages of Ptolemy-HLA, the question of the conversion between different (computer) representation was eluded, even if it was well-known that a function \( f \) such as \( f(h_{HLA}) = t_{P_II} \) and \( f^{-1}(t_{P_II}) = h_{HLA} \) was unobtainable.
In the following, the difference between HLA and Ptolemy (or any other simulator that does not use double) time representation is taken into account. In this work, we introduce two functions f and g such as:

\[
\begin{align*}
    f(h_{HLA}) &= t_{PTII} \\
    g(t_{PTII}) &= h'_{HLA}
\end{align*}
\]

Several properties are required from f and g in order to respect temporal coherence in TAR and NER cases, such as:

- \(f\) and \(g\) are monotonous strictly increasing functions
- \(\forall h_1, h_2, h_3 \quad h_3 \geq h_2 > h_1 \Rightarrow h_3 > (g \circ f)(h_2) > h_1\)
- \(\forall t_1, t_2 \quad t_2 \geq t_1 \Rightarrow (f \circ g)(t_2) \geq t_1\)

We find these properties hard to fulfill from a mathematical point of view, even probably they cannot be fulfilled if \(f\) and \(g\) are not the identity function and this is not possible with heterogeneous systems. In such a context, we can find and use algorithmic solutions in order to use existing conversion functions and to solve the list of the identified problems. Thus, each time that \(t\) and \(h\) must be compared in Algorithm 1, we introduce \(t\) and \(h\) strictly increasing functions, with the hypothesis that algorithmic modifications will allow the functions to work in our context. Considering the \(f\) and \(g\) functions, Algorithm 1 is modified to Algorithm 2 in the following way:

- NER is called only if \(g(t_{asked}) > h_{current}\): prevents Ptolemy from requesting a time advance if the requested time is imperceptible by the HLA time.
- \(t_{asked} \leftarrow t_{current} + r\), if \(f(h_{received}) \leq t_{current}\), \(r\) being Ptolemy’s resolution: prevents HLA from granting a time advance imperceptible by the Ptolemy time.

Equations 1a, 1b, 2a and 2b are also modified in order to take \(f\) and \(g\) into account. For instance, 1a becomes \(h_1 = h_{1,1} + l_{ah}\), with \(h_{1,1} = g(t_{1,1})\).

Finally, we keep the association between the return of a function and its argument, i.e. when a value \(t_1 = f(h_1)\) is received, the association between \(t_1\) and \(h_1\) is memorized, and we will output \(h_1\) when evaluating \(g(t_1)\).

Algorithm 2 ensures a framework where rules 1 and 2 are observed.

Because of this difference in HLA and Ptolemy time representation, the theoretical delay induced by the distribution described in the previous sub-section can be slightly altered by a value \(\epsilon\) introduced by the conversion between the time representations.

APPLICATION

A full case study of a longitudinal flight control (Lasnier et al. 2013) will be considered in this section.

---

Algorithm 2: Modified ProposeTime Algorithm (NER)

1: if \(g(t_{asked}) > h_{current}\) then
2: \(\text{NER}(g(t_{asked}))\)
3: while \(TAG(h_{received})\) not received do
4: \(\text{tick}()\)
5: end while
6: if \(RAV\) received then
7: if \(f(h_{received}) > t_{current}\) then
8: \(t_{asked} \leftarrow f(h_{received})\)
9: else
10: \(t_{asked} \leftarrow t_{current} + r\)
11: end if
12: Schedule \text{HlaSubscriber} firing at \(t_{asked}\)
13: end if
14: end if
15: \(\text{return} t_{asked}\)

Centralized simulation

The centralized (hierarchical and heterogeneous) Ptolemy model, based on a Matlab model of an F-14 aircraft, is pictured on Figure 4a. Aircraft and Stick are composite actors modeled in the continuous MoC and the AutoPilotDE composite actor (controller) uses a DE MoC. As in a real aircraft, signals in the continuous domain need to be sampled in order to be used in the DE domain.

Let us highlight the model of the AutoPilotDE block. The block comportes one output ElevCom that is the elevation command sent to the Aircraft block, and takes in three inputs:

- \(\text{stickS}\): The current action on the stick.
- \(\text{alphaS}\): The current vertical velocity of the F-14.
- \(\text{qs}\): The current pitch rate of the F-14.

If only one of the inputs receives an event, the AutoPilotDE block will consider the others inputs as absent. Thus, receiving the events at three different timestamps would trigger three different rounds of computation that would output incorrect \(\text{elevCom}\) values. As a consequence, the events concerning variables \(\text{stickS}\), \(\text{alphaS}\) and \(\text{qs}\) must be fed at the same timestamp \((t, n)\) for the output to be correct. Thanks to the topological sort, we are guaranteed to have all these events
produced by the PeriodicSampler before actors within AutoPilotDE are fired, processing the three events at once.

**Distributed simulation**

A distributed version of the F-14 is obtained by creating a new federate model for each of the three actors in Figure 4a: PilotStick, AutoPilotDE, and PilotStick. For each actor, an input port is connected to an HlaSubscriber (pictured on Figure 4b) and an output port is connected to an HlaPublisher (pictured on Figure 4c). The f14AutoPilotDE federate, containing the AutoPilotDE block, is pictured on Figure 5. The Stick PilotStick and Aircraft AircraftSAct are composite actors containing the HlaSubscriber receiving events, respectively, from f14PilotStick and f14Aircraft federates, while the elevCom actor is an HlaPublisher sending events to the federation.

The three federates use the NER time advancing mechanism with a same lookahead $lah$. Let us consider $t_{stick}, t_{alpha}, t_q$ the timestamps of the events arriving, respectively, at inputs $stickS, alphaS$ (generated by the f14Aircraft federate) and $qS$ (generated by the f14PilotStick federate).

According to equation 1a, the UAs at f14Aircraft and f14PilotStick federate are sent with timestamp $h = g(t + lah)$, with $h$ the current HLA time for the federate when the event is produced. The RAVs received at f14AutoPilotDE federate are then queued as events $e$ with timestamps $t' = f(h)$ according to equation 2a.

For the AutoPilotDE block inside f14AutoPilotDE federate to work properly, events for all the inputs are required to be received at the same time. Thus, $t_{stick}' = t_{alpha}' = t_q'$. By expressing $t'$ as a function of $t$, we obtain the following condition:

$$f(g(t_{stick}) + lah) = f(g(t_{alpha}) + lah) = f(g(t_q) + lah)$$

Since the three federates are Ptolemy federates, they have the same $f,g$ functions. Moreover, as all the federates have the same $lah$, we can reduce the condition to

$$t_{stick} = t_{alpha} = t_q$$

This condition is satisfied as the PeriodicSamplers (actors sampling the output of continuous models in Aircraft and Stick blocks in Figure 4a) outputs all the events at the same time since they have the same period. Thus, the AutoPilotDE block receives and processes its inputs the same way than in the centralized model, albeit in a time-shifted manner. The bias $lah$ introduced by the distribution does not, in this case, generate significant changes in the simulation behavior. So, the AutoPilotDE block maintains its expected behavior under some conditions on the other federates.

**RELATED WORK**

In (Deschamps et al. 2017), the partitioning of a simulation is discussed, addressing the simultaneity at the inputs of all components (of a distributed simulation). A formalism is proposed to prove the equality of delays by design and so the distributed simulation is valid.

The case study of an f14 aircraft is presented in (Michel 2017) where, for a given partition, the cyber component is analyzed to guarantee that the data consumptions are simultaneous using different implementations: memory blocks, internal clock.

An aspect in distributed simulation is the multiplicity of times and the different representation of these time values. One must guarantee that the times advancing of the distributed simulation are done correctly (e.g., conservation simulation (Fujimoto 2003)). The time representation of each simulator, and the entity that allows for co-simulation — HLA or master algorithm in FMI — must be well dealt in the coupling between them. A detailed analysis of time representation in the FMI framework is done in (Cremona et al. 2017). In particular this paper discuss the choice of resolution to be used when the FMUs (components of a co-simulation) have different resolutions. The coordination of different times issue appears also in real cyber-physical systems (Shrivastava et al. 2016).

In (Nägele and Hooman 2017), a HLA/simulator coupling, called wrapper, is modeled using POOSL (Parallel Object-Oriented Specification Language). They use PoRTico, a HLA compliant RTI and their federates are also regulating and constrained.

**CONCLUSION AND PERSPECTIVES**

Ptolemy-HLA framework allows to run valid distributed simulations for Event-Driven (NER) and Time-Stepped (TAR) advancing mechanisms. For a same federate model, the user can choose several parameters such as the time advancing mechanism (TAR or NER) and the lookahead. The framework implementation as well several demos are available at (The Ptolemy Project 2017). The coupling algorithm between Ptolemy and HLA in the case of NER mechanism was detailed in this paper. For highlighting a valid coupling, first we consider that
the (computer) representation of its timelines are the same, then we extended the algorithm for taking their representation difference into account. The TAR mechanism was also implemented in (The Ptolemy Project 2017). In both cases a time bias between the federates, expressed by equations 1a to 2b, is introduced but the algorithm guarantees an valid and efficient distribution. When considering different time representation, the bias can be slightly increased by a value $\epsilon$ introduced by the time conversion.

The Federation presented in this paper was obtained from the centralized model following the characteristics of a CPS: a federate for the cyber part (the controller), a federate for the plant (the aircraft), and a federate for the pilot stick that can be replaced by a real hardware in this federation. However, the distribution of a model needs some thought process about the model. In a centralized model some hypotheses are implicit, for instance the reception of all data generated by uphill actors. This constraint is ensured by the topological sort handled by Ptolemy that determines a deterministic execution order. This execution order can also be ensured in a distributed context, as well as the (logical) simultaneity of the inbound events of an actor, even considering the timestamp modification introduced by HLA. An analysis must be performed by the user to ensure that the chosen distribution is correct since a simulation can be distributed according to different mappings. For helping the user to make this analysis, the next step is the design of an extra “layer” that both helps the user to distribute a model and ensure that the centralized model is correctly distributed taking into account the bias introducing by the distribution and the coupling.
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ABSTRACT
This paper presents a method for the real-time simulation of the fluid-mechanical components of the fuel storage and transfer systems of large civil aircraft. The simulation includes modelling of fuel flow, fuel properties and related measurement sensors, under all regions of the aircraft’s flight envelope. The Fluid Network Model (FNM) has been successfully deployed in the core of several hardware-in-the-loop integration facilities for the testing of large transport aircraft avionics, including that of the Airbus A380. The principles, features, and limitations in pursuit of its real-time performance goal are presented, and qualitative test results are described to illustrate its application and utility.

INTRODUCTION
The fuel load of modern civil aircraft can account for over half of its take-off weight: thus sophisticated storage and distribution networks, in combination with management avionics, play an essential role in maintaining flight control. One of most celebrated examples in recent years is the Airbus A380; a full load around 250 tonnes of fuel is stored in multiple tanks throughout the airframe, shown in Figure 1. (Langton et. al. 2009)

Fuel is stored and transferred between tanks by a complex network of pumps, pipes and valves, ensuring that required reliability standards are met under a vast range of flight conditions and failure scenarios. For example, the fuel system equipment within the wing of the A380 is shown in Figure 2. (Langton et. al. 2009)

As well as ensuring that fuel is continuously delivered to the engines, several other functions are required. These include the monitoring of fuel mass in each individual tank, maintenance of aircraft centre of gravity within the stability envelope of the airframe, monitoring that fuel temperature remains within acceptable limits, and diversion of fuel to heat exchangers to provide cooling of other systems. In order to achieve all these functions reliably and with minimal crew workload, fuel systems are controlled by complex avionics, which in turn interact with other systems and their avionics. Development and test of avionics hardware is invariably performed in simulated Hardware In Loop (HIL) environments prior to flight testing (Moir and Seabridge, 2011)

Several physical mechanisms are supported by the FNM, and each has its own fidelity requirements to support the avionics. The fidelity is assessed against observable behaviour. For example, the size of aircraft such as the A380 leads to significant changes in head pressures between tanks during pitch and roll manoeuvres; one tank is physically raised above another, sometimes to a height of several metres. This effect is exploited by control functions to provide emergency transfer capabilities following failures. In order to test this capability, the FNM must model fuel head-pressure driven flow, with sufficient accuracy to satisfy the expected flow-rates configured within the avionics’ software. Even under normal operating conditions, in which fuel is transferred by pump pressure, pipe flow-rates vary due to head-pressure, and the effect must be accounted for.
Thus, the increase in both the scale and functionality of avionics in the last twenty years (Butz 2007) has created a need for more sophisticated HIL-hosted models such as the FNM. Conversely, the availability of high-level programming tools (Mathworks Simulink User’s 2015), and low-cost, high-performance computing platforms (Mathworks Simulink Coder User’s 2015) have made their development and deployment possible.

THEORY OF OPERATIONS

The FNM simulates the entire network of tanks, pipes, pumps and valves within the aircraft, and their associated sensors. These sensors consist of discrete position detectors to confirm that valves have achieved the fully open or fully shut position, discrete pressure sensors to confirm that activated pumps are delivering their expected pressures, discrete level sensors indicating the fluid surface being above a fixed height, and analogue probes whose capacitance varies with the quantity and properties of fuel covering them: these are used by the avionics to infer the quantity of fuel in a given tank.

A fuel system model must account for the masses of fuel in each tank during refuel, defuel, engine burn-down, and tank-to-tank transfer operations. The FNM enhances this basic capability with calculation of flow-rates for these operations, modelling of the density and dielectric properties of the fuel itself, and introduction of the relationship between fuel quantity and surface height for each tank. The model predicts the fuel flows and quantities in the tank/pipe network for all tank, pump, valve, pitch, and roll configurations, by the real-time solving of a topologically correct resistive network driven by pressure sources representing activated pumps and fuel head pressures. For example, the combined head pressure ‘P’ due to the fuel in a wing-tank at a given roll angle is described in Figure 3.

Different grades of aviation fuel have different chemical properties that affect their density and dielectric properties with temperature, as described by the long-established Clausius-Mossotti Law (Van Rysselberghe 1931). Temperature expansion must be modelled in order to predict potential fuel overflows at given temperatures and masses, and dielectric properties must be modelled as the fuel quantity gauging system is based on capacitive effects, which must be rigorously tested. Mixing of these properties within tanks and pipe networks must also be modelled, to accommodate the mixing of different grades of fuel within the aircraft. This introduces a need to model the temperature evolution of the fuel during operation. A lumped parameter temperature model is used, relating fuel temperature to outside air temperature, and fuel mixing from different fuel sources. The parameters are set based on higher fidelity thermal models.

The aircraft fuel tanks are formed from the aircraft structure. Therefore they have complex shapes, and the shape changes based on structural load. The relationship between fuel quantity and surface height is very different from the linear function implied by the straight-sided tank in Figure 3. As the aircraft moves, the pitch/roll angles vary. This relationship is managed by a three-dimensional look-up table using tank pitch, roll and fuel volume to give surface height, in order to inform head pressure, overflow, and pump/valve starvation point calculations. This algorithm is extended with 3D co-ordinate data for each capacitance probe to derive the “wetted length” of each element, and thus deduce the capacitance value reported to the avionics.
The majority of avionics testing facilitated by the FNM is the management of degraded system conditions, and the model must therefore accommodate appropriate fault injection. Some of these conditions may be created by the simple overriding of FNM outputs: for example sensor or actuator failures. However, some faults yield more subtle behaviours, and must be modelled inside the FNM: examples include valve shaft breakage in which the device remains in the open or shut position regardless of the actuated position; another example is leakage of fuel into our out of tanks.

As stated, the FNM is intended for deployment within HIL facilities against actual avionics equipment, making deterministic real-time operation its primary requirement. The fluid-mechanical operation of the fuel system is slow by the standards of most aircraft sub-systems, and this is reflected in the avionics iteration rate of only 1 Hertz. This has led to a model iteration rate of 4 Hertz being specified. This low iteration rate requirement has made the ambitious pressure network solution viable.

TECHNICAL CHALLENGES

The FNM is an example of a multi-source, multi-sink resistive effort-flow network, shown in its most basic form in Figure 5.

As stated, the characteristic of the resistive elements is also non-ideal: specifically the resistance rises roughly in proportion to flow (due to turbulence effects in the network), yielding a flow that is approximately proportional to the square root of the pressure across the element, as shown in Figure 7.

![Figure 6: Typical Fuel Pump Pressure/Flow Characteristic](image6.png)

![Figure 7: Typical Pipe Pressure/Flow Characteristic](image7.png)

The network also contains another, even more complex, class of non-linear component: Non-Return Valves (NRV). These are the fluid equivalent of electrical diodes, presenting a near-ideal conductor when pressurised in one direction, but an infinite resistance in the other. Modelling of infinite resistance is also required in the modelling of valves when in a shut position, yielding truly zero flow.

At a topological level, the fluid networks of some aircraft (for example the A380) also contain pipe loops, yielding recursive dependencies for many solver algorithms. Thus the basic form of network being modelled by the FNM is more fully illustrated in Figure 8.

![Figure 8: Evolved Multi-source Multi-sink Network](image8.png)

Simultaneous solving of the interaction of all these characteristics in deterministic real-time is the underlying goal of the FNM.

MODELLING APPROXIMATIONS

The FNM must provide sufficient fidelity to allow testing of aircraft avionics under all test scenarios and execute in a sufficiently timely fashion to support real-time operation.
Thus the FNM’s design embodies the basic “art” of model design: the identification of appropriate approximations and abstractions that are acceptable for an intended purpose.

It is interesting to note that fuel designers also employ highly detailed simulations developed on the Flowmaster tool (Tu and Lin 2011). These use iterative algorithms to solve detailed models of all non-linear components within the network, which yield accurate flow predictions but take significant time to converge to a solution and may not converge to a solution at all. This clearly renders them inappropriate for real-time applications.

Although an essential part of the design of the fluid-mechanical system, modelling of transient effects generated by fuel in-flow and “surge” effects when stopping flow within the network is not required for avionics testing. Therefore the FNM does not attempt to model these effects, and only predicts fuel flow under steady-state conditions.

In order to allow linear solving techniques to be employed, the fuel pump characteristic shown in Figure 6 is modelled as a bi-modal linearized approximation of this curve, shown overlaid on the actual curve in Figure 9.

![Figure 9: Approximated Fuel Pump Pressure/Flow Characteristic](image)

Switching between the two modes is performed automatically within the model, based on the pump flow rate from the previous iteration of the model. Selection of the model parameters (especially the model switching point) must be made by analysis of supplied pump data, with lines manually fitted to plotted curves to give sufficient accuracy across the operational range. This approximation is valid, as for a given operational condition the pump flow is constant within one or other mode, and switching effects are transitory. The technique of resistance-switching based on delayed state is also used to implement a model of NRVs within the network. For this component, resistance is switched between zero and infinity based on the detected pressure on either side of the component. More broadly, for some solver implementations, state-delay is required to break the recursive dependencies inherent in the topological loops such as those shown in Figure 8. This approach is satisfactory in most network topologies.

The use of delayed state, shared across the elements of the model, is driven by the selection of fixed-step solver techniques, which is in turn is demanded by the requirement for deterministic real-time performance. This efficiently resolves the recursive dependencies inherent in solving these topologies and non-linear functions in real-time, but imposes distinct behaviour limitations. In the case of the bi-modal approximation used for pump modelling, switching between modes will yield an incorrect flow prediction for a single cycle: as such events are rare, this error is acceptable. A similar single-cycle error will occur in the case of an NRV switching from a forward-biased to reverse-biased condition, which will manifest as a reverse flow through the element for one cycle. The effect will also occur in the case of the resistive element, in which the resistance will converge to an exact solution over a number of model iterations. Again, as in practice the aircraft fuel system generally remains in steady state once a configuration has been selected by the controlling avionics, the associated error is acceptable.

**IMPLEMENTATION**

The FNM is implemented in Mathworks Simulink, and automatically translated to C via the Simulink Coder plugin tool. An example of the high-level Simulink input for the A380 FNM is shown in Figure 10.

![Figure 10: Fluid Network Model Simulink Fragment](image)

A combination of the Simulink graphical input language and embedded C “S-functions” (Mathworks Developing S-Functions 2015) is employed. Appropriate use of the graphical language allows the rapid interconnection of lower-level and generic library blocks, and allows the graphical layout to mirror the topology of the actual network. The Simulink graphical language allows for very efficient dependency calculation, an essential process for the multiple dependency paths inherent in a large network. In complement, the use of C S-functions allows for optimisation of core, performance-limiting algorithms; by giving the developer more control over the final compiled C code than would be available via the Simulink Coder. C S-functions are also used for inclusion of legacy code used to implement the tank volume/surface-height translation algorithms previously described.
Each aircraft-specific FNM version is constructed from a generic library of fuel system components, implementing components such as tanks, pumps, valves, pipes and interconnecting junctions. The library is shown in Figure 11.

These generic components are configurable to a particular aircraft application, either at build-time via Simulink or C constant settings, or at run-time via model inputs. For example, network pipe resistance values remain constant for a given aircraft, and are therefore configured at build-time. Conversely, different pump pressure settings are sometimes desired by avionics test personnel, and are therefore made to be run-time configurable from an initial default setting.

The use of high-level coding methods and management of basic functionality via a generic library achieves two essential features of the model: re-use across multiple aircraft projects and implementation of additional functionality. For example, the FNM and its underlying techniques were initially developed for the Airbus A380 aircraft, and later effort was applied to make the method cross-compatible for the Airbus A400M program: this approach yielded considerable benefits in its rapid application to the Airbus A350 program.

Within the generic fuel system library, solving of network flows may be accomplished by a variety of solving techniques. The choice of solver selection is driven by such factors as performance, calculation accuracy, run-time configurability, and tool licencing costs. In practice, the real-time requirement of the FNM’s avionics-test application, and the fixed-rate iteration methods that this implies, is the most constraining driver in this choice. For example, initial versions of the FNM employed the commercially available SimPowerSystems library (formerly “PowerSystem-Blockset”) (Dessaint et. al. 1999). Subsequently, this was superseded by an alternative method developed by Wright (to be described in future publications), and deployed as a drop-in replacement within the fuel system library shown in Figure 11. Both of these deployed solutions share a common format, and adopt an electric paradigm for representing the generic effort-flow concept.

Thus, although the FNM is intended for real-time applications, it would be entirely feasible to introduce a more accurate iterative-solver technique for non-real-time applications.

The scale and complexity of an aircraft fuel system’s operation makes clear GUIs such as that shown in Figure 4 an essential development tool in order to allow test engineers to visualise the current configuration and operation of the system under test. In order to maintain flexibility, the FNM supports a large array of model status outputs such as fuel quantities, properties and individual network segment flows, allowing loose coupling with any desired external interface. Thus, separate GUIs have been created using Microsoft C++ based libraries (shown in Figure 4), Java graphical libraries, and the Tk graphical library (Ousterhout and Jones, 2009).

The use of automatic and manually coded C to implement the FNM allows its deployment to a variety of computational platforms, and this portability is further enhanced by the provision of a simple signal-based Application Programming Interface (API) to allow insertion and extraction of signal data, and iteration of the model by a controlling program. Thus the model has been ported to various platforms.

**MODEL VERIFICATION**

The avionics testing depends in part on the model fidelity. It is necessary to verify the FNM model’s function to predict network flows under a wide range of aircraft conditions. The most significant aircraft operations to verify are on-ground refuel and defuel, feeding fuel to the engines, and transfer of fuel between tanks during flight. In addition to supporting tests of operational scenarios, many test conditions are artificial, deliberately exercising combinations of elements within the model, rather than representing an in-service scenario.

For the verification process, the detailed non-real-time Flowmaster models described are taken as an oracle against which tests are performed. In the case of the development of new aircraft designs, empirical aircraft data is only available long after the testing has commenced. After flight test data is generated, it is used to validate the model-based oracle, giving an indirect comparison of FNM fidelity. This approach is taken as empirical aircraft data is frequently limited in scope and the comparison method must compensate for measurement and test condition errors. Typically, the target is for flow-rates within 20% of Flowmaster data for all scenarios; an error of less than 5% is achieved for most scenarios.

**APPLICATIONS**

The Airbus A380 was the first and arguably most celebrated application of the FNM, and the vast increase in fuel management avionics introduced for that aircraft.
provided the motivation for its initial development. The utility and flexibility of the techniques led to it being reused for the development of similar new HIL facilities for the A400M and A350 aircraft. The economies of scale given by the technique have also led to it being retrospectively fitted to the A330/340 and A320 HIL facilities, as part of the support equipment renewal process for these long-lived programs. Here, the FNM’s methods superseded the previous interpolated LUT approach, implemented with obsolete development tools and execution platforms. The expanded scope of the FNM improves the capability for HIL testing during in-service investigations and system upgrades.

HIL testing of avionics is only one of many Model Based Engineering processes within the fuel system domain, one of them being the Airbus Fuel System Modelling Environment (AFSME). This tool is used for analysis of inter-tank flow, aircraft centre of gravity control, state chart specification of fuel management functions, simulation of equipment failure, simulation of bulk-fluid thermal effects and analysis of tank inerting using nitrogen-enriched air. Although intended for real-time applications, the fidelity of the FNM can be applied to AFSME in non-real-time studies. It offers more accurate simulations for certain types of analysis if used in place of the LUT-based models currently employed.

FUTURE DEVELOPMENTS

Scope for future development broadly falls into two categories: development and evaluation of alternative flow solver algorithms and tools, and improved overall model fidelity through introduction of improved fuel library components. Some of the possible areas of investigation are described here.

The two solver libraries currently demonstrated by the FNM have been selected or developed with the goal of maintaining strict deterministic real-time capability and supporting Simulink development. Relaxing this requirement would allow a range of alternative methods to be considered. For example, non-deterministic solvers may be sufficient for non-real-time or “soft” real-time performance (i.e. practically meeting time constraints but non guaranteeing to do so). For example, a range of physical modelling libraries based on the Modelica (Fritzson 2015) language exist, and should be evaluated.

Considerable improvements to the existing solver methods are also feasible. In the first instance, the performance improvements brought by Wright’s upgraded solver easily permit iteration rates to be increased from the current 4 Hertz to 10 or even 100 Hertz; this could allow application in higher-rate physical models, e.g. hydraulics, as well as allowing faster-time behaviour in Fuel systems to be represented. As described, the introduction of state-delay terms to resolve the recursive dependencies inherent in topological loops and non-linear functions creates inaccuracies and potential instabilities, and methods are being investigated to statically resolve such functions deterministically within a single iterative loop. Some progress has been made in incorporating these techniques into the FNM’s solver.

Improved solver performance also offers the possibility to improve model fidelity by added more model detail (and thus complexity). For example, current tank simulations consider tanks as a single unpartitioned volume, while they are in reality composed of multiple linked bays, which introduces errors by failing to capture stepped flows and their effect on coverage of fuel measurement probes. Expanding the model to individually model these bays would largely be a matter of engineering, rather than computer science.
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ABSTRACT

Unmanned Aerial Vehicles (UAVs) are becoming more and more popular in many different fields. One of the fields is surveillance. UAVs can have access to a wide range of area, where people usually struggle. Before multiple UAVs perform such a mission, it is desirable to simulate the system on an abstract level in a virtual environment. This allows to find the perfect configuration, before starting with an expensive implementation. This project covers a configurable simulation framework that enables the implementation of different Multi-UAV algorithms as well as different project settings. Thereby the system can be modified based on various technical and business needs. The measurements make it possible for developers or system administrators, to make decisions about the system, before it is deployed and tested with physical drones. The framework is evaluated with an example business case, where a system planner considers the amount of UAVs that shall be implemented for a given surveillance scenario in the security context.

Introduction

Currently, drones are used not only for military missions, but also for many civilian applications. For instance they are used for delivering goods, observing an area, as well as advertising services and products. Today most drones are remote controlled by people. However, as drones will be used more in the future, manual human-control for each drone will become less feasible. Therefore the control of UAVs will be taken over more and more by algorithms enabling autonomous operation.

As UAV systems can become very expensive, many UAV applications are simulated before physical implementation. To simulate such a use case, many configuration settings and algorithms are needed, which can vary dependent on the environment. In this paper we present a testing framework for the UAV surveillance domain, to measure key performance indicators (KPI) and to make decisions about configurations or algorithms based on the results. In particular we are targeting the evaluation of higher level coordination and cooperation algorithms. In the example surveillance use case we analyse how many drones should be used in a given environment with a given configuration. The simulated drones have goal-directed adaptive behaviour and they can adapt to the changes in the crowd. Since drones should move independently and need to organize themselves, their movements are inspired by swarm algorithms, which provide agents a collective and self-determining behaviour. Boid flocking algorithm is used in the testing framework as an example algorithm and it provides a basis to demonstrate such a collective behaviour.

The simulation testing framework allows comparing different configurations for different use cases. It gives the opportunity to run various algorithms and see how the behaviour of the agents changes. The system is based on the Mesa framework (David Masad and Jacqueline Kazil 2015). Mesa enables agent-based modelling and a visualization in the web browser. Mesa is a flexible playground for software developers to test different techniques, to find out most appropriate algorithm and to compare configurations. The system allows developers to compare different algorithms and business people to test different settings for different requirements.

The remainder of this paper is structured as follows, in Section Preliminaries and Related Work studies that are related to the mission of the paper are described. Section Description of the Use-Case introduces the use-case scenario and implemented specific algorithms. In Section Description of the model components of the system are explained and in Section Evaluation results of an example use case are described. The final Section Conclusion summarises the paper and highlights future steps.

Preliminaries and Related Work

Our system is a sample test framework for agent-based model UAV applications and a considerable amount of literature is available in agent-based modelling and simulation field. Cheng et al. (2012) present a decentralized task allocation model based on both task stimulus intensity and a respond-
Natural behaviour of insects has influenced developing the response threshold method as they can perform complex tasks with swarm intelligence. In this study a agent-based simulation environment (SWARM simulator) was used to perform these objectives. In SWARM simulator agents can freely correlate and communicate with each other and the environment via a schedule of discrete events and messages. The mission scenario is about searching for targets in an initially unspecified area and destroying them. Effective distribution of UAVs to obtain optimum coverage of area and attack the target is tried to achieve in simulation. UAVs’ actions were determined based on rules and various swarm sizes and multiple targets were implemented in two sets of simulations.

Ghnemat et al. (2008) present swarm intelligence algorithms that are inspired from natural termite nest building and ant cultivating algorithm to tackle dynamical and spatial organization emergence. Agent-based modelling techniques are used for modelling. REPAST(recursive porous agent simulation toolkit) and OpenMap as geographical information system (GIS) software is used for developing the simulation. REPAST is an open source agent-based modelling and simulation platform. Some features of the tool are, it is fully object-oriented, implemented in Java, and it supports Java, C#, C++, etc.

In the study of McCune and Madey (2013), the authors propose a new agent behaviour capable of partitioning a search area by solving an optimization problem for assigning swarms efficiently to a topology. Agent-based simulations were developed to test swarm solutions. Simulations were conducted using MASON that is an agent-based simulation framework from George Mason. The simulation determines whether or not a swarm of UAVs can clean a given region based on the parameters given.

Many agent-based modelling simulations have been implemented in previous studies using various frameworks (NetLogo, Repast, or MASON). There are also many more flight simulators e.g. Microsoft Flight Simulator, X-Plane, FlightGear, etc. that can be used to simulate UAV flight dynamics (Gimenes et al. 2008), but are not suitable to simulate many UAV on an abstract management level. Moreover, using these simulators require particular domain knowledge and high expertise. Additionally they are highly computationally demanding frameworks. This system makes use of the Mesa framework to create a simulation environment. Among other simulation environments Mesa provides less complex simulation experience and is less computationally demanding. Mesa is written in Python and is therefore OS independent which makes Mesa particularly different from other simulation frameworks. It allows to develop external modules and different agents. Moreover, Python enables interactive analysis of model output data, through the IPython Notebook (Pérez and Granger 2007) or similar tools. Another significant advantage of Mesa is that it is easy to set up and use. As it comes with built-in components such as agent schedulers and spatial grids, users can quickly create agent-based models. Mesa also allows user to create visualization using browser-based interface and it enables to use Javascript to make customization in front-end. Finally Mesa’s data collector allows users to conveniently analyse and export results.

**Description of the Use-Case**

We introduce a surveillance use case to provide a basis for the model description in the following Section Description of the model. A group of UAVs is used to perform surveillance for provocative activity on a specified group of people in a demonstration area. UAVs organize themselves, continually checking for suspicious activity in the crowd. All measured suspicious activities are reported to other UAVs and the central control system. The UAVs share their knowledge peer-to-peer every time they are within communication range. The demonstration area represents a part of a city which has a base station and several buildings. The UAVs share their observations with the base station every time they recharge their batteries. Buildings cannot be entered neither by crowd members nor by UAVs. The base stations are connected to the control centre which collects all observations. The following subsections provide more details about the use case specific algorithm implementations and illustrate possible development scenarios using our framework.

**Crowd Member Algorithm**

In our example use case, people motion is implemented based on the flocking behaviour of birds. To simulate the movement of a crowd of people, a flocking algorithm based on Boids is implemented. Boids algorithm has three fundamental rules. The first rule is cohesion where objects keep staying near neighbouring object to ensure togetherness. The second rule of the Boids algorithm is alignment that provides objects to head in the same direction. The third rule is separation which avoids collision among objects. In our system, the original Boids’ rules Rydell (2014) are slightly modified and the new algorithm is called Crowd Member Algorithm. The first rule in Crowd Member Algorithm calculates the centre of mass in a given radius to move closer to a set of agents. The second rule determines the moving away direction (in a given radius) from other crowd member agents to avoid overcrowding and the third rule calculates the average velocity of crowd members to move with a set of agents. Depending on the position of the agents, the weights of these rules differ. For instance if an agent is somewhere alone in the grid, then the value calculated by the first rule will be more important than the value from the other rules. Conversely, in another scenario, when an agent is in the middle of the crowd, then adjusting its velocity to the average velocity of the crowd will be more important to move along with its neighbour. Therefore the location of the agent influences the assessment of these rules.

After determining the priority of rules for each agent, then possible new locations are calculated. The algorithm attempts to move the agent to the first possible location, if there is no obstacle, then the agent moves to its new location in the
first try. If there is an obstacle, then the agent tries to move to the option with the second highest priority and it continues until it finds an available place. As this is an iterative process, everything above is recalculated in each simulation step.

### UAV Algorithm

The UAV algorithm is a custom-developed swarm algorithm enabling a decentralised, robust and self-organised operation of many UAV. The main goal of the UAV algorithm is to visit every location on the grid as often as possible and to minimize the age of oldest visited area (map cell). Each UAV memorizes when each cell was visited the last time and based on this knowledge, UAVs go to the oldest cell, they know of.

The algorithm allows UAVs to share their knowledge among themselves. When two UAVs meet, they compare the information they have gathered and exchange the knowledge (the last visited time of cells). The idea here is that a UAV always intends to go to the cell that has not been visited for a long time, and if a UAV visits one cell, the other UAVs do not need to go to this cell, because it has recently been visited. After knowledge sharing, the other UAVs know about this activity and discard the recently-visited-cell from their target list.

If two UAVs want to go to the same location, the one with highest priority goes to this cell, the other one that has a lower ID moves towards another direction. The priority is determined by the UAV ID.

Obstacles are blocking UAV movement. If there is an obstacle in the direction of UAV’s target location, the UAV excludes the obstacle position from its possible steps array, and goes to the closest free cell in the target direction.

If a UAV battery level is lower than the defined threshold, it determines the base station’s position as its target location, and directly moves to the base station. After recharging its battery, the UAV continues its usual surveillance activity. The possible UAV states and corresponding transitions are visualised in Figure 1.

### Clustering Algorithm

In each simulation time step the UAVs make observations of the crowd. Each observation has identifying features (A picture of the crowd member could be a real life equivalent). As it is not possible in a real world application to get a perfect picture that identifies the crowd member correctly 100% of the time, this uncertainty is also implemented in the simulation. Every observation includes random noise. The magnitude of this noise can be configured in the configuration. The command centre uses all these identifying features with included noise of the observations to detect which observations portrait the same crowd member and groups them together.

To group these observations, different clustering algorithms can be chosen. The implementations to choose from are perfect clustering, which groups all observation 100% correct regardless of errors, random error clustering, which is similar to perfect clustering, but randomly makes mistakes when grouping, and K-means clustering from the sklearn package.

### Description of the model

The basic principle of the architecture of Mesa is modularity and it has a set of built-in components that can be combined and modified to create various models. The architecture consists of the modules Modelling, Analysis, and Visualization. Furthermore, the Mesa framework supports a grid as environment representation. UAVs, crowd members and obstacles are modelled as agents. Mesa allows to display and manage the implementation of different control algorithms. Even though Mesa is providing a suitable foundation for many agent-based simulation environments, it was necessary to develop certain extensions. Therefore the framework was forked and extended. To improve the visualization, a templating engine was created, which allows to customize the HTML. Bootstrap is used to display the components. For various ineffectiveness of Mesa functions, caches were created to increase overall performance. Mesa normally displays only mobile agents. To add obstacles like buildings, the visualization was also extended.

### Modules

The package algorithms includes swarm algorithms and clustering algorithms of the model. All algorithm generates data about the observations are saved in their own instance of those algorithms. The swarm algorithms are split up in UavSwarmAlgorithm and CrowdMemberSwarmAlgorithm classes. These algorithms are explained in detail in Section Description of the Use-Case.

The class EnvironmentModel represents the environment as well as all actors in the environment. The environment also holds an instance of the configuration, which allows to adjust various settings of the simulation. Height, Width and grid are all generated from a map, which is explained later. LastError as well as lastCrowdDetectionRate are statistical evaluations which can be displayed for the user of the system. Schedule
is an interface to the user of the system. It allows to navigate through the simulation steps in a timeline and to execute individual steps. The Data Collector allows statistical evaluation of the data. CommandCenter is the interface to the user of the simulation. It holds all observations and the estimated grid. In a real world scenario, law enforcement can use this information to decide if they should act on the demonstration.

The system has two different grids, one representing all agents in the system and the other one representing the system perception, which can visualise either individual agents or the global system view.

The system can be configured using a configuration file, for instance with parameters such as width of map representation in the browser, crowd member detection range, threshold describing the upper bound of the error between new identifying features to still be considered equal, etc. The mapping system allows to describe the environment map in a file, which then is used to generate all the initial agents and obstacles. In the system config and test config, map, and algorithm files are interchangeable.

Three integration tests suits have been created to evaluate our system. The first one is for general test, the second suite is for test configurations, the third one was created specifically for the case discussed in Section Evaluation.

Agents

All agents of our system inherit from the Mesa-Agent class. CrowdMemberAgent represents one person in the crowd. This agent walks around on the grid. The attribute willingnessToMove is a random factor representing how likely the crowd member is to move at any given point. Every crowd member has a baseSuspiciousness attribute which is a factor, which indicates how provocative a person is. When it is higher it acts more often suspiciously. UAVs make many observations to be able to make a guess about the suspiciousness of CrowdMemberAgents. IdentifyingFeatures is an array of 100 random variables. These random variables represent identifying features which could be a picture of a face in a real world example. At each observation of the crowd member the UAV gets representation of those features with added noise to simulate a real camera object detection system. The UAV can then use those features to categorize observations and group observations of the same person together. At any point in time the crowd member can either act suspicious or not. This feature is represented in the currentSuspiciousness.

ObstacleAgent represents an obstacle in the environment, like building or other concrete structures. ObstacleAgents are passive agents. They are represented in the grid, but do not interact with other agents. UavAgent represents one UAV in the system. Throughout the run time, the UAVs fly around according to their swarm algorithm and observe all crowd members, which again act according to a swarm algorithm, in a specified range. At every step of the model, the method detectCrowd is called.

In this call observations of all surrounding crowd members will be generated and saved. The different state variables of the CrowdMemberAgent, UavAgent and the EnvironmentModel are described in the Tables 1, 2, and 3.

Evaluation

The testing framework allows to test a variety of KPIs in various environments. This evaluation describes an example business case in detail and then continues to give an overview of other KPIs, which can be tested with the system.

Comparing amount of UAVs in given setting

As an example application of the system, we created an environment, where the map, the general configuration and the algorithms stay the same. Only the amount of UAVs is evaluated with different settings in order to find an optimal amount of UAVs for the given use case. This test allows administrators of the system to test how well different amounts of UAVs perform in a given environment applying a certain algorithm. The assumption of this test is, that the first UAV has the highest performance. For each additional UAV, the performance gain decreases. At the end of the test, an administrator should be able to decide, which amount of UAVs is in the budget, while also producing good results in surveillance. The amount of UAVs varies from 1 to 10. Each test case is executed 100 times and then the results mean is taken. Each test case encompasses 2000 simulation steps of the system. In the following we explain available KPIs in our system and illustrate them with results of our example use case.

KPI: Has seen all Crowd members

The KPI Has seen all Crowd members shows the required number of steps to detect all Crowd members at least once.

As visible in Figure 2, 1 UAV usually takes 1000 steps to half the crowd members. By adding a second UAV, the per-
Table 1: State Variables of the CrowdMemberAgent.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseSuspiciousness</td>
<td>Variable indicating how likely a crowd member acts in a suspicious way.</td>
</tr>
<tr>
<td>currentSuspiciousness</td>
<td>Observed suspiciousness level that is changing over time</td>
</tr>
</tbody>
</table>

Table 2: State Variables of the Environment Model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>map</td>
<td>n x m matrix: Obstacles in map</td>
</tr>
<tr>
<td>observations</td>
<td>Observations of an UAV that have been reported to the base station.</td>
</tr>
</tbody>
</table>

performance increases drastically to around 400 steps to see half of the crowd. Adding further UAVs only provides a marginal gain in performance. After having 6 UAVs, the additional benefit is negligible. Therefore the ideal number of UAVs to see all UAVs as soon as possible is between 2 and 6.

**KPI: Occurrences per crowd member**

One UAV normally takes at least 500 steps to detect all crowd members, therefore the line only increases from 0 at around step 500 as shown in Figure 3. The more UAVs are used, the sooner all crowd members are detected, and therefore the earlier the line increases from 0. After the initial detection, all graphs show an almost linear increase. Therefore it can be assumed that, the more UAVs are added to the system, the more observations are made. 6 UAVs produce around twice as much observations as 3 UAVs. As the increase is only almost linear, further information can be inferred. Considering max occurrences (Figure 4), we see that after 2000 steps, 9 UAVs produce around 1790 observations. 1 UAV produces around 2070 occurrences. If it was fully linear, 9 UAVs should produce 230 occurrences. As the increase is only almost linear, further information can be inferred. Considering max occurrences (Figure 4), we see that after 2000 steps, 9 UAVs produce around 1790 observations. 1 UAV produces around 2070 occurrences. In a qualitative analysis of the visualization, many cases can be seen where UAVs disturb the flight path of other UAVs. This is especially visible when multiple UAVs want to charge at the same time. Therefore it can be inferred that the more UAVs there are, the fuller the airspace is and the more UAVs are disturbed by other UAVs. Reducing the number of UAVs helps to prevent this effect.

**KPI: Age of last seen oldest field**

The KPI Age of last seen oldest field is the maximum visiting age of all known cells. This gives insight, in how long it usually takes for UAVs to detect every single cell once. Figure 5 shows the age of the last observation for the oldest visited cell in the grid. The first time the graph diverts from the straight diagonal trend marks the point when the system has detected all locations. The height of the graph gives insight of how long it usually takes to see every cell again.

As visible in Figure 5, 1 UAV usually takes around 750 to 1000 steps to detect all fields. Adding a second one reduces this time to only around 400 steps. After having 3 UAVs, the duration reduction is only minimal. The height of the graph gives an insight into how long it usually takes to recheck every cell again. A straight line at age 300 indicates that every cell is seen at least every 300 steps of the system.

Every configuration shows a constant increase in age describing a cell detection rate decrease. The cell detection rate for 9 UAVs decreases after around 1500 steps. 1 UAV alone has a steady detection performance decrease throughout the first 2000 steps.

**KPI: Suspiciousness accuracy**

Suspiciousness accuracy is the main KPI of our use case. It combines all other KPIs and describes how well the system can detect which crowd members act peaceful and which are rioting. The suspiciousness is a factor that UAVs detect by watching crowd members. The suspiciousness accuracy gives insight into how well the observations reflect the actual base suspiciousness.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>observationAgeGrid</td>
<td>n x m matrix: time stamp where UAV thinks each cell has been seen the last time.</td>
</tr>
<tr>
<td>penaltyGrid</td>
<td>n x m matrix: Information about obstacles positions. Also contains information where other recently met UAVs are flying to, to avoid two UAVs flying in the same direction.</td>
</tr>
<tr>
<td>observations</td>
<td>All observations that have been made by the UAV and observations that have been made by other UAVs that have shared their information.</td>
</tr>
<tr>
<td>State</td>
<td>Current UAV state, e.g. flying to the base station or executing surveillance operation.</td>
</tr>
</tbody>
</table>

Table 3: State Variables of the UavAgent.

The Figure 6 shows that it takes 1 UAV around 1000 steps to reach 90% accuracy. Having 2 to 4 UAVs increases this accuracy a lot. After adding even more the accuracy does not increase much. Therefore the best amount of UAVs to detect suspiciousness lies between 2 and 4.

_UAV count evaluation conclusion_

The performance test allows to test the performance that is used for each simulation module. This allows to compare the simulation performance of crowd member step, UAV step, UAV observation and command centre calculation.

The performance test in Figure 7 gives clear insight into the run time complexities of various parts of the simulation. The configuration, map and algorithm stayed the same as in Section Comparing amount of UAVs in given setting. As we received the best results with 2 to 4 UAVs in the former tests we have chosen the amount of 3 UAVs for the following tests. While the duration of crowd member movement, UAV movement are linear in run time, the other two values seem to be more problematic. Command centre calculation increases steadily, while the UAV observation duration increases quite rapidly. The first problem comes very likely from the fact that clustering of observations takes longer when more observations need to be taken into consideration. The latter...
problem seems to originate from the same underlying issue. Inserting new observations takes longer, when there are already a lot of observations present. When UAVs meet and share their knowledge, this is also more resource intensive, when more observations are taken into account.

Figure 7: Execution Time Comparison of different Modules

An algorithm with a quadratic run time complexity can never move from simulation to a real world scenario, as it would be impossible to scale up in time. A solution could be an observation cache. Every few steps all observations that belong to the same crowd member could be merged into one observation with a weight factor. This would make it easier for the clustering algorithm to split all observations by crowd members. Such an enhancement reduces the overall run time complexity to linear, which then allows a deployment in a real world scenario. This finding illustrates how our framework can help to detect bottlenecks in a particular implementation.

Further test options

Our testing suite allows to adapt tests for a variety of variables. To compare simple settings, the test configuration of the ConfigurableTestSuite can be used. More complex tests can be added by creating an additional test suite, as demonstrated with UavCountComparisonTestSuite in Section Comparing amount of UAVs in given setting.

Conclusion

The purpose of our system is to create a higher level Multi-UAV simulation system that allows for the evaluation of different algorithms, configurations for UAV management. Our configurable simulation framework can be customized based on different technical and business needs. From a developer point of view, different coordination and self-organisation algorithms can be implemented and compared. Moreover, system planners can easily modify the configuration to apply different evaluation and statistic plans. Based on these results, users can make decisions and plan further actions.

In our example evaluation about security surveillance we have demonstrated how the framework can be used to determine an optimal amount of UAVs for a given setting. Moreover, this enabled us to illustrate how a performance bottleneck in the implementation can be detected. Some processes (such as observing agents in a given radius) take a long time in the Mesa framework, which was used as foundation for our work, because Mesa does not make use of any caching strategy. Especially when displaying new simulation steps, the missing render cache decreases the performance. In order to solve this problem, a custom caching method was implemented which in the end significantly increased the overall performance of the system. Finally, as Mesa’s web interface is not configurable enough, styling of the front end could only be done using complicated workarounds. In future work, we would like to address mentioned limitations, e.g. implement more advanced caching methods in order to get maximum efficiency from the Mesa framework and evaluate more coordination and self-organisation frameworks.
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Abstract

Model-Driven Architecture (MDA) is a system engineering approach which consists in separating the model description from the execution platform. It allows building a model without detailed knowledge of the target platform, as well as retargeting the execution platform without changing the model itself.

We present a meta-model called Partial Reconfigurable DEVS (PRDEVS) that is able to represent dynamic structure changes of a model. We base our approach on the DEVS formalism, which is modular and hierarchical. Our description paradigm differs from the previous DEVS-based dynamic meta-models in that it explicitly deals with adding and removing components. This approach is closer to the general reconfigurable embedded system design methodology. Both a software and a FPGA-based hardware platform are considered as dynamic execution platforms.

INTRODUCTION

The Discrete Event System Specification (DEVS) formalism introduced by Zeigler et al. (2000) is a strong mathematical foundation for specifying hierarchical and modular models. The DEVS formalism allows to build discrete event systems and provides algorithms for simulation. DEVS models are made of atomic components, which define a behavior, and coupled components which can hold several other components and describe the way they are connected. As the initial DEVS formalism was not designed to handle structure changes, either in model composition or communication, various extensions were proposed to address these dynamic systems. However, our point of view on existing formalisms which allow to describe reconfigurable systems is that they are either too high level, making it difficult to apply to real systems, or too deeply linked to the execution platform. The Model-Driven Architecture (MDA) approach by Object Management Group (2016), derived from Model-Driven Engineering (MDE), consists in separating the application model description from the execution platform. This brings various benefits, such as allowing the teams working on an application to be independent from the ones working on the platform, or enabling deploying an application built from a single model on various platforms. A complete MDA specification consists in a Platform-Independent Model (PIM), one or several Platform-Dependent Models (PDM), and sets of interfaces correspondence to allow building a Platform-Specific Model (PSM) by merging PIM with PDM, as depicted on Figure 1.

In this paper, we propose a DEVS-based PIM formalism able to describe applications whose structure can evolve dynamically. The aim of this formalism is to comply with hardware-reconfigurable architectures such as FPGAs, without however restricting the execution to these platforms. We thus take in consideration the generally observed approach used when building such systems, but remain sufficiently high level to target any platform supporting dynamic architecture change of the application, such as software-based implementation. We also introduce PDM candidates in order to show the compliance of the PIM with such architectures.

First, we present the existing work related to DEVS and its extensions. Then the background of DEVS formalism and reconfigurable hardware are presented. Afterwards, the PRDEVS model at PIM level is presented with its syntax and semantics. A software oriented implementation with its possible PSM is then presented. Finally, we conclude this article and present a view of what remains to be done.
RELATED WORK

Zeigler et al. (2000) initially introduced the DEVS formalism in the late 70's as a way to build models with a discrete-event approach using a mathematically defined formalism. DEVS was later extended with Parallel DEVS (PDEVs), and we now reference the initial DEVS formalism as Classic DEVS (CDEVs). In this article, the acronym DEVS thus refers to the general DEVS ecosystem rather than to the original CDEVs formalism.

DEVS is a hierarchical set of components of two kinds: atomic components define a behavior while coupled components gather and link other components, either atomic or coupled. The DEVS formalism is inherently static, and dynamic structure behavior can only be emulated, e.g. using a selector to enable or disable models over time. Several extensions have been proposed aiming at dynamically adapting the models structure during the simulation.

DSDEVS, defined in Barros (1997), is based on a 4-tuple network structure where atomic components can connect directly with other atomic components by a set of influencers $I$. The network executive $\chi$ is a specific component whose state represents the network structure. The $\gamma$ function allows to obtain the network structure from the current state of $\chi$. $\chi$ thus takes responsibility for all changes of model structure, meaning that components in the model can not take decision on structural adaptation. DSDE (Barros (1998)) is a parallel version of DSDEVS.

The principle of dynDEVS as described in Uhrmacher (2001) is that each atomic component has its own model transitions function $\rho$, which controls its own structural transformation. At coupled component level, the equivalent function is the network model transition function $\rho_N$. However, dynDEVS assumes a static set of ports which is not adapted for most of the dynamic applications. Uhrmacher later developed $\rho-$DEVS, a dynDEVS variation supporting dynamic ports. The formalisms mentioned above stay at theoretical level: they propose an abstract simulator and can be adapted to an actual execution environment.

There are recent works like RecDEVS which consider hardware models of computation (MoC) together with DEVS. RecDEVS (Madlener (2013)) proposes a model based on DEVS for final use on reconfigurable hardware like FPGA. In RecDEVS the system executive $C_X$ is in charge of the structure changes. However RecDEVS takes into account some hardware specificities from the beginning, like component communication relying on a bus structure with an address notion. This limits the model to a use on the target platform defined by RecDEVS. Thus, there is no separation between PIM and PDM. There are other limits on the meta-model itself, like the fact that a component deletion can only be triggered by the component itself. Eventually, there is no final implementation on FPGA, the workflow only goes to SystemC simulation.

BACKGROUND

Parallel DEVS (PDEVs)

PDEVs (Zeigler et al. (2000)) is the root formalism for DEVS extensions dealing with parallelism. It defines two kinds of components: atomic components, which are the base elements defining a behavior, and coupled components, which gather various other components and define their relationships. PDEVs allows different components to evolve simultaneously and provides resolution mechanisms to deal with conflicting simultaneous events.

Atomic Models

PDEVs defines an atomic component as an indivisible unit implementing a behavior. It can evolve in reaction to an external event (external transition), or when a timeout occurs (internal transition). The formal definition is as follows:

$$M = \langle X, Y, S, s_0, \delta_{\text{int}}, \delta_{\text{ext}}, \delta_{\text{con}}, \lambda, \tau \rangle$$

where

$$X = \{(p, v) | p \in \text{InPorts}, v \in X_p\}$$

is the set of input ports and values, where

$$\text{InPorts}$$

is the set of input ports

$$X_p$$

is the set of allowed input values for port $p$

$$Y = \{(p, v) | p \in \text{OutPorts}, v \in Y_p\}$$

is the set of output ports and values, where

$$\text{OutPorts}$$

is the set of output ports

$$Y_p$$

is the set of possible output values for $p$

$S$ is the set of sequential states

$s_0$ is the initial state of the component

$\delta_{\text{ext}} : Q \times X \rightarrow S$ is the external state transition function, where

$$Q = \{(s, e) | s \in S, 0 \leq e \leq \tau(s)\}$$

is the set of total states, with $e$ the time elapsed since latest transition

$\delta_{\text{int}} : S \rightarrow S$ is the internal state transition function

$\delta_{\text{con}} : Q \times X \rightarrow S$ is the confluent transition function

$\lambda : S \rightarrow Y$ is the output function

$\tau : S \rightarrow \mathbb{R}_{0,\infty}$ is the time advance function

When an event $X$ occurs on an input port, the external transition function $\delta_{\text{ext}}$ is called which may result in a state change. The time advance function $\tau$ associates a time to each state which, when reached, triggers the output function $\lambda$ then the internal transition function $\delta_{\text{int}}$. Note that $\tau$ accepts both 0 and $\infty$ as values. When simultaneous external and internal events occur, the confluent function $\delta_{\text{con}}$ is called instead of $\delta_{\text{int}}$ or $\delta_{\text{ext}}$ to solve the conflict. $\delta_{\text{con}}$ can be as simple as calling $\delta_{\text{int}}$ or $\delta_{\text{ext}}$, which is a way of prioritizing between these two functions, or can be a totally different function.
**Coupled Models**

A coupled component is a way of linking other components. Externally, it behaves like an atomic component and thus can be used in another coupled to form a hierarchical model. Its definition is:

\[
N \equiv < X, Y, D, \{M_d\}, \text{EIC}, \text{EOC}, \text{IC} >
\]

- \(X, Y\) as defined for atomics
- \(D\) is the set of components names
- \(\{M_d\}\) is the set of components in this coupled, with \(d \in D\)
- \(\text{EIC}\) is the external input coupling function
- \(\text{EOC}\) is the external output coupling function
- \(\text{IC}\) is the internal coupling function

The three coupling functions directly link ports between them:

- \(\text{EIC}\) links \(p_N \in \text{InPorts}_N\) to \(p_d \in \text{InPorts}_d, d \in D\)
- \(\text{EOC}\) links \(p_d \in \text{OutPorts}_d, d \in D\) to \(p_N \in \text{OutPorts}_N\)
- \(\text{IC}\) links \(p_a \in \text{OutPorts}_a, a \in D\) to \(p_b \in \text{InPorts}_b, b \in D, a \neq b\)

**Parallel Dynamic Structure DEVs (DSDE)**

DSDE (Barros (1998)) defines a specific component, \(\chi\), whose state encodes the structure of the network, i.e. the current network structure can be obtained at any time from \(\chi\) state using the structure function \(\gamma\). A transition of \(\chi\) thus can represent a change of the network structure. The DSDE component is defined as:

\[
\text{DSDE}_N = < X_N, Y_N, \chi, M_\chi >
\]

- \(N\) is the network name
- \(X_N, Y_N \equiv X, Y\) in PDEVS
- \(\chi\) is the name of the dynamic network executive
- \(M_\chi\) is the model of the dynamic executive \(\chi\)

The model of the executive \(\chi\) is an extended definition of an atomic model defined as:

\[
M_\chi = < X_\chi, S_\chi, s_0, \chi, Y_\chi, \gamma, \Sigma^*, \delta_\chi, \lambda_\chi, \tau_\chi >
\]

- \(\gamma : S_\chi \rightarrow \Sigma^*\) is the structure function
- \(\Sigma^*\) is the set of network structures

According to this definition, the set of components is defined, but their state is not. Barros thus defines the new components states after a \(\chi\) transition to be equal to the same components state before transition (plus time advance) if the component existed, or to be the initial state if the component didn’t exist.

In this definition, \(\chi\) is the only component allowed to change the network structure. Moreover, the connections between the components of the network are also defined by \(\chi\) state, i.e. a simple change of connector without affecting the atomic components themselves must be treated as a \(\chi\) transition.

**RecDEVS**

\[
N_{\text{Rec}} = < X_{\text{ext}}, Y_{\text{ext}}, D, C_\chi >
\]

- \(D\) : Set of all available DEVS components
- \(C_\chi\) : is the network executive which is a DEVS atomic

RecDEVS defines an unique identifier \(ID\) for each component. The creation of new RecDEVS components consists of a fixed sequence of messages as follows:

* if the component \(C^D_{\text{orig}}\) wants to create a new component of type \(d \in D\), it sends a message \((C^D_{\text{orig}}, C_\chi, (\text{new } d))\) to the network executive.
* \(C_\chi\) receives the message and performs an external transition \(\delta_{\text{ext}}\). This will create a new RecDEVS component \(C^d_a\) and add it to the list of instantiated components
* A confirmation message \((C_\chi, C^D_{\text{orig}}, (\text{confirm } C^d_a ))\) with the address of the new component is then sent to the originator.
* Starting from the reception of the confirmation message, the originator can address the newly created component.

**FPGA**

A Field-Programmable Gate Array (FPGA) is an integrated circuit designed to be configured to form a complex digital circuit. The majority of FPGA architectures carry out combinatorial logic using Lookup Tables (LUTs) (Koch (2012)), associated to flip-flops to form sequential circuits. Several LUTs and flip-flops form a base reconfigurable resource (e.g. configurable logic block (CLB) in Xilinx technology) which is the smallest reconfigurable unit in a FPGA. Configuration of the underlying structure in the FPGA can be stored using various technologies. The Static RAM-based FPGA is a common FPGA architecture. There are also flash-based FPGAs. A bitstream is the configuration data to be loaded on board to implement the desired logic.

Partial Reconfiguration (PR) (Feist (2012)) is the ability to dynamically modify the architecture hosted on the FPGA by loading a partial bitstream (i.e. a configuration of a specific area of the FPGA) while the remaining logic continues to operate without interruption.

**PRDEVS PIM: SYNTAX AND SEMANTICS**

We propose a PIM syntax based on PDEVS and inspired by RecDEVS. The platform-independent model is, as stated from the name, a model which is built to represent an application, without necessary knowledge of the simulation environment or of the target platform that will run the application or the application simulation. Thus, our PIM syntax must be able to represent dynamic structure models, but it shouldn’t assume anything about how the structure changes will actually be
applied. This is the first difference with RecDEVS, as the RecDEVS meta-model makes no distinction between PIM and PDM. The target architecture is assumed from the model definition, notably with the use of address notions within the models.

PRDEVS PIM Abstract Syntax

A PRDEVS is a model which contains all required information about components, structure, and allows for structural changes. Though we use PDEVs and RecDEVS as a base reference, we slightly rewrite some definitions to clarify specific points. A major difference with RecDEVS is that we do not use a specific component like \( C \), which stores the network structure in its state: we directly manipulate the sets, adding and removing elements. The first motivation for this approach is to be closer to the current engineering approach to describe dynamic systems. This is slightly equivalent to the software notion of new/delete instructions for object manipulation. Moreover, this way of doing offers the ability to reach structure states which may not have been predicted when first designing the system, allowing for auto-adapting systems to be more flexible.

Concerning the \( D \) set, on one hand PDEVS defines \( D \) to be the set of components names, i.e. a list of all the names of the components inside the coupled. On the other hand, RecDEVS definition of set \( D \) is “a list of available component names”, and this set is compared to a list of components types. They both define the set \( \{ M_d \mid d \in D \} \), which contains the components themselves. In our component sets-based description, we rather directly manipulate the components sets, and we think this description is redundant, as one can be obtained from the other. So we chose to merge these two sets, so that the \( D \) set directly contains the components themselves. Instead of storing the names of the components, we rather use the notions of identifiers and types.

The identifier follows the notion introduced by RecDEVS where an identifier \( ID \in \mathbb{N} \) is attributed to each component. For the type notion, we can make the connection with object-oriented programming, where there can be various instances of a class, we call objects. Here, the notion of type is equivalent to class, i.e. it defines a component structure and initial state, but there can be various components \( (= \text{objects}) \) sharing the same type with a different state. The identifier is then used to differentiate the components. We use here a definition close to RecDEVS but formalize the notation: we use \( T \) as the list of defined types, i.e. a list of components types which can be instantiated.

A PRDEVS component then has an identifier, which is unique and dynamically defined, and a type, which can be shared.

### Main PRDEVS Component

The dynamic structure ability relies on a library of available components, each being of a specific type, which can be added to the system. The library is defined as \( L = \{ C_t \mid t \in T \} \). Components in the library expose a null identifier, as it is defined on instantiation. Components in use still have a type \( t \in T \), but also an identifier \( id \), and are noted \( C^{id}_t \). The notation can be simplified to \( C^{id} \). Unlike RecDEVS, we do not restrict \( id \in \mathbb{N} \): although a PSM implementation will probably have to impose such a restriction, the PIM doesn’t require so. We thus define an arbitrary set \( ID \) which contains the allowed identifiers.

\[
PRDEVS = < L, C^{Top} > \text{ with }
\]

\[
L = \{ C_t \mid t \in T \}, \text{ library of available components } C^{Top} \text{ a coupled containing the application structure }
\]

To have a clear and simple definition, we do not include the sets \( T \) and \( ID \) in the definition. Indeed, \( T \) can be retrieved from \( L \) using the definition \( T = \{ t \mid C_t \in L \} \), while \( ID \) can be any arbitrary set. We also define the set \( ID_{PRDEVS} \) which contains all the identifiers of the components in \( C^{Top} \), regardless of the hierarchy.

#### Coupled Component

A coupled component will be very alike PDEVS definition:

\[
N^{mid} = < X, Y, D, EIC, EOC, IC > \text{ with } D = \{ C^{id}_t \mid t \in T, id \in ID \} \text{ the set of components contained in the coupled }
\]

All of the sets defined here can be linked to a specific component by displaying its identifier, e.g. \( X^{mid} \) refers to the set of inputs \( X \) of coupled component \( C^{mid} \). A coupled component \( C^{mid} \) does not have a specific type, as the component structure can change during execution when a component is added to or removed from \( D^{mid} \). For convenience, we define a few additional sets:

\[
ID^{mid} = \{ \text{id} \mid C^{id} \in D^{mid} \}, \text{ the set of all identifiers of components in the coupled whose identifier is } \text{id}
\]

\[
D_N = \{ \text{id} \mid C^{id} \in D_N \}, \text{ the set of coupled identifiers in } PRDEVS
\]

#### Atomic Component

As our formalism deals with structure changes, the atomic components definition adds a structure change function to the PDEVS atomic formalism:

\[
M^{mid}_t = < X, Y, S, s_0, \delta_{ext}, \delta_{int}, \delta_{con}, \lambda_{SC}, \lambda, \tau > \text{ with } 
\]

\[
\lambda_{SC} : S \rightarrow SC \text{ the structure function with } SC = \{ \text{addComponent()}, \text{removeComponent()}, \text{addPort()}, \text{removePort()}, \text{addConnection()}, \text{removeConnection()} \} \text{ the list of structure change functions.}
\]
The remark on sets identifiers applies to atomic components, e.g. $S^{mid}$ is the set of states $S$ of component $C^{mid}$.

As for coupled, we define the following sets:

$$D_M = \text{the set of all atomics in the PRDEVS}$$

$$ID_M = \{id | C_id \in D_M\}, \text{the set of atomics identifiers}$$

**PRDEVS Implementation**

The $L$ set can be represented as a list of available models, which are defined by the modeler or provided by a predefined library. The list must match a type name and a component. This way, when adding a component to a model, only its type must be provided, and the list is used to retrieve model information.

**Components Common Characteristics**

The coupled and atomic models share two properties: the Ports set and the identifier. Any number of ports can be present on a component.

The main difference with RecDEVS is that they use the identifier to manage communication between components on a message-passing paradigm. As we separate the implementation from the high-level model, we do not presuppose of a communication scheme in the PIM.

The ports of a component are implicitly defined by the couples $(p,v)$ of $X$ and $Y$ sets. However, a specific definition can be derived to formally identify the ports as mathematical objects. This representation of ports as independent objects, i.e. not only as names belonging to a set, and whose allowed values are defined by the $X$ and $Y$ sets, is easier to manipulate.

The ports of the components must be uniquely identified, but only among a component. Thus, the name of the port on the component is sufficient to identify it uniquely, as long as the component itself has a unique identifier. Moreover, a port has a direction (input/output), and a set of available values. We then introduce a definition of what is a port:

$$P^id_{Name} = <Name, Dir, Type> \text{ with}$$

$$id \text{ the identifier of the component}$$

$$Name \in InPorts^id \cup OutPorts^id$$

$$Direction \in P_{dir} = \{in, out\}$$

$$Type \in P_{type}$$

The set of allowed types $P_{type}$ can be defined as a set of allowed definition sets, and will most likely contain $\mathbb{N}$, $\mathbb{R}$, $\mathbb{B} = \{True, False\}$, etc.

Concerning the connection between two ports, it must define a source and a sink. The data type does not have to be recorded, but type match between source and sink should be checked when the connection is created.

**Coupled Models**

The coupled models are actually sets of sets: a set of components, and a set of connections between ports. By using the tree representation for holding the structure, the set of components $D$ is represented by the children of the node. Using the previous definition of ports, the $X$ and $Y$ sets can be better represented as sets of ports. Thus, $X$ and $Y$ will be merged into a list called “Ports” containing ports as defined previously. The remaining three sets $EOC$, $EIC$ and $IC$ are represented by a list of two elements: a source and a sink.

**Atomic Models**

The atomic models are leaves of the model tree, so they can be defined as in the abstract syntax.

**Structure Change Functions Exposed by the Simulator**

Unlike RecDEVS, we do not restrict which component can call a structural change function. Indeed, RecDEVS states that a component can only delete itself, not another component. The main justification provided is that it avoids accidentally deleting a component which is still in use. By only allowing self-deletion, the component can announce its own deletion to linked components before committing deletion. But this approach doesn’t seem to be a good answer to this issue. Indeed, deleting a component which is still in use in an application may be a conception error. Restricting the remove call to the component itself does not solve the case where the component itself is badly defined, and forget announcing its deletion to some of related component. Imposing such a constraint do not avoid errors, so the restriction is irrelevant. We believe the application correctness is up to the modeler, and to avoid such errors, applications should be checked for correctness, e.g. using formal methods.

By allowing any component to call structure change functions, we let the modeler decide how to handle its structure changes: all components can be autonomous and directly trigger the functions, or there can be one or more components in the model which are in charge of the structure, only them being able to call these functions.

Most functions defined here could possibly fail in some circumstances, but we do not want to handle exceptions or errors in this early definition, so we assume their use is made with correct parameters. Error-checking will be part of future work.

Structure change functions have a different priority level than other messages in the simulator: the simulator has a list of pending SC tasks and the list is executed only at the end of an imminence cycle. As a first approach, we chose to execute all SC functions in zero time relatively to the simulator, i.e. the simulator is paused while the structural changes are carried on. In future work.
however, we are planning to allow structural changes to be applied while the simulation is running in order to allow taking full advantage of hardware partial reconfiguration technology. This will require structural checks on the model such as making sure that a newly added component will not be required for simulation until it is fully operational. This can be carried on by separating the SC function call from its return, obtaining of the new identifier on a separate external transition of the component which called the add function.

- **addComponent**: $T \times ID_N \rightarrow ID$

  Adds a new component into an existing coupled component. The new component type and the hosting coupled ID are provided as parameters. The identifier of the new component is returned. The abstract function `getAvailableId` : $\emptyset \rightarrow ID$ determines an available identifier in $ID$. Abstract function `getNewComponent` : $T \times D$ returns a new component from the library matching the given type, while `getExistingComponent` : $ID_{PRDEVS} \rightarrow D$ returns an existing component from its identifier, as displayed on Algorithm 1.

```
input : $t \in T$; $id_{host} \in ID_N$
output : $id \in ID$
Data: newId $\in ID$; newC $\in D_M$; hostC $\in D_N$
newId $\leftarrow$ getAvailableId()
newC $\leftarrow$ getNewComponent(t)
newC.id $\leftarrow$ newId
hostC $\leftarrow$ getExistingComponent(idhost)
hostC.D $\leftarrow$ hostC.D $\cup$ {newC}
return newId

Algorithm 1: addComponent procedure
```

- **removeComponent**: $ID_{PRDEVS} \rightarrow \emptyset$ Removes the existing component, whose identifier is passed as a parameter, from the PRDEVS. The abstract function `getParentComponent` : $D \rightarrow D_N$ returns the parent component of a model, as displayed on Algorithm 2.

```
input : $id_{removed} \in ID_{PRDEVS}$
Data: remC $\in D$; hostC $\in D_N$
remC $\leftarrow$ getExistingComponent(idremoved)
hostC $\leftarrow$ getParentComponent(remC)
hostC.D $\leftarrow$ hostC.D $\setminus$ {remC}

Algorithm 2: removeComponent procedure
```

- **addPort**: $ID_N \times Name \times P_{type} \times P_{dir} \rightarrow \emptyset$

  Adds a port with name $Name$ to a coupled component whose identifier is provided, with the associated $type$ and $direction$, as displayed on Algorithm 3.

```
input : $id \in ID_N$; $p_n \in Name$; $p_t \in P_{type}$; $p_d \in P_{dir}$
Data: newport $\in Port$; hostC $\in D_N$
newport $\leftarrow$ (p_n, p_t, p_d)
hostC $\leftarrow$ getExistingComponent(id)
hostC.port $\leftarrow$ hostC.port $\cup$ {newport}

Algorithm 3: addPort procedure
```

- **removePort**: $ID_N \times Name \rightarrow \emptyset$

  Removes the port name $Name$ from the component whose ID is provided. The abstract function `getPort` : $D_N \times Name \rightarrow Port$ gets an existing port from a coupled component, as displayed on Algorithm 4.

```
input : $id \in ID_N$; $p_n \in Name$
Data: hostC $\in D_N$; removedport $\in Port$
hostC $\leftarrow$ getExistingComponent(id)
removedport $\leftarrow$ getPort(hostC, p_n)
hostC.port $\leftarrow$ hostC.port $\setminus$ {removedport}

Algorithm 4: removePort procedure
```

- **addConnection**: $ID_N \times Name \times ID_N \times Name \rightarrow \emptyset$

  Adds a connection between two ports. The ports are referred to using the combination of the component identifier and the port name. The $Z_{id}$ definition must be respected, i.e. the two components must be in the same coupled, or one of the two component must be a coupled and the other one a component inside the coupled, and one must be an input and the other an output. Moreover, the definition interval $type$ must match between the two ports, as displayed on Algorithm 5.

```
input : $id_1 \in ID_{PRDEVS}$; $p_n \in Name$
$id_2 \in ID_{PRDEVS}$; $p_n \in Name$
Data: hostC1 $\in D_N$; hostC2 $\in D_N$
connection $\in PortConnection$
hostC1 $\leftarrow$ getParentComponent(id1)
hostC2 $\leftarrow$ getParentComponent(id2)
connection $\leftarrow$ $\{(id_1, p_n_1), (id_2, p_n_2)\}$
if hostC1.id = hostC2.id then
  | if hostC1.EOC = hostC1.EOC $\cup$ {connection}
else if hostC1.id = id2 then
  | if hostC1.EOC = hostC2.EOC $\cup$ {connection}
else if hostC2.id = id1 then
  | if hostC2.EIC = hostC2.EIC $\cup$ {connection}

Algorithm 5: addConnection procedure
```

- **removeConnection**: $ID_N \times Name \times ID_N \times Name \rightarrow \emptyset$

  Removes a connection between two ports using the same notation as the previous function, as displayed on Algorithm 6.

```
input : $id_1 \in ID_{PRDEVS}$; $id_2 \in ID_{PRDEVS}$; $p_n \in Name$
Data: hostC1 $\in D_N$; hostC2 $\in D_N$
connection $\in PortConnection$
hostC1 $\leftarrow$ getParentComponent(id1)
hostC2 $\leftarrow$ getParentComponent(id2)
connection $\leftarrow$ $\{(id_1, p_n_1), (id_2, p_n_2)\}$
if hostC1.id = hostC2.id then
  | if hostC1.EOC = hostC1.EOC $\setminus$ {connection}
else if hostC1.id = id2 then
  | if hostC1.EOC = hostC2.EOC $\setminus$ {connection}
else if hostC2.id = id1 then
  | if hostC2.EIC = hostC2.EIC $\setminus$ {connection}

Algorithm 6: removeConnection procedure
AN EXAMPLE OF PRDEVS PDM AND PSM

While our final aim is to implement PRDEVS on reconfigurable hardware, we choose to first develop a software PDM using well-known tools. This is intended as a proof of concept to check that the simulator structure is reliable.

Software PDM Definition

We propose a PDM for software simulation that implements PRDEVS abstract syntax. This implementation is based on Zeigler’s abstract simulator described in Zeigler et al. (2000). This simulator deals with a static hierarchy of components and we add the dynamic SC functions to treat SC-messages from \( \lambda_{SC} \).

The simulator described by Zeigler uses a hierarchical tree of models, which has a coordinator object for each coupled model and a simulator object for each atomic model. To each of the simulator objects, a model object describing the structure of the represented atomic is associated. There is a single root coordinator which lead the hierarchical tree. The root coordinator contains a list of imminent models and their next event time. This list is updated at the beginning of each event step.

Under root coordinator are coordinators which can be the parents of coordinators or simulators which are the leaves of this hierarchical tree. A correspondence from model to simulation can be seen in Figure 2. We name this a one-to-one correspondence process. This is part of the initialization phase.

![Figure 2: One-to-One Correspondence](image)

As a first approach, a flat representation is chosen for our implementation of PRDEVS. That is to say, the levels of hierarchy are ignored as if all the atomics were directly instantiated in \( CTOP \). A list of available components \( L \) is held in the root coordinator. A simulator or a coordinator which correspond to a type can be created using the SC-functions.

There are four types of messages sent between simulators and/or coordinators during simulation: X-message, Y-message, *-message and SC-message which correspond respectively to \( \delta_{ext}, \lambda, \delta_{int} \) and \( \lambda_{SC} \) of atomic components. The first three messages are defined as Zeigler’s: imminent models are chosen based on their minimal next event step and the imminent models triggers *-message. If the conditions to trigger \( \lambda \) in the current state are met, a Y-message is then integrated into the Y-message bag. The bag is sent to the target model and is received as a X-message at the end of each event cycle. The model which received X-message will move to upcoming state and wait for next cycle. SC-message, in some aspect similar to Y-message, will build a SC-message bag and the dynamic SC functions are executed at the end of each event cycle. The SC-message is then treated in zero-time compared to the simulation time.

Use Case Definition

We apply PRDEVS syntax by creating a PSM simulation implementing a game: Within a size \( \times \) size grid co-exist three types of players: chicken, fox and egg. Each cell can hold only one player and players move under certain rules, as shown in Figure 3: chickens can move randomly around in four direction while foxes can move randomly around in all eight directions; eggs can not move. There is a rules model recording the position of all players and judging if each move is authorized.

Each round, all players are imminent and move simultaneously. If a chicken reaches another chicken, an egg will be laid randomly around and it stays at the same position. If a fox reaches a chicken, the chicken is eaten and its cell occupied by fox. The game ends when there are no chicken any more or if foxes are blocked by eggs.

Chickens and foxes components communicate using their ports. \( valid \) is an input port and \( askAvailability \) is an output port.

\[
P_{valid} = \langle valid, in, \{isChicken, isFree, else\} \rangle \\
P_{askAvailability} = \langle askAvailability, out, (position.X \in size, position.Y \in size) \rangle
\]

Players calculate their destination themselves and verify with the rules component before moving.

The state machine for the Chicken model is as shown in Figure 4. The initial state of a chicken is \( S1 \). When the chicken component is imminent, it receives a *-message to execute the internal transition and randomly defines the desired destination. It moves to state \( S2 \). Then an output is sent to verify the availability of this position. It moves to state \( S3 \) and wait for an input. The Y-message arrives to the rules model which responds ac-

![Figure 3: Moving Foxes for Players](image)
Figure 4: Internal View of the State Machine of Chicken

According to the availability. Depending on this response, the chicken model moves to state S4, S5 or S6 and then the SC-function or the internal transition is called. When the SC-function addComponent is triggered, the simulator stores the call. After simulation cycle is over, the root coordinator copies the Egg library object into the CTop component. After what, the simulation cycle resumes.

The game starts with an initial numbers of players, an example is presented on figure 5a. After the simulation runs, we found the result as shown in figure 5b.

(a) Game Starts

(b) Game Ends

Figure 5: Example of game turns

Hardware PDM Overview

A hardware PDM is being formalized, relying on several reconfigurable areas and two buses: one control bus and one data bus. There is a correspondence table for each area and its address. Each reconfigurable area will have a type and certain limits since their hardware resources can be different.

Reconfigurable areas can store a component model. An API (Application Programming Interface) for the SC-functions can be implemented at software level in specific area containing a processor. The API is able to match the configuration of the FPGA, such as which type of reconfigurable areas are suitable for which type of component model.

CONCLUSION AND FUTURE WORK

In this article, we presented a system engineering approach using formal modeling which aims at supporting dynamic architectures. This approach leads to a separation between the model and the final application platform. We presented a PIM model which can adapt its structure dynamically, both component- and connection-related. With the formal SC-functions presented in this article, a PIM level of PRDEVS is defined. A possible PDM and PSM is introduced with application on software by a game. With this practical example of PRDEVS syntax, the feasibility of the dynamical formal model is verified. However in practice, the SC-functions are only applied at the end of each event cycle. One future work will be to integrate the SC-functions during the simulation without pausing the other components, in order to allow extending beyond simulation purposes and take advantage of PR.

Finally, the main objective will be the FPGA-based implementation of a use case defined at PRDEVS PIM level. This will require real-time handling, and partial reconfiguration scheduling to allow reconfigurations to be completed before using the component, where the structure change was carried on in zero time in simulation.

References


MODELLING AND OPTIMAL CONTROL WITH ENERGY REGENERATION OF A 6DOF MOTION PLATFORM WITH PERMANENT MAGNET LINEAR ACTUATORS

E. Thöndel
Department of Electric Drives and Traction
Czech Technical University
166 27, Prague,
Czech Republic
E-mail: thondee@fel.cvut.cz

KEYWORDS
Motion Platform, Linear Actuator, Permanent Magnet Linear Synchronous Motor, Optimal Control, Energy Regeneration.

ABSTRACT
The paper deals with the modelling, simulation and optimal control of parallel robotic structures (in particular those with six degrees of freedom) driven by permanent magnet linear electric motors using energy regeneration and during power outages. By virtue of their kinematic and dynamical properties, these robotic structures can be used for a variety of purposes, for instance in industrial automation or simulation technology, where motion platforms (especially hexapods) are used for motion cueing. Electric drive parallel mechanisms provide several significant benefits, in particular with regard to optimum energy distribution and regeneration options. The main research motivation is the prevailing need to develop a solution ensuring that the parallel mechanism can safely return after a power cut to the default or ‘park’ position in a fully controlled way (simulators, for instance, have to be capable of sliding back to the boarding position) using solely the energy accumulated in the system. This research goal requires the development of exact and fast simulation models providing insight into transient system behaviour and, subsequently, determining the optimum control strategy. Therefore, the paper will provide a detailed simulation model which can also be used in optimizing the structures of the mechanism and determining the optimum servo drive design.

INTRODUCTION
Parallel robotic structures play a crucial role in many applications. The author’s technical interest is focused in particular on the area of simulation technology, where motion platforms with six degrees of freedom are used for the purposes of motion cueing. Nevertheless, the results of the research can be applied universally and employed in many other areas, such as industrial automation. Motion platforms with six degrees of freedom were originally designed for use in aircraft simulators (Stewart 1965). However, the system soon found many uses in other industries, such as automated production or testing. The platform is comprised of six linear actuators arranged in a parallel kinematic structure. Different platform types employ different linear actuators, with the oldest ones featuring hydraulic cylinders. Gradually, hydraulic solutions started to be replaced by electromechanical actuators (Thöndel 2011). However, another switchover is imminent, following the recent breakthroughs in the area of permanent magnet electric drives, as purely electric linear actuators now start to offer a fully-fledged alternative to hydraulic or electromechanical solutions. The main benefit of electric actuators is a much higher dynamic range, allowing systems based on this method to be used in a wider variety of applications. Wind tunnel analyses and measurements are performed by all airborne research organisations. A new motion platform, intended for aerodynamic process measurements and determination of dynamic parameters, is currently being developed by the CIDAM (Centre for Intelligent Drives and Advanced Machine Control) competence centre with the support of the Technology Agency of the Czech Republic (TACR). With the new platform researchers will be able to execute certain limited manoeuvres and test the aircraft’s control algorithms directly in a wind tunnel. A schematic model of the mechanism described in this paper is provided in Figure 1.

Fig. 1: Motion Platform with Six Degrees of Freedom Driven by Linear Actuators

Given the properties and requirements of permanent magnet linear motors a different linear actuator design was used in this project. Unlike hydraulic or electromechanical systems with flexible actuator arm lengths, the permanent magnet electric actuators used in this motion platform feature fixed-length arms. To reach the required position the arm’s bottom joint slides along a rail fitted with permanent magnets. A detailed analysis of the kinematic structure and the principle of linear motors are provided in (Thöndel 2014).
PERMANENT MAGNET SYNCHRONOUS LINEAR MOTOR

Permanent magnet synchronous motors (PMSMs) belong to the most recent motor generations, finding use especially in applications requiring accurate position and speed servo-control (such as industrial robots). Unlike other electric motors, PMSMs can be easily arranged in a linear shape. This feature will be leveraged in the development of the mathematical model.

The mathematical model of a linear motor can be derived from the properties of typical rotational motors – all one has to do is to “cut and unroll” the engine in one’s mind (Miller et al. 2002). All properties of the mathematical model of a rotational motor can be recalculated to a linear form if the radius of the “unrolled” rotational motor is known. The radius can be written as:

$$2\pi r = 2\pi p \rightarrow r = \frac{tp}{\pi}$$  (1)

where \(r\) is the desired radius, \(p\) the number of pole pairs and \(t\) the pole pitch.

Rotational electric machines are typically analysed in a suitable coordinate system rotating synchronously with the selected quantity. In this way, the examined AC quantities can be transformed to the corresponding DC quantities. A system rotating with a synchronous speed seems to be best suited for synchronous machines. In technical literature, this transformation is known as the d-q transform, or Park’s transformation.

The currents can be transformed to the d-q system by means of a gradual \(\alpha-\beta\) transformation (Clarke transformation) to the stationary orthogonal system:

$$\begin{bmatrix} i_d \\ i_q \end{bmatrix} = \begin{bmatrix} \cos \theta_e & \sin \theta_e \\ -\sin \theta_e & \cos \theta_e \end{bmatrix} \begin{bmatrix} i_a \\ i_b \end{bmatrix}$$  (2)

and subsequently to the rotating d-q system:

$$\begin{bmatrix} i_d \\ i_q \end{bmatrix} = \begin{bmatrix} \cos \theta_e & \sin \theta_e \\ -\sin \theta_e & \cos \theta_e \end{bmatrix} \begin{bmatrix} i_d \\ i_q \end{bmatrix}$$  (3)

The mathematical model has been determined under the following assumptions:

- The system is powered by a three-phase symmetrical power source with harmonic voltages.
- All phases have the same resistances and inductances.
- The magnetization characteristic is linear.
- Losses in iron are not considered.

The following expressions apply to the different stator winding phases:

$$u_a = R_a i_a + \frac{d}{dt} \psi_a$$
$$u_b = R_b i_b + \frac{d}{dt} \psi_b$$  (4)

where \(R\) is the stator winding resistance and \(\psi_a, \psi_b\) and \(\psi_c\) are the magnetic fluxes in the form:

$$\psi_a = L_s i_a + \psi_M \cos(\omega_s t)$$
$$\psi_b = L_s i_b + \psi_M \cos(\omega_s t + \frac{2\pi}{3})$$
$$\psi_c = L_s i_c + \psi_M \cos(\omega_s t - \frac{2\pi}{3})$$  (5)

In the above equation, \(L_s\) is the stator winding inductance and \(\psi_M\) the rotor magnetic flux, rotating with respect to the stator with the speed \(\omega_s\).

The final equations of the electrical part of the motor can be obtained by means of a d-q transform of the above formulas:

$$u_d = R_s i_d + L_s \frac{d}{dt} i_d - L_s \omega_s i_q$$
$$u_q = R_s i_q + L_s \frac{d}{dt} i_q + L_s \omega_s i_d + \psi_M \omega_e$$  (6)

The foregoing set of equations can be extended with the equation of the electromechanical moment, which can be derived using the law of conservation of energy, assuming mechanical losses and losses in iron are not considered.

$$\frac{3}{2} Re(U_s J_s) = M \omega_m + 3 R_s I_s^2, \quad \omega_m = \frac{\omega_e}{p}$$  (7)
$$M = \frac{3}{2} \psi_M p i_q$$  (8)

Now, the radius expression determined earlier can be used and the above model “unrolled” into linear form.

$$\omega_e = p \omega_m = \frac{v}{r} = \frac{\pi}{\tau}$$
$$M = Fr = \frac{r}{\pi} F$$  (9)

The linear motor equations can be obtained by substituting into the rotation motor equations (6) and (8):

$$u_d = R_s i_d + L_s \frac{d}{dt} i_d - L_s \frac{\pi}{\tau} v i_q$$
$$u_q = R_s i_q + L_s \frac{d}{dt} i_q + L_s \frac{\pi}{\tau} v i_d + \psi_M \frac{\pi}{\tau} v$$  (10)

$$F = \frac{\pi}{2\tau} \psi_M i_q = K_F i_q$$

where \(K_F\) is the force constant, \(v\) the motor’s mechanical speed \((\dot{y})\) and \(F\) the acting force.

In the derived equations, the current component \(i_{qd}\) generates a magnetic flux inverse to the magnetic flux generated by the permanent magnets. In practice, the value of this current component is maintained at zero by means of independent vector control. Assuming that \(i_{qd} = 0\), the foregoing equations can be further simplified without any impact on the model’s suitability for the design and testing of the motion platform. Following this step, the resulting synchronous linear motor differential equation can be written as:
\[
\frac{d}{dt} q = -\frac{R}{L_s} i_q + \frac{1}{L_s} u_q - \frac{2K_F}{3L_s} v \\
F = K_F i_q
\] (11)

MATHEMATICAL MODEL OF THE PARALLEL MECHANISM

The analytical expression of the dynamic behaviour of the parallel mechanism is highly complex, as the equation of motion cannot be obtained without forward kinematic transformation, an exceedingly complicated operation for this mechanism type. The equation of motion has the following general form (Thöndel 2011):

\[ m_{\text{red}} \ddot{y} + \frac{1}{2} \frac{\partial m_{\text{red}}}{\partial y} \dot{y}^2 = F - m_{\text{red}} g - B \dot{y} \] (12)

In this expression, \( F \) is the acting force of the linear motor according to expression (11), \( y \) the displacement of the linear motor, \( B \) the viscous friction coefficient, \( g \) the gravitational acceleration and \( m_{\text{act}} \) the reduced mass of the given actuator’s load. Generally, this mass depends on the position of the platform and therefore cannot be determined without forward kinematic transformation.

\[ m_{\text{red}} = f(y_1, \ldots, y_6) \] (13)

A mathematical model was created in the MATLAB/Simulink/SimMechanics environment for simulation purposes to provide numerical solutions of the forward kinematic transformation (Figure 2).

![Figure 2: Mathematical Model of the Mechanism in the MATLAB/Simulink/SimMechanics Environment.](image)

In addition, the simulation model is planned to be used also for control algorithm design and testing. For this purpose, the model can be linearised, assuming that the total load mass \( m_{\text{load}} \) is divided approximately evenly between individual actuators. In such a scenario, the following expression holds true:

\[ m_{\text{red}} = \text{const} = \frac{m_{\text{load}}}{6} \] (14)

Under these simplified conditions, the equation of motion for an actuator can be expressed in the following linear differential matrix form, which is suitable for control algorithm designs and analyses. The control algorithm must be robust enough with respect to the \( m_{\text{red}} \) variation expressed by the formula (13).

\[
\frac{d}{dt} \begin{bmatrix} i_q \\ y \end{bmatrix} = \begin{bmatrix} \frac{R}{L_s} & -\frac{2K_F}{3L_s} \\ \frac{m_{\text{red}}}{L_s} & -B \end{bmatrix} \begin{bmatrix} i_q \\ y \end{bmatrix} + \begin{bmatrix} 1 \end{bmatrix} \begin{bmatrix} u_q \\ 0 \\ 0 \end{bmatrix}
\]

\[ j = (1 \ldots 6) \]

CONTROL SYSTEM

In each state, the system contains a certain amount of energy. This can be divided into three different types:

- kinetic energy resulting from the movement of individual actuators,
- potential energy given by the positions of individual actuators, and thus the whole device, and
- electrical energy accumulated in the reactance of the servo-loops of the drives.

These energy components can be mutually converted (not without losses, naturally) or the energy can be dissipated via frequency converter brake resistances or conducted back to the electrical grid. In the case of a power failure, the system cannot use additional energy. Therefore, the envisaged algorithm has to provide a control solution ensuring that the energy accumulated in the system is gradually dissipated via the system’s frequency converter brake resistances so as to allow the platform to descend safely to the default park position via an emergency trajectory dynamically calculated and continuously updated during the ‘landing’ procedure based on current state of all actuators.

By joining the mathematical description of the individual actuators (15) into one model, we obtain one linear dynamic system with six inputs and six outputs:

\[
A_s = \text{diag}(A_1, \ldots, A_6) \\
B_s = \text{diag}(B_{11}, \ldots, B_{61}) \\
C_s^y = \text{diag}(C_{11}^y, \ldots, C_{61}^y) \\
C_s^z = \text{diag}(C_{11}^z, \ldots, C_{61}^z) \\
x = [x_1^T \ldots x_6^T]^T \\
u = [u_{q1} \ldots u_{q6}]^T \\
y = [y_1 \ldots y_6]^T \\
i = [i_1 \ldots i_6]^T
\] (16)

where \( B_{11} \) to \( B_{61} \) is always the first column of the respective matrix \( B_s \).

In the following design the implementation of the control on a digital computer (PLC) is intended, that is, a discrete version of the controlled system is required. By simple discretization
by the Euler method we obtain the corresponding matrix of the discrete system:

\[
\begin{align*}
A_d &= I + A_s T_s \\
B_d &= B_s T_s \\
C_d^y &= C_s^y \\
C_d^i &= C_s^i
\end{align*}
\]

(17)

where \( I \) is the unit matrix, and \( T_s \) is the sampling period. In order to eliminate the steady-state error (caused by static gravitational force), it is advisable to add an integrator to the system (Wang 2009). Taking a differential operation on both sides of the system state equation and adding additional state variables, we obtain an augmented system:

\[
\begin{bmatrix}
\Delta x(k+1) \\
y(k+1) \\
i(k+1) \\
u(k+1)
\end{bmatrix}
= \begin{bmatrix}
A_d & 0 & 0 & 0 \\
C_d^y A_d & I & 0 & 0 \\
C_d^i A_d & 0 & I & 0 \\
0 & 0 & 0 & I
\end{bmatrix}
\begin{bmatrix}
\Delta x(k) \\
y(k) \\
i(k) \\
u(k)
\end{bmatrix}
+ \begin{bmatrix}
B_d \\
C_d^y B_d \\
C_d^i B_d \\
1
\end{bmatrix}
\Delta u(k)
\]

(18)

By substituting (17) to (18) we get the final system, for which we design an optimal control.

\[
\begin{align*}
\begin{bmatrix}
\Delta x(k+1) \\
y(k+1) \\
i(k+1) \\
u(k+1)
\end{bmatrix}
&= \begin{bmatrix}
I + A_s T_s & 0 & 0 & 0 \\
C_s^y + C_s^y A_s T_s & I & 0 & 0 \\
C_s^i A_s T_s & 0 & I & 0 \\
0 & 0 & 0 & I
\end{bmatrix}
\begin{bmatrix}
\Delta x(k) \\
y(k) \\
i(k) \\
u(k)
\end{bmatrix}
+ \begin{bmatrix}
B_s T_s \\
C_s^y B_s T_s \\
C_s^i B_s T_s \\
1
\end{bmatrix}
\Delta u(k)
\end{align*}
\]

(19)

The aim of the control is to minimize the control error and at the same time to optimize the energy flow through the system so that the system can be brought into the parking position even when the power supply is disconnected. Let us define a cost function that converts this task into an optimization problem.

\[
J = (ref - Y)^T Q (ref - Y) + \Delta U^T R \Delta U + U^T S I
\]

(20)

The first term minimizes the error between the predicted value \( Y \) and the set-point signal \( ref \); the second term respects the change of the control voltage \( \Delta U \) and the last term represents the product of the control voltage \( U \) and the current component \( I \), generating the applied force. The value of the product corresponds to the actual power, and because of the optimization, the positive value and the negative value is considered to be consumed and regenerated energy respectively. Matrices \( Q, R, \) and \( S \) are diagonal weight matrices that can be used to tune the performance of the control.

Based on the derived augmented state-space model, it is possible to predict the behavior of the output variable over a defined time horizon \( T_p \).

\[
Y = F_p x_e(k) + \Phi_p \Delta U
\]

(21)

where

\[
Y = \begin{bmatrix}
y(k+1)^T \\
\vdots \\
y(k+1 + T_p)^T
\end{bmatrix}^T
\]

\[
\Delta U = \begin{bmatrix}
\Delta u(k) \\
\vdots \\
\Delta u(k + T_p)
\end{bmatrix}^T
\]

\[
F_p = \begin{bmatrix}
C_s^y A_e^p & 0 & 0 \\
\vdots \\
C_s^i A_e^{T_p-1} B_e & \cdots & 0
\end{bmatrix}
\]

Similarly, it is possible to define the predicted behavior of other variables in the cost function.

\[
i_i = F_i x_e(k) + \Phi_i \Delta U
\]

(22)

\[
U = F_u x_e(k) + \Phi_u \Delta U
\]

(23)

By substituting (21), (22) and (23) into (20) and subsequent modification, we get the final formula for the cost function.

\[
J = \Delta U^T \left( \Phi_p^T Q \Phi_p + R + \Phi_i^T S \Phi_i \right) U^T
\]

\[
+ \Delta U^T \left( 2 \Phi_p^T Q F_p + \Phi_i^T S F_i + \Phi_i^T S F_i \right) x_e(k) - 2 \Phi_p^T Q ref
\]

(24)

By minimizing the cost function, we obtain the optimal control that takes into account not only the error between the output and the set-point but also the energy balance of the control with respect to the energy regeneration. If we do not take into account the constraints of the control variable (voltage), it is possible to find the solution analytically by means of a derivative. In this case, the control law leads to a state feedback.

\[
\Delta U = H^{-1} \left( f_2 ref - f_1 x_e(k) \right)
\]

(25)

The control variable is limited by the value of the voltage \( u_{dc} \) on the DC link of the frequency inverter. The voltage can be directly measured and predicted in the case of emergency descent by solving the following differential equation:

\[
u_{dc} \frac{du_{dc}}{dt} = \frac{1}{C_{dc}} u^T i
\]

(26)

where \( C_{dc} \) is the capacity of the DC link.
The minimum of cost function must be searched by numerical methods while respecting the control voltage constraints, which significantly increases computational demands.

SIMULATION RESULTS

The derived simulation model was implemented in the MATLAB/Simulink environment. A general overview of the parameters used in the simulation is provided in Table 1 below.

Table 1: Model Parameters Used During Simulation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$</td>
<td>5.7</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>$L_s$</td>
<td>40</td>
<td>mH</td>
</tr>
<tr>
<td>$K_F$</td>
<td>145.5</td>
<td>N/A</td>
</tr>
<tr>
<td>$m_{load}$</td>
<td>500</td>
<td>kg</td>
</tr>
<tr>
<td>$B^*$</td>
<td>0</td>
<td>kg.s$^{-1}$</td>
</tr>
<tr>
<td>$C_{dc}$</td>
<td>2.32</td>
<td>mF</td>
</tr>
<tr>
<td>$T_p$</td>
<td>50</td>
<td>steps</td>
</tr>
<tr>
<td>$T_s$</td>
<td>0.01</td>
<td>s</td>
</tr>
</tbody>
</table>

* Mechanical losses were not taken into consideration in the initial simulation.

A summary overview of the simulation results is provided in Figure 3 below, where a simulation result is shown comparing the response of the system on the emergency descent with ($S > 0$) and without ($S = 0$) consideration of energy regeneration in the control law. It can be seen that in the case of disregarding the regenerated energy, voltage drops rapidly on the DC link, which quickly leads to the shutdown of the control system and the free fall of the mechanism. The optimal control with the use of energy regeneration finds a solution where the DC link voltage drop is minimal. So far, it has not been possible to verify the simulation results with actual measurements, as the platform does not exist yet. The purpose of the mathematical and simulation model is to lay the foundations for the subsequent design and sizing of the mechanism and its control system.

CONCLUSION

The paper provides a description of the modelling and the optimal control of a 6DOF motion platform actuated by permanent magnet linear motors. It introduces a detailed mathematical model and presents the design of the optimal control with respect to the energy regeneration. The model and the control described here will be employed to design an actual mechanism to be later used for testing and in advanced vehicle and flight simulators.
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ABSTRACT

The considered Human-Computer Interface (HCI) use Electroencephalography (EEG) activity or other electrophysiological measures of brain functions as new non-muscular channels for control and communication with smart devices and smart mobile applications for disabled persons. The research aims developing of technology for communication with smart mobile applications, based on processing of recorded electrophysiological signals at execution of different mental tasks. The interface use depends on the interaction of two adaptive controllers: the user, who generates brain signals that encode intent and the computer system that translate these signals into commands that accomplish the user’s intent for connection with smart mobile applications. Estimation of the basic emotional states is a step of building up such interface. The recorded brain signals with experimental setup for two basic emotional states after noise filtering are estimated on the base of clustering and classification using Convolutional Neural Network (CNN) and statistical features. Classification is performed with support vector machines (SVM). Since the human emotions are modelled as combinations from physiological elements such as arousal, valence, dominance, liking, etc., these quantities are the classifier’s outputs. Features was selected on the base of principal component analysis for face emotion estimation. The best achieved correct classification performance for EEG is about 68.2%. Classifier combination is used to return the final score for the particular subject.

INTRODUCTION

Human-Computer Interface depends on the interaction of two adaptive controllers: the user, who generate brain signals that encode intent and the interface system, that translate these signals into commands that accomplish the user’s intent (Radeva and Radev, 2015a). In this sense for use such interface both user and system must acquire and maintain to each other. The user encodes intent in signal features that the interface can measure. The HCI measures these features and translates them into device commands. This dependence, both initially and continually, on the adaptation of user to system and system to user is the fundamental principle of HCI, based on measurements of EEG. The human – computer interface (HCI) is based on the fundamentals of human-computer interaction which consists of the following:

- Human brain decides the instruction for delivering to thinking activity;
- This decision, from human-brain, is transfer to human peripheral(s) by nervous system;
- From human peripheral(s), this decision is transferred to computer peripheral;
- From computer peripheral the decision, which is now computer command is transferred to CPU (computer brain);
- Principal component analysis for estimation of basic emotional states;
- CPU executes the task.

The time taken by human brain to decide on the first step and CPU to execute the instruction on the last step is almost negligible, because only human brain and computer brain are the active part of this interaction. The rest steps are a medium which-just bridging a gap between human thinking process and CPU understanding process. If we can somehow bridge this gap via some automatic means, then a brain-computer interface will convert human brain thoughts and estimates basic emotional states directly into computer brain instructions or executing programs.

In recent years, multimodal approaches for human emotion estimation have emerged. Researches have tried to incorporate the EEG signals for emotional state analysis and this represents a challenging area of modern research. Recent advances in the area of EEG analysis are said to deliver promising emotion recognition results already. There still seem to be gaps in terms of stability and accuracy in those algorithms. This is what motivated us to research in the area to provide a framework for reliable EEG emotional state estimation with main application of human-computer interface (Radeva and Radev, 2015b).

TWO-DIMENSIONAL HUMAN EMOTION MODEL

The human emotion is a highly subjective phenomenon: it has been accepted by physicists that multiple dimensions or scales can be used to categorize emotions. The two-dimensional model of emotion, shown in Figure 1 is introduced in (Wang et al. 2011). The valence axis represents the quality of an emotion ranging from unpleasant to pleasant. The arousal axis refers to the quantitative activation level ranging from calm to excited state.
This approach for recognition of EEG-based emotions uses time and frequency features. The time features are in fact some statistical quantities such as means and standard deviations of the raw signals and its first and second derivatives as well. The classified emotions are: joy, relax, sad and fear. The best accuracy is about 66% among three types of classifiers.

In (Li and Lu 2009) the authors use the EEG signal to classify two basic emotions: happiness and sadness. These emotions are evoked by showing subjects pictures that contain facial expressions of smile and cry. The authors propose a frequency band searching method to choose an optimal band into which the recorded EEG signal is filtered. They use Common Spatial Patterns (CSP) and linear Support Vector Machine (SVM) to classify these two emotions. To investigate the time resolution of classification, they explore optimal band into which the recorded EEG signal is filtered.

The process of analysis of recorded EEG data is connected with the spectral power of the signal in a set of following standard frequency bands: \( \theta \) (theta - frequency range from 4 Hz to 7 Hz), \( \alpha \) (alpha - 8 Hz to 13 Hz), \( \beta \) (beta-low - 14 Hz to 29 Hz) and \( \gamma \) (gamma - 30 Hz to 45 Hz). Among many methods for features selection, was chosen the Minimum Redundancy and Maximum Relevance (mRMR) criterion, presented in (Peng et al., 2005). The relevance \( RL \) of the set of selected features \( F = \{f_1, f_2, \ldots, f_i\} \) and target classes \( C \) was defined as:

\[
RL = \frac{1}{|F|^2} \sum_{\mathcal{I}(f_i, C)} I(f_i, C)
\]

where \( I \) denotes the mutual information. The redundancy \( RD \) of the features was defined as follows:

\[
RD = \frac{1}{|F|^2} \sum_{\mathcal{F}(f_i, f_j)} I(f_i, f_j)
\]

For incremental search \( \max[I(F, C)] \) is equivalent to \( \max[RL(F, C) - RD(F)] \). Our second suggestion for features is mRMR selection from all possible sets of ratios

\[
\frac{A_{c,k,b}}{A_{c,b}} , c \neq k \text{ and } \frac{M_{b,c,k}}{M_{b,c}}, c \neq k ,
\]

where \( c \) and \( k \) denote the EEG channel and \( b \) is the activity (\( \theta \), \( \alpha \) or \( \beta \)).

In this investigation we join the rapid cascaded classifier with the accurate monolithic one within the two-level combined cascade of classifiers instead of using them independently. This is realized in order to achieve higher detection and lower false alarm rates. The proposed approach for face detection and validation is based on our previous research (Velchev et al. 2016). It utilizes the OpenCV face detection algorithm (Viola and Jones 2004) and a convolutional neural network. The two-level cascade of classifiers is called “combined” since it combines different types of classifiers, which have been proved in the course of time: the first level is represented by the Haar-like features’ cascade of weak classifiers, which is responsible for the face-like objects.

**EEG PROCESSING**

The experimental system includes 3D camera Panasonic HDC-Z0000, sender Spectrum DX9 DSMX, Sony GoPRO – GoPro HERO3, Nikon D902D smart TV Samsung UE-65HU8500 + LG60LA620S, ACER K11 Led projector, Linksys EA6900 AC1900 smart router, Pololu Zumo Shield, 8 core/32GB RAM/4TB HDD/4TB VGA computer for video processing that translate EEG signals into computer commands. This implemented system is 10-20 System - an international standard for EEG electrode placement locations on the human scalp. The standard defines a grid relative to physical landmarks on the head, such as the indentation between the nose and forehead (nasion), and the bump on the back of the head (inion) at the occipital protuberance.

For EEG processing was used the spherical spline method, where the human head is modelled as a sphere. The parameter for spline flexibility is set to its default value of 4.
detection, and the second level is a CNN for the objects’ verification, shown on Figure 2.

Figure 2: Combined cascade of neural network classifiers

In this phase the fairly fast face detector is also able to deliver faces in frontal pose. This depends on the training set of images for the CNN. In our approach this has proven to be useful since we are using short-length videos of the subjects’ faces may have slight fluctuations off the frontal pose. For our experiments we have used not only our measurements, but as well the DEAP dataset from Database for Emotion Analysis using Physiological Signals (Koelstra et al. 2012). It consists of multimodal data physiological including EEG signals taken from 32 leads. Each subject participates with 40 trials for 60 s. The EEG signals were downsampling to 128 Hz, bandpass filtered (4 Hz to 45 Hz). The all data was averaged to the common reference. The performance is validated and evaluated using the k-fold technique, where testing part is extracted from the whole dataset. The rest of the dataset is used to train the classifier. This procedure repeats (10 times in our case) and the accuracy is calculated as an average of the accuracies in the iterations. The arousal and valence scores in dataset are given as fractional numbers ranging from 1 to 9. We have quantized these scores to 3, 5 and 7 levels and the testing was performed for each case. The calculated classification accuracies versus dimensionality of the feature vectors is seen on Figure 3.

Figure 3: Classification accuracies for arousal and valence versus dimensionality of the feature vectors

Face emotion estimation runs in parallel and contributes to the improvement of the scores generated by the EEG analysis module. The proposed PCA-based face emotion estimation provides an additional improvement for the EEG signal analysis.

CONCLUSIONS

An approach for automated multimodal EEG and face-based estimation of human emotions was presented. The accuracy was investigated for different levels of EEG arousal and valence. For EEG, the maximal accuracy of 68.2% is achieved when the arousal and valence is classified in only three levels. The improvement of the classification is delivered via parallel face emotion analysis system based on PCA. The used classifiers are SVM and proposed score-level decision fusion. In our future work we will seek to implement future improvement of developed interface using Active Appearance Models as well as 3D facial emotion recognition as further improvement in order to achieve our objective and create HCI for people with motor disabilities.
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ABSTRACT
There is a need for a more natural interaction with complex systems in terms of usability, safety, and collaboration potential. No matter if it’s the development and operation of a teleoperated robot, supervision of autonomous actions, planning or optimization of industrial processes, an intuitive and direct control possibility by observing all essential information is the key for an optimal man-machine-interaction. In our case, such UI then comprise (a) an experimentable digital twin of the real asset, (b) intuitive control by means of new UI hardware, (c) the virtual exploration of the evaluated process, (d) the preparation and visualization of sensor data, and (e) the process evaluation before, during or after the execution of a task. This holistic approach puts VTBs in between the user and the real system during the development, the execution, and the evaluation phase. This should enable the user to intuitively and safely interact with complex systems utilizing 3D simulation.

MOTIVATION
New developments in Virtual Reality (VR) and everything accompanied led to a rising interest in this kind of technology regarding 3D software and Input/Output (I/O) hardware. But still, in research not only an appealing visualization is important but also the physical plausibility is fundamental. The applications of VR are momentarily mainly based on consumer electronics and computer games but seems to strive more and more into the scientific research. Additionally, the interaction, cooperation, or even collaboration of man and machine represent key characteristics of next generation robotics. Working without cages and sharing the same work space humans can safely interact with robots physically, in application fields like industry, ambient assisted living, or search and rescue to name a few. Mainly, this research tries to enhance the symbiosis of the human leading and the technology enabling on the one hand, and on the other hand decreasing risks of failure and enhancing safety of operator and system. Combining technology, knowledge, and research in these applications with the use of 3D simulation software and current VR hardware seems to be a promising way of reducing the complexity of the underlying system, enhancing the safety, and bridging the gap between developer, user, and the overall system and process.

INTRODUCTION
We want to motivate our approach by exemplary show manipulation processes (cf. Fig. 1) with the help of such simulation-based user interfaces (UIs). Intelligent and soft robotic systems are in the focus of today’s research with regards to man-machine interaction and man-robot collaboration. Due to the dexterity and the usability of human-like tools this kind of man-robot cooperation uses hand-like end effectors, for example the SCHUNK 5-Finger-Hand, first introduced in Liu et al. (2008). Virtual Testbeds (VTBs) can then be used for...
designing and testing the robotic hardware with a virtual model during its development phase (Fig. 1a). Additionally, a sophisticated rigid body simulation can be used to evaluate feasible grasping scenarios of the hand already in this early stage of developments. But with state of the art user interfaces for such systems it can be a time consuming, tedious process of applying the correct force/torque on the different motors of the phalanges. Thus, we use the LeapMotion Controller\(^1\) as a natural user interface, which directly maps the joints of the human hand to the virtual robotic ones (Fig. 1b). Additionally, grasping is not limited to the hand itself, it is more an overall process of full-body movement interacting with the environment. Like picking up a coin from a table it is natural for humans to use multiple hands for swiping it to an edge or exploiting the environment to reduce the complexity of the task. Therefore, Virtual Testbeds can be used to push the manipulation process into its context, of for example grasping and turning a valve with a teleoperated mobile robotic system, like in a real scenario (see Fig. 1c).

Another central aspect of user interfaces is the visualization. Besides state of the art VR technology, like Oculus Rift and HTC Vive for VR, Varia MR300 and Google Glass for AR, or Microsoft Hololens and Acer Mixed Reality Headset for MR, the pre-processing and visual preparation and presentation of external and internal information is of paramount importance. The user should directly and intuitively see all necessary information in his sight. Therefore, we want to use 3D simulation to generate highly customized user interfaces (like in Fig. 1d) to visualize for example the battery consumption or forces and torques of each joint motor, either of the real robotic system or its digital twin.

Thus, establishing Virtual Testbeds and their 3D simulation core as the central interface for the user to interact with complex systems is the main intention of this contribution. This comprises (a) new input devices for VTBs, (b) enhanced visual aids generated within the VTB, and (c) ensuring seamless connectivity to internal VTB modules and external hardware. Combining such new user interface constituents and then exploring VTBs is the pivotal use case of this paper. This exploration starts already in the design and development phase, where modeling becomes more natural. But it can also be used “online”, mirroring a real system, or even afterwards for evaluating and optimizing processes. All in all, such new user interfaces should lead to a holistic system of a human user, the VTB as a mediator, and the real system.

**RELATED WORK**

In this chapter we will present the related work w.r.t the general use of digital twins and Virtual Testbeds, the interface between user and complex system, and finally the use of simulation technology as a mediator.

**Virtual Testbeds Using Digital Twins**

No matter in which application, simulation tools are almost used in every field of research. Mostly, these tools are focusing on individual aspects or specific application areas. A more holistic approach to 3D simulation, especially used in robotics, is provided by so-called Virtual Testbeds (VTBs), presented for example in Rossman et al. (2013), where complex technical systems and their interaction with prospective working environments are first designed, programmed, controlled, and optimized in 3D simulation, before commissioning the real system.

![Figure 2: Digital Twin: Example of a digital twin including data exchange and privacy conditions](image)

Within these VTBs we use digital twins of the real system. Exemplary shown in Fig. 2 we present the digital twin of a mobile robot (in its development stage), where we can use the virtual asset to test and develop the asset itself and also everything interacting with it. Additionally, the digital twin can be updated according to the current robot’ state and could also control or send individual commands to its real counterpart. The privacy condition of the digital twin can be useful to separate externally retrievable and private data. But all in all, this whole system comes down to the simplified essential requirement of providing the same in- and output of the real asset and corresponding digital twin, as shown in Fig. 3.

![Figure 3: Simplified equality of asset and digital twin](image)

**Interfacing Digital Twin and Real System**

The User Interface (UI) is the layer where interactions between human users and the VTB occur. This inte-
raction includes the **input** to and **output** from the system.

**I/O Technologies**

The input can be categorized in terms of different input device technologies, like “controller-based”, “optical”, or even “haptic” devices. Fong et al. (2016) already defined major interface types for (vehicle) teleoperation, where they named VR and haptic interfaces “Novel”. Such a novel haptic feedback in 3D simulation is quite rare in current research and can mostly be found in rehabilitation applications. Regarding teleoperated robots, we already conducted this approach using a customized exoskeleton and VTBs in Cichon et al. (2016a).

![VR, AR, MR](image)

Figure 4: Distinction and fusion of virtuality (V) and reality (R) based on data source

The output of the system in state-of-the-art 3D simulation tools is mostly done on standard monitors but can also be extended to “Virtual Reality” (VR), “Augmented Reality” (AR), and “Mixed Reality” (MR). These fields of visual output can be categorized by the associated hardware, primer purpose of use, or the amount of fusion from virtuality and reality like in Fig. 4. Although it is not directly part if the user interface itself, to bridge the gap from user to real system, the interface between VTB and final hardware is of course also important. As the mostly used middleware in robotics we use the Robot Operating System (ROS). A first introduction about ROS is given in Quigley et al. (2009), whereas in Muratore et al. (2017) a real-time capable approach of mobile robotics is presented which can also be integrated in different 3D simulator software.

Using Simulation In-the-loop

Although the use of simulators in-the-loop or even as a mediator is quite limited, the general approach of using models for teleoperation is an ongoing research topic. Willaert et al. (2012) discussed the approach of model-mediated telemanipulation especially with the goal of stability assurance. Special focus is put on the model consistency (model adjustments versus discrete model jumps) where they underlined the power of using models for prediction. The approach of using so-called mental models for human robot interaction is motivated in Sheridan (2016) and brought to application in Cichon et al. (2016b) as an conceptual extension of VTBs towards simulation-based control and support.

**UI Software**

A general support operator setup during teleoperation of mobile robots can be found in Schwarz et al. (2017), where they also give a current view on the application site of mobile robotics utilizing ROS functionalities. Such visualization comprises different tools to visualize for example (a) live images, (b) 3D point clouds, (c) command line error log, (d) actuator diagnostics, (e) 2D height map, (f) network statistics, etc. An introduction to operator interfaces utilizing AR and VR is given in Roßmann et al. (2010), where special visualizations are applied in search-and-rescue applications.

**UI Hardware**

Using state-of-the-art technology as input devices for robotic control was already done in several fields of research. The evaluation and analysis of the devices themselves, comparing specifications, and their use in various fields of application are the main foci of research. Regarding the LeapMotion sensor Weichert et al. (2013) use an industrial robot to analyze the devices’ accuracy and repeatability, whereas Guna et al. (2014) combine the technology with high-precision motion tracking to show the prospects and limits of LeapMotion as a professional tracking system. In the application field of ambient assisted living Bassily et al. (2014) use the LeapMotion for human-robot interaction for elderly or physically impaired people. Gromov et al. showed in Gromov et al. (2016) the use of a gesture recognition bracelet using IMU and EMG signals of the user’s arm, namely Thalmic Labs MYO1. The MYO was used to control multiple mobile robots by speech, arm movement, and hand gestures to select, localize and communicate task requests and spatial information.

**CONCEPT**

Although the concept of simulation-based cognitive man-robot collaboration encompasses more, we will focus here on simulation-based UI and thus the in- and output of the VTB to develop, use, explore, and analyze digital twins in VTBs. Thus, we will present the four main compartments: Fusion of real and virtual data, natural and intuitive UI input, flexible and feasible UI output, as well as fast and simple data analysis throughout the whole life cycle of a system. Combining real and virtual information can lead to a new approach on how to use and interact with complex systems. Diving into virtual worlds instead of just looking at (raw) data on a monitor can create a deeper sense of **immersion**. This immersion can then be enhanced by using the correct UI in terms of hardware and software.

Although keyboard and mouse are naturally not the most **intuitive input devices** on the market, long year

---

1https://www.myo.com
usage led to a widespread acceptance and intuition of the user and thus simple buttons and mouse movements can be the method of choice for intuitive UI. Going one step further, the most natural interface of a human operator is mostly his body and especially his hands. Thus, we want to include new UI hardware which support body/finger tracking and even force feedback.

Due to the human fixation on seeing and feeling things, audio-visual- and haptic-feedback are core elements of new user interfaces. Haptic feedback in Virtual Test-beds, applied on exoskeletal teleoperated mobile robots has already been presented in Cichon et al. (2016a), and will only be addressed briefly in the scope of this paper. Additional help by visual means will be addresses regarding rendering techniques, as well as feasible data representations. Although audio feedback is also helpful, we will address this (for now) just mediated by the real system directly and not via 3D audio simulation.

Within the scope of such new user interfaces we want to be able to **explore** the digital world. This comprises the exploration of the digital twin itself, but also in the direct sense of exploring environments with the help of VTBS. This can then be used prior to fabrication of the system by testing and optimization, as well as “online” during the use of the real system. Additionally, VTBS functionalities, like logging presented in Atorf et al. (2015), can be used for a post-mission wrap-up and evaluation. Overall, generating such new user interfaces for VTBS enables us to predict possible outcomes and answer some “What if...?” questions ahead to their execution.

### IMPLEMENTATION

The following section describes the implementation of the proposed concept. This covers the Input/Output hardware with an integration layer, the visualization of data, and the final setup of an ideal user interface for a given application utilizing real and virtual data.

**Input/Output**

We implemented a generic integration of different UI hardware to use the full spectrum of VTBS, utilizing all internal frameworks. A modular, object-oriented implementation scheme leads to a layer of input devices that can be abstracted from the simulation system, but easily connected with for example the Rigid Body Simulation (RBS), the Sensor Simulation (SS), the Rendering (R), or the ROS framework (see Fig. 5).

For now, we have implemented the LeapMotion sensor, Thalmic Labs MYO wristband, and even haptic input devices like the Geomagic Touch X. Due to the fact that all input devices are implemented following the same scheme we will present the LeapMotion sensor exemplary in the following in more detail.

From the user perspective the point of origin is one LeapMotionExtension, which can be added to any 3D model in a VTB. This Extension holds an object LeapMotionDevice in the I/O communication layer. The LeapMotionDevice can then establish the communication to one LeapMotion sensor, with the LeapMotion SDK and the device driver. It polls the current data (frames, hand exoskeleton, ...) from the sensor, which are directly relayed to the Extension where the data types are converted and written to the I/O board. With this scheme all hardware dependencies are encapsulated in one object which can also be transferred to a separate thread for example.

Using the I/O board of the VTB we can then access all data of the extension. Additionally, we can connect each property to another I/O board of the same type. To simplify these connections it is even possible to extend the I/O data types with a LeapMotionHandSkeleton which can be transmitted to a LeapMotionHandSplitter node handling the mapping. For example, we can use the hand frame of the LeapMotion to move the frame of the Schunk hand, and connect the phalanges position (via the splitter node) to rigid body based motors to move each finger according to the user’s hand movement.

Additional information of the sensor, like raw data or an included gesture recognition, can then also easily be incorporated in the I/O framework. This leads to an infinite amount of possibilities to connect single or multiple gestures to all aspects of simulation. One example would be the direct control of the Schunk hand, only if the MYO wristband recognizes a “fist” gesture.

All in all, such “natural” UI hardware increases the so-called **embodiment** of the user. This embodiment is supported by visualizing the human body in VR (cp. Fig. 6), which is very important for an intuitive use. As a further step, it is also possible to use the ROS inter-
face (presented in Cichon et al. (2016c)) to connect the VTB with ROS-compatible hardware. Thus, the UI hardware can directly be used to interact with real systems by connecting the I/O Board to the ROS framework. Consequently, we can directly control ROS-capable hardware, like for example the real Schunk Hand, mediated via the VTB.

Data Visualization

We extended the scope of the visualization framework and expanded its capabilities to support stereoscopic VR goggles. This led to the possibility to define customized head-up-displays for monitor or VR views and project costmaps or occupancy grids into the 3D scene. Additional immersion could be achieved by using a live ROS audio stream, directly transmitted to the user. With respect to the aforementioned state of the art in teleoperation and visualization and the GUI of Schwarz et al. (2017) we can incorporate parts of it within the VTB and also push selected information into the view of a first person operator with a stereoscopic headset.

Fusion of Reality and Virtuality

Utilizing the aforementioned Input/Output and visualizations it is now possible to design a customized user experience for a given application. This includes the choice of an adequate input hardware selection (which can also be a combination of multiple hardware devices), and a customized visual head-up-display. Combining visualization and input devices with gesture recognition, we can even move and place user interfaces in the 3D scene. One prominent example is using the ‘bloom’ gesture to show an interface which then can be used to edit some properties.

Due to the used implementation and the underlying VTB, it is now also possible to choose which data source to use, virtual or real.

APPLICATIONS

Applications for using simulation-based user interfaces for digital twins range from single aspect to whole processes and systems in their development, assessment, or in use. Of course, the first aspect of using such new input devices is to model something in the 3D world. This comprises simple geometric modeling of boxes (see Fig. 6b) but also virtual interactions like buttons or sliders (see Fig. 6a).

(a) Movement and Grasping Types
(b) Force Magnitude and Contact Evaluation

Figure 7: Manipulation Force Analysis

The aforementioned manipulation and grasping scenario is one aspect of the CENTAURO project. Thus, before an exoskeleton is manufactured or the real Schunk Hand is not at hand, it is possible to use the LeapMotion with the digital twin to evaluate grasping forces in simulation first (see Fig. 7).

The overall goal of the CENTAURO project is to develop a human centered teleoperated mobile robotic system for disaster scenarios. Besides a robust and dexterous robot, one main focus is on the UI to reduce the workload of the operator. Using the simulation-based UI, the operator should be able to inspect all necessary information as he needed visualized in a VR goggle. Additionally, he should be able to switch from the direct control of the real system to its digital twin in the VTB which uses the real sensor input to generate an environment model in the rigid body simulation. Switching into VR then allows to test possible actions safely first, before execution in reality.

Such new user interfaces can also be used in industrial application. One example is the monitoring of assembly processes. Here, the VTB can be used to visualize internal critical parameters prior to failure, or can be used in AR to show possible alternative processes.

CONCLUSION AND OUTLOOK

Taking everything into consideration, we have presented a holistic UI framework which is already in use for a set of UI hardware visualized on VR hardware. It comprises multiple input devices using the same implementation scheme and interface layer no matter if controller based (MYO), optical (LeapMotion), or even haptic (Touch X). It enables feasible data visualizations even for stereoscopic or dynamic user interfaces. Finally, a modular integration into the VTB allows access to all other frameworks incorporated into the 3D simulation system, independent of the application. Combined with a ROS hardware interface for a direct connection and feedback loop this is already in everyday use. The coinciding pos-

(1)https://www.centauro-project.eu
sibilities and the modularity of the overall implementation leads a more immersive and embodied experience interfacing complex systems. It becomes more natural to evaluate systems and explore their use and the virtual world itself in VTBs, enabling the user to analyze the system pre-, in-, and post operation.

Besides various other prospects, we already initiated developments of using these UIs and VTBs in AR or MR hardware in industrial applications, which seems to be very promising. Using the developed UI framework in the Microsoft Hololens or the Vuzix M300 could lead to a good collaboration of industrial robots and humans, working side by side. Assembly processes, workplace optimizations, or worker guidance with the help of VTBs are just some examples of the possible applications.
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ABSTRACT
On the basis of recent advances in surgery modeling and augmented reality there were developed a new solution for surgery assistance in real time. The solution consists of 3 modules: preoperative planning, 3D imaging and surgery navigation. New simulation models and algorithms were introduced for surgery focused visualization and decision making support. The developments were successfully probated at clinics of Samara State Medical University for a number of medical cases. This paper describes the proposed solution and its implementation in practice.

INTRODUCTION
Augmented reality (AR) is one of the most challenging technology trends of simulation and modeling nowadays. At the same time the problem of its implementation in image-guided surgery remains open. Considering the existing capabilities of available equipment there was developed an original solution for AR surgery assistant based on anatomy focused visualization (Ivaschenko 2015, 2016, 2017).

Under this research there was developed a special hardware solution to capture the movements of surgery instruments and coordinate them with surgeon’s focus by means of specifically designed headset. In addition to it there was implemented a software solution capable to simulate individual 3D surgery scenes based on reconstruction of CT / MRI images, support preoperative planning, and provide visualization of surgery scenes over the human body for surgery navigation and decision making support. Details of the proposed approach are presented below.

STATE OF THE ART
Image-guided surgery (IGS) is being successfully implemented in modern neurosurgery and helps to perform safer and less invasive procedures (Mezger 2013, Galloway 2015). During the IGS procedure the surgeon uses tracked surgical instruments in conjunction with preoperative or intraoperative images in order to indirectly guide the procedure. IGS systems present the patient’s anatomy and the surgeon’s precise movements related to the patient to computer monitors in the operating room. The source images are captured by cameras or electromagnetic fields.

IGS refer to the area of computer assisted surgery (CAS) that is based on application of various computer technologies for surgical planning and guiding or performing surgical interventions (Haaker 2005). CAS include the phases of medical imaging (using CT, MRI, X-rays, ultrasound, etc.), image analysis and processing, preoperative planning and surgical simulation, surgical navigation, and robotic surgery. Using the surgical navigation system the surgeon uses special instruments, which are tracked by the navigation system.

The basic challenge of image-guided surgery implementation in practice is the complexity of data visualization. Surgeon needs the convenient, adequate and real-time picture being presented over the area of surgery intervention scene. At the same time the presented image should not be overcomplicated with minor details attracting attention to the most essential points. Therefore there is a strong request for optimization of medical data visualization in image-guided surgery.

Major modern trends of medical data visualization are widely explored in (Holzinger 2014). It is noted that the main goal of medical data visualization is to combine several data sets to analyze multiple layers of a biological system at once. The system should interlink all related data sets (e.g., images, text, measured values, scans) and offer visual analytics to support experts. This approach supports the idea of maximum effective visualization of complex medical data for medical professionals instead of automatic decision-making.

Interactive visualization is strongly required in various software solutions that provide decision-making support. Interactive IT devices, including VR and AR goggles, tablets and panels allow tracking the user’s activity, which can be used to understand the user’s behavior aspects and patterns and adapt the interactive application logic of data presentation. Successful application of 3D web-based anatomical visualization tool using virtual reality (VR) technology is presented in (Said 2015).

AR has high perspectives of its implementation in surgery. Using modern solutions (Krevelen 2007, Navab 2004, Rusev 2014) there can be solved a number of problems specific for medical data visualization. The goal of user interface design...
is to make the user's interaction as simple and efficient as possible, in terms of accomplishing user goals. Technological advances, exploding amounts of information, and user receptiveness are fueling AR rapid expansion from a novelty concept to potentially the default interface paradigm in coming years (Singh 2013). At the same time AR faces the same core usability challenges as traditional interfaces, such as the potential for overloading users with too much information and making it difficult for them to determine a relevant action. However, AR exacerbates some of these problems because multiple types of augmentation are possible at once, and proactive apps run the risk of overwhelming users.

**SOLUTION VISION**

The proposed solution for AR surgery assistant is developed as a multifunctional complex that allows planning surgical operations based on preoperative MRI and CT examinations by building a 3D model of internal organs and tissues. The solution includes the systems of 3D imaging, preoperative planning, and surgery navigation. The solution is illustrated by Fig. 1.

![Figure 1: The Concept of AG Surgery Assistant](image1)

Based on CT and MRI studies of the patient radiologist creates 3D reconstructions of the zones of surgery operational interest, and tissues the subject to destruction. Consequently the complex saves the time of the radiologist due to automatic segmentation of vessels, organs and neoplasm. There was developed an original segmentation technology described in (Nikonorov 2014). One the next stage the surgeon plans an operation based on the resulting 3D model. During this process he establishes anatomical landmarks, chooses the trajectory and safe limits of surgical access.

The navigation system allows displaying the 3D model using AR goggles. The individual anatomical model is projected over the patient's actual organ, together with the data on the surgery plan and the current clinical parameters of the patient. Tracking system includes originally designed headset, markers surgery instruments and a specialized tracking system (see Fig. 2). Original design allows capturing the movements of surgery instruments coordinated with the surgeon focus.

At the beginning the visualization system projects a personified anatomical 3D model onto the skin. Due to this, the surgeon determines and outlines the optimal entry points, reduces the surgical field and the volume of surgical access. During the operation, the surgical navigation system provides the surgeon with continuous monitoring of the access trajectory, the position of the surgical instrument and comparison with the surgical plan. Thus, it helps the surgeon consciously increase the radicalism and accuracy of surgical intervention.

The system targets the maximum safety and efficiency of complex surgical interventions with minimal damage to the patient's tissues. Therefore the system provides:

- assistance in the analysis and planning of a future operation in a visual 3D model based on a preoperative CT / MRI study;
- navigation during the operation with the help of the visualized model and the operation plan superimposed on the surgery field.

To solve the mentioned above challenges of AR implementation in practice the standard functionality was extended by the possibility of surgeon’s focus coordination based on intelligent analysis of the intervention process. Embedded software with intelligent decision-making support captures the user’s focus in the form of event chains and compares them with typical scenarios of surgery intervention.

**IMPLEMENTATION**

AR headset equipped with surgery instruments markers and tracking system is presented in Fig. 4. The designed headset allows presenting 3D models of human body parts and other medical data that is contextually required over the real surgery intervention field.

![Figure 2: AG Headset Adopted for Surgery Assistant](image2)

The human body is represented by 3D models with realistic appearance and possibility to interact with surgery instruments. The inner parts of human body are simulated in the scene by soft body models and surgery instruments are
simulated by rigid bodies. These models are fashioned with the help of specifically designed shaders and algorithms that simulate jars, liquids and blood.

3D simulation of human body parts for real medical cases is based on automated reconstruction of KT and MRI images with post processing in manual mode. The resulting image can be used by surgeon for preliminary planning of surgery intervention and modeling of possible alternatives.

The system allows loading medical data in DICOM format from various sources and exporting images to JPEG and PNG.

Solution functionality includes:

- 3D reconstruction of typical and atypical anatomical structures with visualization of normal and pathological cases on the basis of X-ray studies (organs, vessels, ducts, affected parts);
- surgery intervention planning by setting the basic stages and visual anatomical information;
- visualization of personified topographic and anatomical data of the patient in augmented reality mode;
- accompanying surgical intervention with monitoring the location of surgical instruments;
- training of students and beginners in the video material recorded during the operation.

Fig. 3 – 4 present the results of human body parts 3D reconstruction for surgery planning and intervention decision making support.

Figure 3: 3D Surgery Scene Reconstruction and Simulation

Figure 4: Planning the Liver Partial Transplantation

The given example illustrates selection of the proportion of the liver in a related transplantation.

CONCLUSION

The proposed AR surgery assistant is based on implementation of AR and provides preoperative planning, 3D imaging and surgery navigation. There were developed an original solution for hardware and software that provides focused visualization for surgery intervention.

The solution allows to increase the radicality and precision of surgical intervention, reduce the damage to the patient's tissues, the time of surgery and the amount of blood loss; obtain a weighted surgical plan with the optimal resection volume, entry points, access pathway; improve communication between doctors in interdisciplinary cases and ensure the conduct of training rehearsals procedures
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ABSTRACT

The usage of the Internet to find medical information and the increasing number of according websites and apps has been discussed controversially over years. In this article a Self-Enforcing Network (SEN), which is a self-organized neural network, is proposed to develop medical self-diagnosis systems, which enables different applications according to the search behavior of users, but containing the knowledge of experts. Two different prototypes are described: the first one can be used as “system-checker”, starting with symptoms inserted by users and SEN proposes possible diagnosis; the second one is based on an existing diagnosis, which often leads to further disorders. The last one can be used e.g. for “monitoring” symptoms. The systems can be easily enlarged according to frequent searches in the Internet.

INTRODUCTION

In last years the worldwide search of websites to find medical information and/or advices is increasing (e.g. Griggs, 2015; Zuccon et al., 2015; Dubowicz and Schulz, 2015; Mueller et al., 2017) and especially self-diagnosis can become a problem because for example “Dr Google” (Avery et al., 2012; Robertson et al., 2015) is often the first contact “partner” and can have an influence on the relationship to the consulted physician (Karnam and Raghavendra, 2017). Yet a general warning to use such websites because of psychological and physical problems resulting of the self-diagnosis (e.g. Aiken et al., 2012; Shen et al., 2015) is not enough because the search for information in the Internet has for a long time become a common practice.

It is no wonder that apps using a name like "‘WebMD’, ‘Doctor Online’, ‘Virtual Doctor’, ‘Dr Android MD Diagnosis’ and ‘Pocket Doctor’” (Lupton and Jutel, 2015) have high visitor numbers, who do not know, which algorithms are used for the according solutions. The development of suited diagnosis systems is extremely difficult because of a frequently large number of symptoms and according diseases, dependent laboratory outcomes etc. The techniques vary, but the tendency in last years is the use of Computational Intelligence methods:

In general, for different problems in medical application artificial neural networks are used, in particular supervised learning as well as self-organized learning types, as decision support for different kinds of diagnosis (for a short summary e.g. Amato et al., 2013; Pombo et al., 2015). To improve medical diagnosis systems different neural networks and support vector machines (SVM) are developed (Rodríguez et al., 2016; Vassis et al., 2015; Peker et al., 2016). Especially for online self-diagnosis or medical guidance a convolutional neural network is proposed (Yao et al., 2016), a fuzzy-ART as an “intelligent home disease pre-diagnosis system” (Kim, 2016), a long-short-term memory (LSTM) framework to construct the system for self-diagnosis “Android” (Liu et al., 2016), to name only few recent developments.

In Klüver (2016a) a Self-Enforcing Network (SEN) system was proposed inter alia for such purposes, which is reliable with respect to its operations and results. Using the different functionalities of SEN the developer of such a system used as symptom-checker can control the data basis and the results. If a diagnosis is not unambiguous, the symptoms belonging to a diagnosis must be checked if they are all taken into consideration.

In this article further developments are shown as the introduction of the component-wise analysis to get more insights about the differences between the data basis and the given symptoms by a user. This functionality is useful when taking into account that a person will have different or diffuse symptoms, which are not necessarily typical for only one disease. In addition the development of another SEN is presented, based on a selected diagnosis, which allows the monitoring of symptoms by a person to check if there are initial signs for typical further disorders.

First the basic logic of the network and its usage are described. The next section deals with the methodical approach how to construct a suited database, namely how to combine certain symptoms with the according diseases. Afterwards the operations of the SEN with several examples are demonstrated.

The main goal of this article is to show that the development of SENs as self-diagnostic systems enables a twofold usage, namely as “symptom-checker” and/or “symptoms monitoring”. It is easy to methodically ensure the reliability and medical validity of such a diagnosis system, provided that cooperation with health professionals occurs.
THE SELF-ENFORCING NETWORK (SEN)

The SEN is a self-organized learning neural network developed by our Research Group "Computer Based Analysis of Social Complexity" (CoBASC). Here we give only a general description of the network (for details cf. e.g. Klüver and Klüver, 2013; Klüver, 2016 a and b). To train the network, first a semantical matrix is needed, containing the objects, the corresponding attributes, and the affiliation degree of an attribute to an object. Depending on the analysis the data basis can be imported as a csv-file containing the real data, or, as in this case, a developer must carefully define the affiliation degree between attributes and objects.

For the construction of a diagnosis system the numerical values of the matrix are obtained by scaling techniques known for long in, e.g., quantitative social research (Freeman, 1989). One might call these methods as quantifications of qualitatively perceived or observed proportional relations (as shown in Table 1).

Main Components Of SEN

The operations of a SEN start by analyzing the values \( v_{oa} \) of the semantical matrix and by transforming the values of the semantical matrix into the weight matrix of the network. The weight matrix, hence, is generated from the semantical matrix and not at random. This is very important when analyzing real data to ensure that the learning algorithm does not arbitrarily change the values.

In consequence, the weight value \( w_{oa} \) between object \( o \) and the attribute \( a \) is the according semantical value \( v_{oa} \):

\[
w_{oa} = c \cdot v_{oa} \tag{1}
\]

\( c \) is a constant usually defined as \( 0 \leq c \leq 1 \). It has the same function as the well-known learning rate in standard neural networks.

The learning rule of a SEN that varies the values of the weight matrix is:

\[
w(t + 1) = w(t) + \Delta w, \text{ and} \tag{2}
\]

\[
\Delta w = c \cdot w_{oa} \tag{3}
\]

In addition a cue validity factor (cvf) is used, which is a measure how important certain attributes are for membership in a given category (Rosch and Mervis, 1975), meanwhile playing a role in different fields (e.g. Klüver and Klüver, 2007; Biel et al., 2016).

By using cvf-values it is possible to distinguish between the degrees of importance of an attribute for the analysis (Klüver, 2017). If the value of the cvf = 1 or higher, the attribute is most important; if cvf = 0 than the attribute is not considered for the training and in consequence not for clustering. The learning rule becomes

\[
\Delta w = c \cdot w_{oa} \cdot cvf \tag{3}
\]

The topology of SEN is dependent on the specific problem (Klüver 2016 a and b); for the development of a diagnosis system a two-layer topology is best suited containing the attributes (symptoms) as input neurons and the according objects (diseases) as output neurons.

As in each neural network the dynamics of a SEN is generated by so-called activation functions. A user of a SEN can choose between different activation functions. In all cases \( a_j \) is the activation value of the receiving neuron \( j \), \( a_i \) are the activation values of the sending neurons \( i \), and \( w_{ij} \) as usual are the according weight values. For the diagnosis system the logarithmic-linear function (LLF), developed by us, has the best-suited result:

\[
a_j = \sum \{ g_2 (a_i + 1) \cdot w_{ij}, \text{ if } a_j \geq 0 \} \tag{4}
\]

One can interpret the use of the logarithm as a dampening factor that is “internal” to the function; the basis 3 of the logarithm was chosen simply because basis 2 would generate too small activation values and basis 4 too large values. After the learning process is finished, a user can insert a so-called input vector containing the different attributes, in the context of this article meaning symptoms of a person.

The results of a SEN system are visualized in different ways to allow a fast interpretation: the visualization of the computed similarities according to the highest activated neuron (ranking), the smallest difference between the vectors (distance), and the “map visualization” (Klüver, 2016b), representing the approximated similarity between all objects. If the map visualization of the trained network allows the detection of clusters, polygon features select the objects within one cluster for further analysis.

METHODICAL PROCEDURE

For the first prototype of a SEN based diagnosis system five general symptoms, namely 'fatigue', 'difficulty concentrating', 'listlessness', 'nervousness' and 'sweating', which are e.g. typical symptoms of students before exams, were used to find possible diseases (Klüver, 2016a).

To get the information about the symptoms, 10 medical and specialized websites, e.g. for endocrinology, are consulted for finding possible diseases (Klüver, 2016a). To find the occurrence of symptoms and diseases, the first prototype containing 14 diagnosis and 41 symptoms is now enlarged with some of the most frequent chronic diseases in Europe described in Fehr et al. (2017), including in total 22 diseases, conditions, and the initial 2 drugs, which produce the described symptoms as side effects, and 52 symptoms (Fig. 1).

1 Google showed for these symptoms 705,000 results. WebMD has following information: "There are 98 conditions associated with difficulty concentrating, fatigue, feeling faint and poor concentration. “ “There are 124 conditions associated with difficulty concentrating, disorientation, dizziness and fatigue." "There are 105 conditions associated with difficulty concentrating, fatigue, forgetfulness and memory problems." http://www.medmaster.net/medsearcherengin.html gives an overview about different medical web sites (accessed on January 2016 and August 2017).
The values in the matrix, as mentioned above, mean the degree of affiliation of the symptoms with respect to the diseases. The possible data exchange between SEN and e.g. Excel through a csv-file as a tabular representation allows doctors a fast verification of the values. More important is the fact that professionals can discuss the values to find a good agreement about the degree of affiliation.

THE SYMPTOM-BASED SYSTEM

In this SEN system a cvf was used for the symptoms, which are characteristic for chiefly one specific disease. For example, “fatigue” on the one hand is a symptom occurring in many different diseases, “craving for salt food” on the other is typical for Addison’s Disease. Therefore each symptom characteristic for just one disease got a cvf enlarged value of 2.0, for example “increased sensitivity on cold”, “aching muscles”, “hair loss”, “unexpected pain”, and “craving for salt food”.

Because of the enlargement of the initial diagnosis system with additional diseases, as developers we had to check if the diagnoses have the typical according symptoms to enable an unambiguous diagnosis. This is especially important because all here included diagnosis have several common symptoms. SEN starts the learning process of the diseases and the according symptoms as described in previous section; α (learning rate) is 0.1, the activation function is the linear-logarithmic one, and the learning process finishes after 3 iterations.

The patient case described in Klüver (2016 a) is taken again, where only several externally (by family members) observed symptoms were given into the system, namely: fatigue (1.0), muscle cramp (1.0), thirsty (1.0), hungry (1.0), lost weight (1.0), head ache (0.7), dry skin (1.0), aching muscles (1.0), aching joints (1.0).

The result is shown in Fig. 2 containing the computed ranking and distances:

![Figure 2: The proposed diagnosis by SEN](image-url)

The result in Fig. 2 shows the bar charts and computed values for the two measured differences. On the left side the ranking corresponds to the highest activation values; on the right side the Euclidean distance is shown for the difference between the input vector of the user and each disease. It is important to note that the proposed diagnosis do not differ after enlarging the system.

Both computed results show that the first three diagnoses are identical. One sees in addition that the two computing methods shown on the right and left side are very suitable to check the validity of the system, i.e. to check the unambiguity of the results. A satisfactory diagnosis certainly means that it is no artifact, due to specific algorithms. To be sure, the comparison of the results of two different methods is not a decisive validity proof but a strong indicator that the result is more than a chance one. In this case the first two diagnoses are not only equal, but also near in the values; the third proposed one has a less activation value (ranking) and a grater value in the distance.

The final diagnosis by the responsible doctors in the hospital showed that SEN was insofar right, as both Diabetes and Hepatitis E were the responsible diseases. Even in this extremely difficult case SEN was able to propose a sound solution because the similarity of the computational results hints at just this possibility, namely the simultaneous incidence of more than one disease.

This example shows that in cases where the SEN system proposes more than one disease with nearly equal values users and the responsible doctors should take into regard the possibility that more than one disease might be the cause for the different symptoms.
Component-Wise Analysis Of The Results

The obtained results allow no insight about the differences in the trained and inserted vectors. One can ask why e.g. Diabetes and Hepatitis E are possible candidates in respect to the inserted symptoms by a user, since several of symptoms belonging to the both diseases are very different.

An additional tool was implemented in SEN, which enables the component-wise analysis of the inserted input vector and the trained network. In this case the colored visualization refers to the differences between the components of the vectors; only the symptoms inserted by a user are analyzed in comparison to all diseases. (Fig 2):

![Figure 3: Result of the input analysis with SEN](image)

If there exist no difference, the distance is of course 0 and the values are represented without labeling; the green color indicates that the input vector has a positive value for this attribute, the semantical matrix contains an according smaller value or 0 (represented by color intensity). The red color is used if there is an existing value in the semantical matrix, but a lower or no value in the input vector. In the last two columns the deviations are computed: the penultimate column displays the activation value of the according object vector; the last column consists of the absolute deviance between input vector and objects. In both cases the smallest difference is to the objects Diabetes (D) and Hepatitis E (H).

In Table 1 the analysis is shown consisting only of the decisive differences in the attributes:

<table>
<thead>
<tr>
<th>Symptoms</th>
<th>Disease: D</th>
<th>H</th>
<th>User</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thirsty</td>
<td>1.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Hungry</td>
<td>1.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Nausea</td>
<td>0.0</td>
<td>1.0</td>
<td>0.7</td>
</tr>
<tr>
<td>Head ache</td>
<td>0.0</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Aching joints</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Urinating more as usual</td>
<td>1.0</td>
<td>0.0</td>
<td>0.9</td>
</tr>
<tr>
<td>Blurring vision</td>
<td>0.8</td>
<td>0.0</td>
<td>0.8</td>
</tr>
</tbody>
</table>

The described new procedure in SEN allows a developer an automatic analysis of similarities and differences, the finding of unique or decisive attributes to increase the cvf, and at least the possibility to inform the user about missing symptoms to find an unambiguous diagnosis, and about the symptoms, which are important for a user, but not typical for the proposed diagnosis (Klüver, 2016 a).

“,Center-Modus” Visualisation For Users

For a layman it is frequently not very useful to show these different results because such tables and visualizations are on a first sight not easily or intuitively interpretable. That is why our research group additionally constructed the visualization option “center modus” (Klüver and Klüver 2013). In this modus the user sees a plane divided in concentric circles. The different diseases are placed by the algorithm at the periphery, the input of the user, i.e. the vector of his symptoms, is placed in the center. When starting SEN the objects are “drawn” to the center. In the end the user sees the diseases ordered according to their geometrical distances to the center. The nearer the symbol for a disease is to the center, i.e. to the user’s input, the more probable the disease is the cause for the symptoms. Fig. 4 shows the results of the diagnosis in the center modus:

![Figure 4: The center-modus visualisation of SEN](image)

The result shows a user that Diabetes indeed is most probable, and also Hepatitis E. All the other diseases have a grater distance to the center and accordingly are less probable. This visualization has the advantage that a user also is informed about the diseases included in such a system.

Map-Visualisation For Object Selection

This visualization clusters the objects according to their approximated similarities. It enables e.g. to see, which diseases have commonalities in their symptoms (Fig. 5). In addition the diseases are placed near to a user (marked with a blue color in Fig. 5), which are more probable due to the inserted symptoms.

Further analysis is also possible through the selection of objects or clusters. Taking into account that diagnosed persons are informed about possible complications and/or are asking “Dr. Google”, “self-diagnosis” systems can be developed as “self-control” as proposed in the next section. The map visualization helps to select the disease assigned to a person, as shown in Fig. 5:
In this case the symptoms (attributes) are part of the next SEN-system, considering that they have an influence on the possible complications.

DEVELOPING OF A DIAGNOSIS-BASED SYSTEM

The preceding section described a diagnosis system based on symptoms, inserted by the users. It is possible to change this procedure by basing the system on a given diagnosis and showing the most probable additional complications.

The diagnosis of “Diabetes” signifies a confrontation of patients and family members with severe possible complications over years (Alanazi et al., 2017; Brock et al., 2016) as Cardiovascular disease, nerve damage (Neuropathy), kidney damage (Nephropathy), eye damage (Retinopathy), Hypoglycaemia, Hyperglycaemia, foot damage, skin conditions, and hearing impairment, to name only the main consequences. Tkachenko et al. (2017) emphasize that own researches with e.g. Google can have a positive effect on the “surveillance of Type 2 diabetes”.

The problem is again that some symptoms are very general, as e.g. headache, pale, concentration problems. With a diagnosis like Diabetes these symptoms can already have a meaning for the persons directly concerned. The usage of SEN could have the advantage that patients and family members can control (observed) symptoms if there is a tendency to a mentioned complication.

For the development of such a “Diabetes”-SEN-system 44 symptoms and laboratory outcomes are defined as attributes and 8 diseases or possible complications as objects.

According to a study, Diabetic kidney disease (DKD) affects approximately 20-40% of individuals who have diabetes (Molitch and Hahr, 2017). The percentage is high enough to produce fears in the involved persons.

To check the system, at the beginning some general symptoms for Nephropathy are inserted into SEN as input vector: fatigue (1.0), concentration problems (1.0), sweating (1.0), nausea (0.1), urinating more than usual (1.0), tingling in feet or hands (1.0), itching (0.5) swelling of hands (1.0), pale skin (0.2), and headache (1.0). The result is shown in Fig. 6:

According to the symptoms, e.g. headache, pale, concentration problems, Hypoglycaemia is beside Nephropathy also attracted, but all complications seem not to be acute.

Adding additional symptoms or laboratory results into the system as increased nausea (0.5), protein in the urine (0.5), increasing of tingling und itching (1.0), loss of appetite (1.0) and an increased pale skin (0.6), the result shows that the complications of Nephropathy should be considered seriously, as shown in Fig. 7:

The result shows that not only the problem of Nephropathy (kidney damage) becomes more serious, but also that Hypoglycaemia and Neuropathy are also more attracted to the center and the symptoms should be carefully observed. Again a SEN-system can inform a user, which symptoms are decisive for the changes, and give additional information about necessary medical examinations.
CONCLUSION AND FURTHER WORK

These prototypes already show the potential of a SEN for self-diagnosis systems. The network is easily to enlarge with symptoms and diseases and the semantical matrix allows transparency in respect to the used data. The two different computation methods and the different activation functions allow a control if the database must be corrected, or if the user must be asked for additional symptoms. The usage is quite simple and easy to learn because the user just has to insert his symptoms together with his assessment of the intensity of his symptoms. As in the SEN developed as orientation system for students (Klüver et al. 2015), the user will for this task get a list of possible symptoms, which he can activate.

An automatic extension of the database will be developed with additional algorithms to evaluate the system with a large database, and, most important, to develop an interactive user interface for asking about symptoms and giving advices for further analysis, for example blood tests. A connection to platforms for doctors to exchange experience or to decide, which values should be chosen for the semantical matrix, is also possible.

Finally our research group plans to develop several SEN systems for different medical disciplines. These systems will be able to “communicate”, i.e. for example that one system looks to other systems if they contain the symptoms given by a user and which diseases are connected with them. Such “hybrid systems” should allow the automatic but controlled enlargement of the systems.
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ABSTRACT
The most common and popular approaches for solving problems with bees population by tools of Internet of Things (IoT) are analyzed. These solutions can be improved by using new type of hardware infrastructure components and modular architecture that are proposed in the paper. The proposed solution is directed to small bee producers with accent on economical and practical benefits.

INTRODUCTION
After analyzing statistical data concerning the worryingly low levels of bee populations, global environmentalists raise an alarm – bees are disappearing. Their colonies are decreasing and collapsing with a constant trend. If bee populations keep on decreasing with the same pace, environmentalists predict that they will have vanished from the face of the earth by 2035. The disappearance of bees endangers not only the extraction of honey, but also the production of fruits, vegetables, nuts and certain cereals [1].

The main reasons for this grave problem are the widespread use of pesticides, the insufficient bee activity in the nature, and the spread of diseases and parasites. Types of pesticides that would normally be used, unfortunately, can also harm bees. Additionally the pesticides usage can also pollute the honey, making it inappropriate for human consumption. A non-chemical approach for dealing with the problem is needed, and here the use of the Internet of Things (IoT) provides the necessary and long awaited solution [2]. With the help of related processing of heterogeneous data gathered from IoT devices in bee hives, predictive modeling of the behavior of bee families is possible, which would provide timely detection of different diseases and problems in bee colonies.

UPTODATE APPROACHES
A group of students studying Biology, Food Industry and Engineering Systems at Cork University College in Ireland are working on the challenge of creating a unique platform through which they can monitor, collate, and analyze bee colonies activity in an unobtrusive manner and on a large scale. The team integrates gas sensors to examine the impact of carbon dioxide, oxygen, temperature, humidity, chemical pollutants and air dust levels on honey bees. Generated data gives an opportunity to reveal how a number of environmental factors affect the behavior, health and productivity of bees [3].

The solution provided by BuzzBox is another remarkable approach [4]. The collection of audio data is the core of their solution. A system of processing and analysis of the data is created making it possible to determine accurately and in real time the condition of the beehive.

As studies show, measurement of the strength contained in certain ranges of the audio signal spectrum allows successful differentiation between the various hive states.

Gemalto in cooperation with Eltopia, is developing an innovative project to help resolve the crisis in the beekeeping sector using the help of so much needed new technologies in agriculture. Gemalto and Eltopia create a "smart hive frame" connected to the Internet that replaces the traditional frame in the commercial beehive. The "MiteNot" frame has built-in sensors and a heating element embedded. The breeding cycles of mites and the bees is the key for the effectiveness of the solution. By monitoring the temperature of about 32 elements in the hive, MiteNot identifies the exact time and place for applying heat to the hive to interrupt the mite propagation cycle before fertilization occurs and thus sterilizing the eggs to stop pest propagation. This approach is a good example of how the Internet of Things can help save bees [5].

Weather is essential to beekeeping. Weather correct prediction allows beekeepers to take proper care of their hives.

It is possible to take better decisions thanks to the usage of cognitive technologies which allow machines to learn from a wide variety of data sets, such as barometric reading of satellite images, tools for analyzing, summarizing the information and
measuring its impacts. IBM Watson is a global leader in development of such technology, and after the acquisition of The Weather Company (which provides up to 26 billion daily estimates for 2.2 billion locations worldwide), beekeepers are at the doorstep of a new era of weather forecast that changes the business models and everyday life [6].

MATERIALS AND METHODS

Various techniques and research methods are used to develop and enhance predictive modelling of the behaviour of bee families: study of problems associated with agriculture and environment management; processing, structuring and analyzing the information gathered about bee biological processes and ecological modelling; performing activities like observation, summary, discussions, graphic representation and table presentation of processed and summarized aggregated data; developing and practical testing of created hardware architectures that meet the research objectives; designing, development, installation and maintenance of an open source software platform using Cloud Service Provider for web-based simulation and bee hive management, predictive models of bees’ biological process.

RESULTS

IoT means that everything related to the system can transmit data and communicate with other objects, devices and/or people. The result is that everything is able to be measured and traced all the time. A model of a self-learning and self-diagnostic system is proposed, that can be powered by clean energy sources. The system architecture is of a modular type (Fig. 1).

The system can collect heterogeneous data like barometer levels, humidity, temperature, noise levels, picture, GPS, CO, CO2 and many more by using various sensors. There are external (apiary’s perimeter) and internal sensors (integrated into bee hives). The result is a system that is able to make self-diagnostic of the collected data accuracy and the functional activity of the individual components.

The set of sensors forms a unified network relying on and using the Zigbee protocol which was originally designed to meet the needs for communication between IoT devices. Zigbee uses the IEEE 802.15.4 standard with a 2.4 GHz operating frequency. Thus it is compatible and can be used almost anywhere. The disadvantage of this standard is that two Zigbee profiles can interfere with one another while communicating. We propose using BLE (Bluetooth Low Energy) when needed. BLE is a standard that uses the same frequency as ZigBee and has a good data transfer rate of 1 Mb/sec. It connects to the network for only a few milliseconds, making it a suitable alternative to ZigBee. It should also be noted the small electricity consumption - the device can operate with a single battery charge for several years.

Sensor data are collected in an intermediate module that, on the basis of pre-defined set rules, transmits the required information to a module that has the capability to store it in an intermediate database and process it according to the specified parameters.

![Fig. 1. The System Design](image-url)
The Fog computing paradigm is used for distributed data transmission and timely processing. The information is then transmitted to a back-end module hosted in cloud service using MQTT protocol based on client-server architecture and TCP. It is primarily designed by IBM for being used by distributed systems that have limited computational power and limited power supply. Devices on such network can easily send messages to others who are subscribed to receive them. Several devices can subscribe to receive messages from more than one device. This is controlled by a set of rules implemented in the system module when working with information collected by various sensors.

An additional module is developed that communicates directly with a back-end. The communication is bidirectional and the purpose is to maintain control and validate the received data whenever such verification is needed. For example, if devices report temperatures of 35 degrees and control devices report a temperature of 25 degrees, this is an indication of a possible unit malfunction and the system can notify the user immediately for taking proper actions. Also, based on the information from the module, back-end logic can decide whether to collect or not data of a certain type and after that to apply a new rule by communicating with other modules.

The security of the communication between the modules and the back-end is accomplished by using several standards such as LDAP/AD, OAuth2 and IP Whitelisting. Their usage may vary on the specific needs.

The integration of IoT into a real environment has a relatively high price for the moment. This is one of the main reasons why the scalability has not been achieved so far at the desired rate. The current projects are developed mostly for commercial purposes, because along with the possible benefits of using them, there still remains the condition that they should be cost-effective. Cost-effectiveness in short period of time is the way such solutions can become interesting and accessible to beekeepers from amateurs to professionals.

There are a number of approaches and using them will lead to significantly reducing the cost of such an IoT system. Generally, most of these approaches also solve problems, from which typically IoT systems suffer [7], [8].

CONCLUSIONS
The short- and long-term benefits of monitoring bee colonies are related to the greater possibilities of using IoT technologies - allowing better decision making by providing real-time data access to connected devices integrated in bee hives.

In the case of research collaboration in a large international format, the vast amount of data collected from bee hives would be much more accurate and analyses. It will be much more thorough and useful for agricultural and scientific communities on a regional and global scale. This kind of research management could help scientists and researchers to correlate the health of bee colonies with external data such as weather conditions, farming patterns, usage of agricultural chemicals, and other to prevent and slow down the decrease of bee colonies and improve the bee genome.

The overall advantages over traditional approaches are the fact that industries are getting interconnected - data will not only be available and useful in a particular industry. It will be used in various businesses and industries empowering further innovations. When this type of technology is applied to other similar industries, the impact will be enormous and in help in improving modern agricultural technologies. The ability to connect and share data has the potential to bring together different actions - such as growing crops and beekeeping - to make decisions that everyone can agree on. Opportunities are endless when machines, industries and people are connected and the results are an inspiration for further improvements.
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ABSTRACT

The majority of children are born within a couple relationship. Partnership formation plays a major role in the transition to parenthood. This paper presents an agent-based model where mate-search forms the foundation of the transition to parenthood. Women who give birth in the model are married or are in a sexual relationship with an opposite-sex agent. The mate-search rules determine the number of women that give birth. We analyse how changes in mate-search parameters impact on population growth. Results show that the probability that sexual relationships would be initiated, the likelihood threshold and random search parameters cause a change in fertility levels observed in the model.

INTRODUCTION

There are a number factors that contribute to demographic changes observed in different countries. One of the factors is the structure of the social and sexual network in a given geographical location (Bernardi (2003)). Little is known about the extent to which social and sexual networking contribute to demographic changes. A lack of data on how social and sexual networks evolve makes it difficult to model the interaction between network structures and demographic changes accurately. However, Kohler (2001) notes that differences and changes in social structures cause fluctuations in fertility levels in communities.

To explain this phenomenon, Kohler (2001) integrates social interaction theory with economic fertility models and observes changes in reproductive behaviour in a “local environment”. Reproductive decision-making in the local environment is assumed to be affected by interpersonal information flow, customs, norms, social externalities and public policies within the social and sexual network. Mathews and Sear (2013) also note that the composition of a social network in the local environment influences reproductive behaviour.

More research on how types of social networks affect reproductive behaviour in human populations was carried out by Lois (2016). To understand the impact of different social networks on the reproductive behaviour, Lois (2016) identifies and analyses four social environments, namely the ‘family-remote’ network, the ‘polarized’ network, the ‘disintegrated’ network and ‘family-centered’ network, which all differ from one another in terms of their composition. According to Lois’s (2016) definitions, the family-remote and polarized social networks are composed mainly of friends and acquaintances. Low emotional contagion, less effective social learning, and contrasting values and lifestyles are the major characteristics of such networks. The major differences between the two are that the polarized social network contains mainly relatives and is relatively larger than the family-remote social network.

Lois (2016) defines the disintegrated network type as a social network composed of individuals who are poorly integrated. In this social network there is little to no positive or negative network influence from others. The fourth social network identified by Lois (2016) is the family-centered network. The family-centered network is characterised by close long-term ties of family members with high opportunities for emotional contagion and social learning. The disintegrated network and the family-centered network have structural differences, but transition to parenthood has been found to be significantly higher in both networks than in the family-remote and polarized social networks. The presence of limited negative network influence in the disintegrated social network is believed to contribute to a higher transition to parenthood; whereas in the family-centered network, transition to parenthood is attributed to the presence of social pressure regarding family formation and strong childcare network support (Lois (2016)).

This article introduces an agent-based model which aims to explain the effect of social networking and couple relationship characteristics on fertility levels in a community. We use an agent-based model for social and sexual partnership formation developed by Mudimu and Engelbrecht (2015) as our base model. In the next section we present a brief literature review of some studies which have also used agent-based modelling.
REVIEW OF PREVIOUS WORK

Some empirical studies, Lois (2016) and Bernardi (2003), have identified social interaction factors that influence fertility. These studies confirm that social interaction, the nature and composition of the social network influence transition to parenthood and the number of children in a family. Computational and mathematical models, which use a top-down modelling approach, have been developed to demonstrate how social interaction contributes to child-bearing in communities (see for example Peristera and Kostaki (2007)). However, computational and mathematical models usually fail to fully explain the heterogeneity observed in social networks (Peristera and Kostaki (2007)) because of non-linearity in human behaviour.

Social and sexual network formation depends on non-linear human behaviour. To fully understand the process there is a need to develop individual-based models that closely replicate human behaviour in a given society. One modelling tool that has been found to model the emergence of macro-level patterns from non-linear micro-level population interactions closely is agent-based modelling (Billari et al. (2003)). Researchers like Mudimu and Engelbrecht (2015), Knittel et al. (2011) and Simao and Todd (2002) have shown how micro-interactions can lead to the development of social and sexual networks that replicate real-world settings. Singh et al. (2016), Yang (2016) and Diaz et al. (2011) have added mechanisms underlying fertility diffusion in social network structures in an attempt to understand how fertility is affected by social networks.

Diaz et al. (2011) consider a single-sex model where child-bearing depends only on the female agent and her social network composed of her mother, female friends and siblings. The selection of friends is based on education level and age. The model simulates different life stages of the agents. Agents leave the model through age-specific mortality rates. The child-bearing age is regarded as between 15 and 49 years. Agents older than the child-bearing age remain in the model as they influence fertile agents’ decision-making about giving birth. In the model, fertility behaviour is influenced by three factors, namely education, age and parity. Data from Austria is used to calibrate the model. Results from the model show that social interactions can explain the shift in fertility but they excluded the influence that male partners can have on child-bearing.

Singh et al. (2016) and Sajjad and Ahn (2014) use data from Korea to calibrate their models which aim to explain differences in fertility levels. Only married females give birth in their models since cohabitation is not allowed in South Korea. Both studies used a reproductive age range between 16 and 45 years. Sajjad and Ahn (2014) consider a single-sex model with no social networking, using education as the only factor that influences fertility levels, and allow twin births; while Singh et al. (2016) have developed a population-data-fed two-sex agent-based model. To develop the marriage network, Singh et al. (2016) use income and age of agents. Agents can marry if their age difference is less than or equal to five years, with a maximum difference of one in education levels. Three education levels are considered in the model (0 – high school; 1 – college; and 2 – university). Level of education is used to assign income to agents. In Korea, the government gives a child incentive to couples with children. Therefore the decision to have children is based on a couple’s surplus income and the government incentive. Results from the model developed by Sajjad and Ahn (2014) show that there is a higher probability of transition to motherhood for higher educated women than for lower educated women. The model developed by Singh et al. (2016) is work in progress, hence results from this study have not yet been available on the date of publication of their article. However, their model has improved knowledge in this research area by including male agents in child-bearing decisions.

In this paper we introduce a model which tries to replicate child-bearing in South Africa. The marriage rules and reasons why people decide to have a child differ from those in the papers cited here. In South Africa, cohabitation is common (Moore and Govender (2013)). Hence the rules that govern child-bearing are different from the rules uncovered by Singh et al. (2016). In the next section we present a summary of social and sexual partnership formation as referred to in this paper. For a detailed description of partnership formation, see Mudimu and Engelbrecht (2015).

SOCIAL AND SEXUAL NETWORK FORMATION

In the research article by Mudimu and Engelbrecht (2015), three agent-interaction networks are considered. These three networks are hierarchical in structure, with the social (friendship) network forming the foundation, followed by sexual relationship network ties and finally by marriage network ties. Agents are added to the population and exit through death according to mortality estimates adopted from Honteze et al. (2013). Each agent has static and dynamic attributes. Some of the static attributes are gender, desire for sexual variety and maximum number of friends, date and sexual partners.

An agent’s dynamic friendship network starts forming when the agent turns 15. Agents can have friends of any age, but the chances of connecting with a friend with an absolute age difference of less than five years is higher. The dynamic friendship network evolves based on three actions that happen at each time step. The three rules are: random friendship connection (a proportion of agents are randomly selected to make a random
friendship connection); friend of a friend connection (a proportion of agents are selected to form a friend of a friend connection); and the removal of a friendship link (a set of agents are selected to remove one friendship link). A friendship link can be removed if the two agents are not involved in a romantic relationship.

The likeability index is used to select potential candidates an agent can date from the friendship network. The likeability index is calculated using the age difference index, attractiveness index and aspiration level index. The age difference index is calculated based on the fact that male agents prefer a female partner of the same age or younger, while female agents prefer a male partner of the same age or older. The likeability index is the difference between one and the sum of the three indices (age difference index, attractiveness index and aspiration index). If the calculated likeability index is greater than the agent likeability threshold, the opposite-sex friend is added to the agent’s list of potential partners. There is a 0.05 chance of randomly picking a potential partner outside an agent’s friendship network. The likeability index of randomly selected partners is calculated in the same way.

At each time step, the asking agent (in this case the male agent) sends a date message to one of the potential partners. If the asking agent or the receiving agent is in a romantic relationship, a decision to send or receive a message must be made based on the agent’s sexual desire value, the attractiveness of the potential date compared to the current partner and the agent’s maximum number of dating partners. Each dating couple formed in the model goes through a courtship time period. Agents can engage in sexual activities during the courtship time period if they are older than their assigned sexually active age. Once a courting couple exceeds courtship duration, the couple may decide to marry. A marriage probability dependent on age and current marital status is used to make the marriage decision, since in the real world not all couples that exceed courtship duration will marry. The availability of the bride price (lobola) and the age or the marital status of the partners are some of the many factors that may affect the decision to marry.

Married agents do not exit the mate search pool, but have stricter rules on sending and receiving date proposals. Divorce is allowed in the model if a more attractive partner is encountered by a married agent. The attractiveness of the potential partner is weighted against the duration of the current marriage. Divorced agents re-enter the mate search pool as single agents. For a detailed description and a list of agent parameters of the mate search algorithm see Mucimu and Engelbrecht (2015). The following section explains how agents are added into the model through birth. The child-birth procedure and model results presented in this article form part of a thesis submitted by Mucimu (2016) to the University of South Africa.

**CHILD-BIRTH PROCEDURE**

In this paper we present a descriptive model that aims to resemble the structures and processes of child-birth in human societies. We use facts and rules to model the behaviour of the agents, hence the model can be classified as a declarative model. AnyLogic, a Java-based agent-based modelling platform, is used to implement the model. We utilise data available in literature to estimate the parameters used in the model. Where data is not available, plausible assumptions are used.

An agent in our model is either a female or a male individual. Dynamic and static attributes for agents in the model are represented by continuous or discrete state variables. Static variables remain fixed throughout the lifetime of an agent. Static attributes include gender, attractiveness level and aspiration level. Dynamic attributes, which include age, marital status and number of sexual partners, change in response to simulated events and ageing.

Agents are added to the social sexual network model through child-birth. Childbirth is dependent on the social and sexual partnering of agents in the model. In South Africa, cohabitation is common (Moore and Govender (2013)), hence in our model child-bearing is possible for a female agent in the child-bearing age group if she is involved in a sexual relationship or she is married. The child-bearing age group in this model ranges from 15 to 49 years. This is the age range used to calculate the general fertility rate (NAPHSIS (2012)).

An upper fertility-age limit is assigned to each female agent at creation. Female fertility declines with age, typically after age 30, and the actual age at which a female becomes infertile varies (Balasch (2010)). To accommodate this variation in our model, the upper fertility-age limit for each agent is sampled from a normal distribution with a mean of 39 years and a standard deviation of five years (Alam (2008)), with maximum and minimum cut-offs of 35 and 49 years respectively (normal(50,25,35,49)). To reduce the complexity of our model, we assume that during the fertile period, a female agent’s fertility is uniform. Table 1 contains parameters used in the model for the childbirth procedure.

The time between the beginning of a sexual relationship and the first pregnancy (first birth interval) differs from one woman to the next. Factors that contribute to the time variation to first pregnancy include type of sexual relationship, availability and knowledge of family planning methods, personal life planning, age at the time of initiating a sexual relationship, societal norms and at times biological elements (Amin and Bajracharya (2011)). According to a study carried out by Lofstedt et al. (2005) involving Chinese women aged between 15 and 64, the first birth interval is a minimum of 11 months and can be as long as 30 months or more.
The study has established that cohorts that marry early seem to have longer first birth intervals than those that marry late. Similar results have been obtained from a study carried out by Amin and Bajracharya (2011). They studied the variation in first birth intervals for over 60 developing countries and found that the first birth interval varies mostly between 12 and 63 months, with extreme cases where pregnancy occurs immediately after marriage.

In our model we assume that there is a one percent chance to fall pregnant for the first time at each time step to accommodate the variation in the time to first pregnancy. In the South African culture it is not acceptable to fall pregnant before marriage. However, statistics show that females do fall pregnant and give birth before marriage in South Africa (Moore and Govender 2013). We therefore assume that female agents who initiate a sexual relationship have a 0.2 chance of being put in the subset of agents who can fall pregnant during the course of a sexual relationship.

Another variable that is important when studying fertility is the time between births (birth interval), which differs from one female to the next. In South Africa, the median birth interval is between 27 and 33 months (Moultrie et al. 2012). Different women prefer shorter or longer birth intervals (12 months to more than six years). The availability of contraceptives has been found to be one of the major factors that impacts on the length of birth intervals. According to the CATALYST Consortium (2002), the recommended optimal birth spacing is between 36 and 60 months. Most women will not fall pregnant within the first six weeks after childbirth. This period is called the “postpartum period”. The six-week period gives enough time for the mother and the baby to undergo psychosocial adaptation to the new situation. In our model we therefore use a normal distribution truncated at six weeks (minimum) and 52 weeks (maximum), with a mean of 26 weeks and a standard deviation of four weeks, to model birth interval time. After the waiting period, there is a 0.15 chance of falling pregnant at each time step (weekly). Pregnancy duration usually varies between 38 and 40 weeks (Kieler et al. 1995). In our model we use a pregnancy duration with a mean of 40 weeks and a standard deviation of one week, truncated at 34 and 42 weeks. A new agent is added to the model once the pregnancy duration lapses. The new agent is assigned static and dynamic attributes that define the agent upon birth.

In our model, the decision to stop having children solely depends on the female agent. This decision is made immediately after birth if the female agent is still below her upper fertile-age limit. Data collected by Statistics South Africa (StatsSA (2003)) shows that approximately 40% of women in the 45 to 49 year age group had two or three children. About 0.9% of females in the same age group had 10 or more children. We have tried different probability values and selected the one that closely resembles the distribution of children as shown by the data collected by StatsSA (2003). A probability of 0.025 after each birth is used in this model. Results obtained for this birth procedure built into the social and sexual network are presented in the following section.

**MODEL RESULTS**

We have varied seven parameters in the social and sexual network model and analysed the effect they have on fertility rate. The seven parameters varied are: likeability threshold; courtship duration; probability that a sexual relationship would be initiated; divorce criteria; concurrency probability for married agents; sexual drive levels; and random partner search. Out of the seven parameters, decreasing likeability threshold, increasing the probability that a sexual relationship would be initiated and increasing random partner search resulted in significant changes in fertility levels. The other four parameters did not have an effect on fertility levels in the model.

Increasing the probability that a sexual relationship would be initiated and decreasing the likeability threshold respectively resulted in an increase in the percentage of pregnant females in the model. This consequently increased the fertility level in the model and the percentage of females waiting between childbirths. Another feature evident in the model analysis is a significant increase in the percentage of first marriages when the probability that a sexual relationship would be initiated is increased and the likeability threshold is decreased respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default value</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fertility</td>
<td>normal(50,25,35,49)</td>
<td>Fertility upper limit for each female agent</td>
<td>Balasch (2010)</td>
</tr>
<tr>
<td>FirstPregProb</td>
<td>0.01</td>
<td>Probability of falling pregnant for the first time</td>
<td>Assumption</td>
</tr>
<tr>
<td>BirthPregProb</td>
<td>0.15</td>
<td>Probability of falling pregnant after birth</td>
<td>Assumption</td>
</tr>
<tr>
<td>Postpartum</td>
<td>six weeks</td>
<td>The first six weeks after birth</td>
<td>Catalyst (2002)</td>
</tr>
<tr>
<td>WaitingPeriod</td>
<td>normal(26,4,6,52)</td>
<td>Waiting time after birth before deciding to</td>
<td>Assumption</td>
</tr>
<tr>
<td>PregDuration</td>
<td>normal(40,1,34,42)</td>
<td>Pregnancy duration</td>
<td>Kieler et al. (1995)</td>
</tr>
</tbody>
</table>
Increasing the probability for random partner search resulted in a decrease in the percentage of never-coupled agents. However, this did not have the same effect on the percentage of pregnant women (Figure 1(a)); instead a decrease is observed in the percentage of pregnant females. An increase in the probability of random partner search increases the mixing chances of agents in the model, which in turn increases the chance of meeting more attractive partners. Hence, relationships formed when the probability for random partner search is increased may not last long enough to result in pregnancy.

![Figure 1: Percentage of pregnant females](image)

DISCUSSIONS AND CONCLUSIONS

This article presents a model to study the dynamics of social and sexual networks and how they contribute to fertility levels in a population. The article expands the work presented by Mudimu and Engelbrecht (2015), which explains how agents select their sexual partners. We extend the model by allowing female agents to have children. We use data from South Africa to initialise our simulations. Agents in the model have properties such as age, attractiveness, aspiration level, gender, maximum number of dating and sexual partners.

Our model results show that fertility rates range between 1.9 and 2.9, with an average of 2.2. These values are within the range of the fertility levels observed in South Africa (StatsSA (2016)). We can conclude that our sexual network managed to capture important aspects of the social and sexual networks observed in South Africa. However, there is still a need to improve the way in which the social and sexual network as well as birth are modelled. There is also a need to investigate why a decrease in never-coupled agents does not automatically lead to an increase in pregnancy and a significant increase in agents in a sexual relationship when the random partner search parameter is increased. This result can be attributed to the quick break-up of couples who mate through random search or a delay in initiating sexual activities. We leave this as an area for further research.

For the future work, we intend to improve the way in which the child-bearing decision is made in our model. The decision to have children in our model depends on probabilities and only the female agent is considered. In real-life settings, having children, especially in a family set up, depends on both parties (husband and wife) as well as customs, norms, social externalities, family ties and public policies (Mathews and Sear (2013)). To improve the way in which we model birth we need to include the male agent and some of the social externalities and public policies in child-bearing decision-making. There is also a need to model the impact of contraception method, including the use of condoms explicitly. Our model does not take this into consideration and we leave this as an area that requires further investigation.
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ABSTRACT  
Magnetic Resonance Imaging (MRI) is one of the most widely used imaging studies for medical diagnosis because it provides important information about the body tissues and organs in a non-invasive way. Brain lesions detection - segmentation is a complex procedure because in some lesions the similarity with healthy tissue can be very similar. This study presents the development of a semi-automatic method for the detection and segmentation of brain lesions in MRI images. The training stage consists of feature extraction and classification into two class. During next test stage, we should identify an injury or it absent, following; the lesion is segmented showing the region of interest (ROI) for the specialist usage.

INTRODUCTION  
An acquired brain injury usually causes a change in the neuronal activity, which can affect the areas of verbal communication, memory, attention and concentration that seem as the most important. Edema and necrosis are examples of more common brain lesions. The first one can be defined like as the increased water inside of the brain tissue, which causes an increased intracranial pressure (Jha 2003). On other hand, necrosis is defined as the morphological changes, which occur into the brain cells after their death (Syntichaki and Tavamarakis 2003). The goal of designing a CADe computer-aided detection system is to help the specialist to detect any possible cranial injury. This task is considered a difficult and slow. Because the practitioner have to analyze more than 150 images per study in a single patient.

RELATED WORKS  
Nooshin Nabizadeh (Nabizadeh and Kubat 2015) studied an automatic tumor segmentation in the single-spectral MRI. Khalid Usman (Usman and Rajpoot 2017) described a method called brain tumor classification from multi-modality MRI.

Ramakrishnan (Ramakrishnan and Sankaragomathi 2016) employed an estimation on the MRI brain tumor images.

PROPOSED METHOD  
A flowchart of the proposed framework shown in next figure consists of several steps explaining below.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{flowchart.png}
\caption{Scheme of the proposed method}
\end{figure}

Pre-processing  
In this step, we use a median filter with 3x3-window size to reduce the noise of the MR images.

Feature Extraction  
During next step, the most important features were extracted.  
Statistical features. Haralick (Haralick et. Al.1973) has proposed some statistical characteristics. In this study, several important from them were used: Mean, variance, kurtosis, max value.

The shape of the region is important characteristics to determine whether there may be an injury into MR images. For the shape characteristics, the following ones were calculated: Area, diameter, perimeter and symmetry, defined in (Nixon and Aguado 2002).  
The texture considers the spatial relationship of the pixels and can be characterized by the Gray Level Co-occurrence Matrix (GLCM).  
Obtaining the normalized GLCM matrix, the next measures proposed by Haralic were extracted (Haralick et al. 1973): Contrast, entropy, variance, auto-correlation, cluster shade, cluster prominence and sum average.
Classifier
In this study we have employed the SVM Classifier. A Support Vector Machine (Brereton and Lloyd 2010) estimates a function that should classify the input data into two different classes.

Segmentation method
Segmentation is the key part of the designed method because with it help we can obtain the highest accuracy and precision for a better specialist diagnosis.

The next block diagram exposes the proposed framework.

![Block diagram of the segmentation stage method.]

**Histogram Equalization**
This technique redistributes gray levels in order to obtain a uniform histogram. This allows to the areas with low contrast obtaining better contrast.

**K-Means segmentation**
The K-Means method (Tan et al. 2005) is an unsupervised learning algorithm that solves the clustering problem. This algorithm works by grouping each an object to an image of k different groups. The iterative stage of the algorithm begins, in which the centroid of each a group is recalculated by minimizing the least squares function as shown below:

\[ J = \sum_{i=1}^{n} \sum_{j=1}^{k} ||x_i^{(j)} - c_j||^2 \]  

where \( ||x_i^{(j)} - c_j||^2 \) is the distance from any point \( x_i^{(j)} \) to the centroid \( c_j \); \( c_j = (c_{1j}, c_{2j}, ..., c_{kj}) \) is the prototype vector of k clusters, according to \( c_j = \frac{1}{|A|} \sum_{x_i \in A} x_i \).

Extracting ROI
In the ROI extraction, the background of the image and the tissue surrounding the lesion should be removed with some tools as threshold and morphological operations. This particular ROI we call mask and it is multiplied by the original image.

**Threshold**
Getting the histogram can be proposed an optimal threshold to separate the brain tissue from the lesion. For the development of this stage, it is required to separate the lighter parts of the image (Zhou et al. 2010).

Morphological operations
Dilation (Zhou et al. 2010) consists of the expansion of pixels of a certain object. The filling of regions or voids is based on introducing white pixels into the region or object.

EXPERIMENTAL RESULTS AND DISCUSSION
The performance of developed method using the BraTS 2015 database (The multimodal Brain Tumor Image Segmentation Benchmark) was evaluated. Using studies of the patients with different types of Lesions (edema, necrosis and brain tumors), each an image has a size of 556 x 512 pixels. The database also provides the ground truth (GT) for each a study. In addition, it has the two types of MRI (T1 and T2). T2 is the type of image, which in this work was used.

**Classifier Performance**
For the evaluation of the classifier performance, the commonly used criteria are used as follows:

\[ \text{Sensitivity} = \frac{TP}{TP + FN} \]  
\[ \text{Specificity} = \frac{TN}{TN + FP} \]  
\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]

Where:
TP is True Positives, TN is True Negatives, FN is false Negative, and FP is False Positives.

The classifier results are shown in table 1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nabizadeh</td>
<td>MR Tumor</td>
<td>89.6</td>
<td>91.8</td>
<td>90.3</td>
</tr>
<tr>
<td>Ramakrishnan</td>
<td>CT Tumor</td>
<td>84</td>
<td>99.3</td>
<td>91</td>
</tr>
<tr>
<td>Osman Khalid</td>
<td>MR Edema</td>
<td>88</td>
<td>87</td>
<td>94</td>
</tr>
<tr>
<td>Proposed method (SVM)</td>
<td>MR Edema Necrosis</td>
<td>81</td>
<td>100</td>
<td>91</td>
</tr>
</tbody>
</table>

The classifier has been trained with 60 patients, 30 healthy patients and 30 patients with lesion and during the test experiments 22 news patients were used, (11of these were healthy patients and 11 patients had lesions). In addition, table 1 exposes the performance criteria and the results obtained by other existing proposals to compare them against with our work.

The classifier has been trained with 60 patients, 30 healthy patients and 30 patients with lesion and during the test experiments 22 news patients were used, (11of these were healthy patients and 11 patients had lesions). In addition, table 1 exposes the performance criteria and the results.
obtained by other existing proposals to compare them against with our work.
As an example of the segmentation stage, the final image obtained by proposed algorithm is presented (figure 3).

![Figure 3. a) GT image, b) ROI obtained by our method.](image)

Other metrics are used, such as the Jaccard index and the similarity coefficient. Where the index of similarity varies between zero and two, if the value is two it means total similarity

\[
J_i = \frac{|A \cap B|}{|A \cup B|} * 100 
\]

\[
S = \frac{2(A \cap B)}{|A| + |B|} 
\]

The segmentation results were presented and compared with similar obtained by other authors (see Table 2).

<table>
<thead>
<tr>
<th>Proposed Method</th>
<th>MLT</th>
<th>EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision %</td>
<td>98</td>
<td>-</td>
</tr>
<tr>
<td>Recall %</td>
<td>88</td>
<td>-</td>
</tr>
<tr>
<td>Accuracy %</td>
<td>87</td>
<td>-</td>
</tr>
<tr>
<td>S</td>
<td>1.72</td>
<td>1.48</td>
</tr>
<tr>
<td>J_i</td>
<td>85.95</td>
<td>74.01</td>
</tr>
</tbody>
</table>

**CONCLUSIONS**

The proposed framework appears to demonstrate good approximation of ROI that results in better performances in comparison with other similar methods presented by (MLT and EM). The similarity value is of 1.72, which equals 86% similarity between regions. In addition, in the classifier results our work obtained good results with the SVM classifier; however, these results are below in comparison with (Nabizadeh) and (Usman). In spite of these results, we obtained the 100 percent value in specificity, do not detecting any false positive error. Future work is planned in application of more powerful classifiers: AdaBoos, expecting to increase the performance in the classification task. In addition, improving the segmentation task we can raise the classification result. We will develop the principal components analysis (PCA) to get the same information but with less data, which it will help the classifier in training and test task.
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ABSTRACT

Most regulation in transcription controls when and with which intensity genes are expressed. However, recent evidence suggests that control is also exerted on the noisiness of this process. Here, we use an empirically validated stochastic multi-step model of transcription to explore how its steps kinetics affect the skewness of the distribution of intervals between consecutive RNA productions in individual cells. From the simulations, we show that skewness is independent of the mean transcription rate, while differing widely with the fraction of time that the RNA polymerase spends in the steps following open complex formation. Next, from qPCR and live, time-lapse, single-RNA microscopy measurements of multiple promoters, we validate our model predictions. Using the validated model, we then show that skewness affects, e.g., the fraction of time that protein numbers are below a threshold. We conclude that skewness in transcription kinetics can be tuned by the rate-limiting steps in initiation and, thus, may be an evolvable decision-making parameter of genetic circuits.

INTRODUCTION

In prokaryotic organisms, such as Escherichia coli, gene expression and, in particular, transcription, is the critical process where most regulation of the metabolism and responses to external fluctuations and signals occur (Ramos et al. 2001; López-Maury et al. 2008). It is, thus, not surprising that E. coli possesses a plethora of repression and activation molecules, along with other means to silence and activate specific genes (McClure 1985; Lutz et al. 2001). There are also various global regulation mechanisms, such as σ factors (Jishage et al. 1996) and DNA super-coiling (Menzel and Gellert 1983). Nevertheless, bacterial cell populations exhibit single-cell heterogeneity in gene expression profiles (Leibler and Russell 2010). This diversity has two sources. One is the stochastic nature of the chemical processes involving gene expression, due to the low number of regulatory molecules involved. The other is differences between cells in their numbers of various components, age, cycle stage, etc. (Elowitz et al. 2002). This noise was found to affect multiple cellular functions, including stress response, metabolism, cell cycle, circadian rhythms and aging (Raj and van Oudenaarden 2008). Depending on its magnitude and on the function affected, the noise can be either beneficial or harmful. One of the main reasons for this wide range of influence is that it affects dynamics of genetic circuits and their ability to perform critical tasks, such as decision making, time counting, noise filtering, memory, etc. (McAdams and Shapiro 1995; Wolf and Arkin 2003).

Similarly to noise, temporal asymmetries in RNA and protein production are expected to have significant consequences, particularly since such asymmetries may determine whether a certain number of RNA or proteins is reached, allowing the crossing of a threshold ‘used’ by a genetic circuit for decision making. So far, such temporal asymmetries have not been quantified at the single cell level, but recent measurements of time intervals between consecutive RNA productions in individual cells of various promoters under various conditions suggest that they are not negligible (Tran et al. 2015; Lloyd-Price et al. 2016; Kandavalli et al. 2016; Oliveira et al. 2016; Häkkinen and Ribeiro 2015; Häkkinen and Ribeiro 2016).

Here, we investigate if and by which degree the evolvable rate-limiting steps in transcription initiation can tune asymmetries in the distribution of intervals between productions of RNA molecules in individual cells. For this, we consider a stochastic model of transcription initiation and investigate how the asymmetries in the distribution of intervals between consecutive RNA production events in individual cells differ within the realistic ranges of parameter values. Next, we perform experimental validation of these predictions using qPCR and live, time-lapse, single-molecule RNA microscopy measurements of the transcription kinetics of multiple promoters. Finally, we investigate whether changes in the degree of asymmetry in the distribution of intervals between consecutive RNA production events of a gene can have tangible consequences in the crossing of thresholds of protein numbers over time.

MATERIALS AND METHODS

Bacterial Strains and Plasmids, Media and Cell Growth, Microscopy, and Image Analysis

Microscopy data are from (Kandavalli et al. 2016; Oliveira et al. 2016). Briefly, E. coli cells carrying 2 plasmids were used: a low copy reporter plasmid expressing MS2-GFP controlled by the promoter P_Lac or P_Tet, and a single copy F-based plasmid, expressing the RNA with a 96 MS2-GFP binding site array followed by mRFP1 controlled by P_Lac-ara-1, P_BAD, or P_TetA. Cultures were grown in LB media overnight at 30 °C in an orbital shaker with aeration of 250 rpm and
diluted to fresh LB media to initial OD_600 of 0.05 (measured with Ultraspec 10 cell density meter). Next, they were incubated at 37 °C at 250 rpm until reaching an OD_600 of 0.25. To produce MS2-GFP, e.g. when under the control of P_Lac, cells are induced with 1 mM IPTG (for P_Tet we induce with 100 ng of aTc) and allowed to grow until OD_600 of 0.5. For the target induction, 0.1% arabinose and 1 mM IPTG for P_{Lac-ara-1(Full)}, 0.1% arabinose alone for P_{Lac-ara-1(ara)} or 1 mM IPTG alone for P_{Lac-ara-1(IPTG)} and 0.1% arabinose for P_{BAD} is used. For P_{TetA}, no induction is required, as the cells lack the gene coding for the repressor, TetR (Kandavalli et al. 2016).

For microscopy, a few μl of cells with the reporter and target plasmids were sandwiched between a coverslip and an agarose gel pad (2.5%), also containing the inducers. Prior to this, the chamber (FCS2, Bioptechs) was heated to 37 °C and placed under the microscope. Cells were visualized using a Nikon Eclipse (Ti-E, Nikon) inverted microscope, equipped with a 100x Apo TIRF (1.49 NA, oil) objective. Confocal images were obtained by a C2+ (Nikon) confocal laser-scanning system. To visualize fluorescence ‘spots’, we used a 488 nm laser (Melles-Griot) and an emission filter (HQ514/30, Nikon). Confocal images were taken every 1 min for 2 h, and phase contrast images were obtained every 5 min by an external phase contrast system and CCD camera (DS-Fi2, Nikon), using Nikon Nis-Elements software.

Analysis of the images was performed by the software ‘CellAging’ in four steps (Häkkinen et al. 2013): (i) cell segmentation from phase-contrast images, (ii) fluorescent RNA intensity detection from the confocal images, (iii) cell lineage construction, and (iv) RNA production estimation from the single-cell RNA intensity time series. We used the software to perform an automated segmentation of phase-contrast images, followed by manual correction. Next, from each segmented cell, at each time point, fluorescent spots are detected automatically. Finally, cell lineages are constructed, by establishing the relationships between cell masks in sequential frames. In these, time-series of fluorescent spots intensity were obtained for each cell. From those, the time points when novel RNA molecules (‘spots’) appear in each cell were estimated (Häkkinen and Ribeiro 2015). Finally, the time intervals between consecutive RNA productions in individual cells were estimated.

**qPCR**

In the case of P_{BAD} and P_{TetA}, qPCR data was obtained from (Kandavalli et al. 2016). In the case of P_{Lac-ara-1}, the data is from measurements performed here. To measure gene expression by qPCR, we grew cells as in (Kandavalli et al. 2016). Total RNA was isolated and quantified. The RNA samples were treated with DNase to remove residual DNA, followed by cDNA synthesis. cDNA samples were mixed with qPCR master mix containing iQ SYBR Green supermix (Biorad), with primers for the target and reference genes. The reaction was carried out in triplicates. For quantifying gene expression by qPCR, we grew cells as in (Kandavalli et al. 2016). Total RNA was isolated and quantified. The RNA samples were treated with DNase to remove residual DNA, followed by cDNA synthesis. cDNA samples were mixed with qPCR master mix containing iQ SYBR Green supermix (Biorad), with primers for the target and reference genes.

For simplicity, we model translation as a single-step event which produces an unfolded protein P_{Pro_{un}} with a rate of k_{tr} = 0.0637 (Jones et al. 2007):

\[
\text{RNA} \xrightarrow{k_{tr}} \text{RNA} + \text{Pro}_{un}
\]  

Finally, proteins fold into functional at the rate k_{fold} = 0.0024, and degrade at the rate k_{d, pro} = 0.0017 (Cormack et al. 1996):
Skewness as a Measure of Asymmetry of the Intervals Distribution

As a measure of asymmetry of the distribution of transcription intervals, we use its skewness, \( S \), as in (MacGillivray 1986):
\[
S = \frac{m_3 - m_1^3}{m_2^{3/2}}, \quad \text{where} \ m_r = \frac{1}{n} \sum (x_i - \bar{x})^r \tag{7}
\]
More precisely, we estimate the sample skewness \( S_n \) of measured and simulated data distributions by applying a correction to increase the estimates precision for samples from asymmetric distributions \( n \) (Joanes and Gill 1998):
\[
S_n = \sqrt{\frac{n(n-1)}{n-2}} \cdot S \tag{8}
\]
To estimate the standard uncertainty of \( S_n \), we performed non-parametric bootstrap as in (Carpenter and Bithell 2000). Namely, for each data set, we resampled the data randomly with replacement (using the original amount of samples) \( 10^5 \) times, and calculated the bootstrap sample skewness, \( S_{bo} \). As the obtained \( S_{bo} \) distributions were well-approximated by a normal distribution, we estimated the standard uncertainty as the 68\% percentile confidence interval of the \( S_{bo} \) distribution.

\( \tau \) plots

In \textit{vitro} and \textit{in vivo} studies have demonstrated that the mean time between transcription events (\( \Delta t \)) can be altered by changing the free RNAp concentration (Shehata and Marr 1971; Lloyd-Price et al. 2016). Also, assuming (1), only the closed complex formation duration changes with the free RNAp concentration (McClure 1985). This change was shown to be linear for a given range of cell growth conditions (Lloyd-Price et al. 2016). As such, it is possible, within this range of conditions, to produce a \( \tau \) plot by placing the inverse of the relative RNAp concentration in the x-axis, and the inverse of the relative rate of RNA production in the y-axis.

The relative rate of RNA production can be measured by qPCR. The relative RNAp concentration can be measured by Western Blot (Kandavalli et al. 2016). The data points are then fitted with a line. Scaling the production rates to the condition of interest, the intercept of the line with the y-axis equals \( (\tau_{cc}/\Delta t) \) of this condition, as it represents the media condition with infinite RNAp (and, thus, with infinitely fast closed complex formation).

Stochastic Simulations

To simulate the model (1)-(6), we use SGNS2 (Lloyd-Price et al. 2012), which is driven by the Stochastic Simulation Algorithm (Gillespie 1977), but allows also for multi-time-delayed reactions (Roussel and Zhu 2006). We accounted for individual cell observation times, as these affect the measured intervals (unlike in the theoretical predictions of the pdf of the distributions of intervals between RNA production events (2)). This single-cell observation time-lengths depend on (a) cell doubling time, (b) duration of the measurement, and (c) the degree of overlap between measurement time and cell doubling time. We measured such distribution of single-cell observation windows for each studied condition. Next, we set \( k_{cc} \) and \( k_{oc} \) according to the \( \tau_{cc}/\Delta t \) obtain from qPCR and Western Blot. The absolute values of these rates are then fitted to match the mean of the measured distribution.

Truncated Gaussian Distribution of Intervals Between Consecutive RNA Productions

To obtain Gaussian distributions truncated at zero and with a given mean \( \mu \) and squared coefficient of variation, \( CV^2 \), we use the following procedure. First, we obtained the best fit value of the standard deviation \( \sigma \) of the Gaussian with mean \( \mu \), which minimizes the difference between \( CV^2 \) and \( CV^2_{G} \) of the truncated distribution. Next, we calculated a scaling coefficient \( \alpha = \mu / \mu_{tr} \). Finally, we truncated at zero a Gaussian distribution with mean of \( a\mu \) and standard deviation of \( a\sigma \), which results in the desired distribution.

RESULTS AND CONCLUSIONS

Skewness is Controlled by \( \tau_{oc}/\Delta t \), but is Independent of the Mean Interval Between Transcription Events

We consider the model of transcription in (1). Its RNA production kinetics is determined by \( k_{cc} \) and \( k_{oc} \). \( k_{cc} \) defines the inverse of the mean time for the RNAp to find the promoter and complete the closed complex (\( \tau_{cc} \). \( k_{oc} \) defines the inverse of the mean time for the completion of the open complex formation (\( \tau_{oc} \). Thus:
\[
\Delta t = \tau_{cc} + \tau_{oc} \tag{9}
\]
Given measurements of \( \Delta t \) in live \textit{E. coli} cells of various active promoters (Häkkinen and Ribeiro 2016; Kandavalli et al. 2016; Lloyd-Price et al. 2016; Tran et al. 2015; Oliveira et al. 2016), we assume its realistic range of values to be between 10 and 2500 seconds. To study how changing the kinetics of the two rate limiting steps of the model allows tuning the asymmetry (as measured by \( S \)) of the \( \Delta t \) distribution, we vary \( \tau_{oc}/\Delta t \) (by changing \( \tau_{cc} \) and \( \tau_{oc} \)) while maintaining \( \Delta t \) constant.

For each such combination of \( \Delta t \) and \( \tau_{oc}/\Delta t \) values, from (7), we calculated \( S \) of the pdf of the \( \Delta t \) distribution. From this, we find that, first, \( S \) changes significantly with \( \tau_{oc}/\Delta t \), being symmetric around 0.5, where it is minimal. On the other hand, it is independent from the mean value \( \Delta t \), for any given constant value of \( \tau_{oc}/\Delta t \) (Fig. 1).
Empirical Validation of the Model Predictions

To validate the above, we attained empirical data on the Δt distribution for various promoters and induction schemes (Kandavalli et al. 2016; Oliveira et al. 2016). Also, for each condition, by qPCR (Methods), we measured τω/Δt. In Fig. 2, we confront the empirical values of S as a function of τω/Δt with the simulated predictions (Methods). Visibly, the model fits the data for a wide range of possible values of τω/Δt.

![Figure 2: Sample skewness (S) as a function of τω/Δt](image)

Skewness in Transcription Initiation Kinetics Affects Threshold Crossing by Protein Numbers

We next explore in silico the potential role of S in tuning protein numbers over time, in particular, we study protein number threshold-crossing. For that, we quantify, as a function of τω/Δt, the fraction of time during the course of an in silico experiment that the protein numbers equal zero. In addition to reactions (1)-(6), we accounted for RNA and protein dilution due to cell division as in (Goncalves et al. 2016), assuming mean cell lifetimes of 1h. We modeled 7 conditions, with the same mean RNA and protein numbers but differing in S, and measured the fraction of time that the protein numbers equal zero during a time series (each series being 100 hours long). We simulated 1000 time series per condition. In each, data from the first hour was omitted to exclude the transient state from the subsequent data analysis. In Fig. 3, we present the results per condition, averaged over all simulations. Namely, we show the value set for τω/Δt in each condition, along with the resulting S and CV^2 (Fig. 3) of the distribution of time intervals between consecutive RNA productions in individual cells. Also shown is the fraction of time that the model cells are absent of proteins produced by the gene of interest. This quantity is used here as a quantifier of the propensity of this gene expression system to cross a lower-bound threshold in protein numbers over time. From Fig. 3, as τω/Δt decreases within realistic parameter values (Fig. 2), causing S and CV^2 to change, we find that the fraction of time that proteins are absent from the model cells differs significantly between neighboring conditions.

![Figure 3: Skewness (S) and squared coefficient of variation (CV^2)](image)

We conclude that tuning S of the Δt distribution has tangible effects in RNA and protein numbers over time, even if the CV^2 is not or is only weakly affected. Importantly, according to model (1), this tuning can occur by regulating τω and τcc, which are physical properties of the promoter that are both sequence-dependent (McClure 1985) and subject to external regulation, e.g., by transcription factors (Lutz et al. 2001) or global regulatory molecules, such as σ factors.

DISCUSSION

Here, based on a 2-step stochastic model of transcription and empirical data on the time intervals between consecutive RNA productions in individual cells from various promoters and induction schemes, we first made use of the model to investigate how tuning the relative duration of the steps prior and after commitment to the open complex formation allows tuning the skewness of the RNA production kinetics. We determined how this skewness changes as a function of these rate-limiting steps and, most interestingly, that it is minimized for equal duration of the two rate-limiting steps, and made use of the empirical data to validate these predictions. Finally, by tuning the skewness of the transcription initiation kinetics within realistic parameter value intervals we observed modifications in protein numbers dynamics strong enough to likely affect the behaviour of small genetic circuits.
Importantly, we expect $S$ to be tunable via the regulation of $\tau_u$ and $\tau_{cc}$, which are sequence dependent and subject to external regulation, e.g., by transcription factors or global regulatory molecules, such as $\sigma$ factors. Thus, this regulatory mechanism is expected to be both evolvable as well as adaptable to environmental changes.

In the future, we aim to expand our research, first, by studying more complex models of transcription and investigate how each rate-limiting factor influences the degree of skewness in RNA production kinetics. Second, we aim to investigate on how the tuning of skewness of the component genes allows attaining desired macro dynamics in various genetic circuits.
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ABSTRACT

Demographic changes, increased life expectancy and associated rise in chronic diseases challenge public health care systems. New solutions based on optimized treatment methods and integrated concepts of care are essential to overcome future financial burdens. In this context models are feasible tools to evaluate potential advantages, estimate prospective implications and support decision makers in the healthcare environment. In this work a heart failure model based on discrete event and agent based methodologies is presented. The hybrid setting includes treatment procedures for outpatient as well as inpatient care on a patient individual level. Based on the conventional care, focusing on economic and health outcomes, alternative concepts of care can be assessed. With the verification steps completed, the model is in the phase of validation based on clinical data. Preliminary results underline the unfavorable prognosis of heart failure. The established model represents a sophisticated tool to evaluate sustainable solutions in heart failure treatment and will serve as a potential basis for decision-making, thus contributing to the formulation of holistic approaches in health care.

INTRODUCTION

Demographic changes through the so-called double aging effect and the associated rise in chronic diseases pose a challenge to public health care systems. New solutions based on optimized and individualized treatment methods and integrated care concepts are potential ways to manage future financial burdens. To convince health care providers to take these alternative approaches into regard, their beneficial outcomes have to be proven, analyzed and discussed in advance. In this context modeling offers sophisticated tools to evaluate sustainable solutions in heart failure patients. Based on comprehensive simulations of conventional care, predictions for outcomes of integrated care concepts, such as telemedical treatment or disease management programs, can be estimated.

The decision to model heart failure was based on its significance in the field of cardiovascular diseases and the correlation with the ageing society. Epidemiological data shows that heart failure is the leading cause of hospitalizations of patients older than 65 years (Zannad et al. 2009) and necessary treatment expenditures account for 1-2 % of the total health care budget of western countries (Berry et al. 2001). In addition to the financial impact, heart failure is associated with an unfavorable prognosis. A high disease-related mortality of 52.3 % within five years of the initial diagnosis of heart failure highlights the severity of the illness (Lloyd-Jones et al. 2009). Likewise, a 30-day readmission rate of over 23 % after hospitalization indicates room for improvements in post-inpatient management (Ross et al. 2010). Since the majority of expenses for heart failure patients arise due to hospitalizations and because of the clinical significance of rehospitalization rates, modeling inpatient care as precise as possible is crucial. Recent methods of care such as telemedical systems, disease management programs or their combination focus on the detection of symptoms and abnormal parameters to offer treatment at an earlier stage and thus stabilizing the health status and reducing unnecessary visits to the hospital (Koehler et al. 2011). Numerous studies focus on outcomes of those concepts of care; however, literature in this field is controversial in regard to the potential of new approaches. Therefore the following model was created to serve as an applicable tool for decision-making in this field.

METHODS

For simulation, the Java based software AnyLogic® (Version 8.1) was used. The two methodologies discrete event and agent based modeling were combined to describe the clinical pathway of heart failure patients. Both methods align naturally due to the structure of discrete event modeling with its entities passing through the virtual flow chart. Instead of entities, in this hybrid approach agents of the class patient with distinct features were used. Days served as the time basis for the model calculations and simulations were done with random seeds, making each run unique and requiring several iterations in order to attain significant results. Altogether 1000 iterations of the simulation were performed to create significant results. Simulation runs were done via an input mask allowing the user to specify the starting conditions such as number of patients, age, gender and their respective state of health.

Based on the discrete event model by Schroettner et al 2013, the model flow was further developed by introducing a patient collective to inpatient and outpatient care, allowing for more in-depth analyses of individual behavior through the agent based approach. Patients went through the treatment process on a daily basis and faced probabilities for certain events, such as visits to the physician, admissions or a change in medication.
To assess the current state of health New York Heart Association (NYHA) classes were used to differentiate four groups by the severity of heart failure. Each class correlated with different frequencies, lengths and costs of the treatment procedures. In addition, age, gender and risk factors (e.g., smoking, obesity, comorbidities) can be taken into account to simulate specific collectives. Improvement or deterioration of the state of health can consequently be modeled by changes of the respective NYHA class.

AnyLogic® offers several tools to graphically present the simulation outcomes. For statistical data processing the information was gathered in a database as well as exported to a .csv file and processed in SPSS®, MATLAB® and R.

**Patients**

Contrary to the purely discrete event approach by Schroettner et al in 2013, the agent based approach allowed monitoring of the course of treatment in each instance of the class patient. The lower degree of abstraction of the hybrid approach could be realized based on the acquisition of new extensive data sets for outpatient and inpatient care of heart failure patients in Austria. Age, gender, state of health and risk factors could be adjusted and affected the decision tree alongside probability density functions for length of stay, costs, mortalities and class changes. Visits to the physician, medication, admissions, individual medical procedures, etc. were logged in a patient specific history file that also tracked NYHA class changes as well as arising costs.

**Outpatient Care**

The key elements of outpatient care included the physician, the specialist, the ambulance and the transport of the patient to the hospital. Expenses for the physicians, specialists and the outpatient clinic were reimbursed with a median value per visit and correlated with the severity of heart failure. Medication was represented by the Anatomical Therapeutic Chemical Classification System Codes (ATC) C03, C07, C09 and their subgroups. Costs for the medication were calculated with Weibull functions. Expenses for visits to the physician and for prescriptions were based on data, covering over 11000 heart failure patients, provided through cooperation with an Austrian health insurance provider. Outpatient mortality rates were derived, but lacked clear indication of the cause of death. To regard the state of health NYHA classes could change after visits to outpatient care providers.

**Inpatient Care**

Admissions, as well as stays at intensive care units with additional individual medical procedures, were implemented based on a scientific cooperation with Austrian health care providers. A cohort of over 6000 heart failure patients, treated over the course of 10 years, could be collected with detailed information on their clinical pathways. Cost estimations were based on the Austrian Diagnosis-Related-Groups system (DRG), where hospital stays are grouped into procedure-oriented diagnosis-related case flat rates. Every case flat rate is associated with a defined length of stay, with an allotted point score that is reimbursed to the hospital.

Due to the nature of this calculation system, transgressions of the set treatment window had to be taken into account. Intensive care units (ICU) were modeled with Therapeutic Intervention Scoring System scores (TISS) that are associated with the grade of equipment of the ICU and thus the costs per day of treatment.

Median values or probability density functions can be chosen to simulate the lengths of stay, which correlate with the NYHA class. For the simulated scenarios the intensive care unit was simulated with a TISS score of 32 points, which equals a well-equipped ICU and lengths of stay for admissions were implemented as gamma functions. After the inpatient stay, potential improvement of the patients’ state of health was considered. Additionally, treatment specific mortality rates and NYHA class changes after the inpatient care were implemented.

**RESULTS**

In this work a novel heart failure model is presented that introduces an agent based modeling approach to a discrete event setting, focusing on the impact of the state of health on economic and health outcomes for conventional care. To outline some of the differences between the NYHA classes, a collective of 1000 patients was simulated over five years with 25 % being in each of the NYHA classes I to IV. Mortality rates for inpatient care strongly correlate with the NYHA class and have been implemented for the simulation runs. Outpatient mortality and NYHA class changes have been omitted for the simulated scenarios.

Figure 1 shows the development of the patient collective in terms of number of patients in each respective NYHA class. The dotted lines represent the standard deviation for the mean value, which is shown as solid lines.

![Figure 1: Number of Patients per Year and NYHA Class Considering Mortality (mean ± standard deviation)](image)

Arising costs for the outpatient and inpatient care can be seen in Figures 2 and 3. The dash-dotted line represents mean values of simulation results calculated without inpatient mortality. Again, the solid lines (including mortality) stand for the mean values and the dotted lines show the standard deviation for the iterations.
DISCUSSION

The equal distribution of NYHA classes for the simulation represents a severely ill collective of heart failure patients. Figure 1 shows that NYHA class IV patients have high inpatient mortality rates compared to the other classes. Of the initial 250 patients 93±7 are alive after five years. This rate would be even higher when accounting for outpatient mortality as well. In agreement with clinical data and literature, higher NYHA classes correlate with an overall increase in costs and mortality rates. Importantly costs for outpatient care display contrasting behavior. The difference of calculations with and without mortality is evident for NYHA class IV, which matches the expense level of NYHA class II patients after five years. Patients in NYHA classes II and III exhibit more consistent behavior and lower hospitalization rates. Due to calculations with only inpatient mortality rates, their costs are not as severely influenced. NYHA class I patients also had inpatient stays, which are negligible compared to the other classes. Compared to inpatient care costs for outpatient care do not correlate as strongly with the state of health. Since no evident information in the clinical data sets on the state of health of patients after visits to the hospital is available for outpatient care, the prescribed medication has to serve as a tool to distinguish different health states. In general heart failure has an unfavorable progression and thus a clear shift of the patients towards higher classes has to be expected.

The limitations of the simulated scenarios, such as the exclusion of outpatient mortality rates and NYHA class changes, are based on available information. Ongoing cooperation with health insurance and health care providers serve to overcome the lack of data in this field. The calculations of the conventional model have been verified and the model is in the phase of validation, based on clinical data and literature. Preliminary results show that the simulated scenarios correlate with findings in literature.

The implementation of the agent based approach is essential in order to observe model behavior and, as opposed to the model by Schroettner et al 2013, understand effects of different methods of care on individual level. Based on these improvements and the extensive data acquisition through mentioned cooperation, new research questions will be investigated after the validation phase, such as rehospitalization rates and comparisons of different telemedical and disease management approaches in dependency of patient profiles.

CONCLUSION

Simulated scenarios show that outcomes for the conventional care comply with findings in literature and clinical data. The built model represents a sophisticated tool to evaluate sustainable solutions for the treatment of heart failure patients. Ongoing cooperation with Austrian health insurance and health care providers are facilitating the validation process by comparing simulation results with clinical data. Following completion, the model will serve as a potential basis for decision-making in health care and thus contribute to the formulation and appropriation of holistic approaches in health care.
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ABSTRACT

Traditional survival models, including Kaplan Meier, Nelson Aalen and Cox regression assume a homogeneous population; however, these are inappropriate in the presence of heterogeneity. The introduction of frailty models four decades ago addressed this limitation. Fundamentally, frailty models apply the same principles of survival theory, however, they incorporate a multiplicative term in the distribution to address the impact of frailty and cater for any underlying unobserved heterogeneity. These frailty models will be used to relate survival durations for censored data to a number of pre-operative, operative and post-operative patient related variables to identify risks factors. The study is mainly focused on fitting shared and unshared frailty models to account for unobserved frailty within the data and simultaneously identify the risk factors that best predict the hazard of death.

1. Introduction

Survival analysis is a useful statistical method for answering questions that deal with the duration of events. Survival models have been used in several research fields to analyze data involving time to a certain event such as death, relapse and onset of a disease. Essentially the duration of a study is treated as the dependent variable and therefore proper definition of the investigation period plays a vital role in determining the number of deaths.

Although there are several types of non-parametric (Kaplan Meier and Nelson Aalen), semi parametric (Cox regression) and parametric techniques to analyze the survival times, these methods do not cater for unobserved heterogeneity. The introduction of frailty models overcomes this limitation. Fundamentally, the same principles from survival theory apply, however a multiplicative term is incorporated in the distribution being considered in order to model the impact of frailty.

These models provide a novel approach to survival problems and they encompass two main types of models, namely the unshared and the shared frailty models. In the unshared case a dataset is analyzed assuming that each individual has an associated distinct random effect. The shared case assumes that persons sharing a common factor, such as children born to the same mother or patients with a common health condition, may be analyzed group-wise. Entities within each group are assigned the same frailty effect, but varying heterogeneity levels are expected to subsist among the clusters.

The word frailty was first coined by Vaupel et al., (1979) where it was presented in their research on mortality and later extended by Hougaard (1984). They illustrated that although individuals appear physically alike, they have different threats independently associated to them. In 1984, Hougaard further observed that the difference between the Gamma and Inverse Gaussian distributions is derived from frailty instability among those still alive. In the former case frailty remained steady but in the latter case frailty dropped as individuals grew older. It was further noticed that the random effect had an impact on the hazard equation, which led to the concept that frail persons are bound to decline faster. This unobserved random effect is discussed by several authors in various papers.

Frailty techniques are generally employed to estimate the variance of unobserved risks among individuals. In the univariate scenario, a frailty is assumed to have a unit mean and variance and operates multiplicatively on the baseline hazard. Failure times of particular occurrences are the central purpose for such analysis, as the interest lies in understanding the proneness to some specific occurrence, such as illness. For instance one might be concerned with the recurrence times of smoking after withdrawal, or the time it takes until heart failure sets in. Most often in clinical applications, frailty may be regarded as a means of describing the biological age rather than the chronological age, due to various factors.

The utility of shared frailty models was first highlighted by Clayton and Cuzick in the 70’s where the authors emphasized the added benefit of including frailty when heterogeneity impact is common among individuals within a group. Each set has a distinct random effect, which in turn causes frailties to be interrelated. Furthermore, the distinction between a frailty model in the shared and the unshared case lies in the hazard function. Hougaard, and Whitmore & Lee enhanced developments on shared frailty models by addressing frailty by assuming a Weibull baseline hazard function and an Inverse-Gaussian frailty distribution. Flinn and Heckman in 1982 also made use of the lognormal distribution to address frailty.

Shared proportional hazard techniques were introduced primarily through the works of Therneau et al. (2000) and Ripatti and Palmgren (2000). These researchers implemented the penalized partial likelihood (PPL) method to elicit results on frailty models using either a Gamma or an Inverse Gaussian distribution. Subsequently in 2003, Klein and Moeschberger
presented an alternative approach to the PPL method by proposing the application of the expectation-maximization (EM) algorithm. The idea was to determine the variances of the maximum likelihood estimates from the information matrix. Moreover Therneau et al. (2003) proved a very important result, namely that the EM and PPL methods produce equivalent results for the gamma distribution. In fact this was confirmed in their studies which were implemented both in SAS and R.

In 2008, Jenkins developed an algorithm for STATA that allowed the inclusion of a univariate frailty term for discrete event times. He showed that despite the fact that the data comprises discrete event times it is possible to obtain reliable results similar to the continuous parametric techniques. A weakness of this method is that the heterogeneity term is only assumed to have a gamma or a normal distribution. Hence it is only possible to compare between discrete and continuous gamma frailty models. Some of the outstanding works on frailty used in this paper include Wienke (2011), Duchateau and Janssen (2008), Hanagal (2011), and Kleinbaum and Klein (2005).

2. Theory of unshared frailty models

The seminal work of Clayton and Cuzick in the late 70’s highlighted the utility of shared frailty models and stressed the added benefit of adding frailty when examining associations between models. As highlighted in the introduction, there are two types of frailty models to analyze survival data in the presence of unobserved heterogeneity. In unshared frailty models, the frailty is introduced at the observation level as an unobservable multiplicative effect,  on the baseline hazard function  such that:

\[ h(t|\alpha) = \alpha h_b(t) \]  

(1)

In this context,  is a non-negative random mixture variable where  and  when  is small, the values of  are located close to 1; however the values of  are more dispersed when  is large, inducing larger heterogeneity in the individual hazards  .

Let  denote the survival function of a life conditional on the frailty  and let  then

\[ S(t|\alpha) = e^{-\int_0^t h_b(s)ds} = e^{-\alpha \int_0^t h_b(s)ds} = e^{-\alpha M_b(t)} \]  

(2)

If observed covariates  are available then the hazard is proportional to the baseline hazard, where the constant of proportionality is the exponential term  . So model (1) becomes:

\[ h(t|X,\alpha) = \alpha h_b(t) \exp(\beta'X) \]  

(3)

where  and  is the vector of regression parameters.

The two distributions that are normally considered for the probability density function  of  are the gamma and inverse Gaussian distributions.

Given the simple Laplace transform of the Gamma distribution  , it is easy to derive the closed-form expressions of the survival and hazard functions. The exponential distribution is a special case of the Gamma distribution when the shape parameter  . If  has a Gamma distribution and  ,  its probability density function is given by:

\[ f(\alpha) = \frac{\lambda^k}{\Gamma(k)} \alpha^{k-1} e^{-\lambda \alpha} \]  

(4)

By setting  ensures that the model is identifiable and ensures that  and  . Moreover, the unconditional survival and hazard functions are given by:

\[ S(t) = \frac{1}{[1+\sigma^2 M_b(t)]^{1/\sigma}} \]  

(5)

\[ h(t) = \frac{h_b(t)}{1+\sigma^2 M_b(t)} \]  

(6)

Moreover, if observed covariates  are available for life  then the mean frailty and frailty variance for a life dying beyond time  are given by:

\[ E(\alpha|X,T > t) = \frac{1}{1+\sigma^2 M_b(t) \exp(\beta'X)} \]  

(7)

\[ \text{var}(\alpha|X,T > t) = \frac{\sigma^2(1+\sigma^2)}{[1+\sigma^2 M_b(t) \exp(\beta'X)]^2} \]  

(8)

The Inverse Gaussian distribution is also considered as a frailty distribution because similar to the Gamma distribution, simple closed-form expressions exist for the unconditional survival and hazard functions. If  has an Inverse Gaussian distribution and  ,  its probability density function is given by:

\[ f(\alpha) = \frac{\sqrt{\lambda}}{\sqrt{2\pi \alpha^3}} \exp \left[ -\frac{\lambda(\alpha - \mu)^2}{2\mu^2 \alpha} \right] \]  

(9)

By setting  guarantees that the model is identifiable and ensures that  and  . The unconditional density function, the unconditional survival and hazard functions are given by:

\[ S(t) = \exp \left[ 1-\frac{\sqrt{1+2\sigma^2 M_b(t)}}{\sigma^2} \right] \]  

(10)

\[ h(t) = \frac{h_b(t)}{\sqrt{1+2\sigma^2 M_b(t)}} \]  

(11)
If observed covariates $\mathbf{x}_i$ are available for life $i$ then the mean frailty and frailty variance for a life dying beyond time $t$ are given by:

$$E(\alpha | \mathbf{X}, T > t) = \frac{1}{\sqrt{1 + \sigma^2 M_0(t) \exp(\mathbf{\beta}^T \mathbf{X})}} \quad (12)$$

$$\text{var}(\alpha | \mathbf{X}, T > t) = \frac{\sigma^2}{[1 + \sigma^2 M_0(t) \exp(\mathbf{\beta}^T \mathbf{X})]^2} \quad (13)$$

Possible choices for baseline hazard include the exponential, Weibull, Gompertz, log-normal and log-logistics distributions.

3. Theory of shared frailty models

A generalization of the unshared frailty model is the shared frailty model, where the frailty is assumed to be group-specific. Basically shared frailty arises when the heterogeneity impact is common among individuals within a group, yet each set has a distinct random effect, which in turn causes frailties to be interrelated.

Suppose there exist $n$ groups and that group $i$ comprises $n_i$ observations associated with the unobserved frailty $\alpha_i$ for $1 \leq i \leq n$. Their hazard functions are given by:

$$h(t | \alpha_i) = \alpha_i h_0(t) \quad (14)$$

Let $S(t | \alpha_i)$ denote the survival function of a life conditional on the frailty $\alpha_i$ and let $\int_0^t h_0(s) ds = M_0(t)$ then

$$S\left(t_{i1}, ..., t_{in_i} \mid \alpha_i\right) = \exp\left[-\alpha_i \sum_{j=1}^{n_i} M_0(t_{ij})\right] \quad (15)$$

If observed covariates $\mathbf{X}_i$ for $1 \leq i \leq n$ are available then the hazard is proportional to the baseline hazard, where the constant of proportionality is the exponential term $\exp(\mathbf{\beta}^T \mathbf{X})$. Assuming that the survival times in group $i$ are independent, then model (16) becomes:

$$h(t | \mathbf{X}_i, \alpha_i) = \alpha_i h_0(t) \exp(\mathbf{\beta}^T \mathbf{X}_i) \quad (16)$$

where $\mathbf{X}_i = (x_{i1}, ..., x_{in})$ and $\mathbf{\beta} = (\beta_1, ..., \beta_p)$ is the vector of regression parameters. The conditional survival function on frailty $\alpha_i$ which is shared by all individuals in group $i$ is given by:

$$S\left(t_{i1}, ..., t_{in} \mid \mathbf{X}_i, \alpha_i\right) = \exp\left[-\alpha_i \sum_{j=1}^{n} M_0(t_{ij}) \exp(\mathbf{\beta}^T \mathbf{X}_i)\right] \quad (17)$$

The Gamma and Inverse Gaussian frailty models are often used mainly for their nice properties, particularly their simple Laplace transform. Popular choices for the baseline hazard include the Weibull and Gompertz distributions.

4. Application

The dataset used for the frailty model application comprised 365 Maltese patients who underwent aortic valve replacement from 1995 to 2014 at the cardiothoracic centre in a Maltese hospital. Although the ages of the patients ranged from 15 to 87, the vast majority were over 60. In fact it is well known that the risk of requiring heart surgery increases with age. All the patients were followed up after the operation. For those who died, the time of death was recorded in order to compute their survival duration. The majority of the patients were still alive by the end of the investigation period, and their survival times were set equal to the duration between the operation and the end of the investigation period. This type of censoring is non-informative, where observations are right censored.

The data for each patient was recorded by the surgeon conducting the operation. The predictors involved included pre- and post-operative factors, demographic and other patient related explanatory variables. Essentially, the dependent variable, Time is the survival duration after surgery recorded on a continuous scale. The variables Status is categorical indicating whether the patient died or survived by the end of the investigation period. This variable will be used to identify the censoring status of each patient.

The Logistic Euroscore estimates the predicted operative mortality for patients undergoing cardiac surgery. This risk measure of death has a metric scale. Mechanical+Graft is a categorical variable indicating the presence or absence of a mechanical valve during surgery with concomitant coronary artery bypass grafting. Xeno+Graft is a categorical variable indicating the presence or absence of a biological valve with artery grafting. The variable Bleeding records the blood volume, in millilitre, lost post-operatively until removal of chest drains. The variable Transfusion records the number of blood units transfused, where 1 unit corresponds to 250ml of blood. IABP is a categorical variable indicating whether an intra-aortic balloon pump was required to assist the heart to pump. Dialysis is a categorical variable indicating whether the patient was on dialysis due to kidney failure after the operation and the patient’s Age is measured in years. CTS records the duration of patients in the central treatment suite after heart surgery. It is a categorical variable (1-4, 5-10, 11-16, 17 days or more) and will be used as the grouping variables in the shared frailty models.

5. Results of the unshared frailty models

All the fitted models in this section are implemented as proportion hazard models and assume a Gompertz baseline hazard function given by:

$$h_0(t) = \lambda \exp(\beta_0 + \beta_1 x_1 + ... + \beta_p x_p) \quad \gamma$$

where $\lambda_i = \exp(\beta_{0i} + \beta_{1i} x_{1i} + ... + \beta_{pi} x_{pi})$ and $\gamma$ is an ancillary parameter. Table 1 displays the parameter estimates, standard errors and p-values of the non-frailty model.
The non-frailty model identifies four significant predictors of survival duration. The parameter estimate of Age (0.059) indicates that for every 1-year increase in age the hazard of death increases by 6.1%; the parameter estimate of Transfusion (0.192) indicates for every 1-unit increase in transfused blood the hazard of death increases by 21.1%. The parameter estimate of IABP (1.358) indicates that for patients requiring an intra-aortic balloon pump after heart surgery the hazard of death is 3.89 times in patients who do not require this device. The parameter estimate of Dialysis (1.392) indicates that for patients on dialysis due to kidney failure the hazard of death is 4.02 times in patients who do not have this condition. The parameter estimates of Logistic Euroscore, Mechanical+Graft, Xeno+Graft and Bleeding are not significant because their p-values exceed the 0.05 level of significance. The log-likelihood of the non-frailty model is -225.99 and the estimate of the ancillary parameter (0.069) is not significantly different from 0.

To apply the theory described in section 2, unshared Gamma and Inverse-Gaussian frailty models were fitted using Stata streg directives. Table 2 and Table 3 show the parameter estimates, standard errors and p-values of these two unshared frailty models. For both models, the parameter estimates of Age, IABP, Transfusion and Dialysis are significantly positive complementing the results of the non-frailty model. Moreover, the estimates of the frailty variance of the Gamma (5.24) and Inverse Gaussian (88.59) model are both significant, which implies that the data exhibits substantial frailty. In fact, the BIC of the Inverse Gaussian (497.42) and Gamma (501.91) frailty models are considerably lower than the BIC of the non-frailty model (510.97).

### 6. Results of the shared frailty models

#### Table 4: Estimates of shared Gamma frailty model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coef.</th>
<th>S.E.</th>
<th>Z</th>
<th>P &gt;</th>
<th>z</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-4.395</td>
<td>3.558</td>
<td>-1.235</td>
<td>0.217</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.053</td>
<td>0.024</td>
<td>2.254</td>
<td>0.024</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic Euroscore</td>
<td>0.043</td>
<td>0.045</td>
<td>0.945</td>
<td>0.344</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanical+Graft</td>
<td>0.646</td>
<td>0.927</td>
<td>0.698</td>
<td>0.485</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xeno+Graft</td>
<td>0.803</td>
<td>0.935</td>
<td>0.859</td>
<td>0.390</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transfusion</td>
<td>0.203</td>
<td>0.029</td>
<td>6.855</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bleeding</td>
<td>0.002</td>
<td>0.033</td>
<td>0.074</td>
<td>0.941</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IABP</td>
<td>1.120</td>
<td>0.426</td>
<td>2.626</td>
<td>0.009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dialysis</td>
<td>1.387</td>
<td>0.351</td>
<td>3.956</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gamma γ</td>
<td>0.081</td>
<td>0.040</td>
<td>2.025</td>
<td>0.044</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log (var α)</td>
<td>1.601</td>
<td>0.643</td>
<td>2.488</td>
<td>0.013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log-Likelihood</td>
<td>-220.813</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td>506.525</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Table 1: Estimates of non-frailty model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coef.</th>
<th>S.E.</th>
<th>Z</th>
<th>P &gt;</th>
<th>z</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-4.694</td>
<td>3.462</td>
<td>-1.356</td>
<td>0.175</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.059</td>
<td>0.024</td>
<td>2.458</td>
<td>0.014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic Euroscore</td>
<td>0.059</td>
<td>0.045</td>
<td>1.311</td>
<td>0.190</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanical+Graft</td>
<td>0.700</td>
<td>0.910</td>
<td>0.769</td>
<td>0.442</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xeno+Graft</td>
<td>0.788</td>
<td>0.913</td>
<td>0.863</td>
<td>0.388</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transfusion</td>
<td>0.192</td>
<td>0.029</td>
<td>6.621</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bleeding</td>
<td>0.001</td>
<td>0.003</td>
<td>0.333</td>
<td>0.739</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IABP</td>
<td>1.358</td>
<td>0.419</td>
<td>3.241</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dialysis</td>
<td>1.392</td>
<td>0.351</td>
<td>3.966</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gamma γ</td>
<td>0.069</td>
<td>0.042</td>
<td>1.643</td>
<td>0.100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log-Likelihood</td>
<td>-225.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td>510.975</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Table 2: Estimates of unshared Gamma frailty model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coef.</th>
<th>S.E.</th>
<th>Z</th>
<th>P &gt;</th>
<th>z</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-2.839</td>
<td>5.142</td>
<td>0.552</td>
<td>0.581</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.096</td>
<td>0.043</td>
<td>2.233</td>
<td>0.025</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic Euroscore</td>
<td>0.048</td>
<td>0.077</td>
<td>0.623</td>
<td>0.533</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanical+Graft</td>
<td>1.574</td>
<td>1.427</td>
<td>1.103</td>
<td>0.270</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xeno+Graft</td>
<td>1.873</td>
<td>1.872</td>
<td>1.001</td>
<td>0.317</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transfusion</td>
<td>0.200</td>
<td>0.091</td>
<td>2.198</td>
<td>0.028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bleeding</td>
<td>0.011</td>
<td>0.008</td>
<td>1.375</td>
<td>0.169</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IABP</td>
<td>3.895</td>
<td>1.066</td>
<td>3.654</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dialysis</td>
<td>3.239</td>
<td>1.076</td>
<td>3.010</td>
<td>0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gamma γ</td>
<td>0.317</td>
<td>0.089</td>
<td>3.562</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log (var α)</td>
<td>4.484</td>
<td>0.976</td>
<td>4.594</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log-Likelihood</td>
<td>-218.505</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td>497.419</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Table 3: Estimates of unshared Inverse-Gaussian frailty model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coef.</th>
<th>S.E.</th>
<th>Z</th>
<th>P &gt;</th>
<th>z</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-2.918</td>
<td>5.928</td>
<td>-0.492</td>
<td>0.623</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.113</td>
<td>0.045</td>
<td>2.511</td>
<td>0.012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic Euroscore</td>
<td>0.093</td>
<td>0.077</td>
<td>1.208</td>
<td>0.227</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanical+Graft</td>
<td>0.862</td>
<td>1.567</td>
<td>0.550</td>
<td>0.582</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xeno+Graft</td>
<td>0.995</td>
<td>1.568</td>
<td>0.635</td>
<td>0.525</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transfusion</td>
<td>0.297</td>
<td>0.058</td>
<td>5.121</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bleeding</td>
<td>0.003</td>
<td>0.006</td>
<td>0.500</td>
<td>0.617</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IABP</td>
<td>2.650</td>
<td>0.743</td>
<td>-3.567</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dialysis</td>
<td>2.722</td>
<td>0.651</td>
<td>-4.181</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gamma γ</td>
<td>0.331</td>
<td>0.067</td>
<td>4.940</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log (var α)</td>
<td>4.484</td>
<td>0.976</td>
<td>4.594</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log-Likelihood</td>
<td>-216.260</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td>501.975</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
To apply the theory described in section 3, shared Gamma and Inverse-Gaussian frailty models were fitted using Stata streg directives. The models are implemented as proportion hazard models and assume a Gompertz baseline hazard function. Table 4 and Table 5 show the parameter estimates, standard errors and p-values of these two shared frailty models. Both models, confirm that IABP, Age, Transfusion and Dialysis are significant. STATA has the facility to fit semi-parametric frailty models, which do not require any assumptions on the baseline hazard function. These models can also be implemented using the frailtypack in the R package, which uses the PPL (penalized partial likelihood) approach. However, this estimation method can yield different results when compared to the coxph approach. In frailty models these techniques work best when the random effects are significant. STATA has the facility to fit semi-parametric Gamma frailty models but not Inverse Gaussian models.

6. Conclusion

This paper presents two shared and two unshared frailty models assuming a Gamma or an Inverse Gaussian frailty distribution and a Gompertz baseline hazard function. This paper shows that in the presence of heterogeneous data these models provide a significantly better fit than non-frailty ones. For this data, the Inverse Gaussian assumption for the frailty distribution provided a better fit than the Gamma distribution.

An alternative approach to these parametric models is to fit semi-parametric frailty models, which do not require any assumptions on the baseline hazard function. These models can be implemented using the coxph directive in the R statistical software, where parameters are estimated using the EM (expectation maximization) algorithm, which iterates between two steps. The first step estimates the unobserved frailties and model parameters based on observed data. These estimates are used in the maximization step to obtain updated parameter estimates given the estimated frailties. The iterative procedure is continued until it converges. The likelihood includes both the observed data and unobserved frailties, which are assumed to be random. These models can also be implemented using the frailtypack in the R package, which uses the PPL (penalized partial likelihood) approach. However, this estimation method can yield different results when compared to the coxph approach. In frailty models these techniques work best when the random effects are significant. STATA has the facility to fit semi-parametric Gamma frailty models but not Inverse Gaussian models.
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