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PREFACE

EUROMEDIA’2006 follows on in the footsteps of past events in bringing
together several strands of computer media research to converge into a single
event, where media is the binding factor in all the applications, some of which
are pushing back the boundaries of what is scientifically possible to achieve.
This year’s event is no different, and we are sure that all will appreciate the
depth and expanse of this year’s presentations, for which we should thank the
authors.

As with any conference, EUROMEDIA also would not be possible without the
help and support of a number of people, and we would like to begin by
thanking all of the reviewers for their efforts, which have resulted in a truly
interesting and varied conference programme. We are also most grateful to
Fanuel Dewever of IBM Business Consulting Services for accepting to be our
keynote for 2006, whose talk will cover the Open and Collaborative Innovation
in a European Network of Living Labs, and of course to all of the paper
authors and presenters for their hard work, and their willingness to share their
results in the other sessions. Thanks also to the session chairs and other
delegates who we are sure will guarantee us a lively and thought-provoking
conference. Finally, special thanks are due to Philippe Geril, whose continued
dedication and hard work as the conference organiser has enabled us to
maintain the standard expected of EUROMEDIA events.

We sincerely hope that all of the delegates enjoy the conference, and that
other readers of these proceedings will be encouraged to participate in
EUROMEDIA events in the future. On behalf of all of EUROSIS, the
International Programme Committee, we welcome you to this event and look
forward to a successful conference.

Prof. Elpida Tzafestas
General Conference Chair
EUROMEDIA’ 2006
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SEARCHING SEMI-STRUCTURED DATA USING LANDMARKS
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ABSTRACT

This paper introduces landmark search operators for
extracting data from poorly formatted Web pages, plain text
files, and XML/SGML documents lacking grammars. The
emphasis is on ease of wuse, and a fast, simple
implementation, which can be readily ported to a wide
variety of host languages. There are two main operators:
one using unique textual landmarks to divide text regions
into smaller regions suitable for further search, and an
operator that searches for XML/SGML tag pairs, and
returns the matches as regions.

INTRODUCTION

Our aim is to create a simple, efficient set of methods for
document search and information extraction based on
finding landmarks in semi-structured data. Semi-structured
data includes: Web pages marked up with (often incorrect)
HTML, ASCII files, and XML documents lacking schema.

Although grammars exist for HTML (e.g. XHTML
(XHTML 2005)), the sad reality is that most Web pages
would fail a parsing test. Nevertheless, pages returned from
the same service often exhibit similar formatting, (e.g. book
pages from Amazon, sale item pages from eBay,
departmental home pages). This is either because the pages
are generated dynamically by server-side scripts using
common templates, or because the host organization
requires certain information to appear in certain places on a
page. In other words, although the pages may not be
grammatically correct, they do contain unique formatting
information, such as titles, section heading, and indenting.

An ASCII file is often treated as a stream of characters (or
bytes), as typified by UNIX tools. However, text files also
contain formatting elements, such as titles, headings, and
indenting. In common with Web pages, ASCII files
developed for a single site (e.g. a library's book catalog, a
school's class timetables) utilize common layout rules.

The general point is that semi-structured data which fails
grammar or scheme validation, or even lacks a grammar,
can still be searched by using the data's formatting
elements. These elements may be recurring strings (e.g.
"Section" at the start of each section), or patterns of white

space (e.g. two newlines at the end of each 'paragraph’). We
call these elements landmarks.

Although landmark search is aimed at data extraction from
Web pages and text files, it's also useful for XML/SGML
files. The markup tags can be treated as landmarks,
allowing landmark search to be employed instead of
grammar-based techniques.

In the next section, we introduce the basic landmark
operations. The third section contains examples showing
how landmark search can be applied to Web pages, text
files, and XML documents. The fourth section compares
our work with region algebras and regular expressions. The
final section draws some conclusions.

LANDMARK SEARCH OPERATIONS

The two basic search operations are match3() and
tagMatch4(). They both treat a document (be it a Web page,
text file, or XML document) as a region. match3() utilizes
landmarks patterns to search through the region, extracting
smaller regions delimited by the matching landmarks.
tagMatch4() performs a similar kind of search but using
XML-style tag pairs. A support class, called Regionlterator
(a Java iterator), can employ match3() or tagMatch4() to
search repeatedly through a region for matches.

The match3() Operation

match3() carries out a linear search from the start of a
region to find a landmark that matches the operation's start
landmark pattern. The search then switches over to looking
for a landmark that matches the operation’s end landmark
pattern. The result is a region separated into three parts: the
left, matching, and rest regions. The matching region is
usually of most interest since it lies between the start and
end landmarks.

The search result is shown in Figure 1.

start end
landmark landmark

parent | M |
region | % matching I
\ j\ region |}

left region - ~

rest region

/

Figure 1: A Landmark Search using match3()



Landmark searches can be applied to the component
regions, to 'zoom in' on areas of interest. When the
information has been located, the region can be converted
into a string, and manipulated using operations available in
the host language.

match3() can be defined more formally:
pr.match3(slp, elp) returns {lr, mr, 11}

where
pris {ag..a;, sly..sly, by..by, elg..ely, co..cu},
the parent region,

slp matches sly..sly, the start landmark,
and does not match anything in ay..a;,
slp is slpg..slpy, the start landmark pattern,

elp matches el..el,, the end landmark,
and does not match anything in by..by,
elp is elpy..elpy, the end landmark pattern,

Ir is {ay..a;, sly..sly}, the left region,
mr is {by..b}, the matching region,
1r is {by..by, ely..ely, cp..cy}, the rest region

Otherwise pr.match3(slp, elp) returns null.

A region is treated like a character sequence when being
searched. The "." symbol denotes a subsequence of
characters.

The meaning of the "matches" operation will vary
depending on the implementation; our Java prototype uses
string equality: x..y matches s..t if the two subsequences
contain the same text.

As the definition suggests, match3() can use string
operations to perform a linear search over the parent region.
The algorithmic complexity depends on the length of the
sequence, and the cost of the "matches" operation. In
general, if the landmark patterns are sufficiently small, then
the algorithmic cost is on average O(n), where » is the
length of the parent region.

The tagMatch4() Operation

tagMatch4() searches for tag pairs (e.g. <P> and </P>). On
the face of it, this operation seems unnecessary since the
tags could be represented by landmarks, and so found using
match3(). However, there are two reasons for employing a
separate method.

The first is that a start tag (e.g. <title>) may contain
attributes, and we want to record them in an attribute
region. The other reason is that tags may be nested (e.g. a
<ul> list may appear as an item inside another <ul> list).
The search ignores nesting, and finds the end tag which is
at the same 'level' as the start tag.

tagMatch4() carries out a linear search from the start of a
region to find a start tag that matches a supplied tag pattern.
If the start tag contains attributes, these are stored in an
attribute region. Then the search switches over to looking
for an end tag that matches the tag pattern, with the proviso
that the end tag must occur at the same level as the start tag.

The result is a parent region separated into four smaller
regions: the left, matching, rest, and (potentially empty)
attribute region.

Figure 2 shows the search graphically.

end tag
(at same level)

|
matching W |
\ region J

- /
Vo

rest region

] .

start tag

parent |
region

left region

L

Figure 2: A Tag Search using tagMatch4()

Any of the four regions can be searched further by applying
match3() or tagMatch4() to it.

tagMatch4() can be defined more formally:

pr.tagMatch4(tag) returns {Ir, mr, ar, rr}

where
pr is {ay..a;, sto..Sty, bo..by, ety..ety, Co..Cpn},
the parent region,

( "<"+tag+">" matches st,..sty, the start tag,
and ar, the attribute region, is null ) or
("<"+tag+" "+ ar..ar, +">" matches st,..sty,
and ar is {aro..ar,} ),
tag is to..t,, the tag pattern,
the tag pattern does not match anything in ay..a;,
counter =0,

startTag is "<"+tag+">" or "<"+tag+" " and
endTag is "</"+tag+">",

counter += count of startTag matches in by..b; —
count of endTag matches in by..by,

endTag matches ety..et,,, the end tag,
and counter ==

Ir is {ay..a;, sly..sly}, the left region,
mr is {by..b}, the matching region,
1t is {bg..by, ely..ely, co..cy}, the rest region

Otherwise pr.tagMatch3(tag) returns null.
As in match3(), "matches" uses simple character

comparisons between the tag pattern and the start and end
tags.



The notion of level is captured with a counter which
records the number of start and end tags encountered
between the matching start tag and its corresponding end
tag. The counter is incremented when another matching
start tag is identified, and decremented when an end tag is
encountered. The matching end tag is at the same level as
the original start tag when the counter returns to 0.

The complexity of tagMatch4() depends on the length of
the sequence, and the cost of the "matches" operation. The
tag patterns are sufficiently small that the algorithmic cost
is on average O(n), where n is the length of the parent
region.

The Regionlterator Class

The landmarks operations are not intended to be a complete
notation or language for text extraction. The host language
is expected to have the usual control structures for looping,
switching, and recursion, and (rudimentary) support for
strings.

For example, repeated search through a parent region,
looking for every matching region, can be coded using a
while-loop and match3() (or tagMatch4()). A fragment of
pseudo-code illustrates the idea:

Region r = /* region to be searched */
String slp, elp =
/* start and end landmark patterns */

while (r.match3(slp, elp) ==
{left, matching, attribute, rest}) {
// use matching region...
r = rest; // examine rest of region

}

However, searching for all the regions that match landmark
(or tag) patterns is such a common task, that we have
packaged it up inside a Regionlterator class. Several
examples of its use appear in the next section.

SEARCH EXAMPLES

This section contains three Java examples using the
landmark operations: details are displayed about a specified
Amazon.com book, price information is extracted from a
text file of airline fares, and statistics are collected from an
XML version of Macbeth.

Extracting Amazon Book Details

Given a book's ISBN number, details about its title, prices,
reviews, and sales ranking are extracted from the
Amazon.com page for the book, and printed to standard
output. Typical output is:

Retrieving Amazon's page for 0596007302

Accessing URL:http://www.amazon.com/
exec/obidos/tg/detail/-/0596007302

Title: Amazon.com: Books: Killer Game Programming
in Java

List Price: $44.95; Amazon Price: $29.67

Star Rating: 4-5; No. of Reviews: 3
Sales Rank: 6,236

The top-level region for the book's Web page is created,
then searched in various ways:

String AMAZON URL =
"http://www.amazon.com/exec/obidos/tg/detail/~/";

System.out.println ("Retrieving
Amazon's page for " + isbn);
Region topR = new Region (AMAZON URL + isbn);

System.out.println("Title: " +
topR.tagMatch ("title"));
showPrices (topR);
showReviewInfo (topR); // see below
showRank (topR) ;

The title is obtained by searching for the tag pattern "title".
This was determined by looking at the source code for
several Amazon book pages, and noting that their titles
were always wrapped in a "title" tag pair.

The version of tagMatch() used here only returns the
matching region, which is cast to a string in
System.out.println() by Region’s toString() method.

Amazon summarizes review details with a star rating (out
of 5), and the number of reviews. This part of a book's Web
page has the format:

<img src="http://.../common/customer-reviews/
stars-4-5.gif"

height="12" border="0" width="64" /> based on 3
reviews.

The long URL always ends with "common/customer-
reviews/" and a GIF file for the stars image. The
surrounding text contains many tables, links, comments,
fragments of JavaScript, and white space. The search can
ignore all of this by focussing only on the unique landmarks
in the source fragment:

private void showReviewInfo (Region r)
{
Region reviewsRegion =
r.match ("common/customer-reviews/", "review") ;
Region starsRegion =
reviewsRegion.match ("stars-",".gif");
Region numReviewsRegion =
reviewsRegion.match ("based on "," ");

System.out.println("Star Rating: " +
starsRegion + "; No. of Reviews:" +
numReviewsRegion) ;

}

reviewsRegion is created with match(), a simpler version of
match3(), which only returns the matching region between
the two landmark patterns. For the example above,
reviewsRegion will be:

{stars-4-5.gif"
height="12" border="0" width="64" /> based on 3 }

There is a space after the '3' at the end of the region.



starsRegion gets {4.5} from reviewsRegion, while
numReviewsRegion extracts {3}.

The approach used by showReviewInfo() is quite common:
first get fairly close to the required information with a
region that cuts away most of the irrelevant data. This
region should utilize landmarks which are unique across the
entire document. The data is obtained in the second stage,
using local landmarks next to the information, which only
have to be unique within the region (e.g. in reviewsRegion).

Looking for Airfares

We want to retrieve the cost of a roundtrip flight between
two cities from "airfares.txt". The information for a city is
formatted like the following example:

Roundtrip Fares Departing From BOSTON, MA To

$209 INDIANAPOLIS, IN
$189 PITTSBURGH, PA

The collection of roundtrip fares for a city start with the
"Roundtrip Fares" heading, a dotted line, then multiple
price lines. The lines end with two newlines before the next
city collection.

The first step is to iterate through the city information until
we find the desired 'from' city:

Region topR = new Region("airfares.txt");
showTripPrice (topR, "PHILADELPHIA", "PITTSBURGH");

private void showTripPrice (Region topR,
String from, String to)
// show price of flight from-->to
{
RegionlIterator tripRegions =
new RegionIterator (topR, "Roundtrip", "\n\n");
// iterate through the trip regions
while (tripRegions.hasNext ()) {
Region tripRegion =(Region)tripRegions.next();
Region fromRegion =
tripRegion.match ("From ", ", ");
if (fromRegion.contains (from)) {
// this trip is about <from>
showToPrice (tripRegion, from, to);
return;
}
}
System.out.println("No fares from " + from);
}// end of showTripPrice ()

The Regionlterator repeatedly searches for the landmarks
"Roundtrip” and "win\n" which delimit the collection of
roundtrip fares for a city. Each call to next() returns the
next collection, storing it in tripRegion. The 'from' city is
extracted by pulling the region between "From " and ", "
from tripRegion,. This corresponds to {BOSTON} in the
example above. If this is the desired city then showToPrice
() looks at each price line to find the city we are interested
in. This requires another Regionlterator:

RegionIterator priceRegions =
new RegionIterator (tripRegion, "$", ", ");

This iterator extracts the price and 'to’ city information from
each price line. For the fares table above, toRegions will
deliver {209 INDIANAPOLIS} and {189 PITTSBURGH}.
This example shows the utility of the Regionlterator for
repeatedly applying a landmark pattern.

How Worried is Macbeth?

We want to examine the play Macbeth by Shakepeare to
discover just how many times Macbeth talks about
"Birnam" and "Dunsinane" before his well-deserved end.
This is admittedly rather silly, but it illustrates the ease of
searching over a large XML file with complicated
formatting, without employing a grammar/schema.

Landmark search means that most of the XML formatting
can be ignored. The relevant parts for this task are the
SPEECH tag pairs which wrap up speeches. A SPEECH
block starts with a SPEAKER tag pair and one or more
LINE tag pairs. For example:

<SPEECH>

<SPEAKER>MACBETH</SPEAKER>

<LINE>That will never be</LINE>

<LINE>Who can impress the forest,
bid the tree</LINE>

<LINE>Of Birnam rise, and our
high-placed Macbeth</LINE>

<LINE>Reign in this kingdom?</LINE>
</SPEECH>

The code iterates through each speech block, and, if the
speaker is Macbeth, records the number of occurrences of
the words "Birnam" and "Dunsinane":

Region topR = new Region ("macbeth.xml");
Region speechRegion, speakerRegion;
String speechStr;

int numWords = 0;

RegionIterator speechlter =
new RegionIterator (topR, "SPEECH");

while (speechIter.hasNext()) {
// iterate through the SPEECH blocks
speechRegion = (Region) speechIter.next();

speakerRegion =speechRegion.tagMatch ("SPEAKER") ;
if (speakerRegion.contains ("MACBETH")) {

// is the speaker Macbeth?

speechStr = speechRegion.toString();

numWords += countString(speechStr, "Birnam") +

countString (speechStr, "Dunsinane");
}
}

System.out.println("No. words: " + numWords);

The Regionlterator uses a "SPEECH" tag pattern to iterate
through the speeches. The "SPEAKER" text is pulled from
the speech and if it contains "MACBETH", then the number
of times that "Birnam" and "Dunsinane" appear in the rest
of the speech are counted. Incidentally, the count for the
play is 10.

countString() is a simple method (written by us) that uses
String.indexOf() to search over the supplied string and
count the number of times a given substring is found.



COMPARISONS WITH OTHER APPROACHES

In this section we compare landmark search with region
algebras and regular expressions.

Region Algebras

Region algebras include PAT expressions (Salminen and
Tompa 1992), overlapped lists (Clarke et al. 1995), and
nested region algebras (Jaakkola and Kilpeldinen 1996).
They treat a region as a contiguous portion of text,
delimited by landmarks (also called anchors and match
points). The algebras typically allow relationships to be
expressed between regions, including 'precedes', 'follows',
and 'contains', and support operations for creating region
sets using union, intersection, and exclusion.

Landmark search employs a similar underlying model, but
without sets and most of the region operators; this
simplifies the model considerably. Also, tag-based
landmarks are singled out for extra support, due to their
importance.

WebL is a Web page manipulation language, with region
algebras underpinning its text search capabilities (Kistler
and Marais 1998). Its tag-based matching is similar to the
version of tagMatch() that returns only a matching region.
WebL employs regular expressions for matching against
unstructured text.

Regular Expressions

Regular expressions have problems searching over
structured text, the foremost being their default use of
leftmost longest match (Clarke and Cormack 1997). That
search mechanism is a good choice when the text is being
tokenized into numbers or words, but consumes too much
data when applied to repeating text patterns. Regular
expressions are also unable to count, making it impossible
for them to deal with arbitrarily nested elements such as
tags.

Regex libraries, as found in Perl 5 and java.util.regex, have
introduced lazy quantifiers (Friedl 2002), which can
simulate simple forms of landmark search. However, the
formulation also needs to employ other extensions such as a
multiline mode, back references, word boundaries for
repeated search, and numerical quantifiers. Even with these
additions, regexs are still unable to correctly handle
searches involving nested tags.

CONCLUSIONS

Landmark search consists of two basic operations, match3()
and tagMatch4(). match3() utilizes landmark patterns to
identify regions within a parent region, while tagMatch4()
uses tag pairs to find regions. Repeated application of these
operations can be carried out using a Regionlterator class.

Although landmark search only employs a few operators, it
is capable of extracting information from poorly formatted
Web pages, plain text files, and XML documents lacking
grammars or schemas.

The underlying aim of this work was to develop a small set
of operations, that could be easily understood, readily
added to a host language, and efficiently implemented. This
contrasts with feature-rich alternatives, such as region
algebras and regex packages.

A prototype Java implementation of the landmark operators
(together with examples) can be downloaded from
http://fivedots.coe.pau.ac.th/~ad/ landmarks.
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ABSTRACT

In recent years, an increasing number of applications, such
as GPS, time series, vehicles, humans, orbital objects and
medicine field, deal with multimedia objects and moving
objects. Depending on the applications, we distinguish
between continuously moving objects, where the database
is continuously updated, and discretely moving objects,
where a limited number of states are recorded. A
multimedia object moves and evolves in time. Several e
multimedia object types evolution can be distinguished
such as physical, semantic, relational, etc. In this paper we
present a multimedia data model M? and its corresponding
query model M’Q. The extended model is able to
represent, on the one hand, the several features of
multimedia objects and, on the other hand, consider the
continuous, and the discrete, object evolution and
movement in time.

KEYWORDS
Multimedia temporal model, Multimedia temporal query

INTRODUCTION

Multimedia data have become available at an increasing
rate, especially in digital format. There has been a
tremendous need for the ability to store, query and process
non-traditional data in a wide variety of applications.
Multimedia data content are described through several
feature layers: Low level or physical features such as color
and texture, semantic or metadata features, and high level
or relational features. In recent years, an increasing
number of applications such as GPS, time series, vehicles,
humans, orbital objects, video surveillance and medicine
field have two major focuses: Multimedia data and moving
objects.

Moving objects are objects whose positions changes and
states evolve in time. This evolution is widely studied in
several works defining moving objects trajectories.
(Abdessalem et al. 2000). Two types of moving objects can
be distinguished: Continuously moving objects and
discretely moving objects (Bohlen and Gutting 2000). The
former type has been used in several video database
management systems (VDBMS) (Ulusoy and Donderler
2004) providing an integrated support for spatio temporal
queries. In the second type, databases cannot be
continuously updated, so a limited number of states are
recorded. Real states between two reported ones are not
exact but they can be estimated. For this reason, several
uncertainty models have been proposed and can be applied
to each point of a moving object.

Moving objects queries contains spatio-temporal relations,
numerical values expressing the velocity, the acceleration
and other additional values.
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Due to their multi-features representation, several types of

multimedia object evolution can be distinguished:

=  Physical evolution: Is a state modification of one or
more physical feature in time. For instance, a
multimedia object may undergo a shape deformation
during a certain period of time. For example human
cells deformation is observed to study a tumor
situation.

=  Semantic evolution: Is a state modification of one or
more semantic features in time. The role of a
multimedia object may changes and evolves in time.
For example an assistant manager may become
manager in two years.

= Relational evolution: Is a modification of the relations
between objects. In a video scene, relations between
moving regions evolve on time. For example in a
formula 1 Grand Prix, two different situations may
occur at two different times t0 and t1: Renault BEHIND
Ferrari and Ferrari BEHIND Renault.

=  Position evolution: A multimedia object displaces and
changes position, velocity and direction continuously
or discreetly.

The existing approaches does not take into considerations
all of the above evolution types. We do believe that there
is a real need of a multimedia data model and multimedia
query model, able to represent both, the several features
of multimedia objects, and the evolutionary nature of
objects in time.

In (Chalhoub et al. 2004), the authors presented a
multimedia data model and a multimedia query model
considering the several types of features. However, this
model does not take into consideration the time evolution
of objects. In this paper, we extend the M? data model to
represent the time evolution of a multimedia object by
integrating the time component. We also extend the M*Q
query model of (Chalhoub et al. 2004) in order to express
moving objects queries and features evolution. These
queries contain spatio-temporal relations, numerical values
expressing the velocity, the acceleration and other
additional values. The extended models of the multimedia
data model M” and the query model M’Q are able to
support continuously and discretely moving multimedia
objects.

The paper is organized as follows: In the next section, we
give the three motivation examples, then we present some
interesting works related to moving objects, and in the
sections that follow, we explain our proposal with
validation examples.

MOTIVATION
To motivate our proposal, we give the following three
examples of multimedia evolutionary objects:



Example 1

A police-monitoring camera takes continuously video shots
of the circulation on main roads. The captured videos are
stored in a database. The police can query the database to
extract useful information about suspect circulations. For
example:

Q1 :Find all videos containing a car lik going 3
miles toward the east with a velocity of 100 miles/h
between 7:00 AM and 7:15 AM and then 2 miles toward the
northeast between 7:16 AM and 7:30 AM

Example 2
In cancer research field (BC cancer research),
cytotechnologists are interested about the localization and
the states of the cells in time. They study the tissue growth
process where each cell is defined by some internal states
which include: its capacity to divide, its position in the
tissue, its age, and its displacement capacity (speed at
which a cell may migrate from the basal lamina to the
lumen). In addition, they study the collision that may
occur with its neighbors while moving form a location to
another in time.
Several queries can be formulated to obtain statistics about
cells having similar behavior inside the tissues in time.
These statistics may help physicians to expect the evolution
of the metastasis of the cancer. For example:
Q2: Find all cancers cells images having the following
trajectory inside the tissues between a start time t0 and t0
+10:
= At time t0=I, the cancer in position (3;5) with a
velocity 12
= At time t1=2 the cancer in position (3.3; 5.9) with a
velocity 13

Example 3

To understand the effect of a nuclear weapon during an
attack, one measures the width and height of the nuclear
cloud and studies its development in time after the burst.
(global security). In fact, the development of nuclear clouds
is divided into three stages: fireball, burst cloud, and
stabilized cloud. The duration of each stage depends on the
yield of the weapon. The development of the clouds in time
may give an idea about the type and the effect of the
weapon.

Based on archive information stored in a multimedia
database, the scientists may ask several questions about the
cloud behavior in time. For example:

Q3: Find all nuclear weapon type inducing a mushroom
cloud development like the following images:

Figure 1: Nuclear cloud evolution in time.

In the first example, the movement of the red car is
continuously updated in the database by the monitoring
camera. The query contains physical, semantic and
temporal features in addition to spatial relations. In the
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second example, the cancer evolution is updated discretely
and the query looks for images containing cancers evolving
in time, with similar given trajectory. The third example
describes the physical evolution of the object in time.

RELATED WORK

Moving objects and trajectories applications are widely
studied in the literature. Depending on the application
domain, models for continuously or discretely moving
objects have been provided. In this section we give an
overview of each of the two moving object types modeling.

Continuously Moving Objects
These objects are stored in a continuously updated database
and has been used in several video database management
systems (VDBMS)
Several works and applications on continuously moving
objects are presented in the literature. In (Mokhtar and Ibarra
2002), the authors present the object location X in the space
R" using the linear function X = At + B where, A and B are
two vectors in the space R". A trajectory is expressed by
disjunction of linear functions. For example, an aircraft
movement is represented by the disjunction of the two
following functions:
X=(2,-1,00t+(-40,22,30)0<t<21
X=(0,-1,-5)t+(2,23,35)21 <t<22
This disjunction represents the aircraft movement to the
south and then changes direction at a time 21. This model
is able to answer queries concerning the past, the present
and the future aircraft movement in a given location.
In (kubica et al. 2004), the authors study the problem of
intersection between a trajectory and a region. They define
the trajectory (track) according to temporal space of D
dimensions . Two types of trajectories are define: quadratic
trajectory (g(t) = at® + bt = ¢) and linear trajectory (g(t)=at
+b).
An interesting application on trajectories, concerning traffic
calculation, is presented in (Nirvana 2002). The essential
goal of this application is to transform the flux of raw data
in a trajectory and then to make an aggregation of similar
trajectories to form one of it. They define the spatial unit
the minimal zone of interest in trajectory. Based on this
definition, they propose a method for trajectory
aggregation.
The techniques of the differential geometry and multi-
dimensional vectors are used to represent the moving
objects in (Xu et al. 2001). The authors define a moving
point as a function of vectors P(t) = (;i(t), pn(t).., pu(t))
where each p;(t) is a continuous function. The velocity of P
vel(P) is defined as the first derivative of P and the
acceleration acc(p) is the derivative of vel(p).
Query processing for video databases is widely studied in
the literature. In (Ulusoy and Donderler 2004) the authors
define queries to retrieve moving objects segments within a
video clip. The moving object trajectory is modeled as tr (v,
0, V, K) where:
= v Is the object identifier
= @: Is the list of directions [@y, ¢2,..., ©y]
=y Is the list of displacements of the object v = [vy,...,
y,] where y; >0, 1=1..n
=« Is the list of time intervals displacement.
In this model, the movement object displacements are
recorded in the database with their corresponding directions
and time intervals. The object trajectory query, as described



in this work, takes into consideration the displacements and
the direction lists. In addition, the authors define a
trajectory matching measure based on displacement and
directional similarities. One more work on video modeling
is presented in (Szafrom et al. 1996) where the Euclidian
displacements and the directions of moving objects
constitute the trajectory elements.

Discretely Moving Objects

Due to several factors, like bandwidth limitation and sensor
sensitivity, a limited number of states of discretely moving
objects are recorded in the database. Several discrete
models have been proposed in the literature.

Individuals’ geo-spatial movement is studied in (Hornsby
and Egenhofer 2002) where an individual's movement is
presented by a lifeline including the different location
visited by the individual with corresponding times. The
basic element of this line is a triplet <Id, Location, Time>.
This triplet expresses an individual's location at a certain
time. In his displacement, from one point P1 (X, yo, ty) to
another point P2 (x4, yy, t;), an individual can visit several
locations. This movement is modeled by two half cones
Bead lifeline. The first half cone represents the progress of
the individual going from location P1. The second
represents the individual's displacement toward P2. This
model is able to answer several queries. For example:

= [s it possible that an individual A was in the position
(XA7 YvA)‘7

=  For how long B would have remained in (X4, Y4)?

= In which location the individual C can be at time t?

Another trajectory modeling is presented in (Nirvana
2005). In this work the authors design the trajectory as a
sequence of positions <time, location>. They define the
similarity between two trajectories according to time and
location. They identify three classes of similarity of the
trajectories: Temporal, spatial and spatio-temporal
similarity.
Uncertainty model has been the focus of several studies on
discrete moving objects. In (Kalashnikov et al. 2003), the
authors define an uncertainty model and classify
probabilistic queries. In (Baiely et al. 2004) one presents
update policies in uncertainty model. In addition the
authors define the linear interpolation between reported
locations. Similarly, future locations are extrapolated by
extending the most recently reported velocity. Another
interesting study on moving objects and trajectories is
presented in (Byunggu 2005). This work deals with CCDO
(continuously changing data objects) due to the variety of
spatio-temporal application such as vehicles, humans,
economic indicators, etc. The authors define the concepts
of CCDO database as follows:
= (CDDO: consists of several temporal properties and
sequences of trajectories
= Trajectory: consists of dynamics and a function f:
time—>snapshot.
=  Snapshot: represents a probability of every state in the
data space at a specific point in time
=  State: is a couple <P, O> where P is a position and O is
an optional property list like velocity, acceleration, etc.
=  Dynamics: represents the upper and lower bounds of
the optional properties of all states in the trajectory
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The representation of moving objects in GIS is addressed in
(Abdessalem et al. 2000), where the discrete nature of
instruments, the storage system limitation and bandwidth
lead to representation problems of continuous movements.
In this work, the authors formally present the coverage of
all possible trajectories between two consecutive discrete
observations. They define the movement of the object as a
finite subset of the Cartesian product TxG where T = {ti, t2,
..ya set of time instants and G = {g1, g2, ..}a set of
geographical constants for points, lines and polygons.
Using one more set N = {ni, n2,..}of integers representing
speed and acceleration, the authors define several
movement operations like projection, restriction and
topological-temporal operations. These operations are
useful in spatio-temporal queries.

Conclusion

All the works in this section describe moving objects
models and queries. Some of these works deal with
continuously moving objects while others deal with
discreetly moving objects and corresponding queries.
Moving multimedia objects may belong to both types.
Therefore, there is a real need of a multimedia data and
query models taking into consideration the evolution of
semantic, physical and spatial features in time.

PROPOSAL

In this section, we extend the M’ multimedia data and
query models presented in (Chalhoub et al. 2004), by
integrating the time component to express the multi criteria
evolution of a multimedia object in time. We give query
examples to show how the extended model is able to
support continuously and discretely moving multimedia
objects.

M? Multimedia Data Model Extension

In (Chalhoub et al. 2004), the authors presented a

multimedia data model Mz(id, O, F, A, R) able to improve

multimedia management systems by providing a modeling

framework to express the properties of data items and the

meta-data at different levels. The key feature of the model

is that it captures in a single modeling the low-level

features, the structural and semantic properties, and the

relationship descriptions.

As we mentioned above, multimedia object features evolve

in time. To express this evolution, we integrate the time

component T. This component represents a time interval

expressed as: T= [ts, te] where ts is the start time and te is

the end time. T can be reduced to one point when ts =te.

To represent the status of the object at each time instant, we

extend the model M” (id, O, F, A, R) to the model M? (id,

O(1), F(t), A(t), R(t)) Where:

= Id is a unique identifier associated to an object
whatever the time. It is used to differentiate an object
from any other object. Id never evolves with time

= O (1):(0, T) is a reference to the raw data of the object
at time interval T. The raw data of the object may
evolve with times. The object O may undergoes a
shape or a color evolution

= F (T): (F, T)=((Descriptor, Model, Value), T) is a
feature vector representation of the object O at time
interval T. In this component, we represent the
physical evolution of the object. For instance, a colour
histogram may have two different values in two
different time intervals. We integrate also in this



component motion values expressing the displacement
value and several numerical values expressing the
velocity, the acceleration, and etc. These values are
defined and integrated as follows:

= Dep: is the displacement normalized value or
distance during the time interval T. Dep equal zero
in the case of one point time interval T

= Pos: Express the position of the object in the space
at the time ts of the interval T

=  Op: Express numerical optional values like
velocity and acceleration of the object

= A(D): (A, T)=((ES, Sem_F), T) contains meta-data at
time T. In this component, we can also represent the
semantic evolution of the object. For instance, the
geographical location of the same moving objects may
change between two time intervals without any
physical evolution. For example the objects moves
from a city to another.

= R((T): R, T)=((SI = {id;, i = 1.n}, S2 = {id; , j
1.m},Re = {Rel,, k = l..p}), T) This component
represents zero or more relationships between objects
at time T. The sets S1 and S2 can be empty when they
represent the object itself and to express relations
between the object itself in two different time intervals.
We integrate in this component the value Rel. This
value represents the relation (directional or
topological) between the object during [tsi, tei] and the
same object during the previous interval [tsi-1, tei-1].

Examples
Let us study the evolution of the object image I presented
in Figure 1 of Example 3. The nuclear cloud evolves in
time as: At time T, the object represent the fireball, at times
T, and T,, it represents the burst cloud with height
evolution between T, and T;. And at time T4 the object
represents the stabilized cloud. We represent the object I
evolution as follows:
=  LF(T) component at time T=Tj:
= Descriptor: pos
e  Model: GPS
e Value: 100 ; 33;14
= Descriptor: Height
e Value: 15
(o] T: T()
=  LA(T) component at time T=T:
= Sem_ F.Type : Model
= Sem F.Desc: Fireball
o T:T, 0
=  LF (T) component at time T=T):
= Descriptor: pos
e  Model: GPS
e  Value: 100 ; 33;14 (same)
= Descriptor: Height
e Value: 30
(@] T: T 7

= LA(T) component at time T=T;:
= Sem_ F.Type : Model
=  Sem F.Desc: burt cloud
o T:TI
= LR (T) component at time T=T),
o ({},{}, {*Double Height"})
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(] T: T 7

In this component, we express the height evolution
of the object I between the two times instant T,
and T,. The Double Height relation express the
evolution of the nuclear cloud form a stage to
another

In the above example, we represent a discrete moving
object where the database contains the status of the object
at discrete times: TO, T1, T2 and T3. In the following we
show how our model is also able to represent continuously
moving of the object M (red car) of the example 1.

= M.F(T) at time T=[7:00, 7:15]

= Descriptor: Color
e Model: RGB
e Value: [255, 1;10]

= Descriptor: OP
e Model: Velocity mile/H
e Value: 100

o T=[7:00,7:15]

= M.A(T) component at time T=[7:00 , 7:15]
= Sem F.Type : Dep in miles
=  Sem F.Desc: 3/
o T=[7:00, 7:15]
=  M.R(T) component at time T=[7:00 , 7:15]
o ({}, {}, {"East™})
o T=[7:00, 7:15]

The value of T can be different in two different
components. Indeed, an object can evolve physically at a
time T without evolving semantically.

The extended model is able to support and to represent the
two types continuously and discretely moving objects.
Indeed, in the first type, the movement is represented at
each time interval [ts, te] with the displacement, relations
and other movement related information. While in the
second type, the time interval is reduced to one point (ts =
te). The position of the object at time is recorded and the
displacement value Dep is null.

In the next section we show how we extend the multimedia
query model M?Q. The extended model will be able to
represent multimedia queries able to deal with multimedia
moving and evolving objects.

M’Q Multimedia Query Model Extension

In (Chalhoub et al. 2004), the authors define a query model
M2Q (idq,0q,Fq,Aq,Rq) of the data model M2 They
consider several types of query: metadata-based, content-
based and multicriteria-based query. In this section, we
extend the M’Q to represent also multimedia queries able to
deal with multimedia moving and evolving objects. We
describe the extended query model as follows:
MZQ(idq,Oq(T), FQ(T)ﬂAq(T)aRq(T)) where:

= T, integrated in each component, is a set of N
consecutive time intervals. T={[Ty;, T} [=1..N
= In the component Fq(T), the motion values are
represented as follows:
o Dep: is a set of N consecutive displacement
values. Each displacement corresponds to a time
interval of the set T



o Pos: is a of N positions in the space. Each position
corresponds to the time Tj; of each time interval in
the set T.

o Op: is a set of N numerical vectors expressing S
numerical optional values like velocity and
acceleration of the object. Each numerical vector
corresponds to a time interval of T

= In the Ry (T) component, Rel is a set of N consecutive
relations. Each relation corresponds to a time interval
of T and to a displacement of Dep.
The time intervals and motion values express the movement
trajectory query. In continuously moving objects, a
trajectory is expressed by a series of displacement and a
series of relations over a series of time intervals.
In discretely moving objects a trajectory is expressed by a
set of triplet (pos, t, Op) where t represents the time interval
reduced to a point (T; = Ty;). It expresses the recorded time
in the database where the object was in position pos with
the numerical options Op.

Examples:

To better illustrate our model, let us study the following
query examples:

To represent a query of continuously moving multimedia
object, we consider the query Q1 of the Examplel. We
represent the query as follows:

Q1: (idg, , Fo.* = (({3, 2},{},{100, 100}), {[7:00,
7:15], [7:16, 7:30]}), Aq.ES=‘video ‘', Rq.*= ({}, {},
{east, north},{[7:00, 7:15], [7:16, 7:30]})) where:
o InF(T) component:
o {3, 2} is displacement set
{} Positions set
{100,100} is the velocity set
{[7:00, 7:15], [7:16, 7:30]} is the consecutive
time interval set.
o In Ry(T) component:
o {East, north}
relations
o {[7:00, 7:15], [7:16, 7:30]} The time interval
set corresponding to the consecutive relations
set.
The query Q1 can be expressed in SQL as follows:
SELECTT * From M (t) Where Q1.0, Similar to M’.O and
M.F contains( (Dep= 3 ~ OP=100 ~ T=[7:00, 7:15]) *
(Dep= 5 *~ OP=100 *~ T=[7:16, 7:30]) and M
Aq.ES= video * and MR contains((({}, {}. {east}) "
T=[7:00, 7:15] )(({}, {}, {north)"T= [7:16, 7:30]))

O 0 O

is the set of consecutive

To represent a query of discretely moving multimedia
object, we consider the query Q2 of the Example2. We
represent the query as follows:
Q2: (idq, , Fo.* = ({}, {Posi i=1..N}, {vel;, i=1..N},
{Ti, i=1..N}), Aq.ES= ‘X-Ray *,,}) Where :
o In Fq(T) component:
o {}:Is the displacement set
o {Pos; i=1..N}: Is the consecutive positions set
o {vel, i=1..N}: Is the consecutive velocities set
o {T, i=1..N}: Is the corresponding point times
set

o Ry(T): null
The query Q2 can be expressed in SQL as follows:
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SELECTT * From M*(t) Where M*.F contains( (pos= pos;
A OP=vel; » T=T;, I=1..N)) and M* Aq.ES= ‘X ray °.

CONCLUSION

In this paper we presented a multimedia data model and
multimedia query model, able to represent both, the several
features of multimedia objects and consider the
evolutionary nature of objects. The defined model is able to
present and query different type of multimedia object time
evolution. In addition, our model is able to deal with
continuously and discretely moving objects.

Due the several features types of multimedia object and the
evolutionary nature of each feature, cooperative query may
be useful to improve the users requests and result. Query
rewriting and constraint relaxation is one of the cooperative
queries techniques. In our future work, we propose a query
rewriting method in the framework of multimedia moving
objects and trajectories
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ABSTRACT  In the ubiquitous society, text information is
one of the most important communication methods and a
variety of text information is always displayed on cellular phone,
navigation system, DTV, etc. Therefore, it is strongly demanded
to improve legibility of text on displays. However, typical
design process of fonts for specific devices requires a long
development period, whereas print type has been gradually
developed in long history. In this paper, considering gravity
center on characters, which makes a large impact to legibility, a
contour-based evaluation method of gravity center has been
proposed. Based on the proposed evaluation method, the
correlation between the legibility and the dispersion of gravity
center on characters has been illustrated.

1. INTRODUCTION

The technical progress of electronic display devices
drastically improves a resolution of displays. These electronic
displays are expected to offer higher legibility and higher
quality of fonts, which is one of the most important factors of
contents. However, since fonts have been designed manually
for each display and for each size of characters, in case of
embedded system equipments, the quality of fonts depends on
designer’s sensitivity and the enormous design costs are
required. Furthermore, due to the subjective evaluation of
quality, it is very difficult to maintain the quality of fonts, and to
transfer the know-how of fonts design.

In order to reduce the design costs of fonts and to improve
the quality of fonts, the quantification of design processes,
which depends on human sense, must be performed. However,
it is very difficult to quantify the beauty, which is one of the
main quality factors, since it depends primarily on one’s
sensuousness or preference. On the other hand, the legibility of
fonts is less influenced by the individual sense, and thus can be
quantified as an indicator of quality.

Motivated by this tendency, in the process of designing fonts,
we have considered gravity center on characters (S. Okada et al.
2002, A. Kotani et al 2003), which has a large impact to the
legibility of fonts. Although font size and serif may also have
some relation on the legibility of fonts (M. L. Bernard et al.
2003, A. Arditi and J. Cho 2005), gravity center plays more
important role in case of Japanese and Chinese character, where
many of strokes are drawn crowdedly.

However, conventional methods (M. Yoshimura and T. lijima
1970) can not obtain tolerable accuracy of gravity center on
characters (A. Kotani et al. 2003). Thus, we have proposed the

15

contour-based evaluation method (A. Kotani et al. 2004, 2005)
of gravity center on characters. This method can greatly reduce
the design cost of fonts as well as contributing to the
stabilization of quality of fonts, mainly because gravity center
on characters, which is originally evaluated by a subjective
method, can be quantified. In order to speed-up the evaluation
of gravity center, it is preferable to accomplish a series of
processes in the proposed method automatically.

In this paper, we propose the modified contour-based
evaluation method with convex hull algorithm. The proposed
method can perform completely-automatic and high-accuracy
evaluation of gravity center on characters, and can be embedded
to font designing tools. Moreover, we apply the proposed
method to legibility evaluation of fonts.

The paper is organized as follows. In Sect. 2, we describe
subjective gravity center on characters. In Sect. 3, the
contour-based evaluation method of gravity center on characters
is proposed. Section 4 assesses the correlation between the
legibility and the gravity center on characters. Finally this paper
is concluded in Section 5.

2. GRAVITY CENTER ON CHARACTERS
As shown in Figure 1, gravity center of a character is the

psychological balanced point of the character, which is usually
to nonidentical center of body frame.

<4— Body frame

Center of body frame

NS Subjective gravity center
of character

Figure 1: Subjective gravity center of character and
center of character frame.

Figure 2 shows two typefaces on vertical and horizontal
typesetting; typeface A is designed for both vertical and
horizontal typesetting, while typeface B is designed for vertical
typesetting. In case of vertical typesetting, the legibility of font
depends on the horizontal dispersion of vertical lines passing
through gravity center of characters. On the other hand, in case
of horizontal typesetting, it depends on the vertical dispersion of
horizontal lines passing through gravity center of characters. As



shown in Figure 2(a), in each typeface, the vertical lines, which
are passing through gravity center of characters, almost form a
straight line. This demonstrates that each typeface have high
legibility in vertical typesetting. On the other hand, as shown in
Figure 2(b), horizontal lines passing through gravity center of
characters disperse in case of typeface B, which results in poor
legibility.

Typeface A Typeface B
(a) Subjective center on vertical typesetting

Typeface A

Typeface B

(b) Subjective gravity center on horizontal typesetting

Figure 2: Subjective gravity center on character.

3. EVALUATION METHOD OF GRAVITY CENTER ON
CHARACTERS

In this section, the circular frame-based subjective evaluation
method of gravity center on characters (A. Kotani 2005) and the
convex hull contour-based evaluation method of gravity center
are to be described.

3.1. SUBJECTIVE EVALUATION METHOD OF
GRAVITY CENTER ON CHARACTERS BY USING
CIRCULAR FRAME

Conventional subjective evaluation method of gravity center
on characters, in order to achieve high accuracy, has to be
performed by an evaluator who has adequate experience of font
design. However, such an evaluator is very scarce, and even
enormous evaluation cost, e.g. about 40 minutes per character,
has been required for font design.

In order to reduce the evaluation cost for subjective gravity
center on characters, we conduct hearings at the company with
high degree of expertise and lot of know-how for lettering in the
commercial printing. Herewith, we propose the subjective
evaluation method of gravity center on characters by using
circular frame. The procedure of proposed subjective evaluation
method is as follows (see Figure 2).

1) A black circular frame with white background is
displayed on the high-resolution LCD of a laptop PC. In
this case, the circular frame has 450-dot diameter and
1-dot thickness, and the resolution of LCD is 178 dots
per inch.

2)  The target black character, which has 150-dot height, is
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placed in the center of a circular frame. The position of
the character is adjusted by using cursor control keys.

3) In the coordination system as shown in Figure 3, the
center of circular frame is determined as gravity center
on the character.

Hereinafter, in this paper, evaluations of gravity center on
characters are performed on the coordination system as shown
in Figure 3.

In order to maintain the high precision of evaluations, we
make a subjective evaluation of gravity center on characters
according the following rules.

1) Evaluation must be performed from various angles, as
shown in Figure 4.

2) Evaluation must be performed by a pair of evaluators
alternately.

3) Evaluators must be picked up from five evaluators, and
the average of ten evaluations is adopted.

Figure 2: Environment of subjective evaluation.

yA (150.150)

00) > x

Figure 3: Coordinate system.

Figure 4: Evaluation trial.

The proposed subjective evaluation method is so simple that
the evaluation can be performed not by designers but by testers,
who have some experience to check the quality of characters.
Therefore it is easy to assemble the human resources. It should
be stated here that the proposed evaluation method also reduces
the evaluation costs down to 24 minutes per character.



3.2 CONTOUR-BASED EVALUATION METHOD OF
GRAVITY CENTER ON CHARACTERS

When designers perform evaluation of gravity center,
designers generally does not measure from strokes of character,
but a contour of character. Based on this fact, the contour-based
evaluation method of gravity center on characters has been
proposed.

In the contour-based evaluation method, as shown in Figure
5, pixels inside of contour of character are regarded as mass
points of 1's. At the same time, pixels outside of contour of
character are regarded as mass points of 0's. When a horizontal
line is put on the center of mass of contour, the line is defined as
contour-based gravity center on the character.

e

Figure 5: Contour of character and gravity center on contour
of character.

Contour-based
gravity center on

character

Specifically, the contour-based gravity center on character
Ge (Ge,, Gc,) is defined as follows:

X,y Yieighi™!

>, > D]

GC;: 1 X, Yeighi™1 X
= Plx] [V]{ }
(chj 3 yZO: y

where X4, and Yy, are the width and height of a character
respectively, and p/x//[y] is the value of pixel of (x, y) .

However, considerable design costs are still required, since
manual contour acquisition process of a character takes about 3
minutes, and thus enormous cost is required to design a font,
which consists of about 7,000 characters in Japanese or about
27,000 characters in Chinese.

)

3.3 CONVEX HULL CONTOUR-BASED EVALUATION
METHOD FOR  GRAVITY CENTER ON
CHARACTERS

In order to reduce design cost as described in section 3.2, the

contour-based evaluation method is proposed. In this method, the

contour of a character can be obtained automatically by using a
convex hull algorithm, which seeks the smallest polygon
containing the point group on a plane surface. In our evaluation

method, the wrapping algorithm, which is the most basic
algorithm for convex hull acquisition is employed.
The wrapping algorithm is defined as follow:

1.  Initialize variables of 8 and i as 0.
2. Find the point where y-coordinate is smallest in the
pixels on strokes of a character. When several points are
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found, the pixel which has the smallest x-coordinate
must be selected. As shown in Figure 6, this point is
defined as P,.

3. Calculate angle & for each point on strokes of a character
with horizontal line. Find the point whose angle with
horizontal line is the smallest and larger than &, and
define the point as P;;. When multiple points which
have the same angle are found, the farthest point must be
selected.

4, When Py, is equal to Py, the process is finished. In other
case, Step 3 is repeated with incrementing 1.

" |ae. \
Pek,/ sz \

Po

Figure 6: Wrapping method.

In this way, convex hull can be obtained as the convex
polygon which is surrounded by the point set of Py, Py, ..., Pi. In
the convex hull contour-based evaluation method, gravity
center on characters is calculated by Equation (1).

34 EVALUATION OF GRAVITY CENTER ON
CHARACTERS

As shown in Figure 7, 94 characters of 16th group in JIS
level-1 kanji set (JIS X0208-1990) are used in our evaluation.
Table 1 and Figure 8 show the results of subjective evaluation
by using a circular frame and convex hull contour-based
evaluation. From these evaluation results, we can see that the
maximum difference between subjective gravity center on
characters and calculated value is 2.8 dots. The average absolute
value and the standard deviation is 0.8 dot and 0.7 dot,
respectively. Figure 8 shows that the characters, whose error is
smaller than 1 dot, account for 68% of samples.

R ERRER ﬁl_ HiaREEBESE
T Eﬁ&f’&&ﬁﬁtﬂﬁ%ﬂ%’*gmﬁ_ﬁﬁ%’\ifﬁﬁﬁﬂ’é%
Fﬁ%ﬁz"‘u@uﬂ'ﬂsléélﬂf ]"I’EEE ol
m%ﬁ%ﬁ:’f&ﬁ%ﬁsgﬁgt SIS EE S —
REE RIS E RS R EiE

Figure 7: 94 characters of 16th group in JIS level-1 kanji set.

On various mobile terminals, the standard size of character is
between 20 dots and 24 dots. The ratio between 1 dot and 24
dots is equal to 6.3 dots of 150 dots. Consequently, the
difference which is less than 3.1 dots can not be recognized on a
display and there is no problem on practical use.

From the evaluation results, we consider the proposed
convex hull contour-based evaluation method has sufficient
practicability.



Table 1: Subjective and calculated gravity center (y-coordinate) of 94 characters.

Subjective | Caleulated Subjective | Caleulated Subjective | Caleulated Subjective | Caleulated
Character ce:;er ce:;er Character ce:;er ce:;er Character ce:;er ce:;er Character ce:;er ce:;er
gravity gravity gravity gravity gravity gravity gravity gravity
dh 73.9 75.0 HH 72.9 73.0 = 75.0 73.4 = 76.1 75.8
i) 76.1 757 - 73.9 73.9 58 71.8 71.9 AR 771 76.9
hE 75.0 73.9 & 72.9 72.3 Bt 75.0 74.6 (=3 76.1 76.2
fo] 77.1 74.8 il 73.9 73.9 i3 77.1 75.4 — 76.1 76.0
= 73.9 72.9 i%E 73.9 73.8 = 76.1 74.5 = 77.1 77.0
= 73.9 73.0 &b 73.9 74.9 B 78.2 76.3 sy 72.9 752
iR 72.9 73.2 e 73.9 74.5 = 75.0 74.0 i) 73.9 73.0
ie) 73.9 73.9 ES 76.1 75.9 1 76.1 75.2 b 76.1 75.8
= 75.0 743 5 73.9 75.5 p=3 71.8 715 ia 76.1 74.0
£ 75.0 74.6 s 73.9 71.9 =2 72.9 72.0 ES 82.4 81.2
kol 77.1 76.6 = 75.0 73.4 =S 73.9 72.2 #3 75.0 74.9
ia 75.0 73.4 & 73.9 737 iz 79.2 78.6 4T 68.7 67.1
Sy 78.2 756 iz 76.1 759 i3 75.0 743 Ml 782 776
17 75.0 74.3 = 76.1 75.1 S 75.0 74.9 g 76.1 757
E 75.0 74.9 5 76.1 74.6 = 76.1 75.8 g 71.8 713
1B 73.9 72.9 3 75.0 75.0 = 76.1 75.1 76.1 75.5
= 771 771 s 76.1 75.6 % 72.9 72.2 B 75.0 75.1
= 84.5 83.1 1L 71.8 73.1 B 75.0 74.8 g | 76.1 76.8
23 78.2 76.6 F 82.4 79.6 i=3 73.9 74.8 B 73.9 72.5
1 771 76.1 jivd 75.0 73.9 B 75.0 74.9 g 76.1 76.4
o e 75.0 73.6 {f 75.0 73.5 = 76.1 75.3 &l 72.9 72.8
&G 76.1 75.3 = 75.0 74.3 +H 76.1 74.6 [ 72.9 75.0
ik 73.9 73.0 76.1 75.5 2z 73.9 733
L) 75.0 727 = 75.0 727 ia 761 75.5
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£30
€25
520
B
g 15
g o
5
. | -
0.0~0.5 ~1.5 ~2.0 ~2.5 ~3.0 3.0~

Absolute value of error (dots)

Figure 8: Absolute value of error between subjective and calculated gravity center of 94 characters.

4. CORRELATION BETWEEN LEGIBILITY AND
GRAVITY CENTER ON CHARACTERS

In this section, we describe the correlation between legibility
of fonts and contour-based gravity center on characters.

4.1 SUBJECTIVE EVALUATION OF LEGIBILITY

The impact of gravity center on legibility of fonts has been
recognized from long ago. However, there is no experiment to
reveal its correlation.

In order to investigate the impact of gravity center on
legibility of fonts, as shown in Table 2 and Figure 9, we
performed the subjective evaluation for three typefaces; Gothic,
Mincho, and Kaisho. In this evaluation, four fonts of three
typefaces are employed. Each font is a bitmapped font which is
widely used. Considering the influence of stroke width upon
subjective evaluation results, three typefaces of each font have
the same stroke width. Figure 10 shows the four fonts of Gothic
typeface for subjective evaluation.
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Table 2: Subjective evaluation method for legibility of fonts.

Examinee 32 persons

Evaluation objects Four fonts of Gothic typeface, Mincho
typeface, and Kaisho typeface

Evaluation method The images, which have 20 dots

bitmapped font on the size of QVGA, are
displayed on the 178ppi LCD of laptop
PC. (Figure 9)

In the method of pair comparison, the font

which has higher legibility is preferred.

Figure 9: Condition of evaluation.
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Figure 10: Fonts of Gothic typeface for subjective evaluation.

As shown in Figure 11, the size and resolution of display and
the size of character have been determined with referring to
these of cellular phones.

Figure 11: Environment of subjective evaluation.

Table 3, 4 and 5 show the result of pair comparison and the
legibility rank of four fonts in Gothic typeface, Mincho typeface,
and Kaisho typeface. Here, in each typeface, the legibility rank
is determined based-on a normalized rank approach.

As shown in Table 3, the subjective legibility of fonts in
Gothic typeface is B-g, C-g, D-g, and A-g, in that order. In the
same manner, Table 4 demonstrates that the legibility of fonts in
Mincho Typeface is in order corresponding to C-m, B-m, D-m,
and A-m. As for Kaisho typeface, Table 5 shows that the
legibility of fonts is in order corresponding to C-k, D-k, A-k,
and B-k.

Table 3: Result of pare comparison of Gothic typeface.

Fonts
Rank A-g|Bg| Cg|Dg
1 1] 20 8 5
2 2 91 13 11
3 1 21 10| 16
4 28 1 1 0
(Unit : person)

19

Table 4: Result of pare comparison of Mincho typeface.

Fonts
Rank A-m | B-m | C-m | D-m
1 3 6 19 6
2 8 15 7 11
3 9 10 2 5
4 12 1 4 10

(Unit : person)

Table 5: Result of pare comparison of Kaisho typeface.

Fonts
Rank Ak | Bk | Ck | Dk
1 2 0| 21 9
2 5 6 9| 14
3 16 6 1 8
4 91 20 1 1

(Unit : person)

4.2 DISPERSION
CHARACTERS

Dispersion of gravity center on characters can be calculated
by referring to the result of convex hull contour-based
evaluation. Table 6, 7 and 8 show the results of calculated
dispersion of gravity center on characters in Gothic typeface,
Mincho typeface, and Kaisho typeface, respectively.

As shown in Table 6, the rank of fonts, which has smaller
dispersion of gravity center on characters, is B-g, C-g, D-g, and
A-g, in that order. In the same way, Table 7 shows the rank of
fonts as C-m, B-m, D-m, and A-m. Table 8 shows the rank of
fonts as C-k, D-k, A-k, and B-k.

OF GRAVITY CENTER ON

Table 6: Dispersion of gravity center on characters in Gothic
typeface.

Fonts Dispersion of gravity
center on character
A-g 0.70
B-g 045
Cg 0.58
D-g 0.64

Table 7: Dispersion of gravity center on characters in Mincho
typeface.

Fonts Dispersion of gravity
center on character

A-m 0.49

B-m 0.38

C-m 0.36

D-m 043

Table 8: Dispersion of gravity center on characters in Kaisho
typeface.

Fonts Dispersion of gravity
center on character
A-k 0.53
Bk 0.73
C-k 0.34
D-k 044

4.3. CORRELATION BETWEEN LEGIBILITY AND
GRAVITY CENTER ON CHARACTERS
From the results of subjective evaluations of legibility in



section 4.1 and the dispersion of gravity center on characters in
section 4.2, we can confirm that there is a correlation between
legibility and gravity center on characters. Low dispersion of
gravity center on characters leads to high legibility of fonts.

In the evaluation of legibility of fonts, the method of pair
comparison can achieve high accuracy. However, in order to
achieve high reliability of the evaluation results, the evaluation
has to be performed by many evaluators. On the other hand, the
proposed method can reduce the considerable cost for legibility
evaluation of fonts, and enables to perform quantitative
evaluation.

5. CONCLUSION

Gravity center on characters makes a large impact to legibility.
In order to design fonts efficiently, which have high legibility
and high quality, the establishment of an evaluation method of
gravity center on characters is strongly required.

In this paper, we proposed the convex hull contour-based
evaluation method of gravity center on characters. The
proposed method can evaluate gravity center more efficiently
than the subjective method or the conventional evaluation
method. Furthermore, the proposed method can be employed to
evaluate the legibility of fonts.

Further developments is to construct font designing tools
based on the proposed method, with which designers can
design fonts referring to an example from gravity center on a
character in real-time, and can reduce the designing cost.
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ABSTRACT

This paper describes the latest developments of a generic
prototype a real-time text-to-emotion analyser. The core
component of the analyser is the emotion extraction engine.
The engine can analyse input text, extract the contained
emotion and deliver the parameters necessary to invoke an
appropriate image expressing the emotion. The parameters
include the interpreted emotion and intensity, both
represented by the displayed image. A set of rules are
defined to control the behaviour of the emotion extraction
engine. The concept of ‘Emotional Momentum’ is
implemented in the average weighted emotional mood
indicator to deal with ambiguity or conflicting emotional
content. The engine has been applied in a number of
different environments including real-time expressive
communication systems over the Internet and journal article
analysis systems. We present experimental results carried out
to test the engine’s performance. The results illustrate that
the analyser can be used successfully within the designed
environments.

INTRODUCTION

Emotion automation or so-called affective computing
automation is one of the great challenges facing the
computer community. The benefits of emotion automation
are not just for Internet communications e.g. on-line chat
rooms, but also for human-computer interfaces and synthetic
agents. Picard (1997) demonstrated the potential and
importance of emotion in human-computer interaction and
researchers such as Elliott (1992), Bates (1994), Koda
(1996), Reilly (1996), Andre et al. (1999), Bartneck (2001)
and Bianchi-Berthouze and Lisetti (2002) illustrated the
important roles that emotion plays in user interactions with
synthetic agents.

We have developed a prototype emotion analyser, which can
analyse the emotive content within communications over the
Internet and automatically display images depicting the
appropriate expressions in real time. The intensity and
duration of the expressions are also calculated and displayed.
Emotions can be detected in various ways: in speech, in
facial expressions body languages and in text. We believe
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that text is a particularly important means for communicating
emotions, as it is still the dominant medium for Internet and
computer communication.

This paper presents the latest development of our analyser,
where in order to sense textual emotion information, the
analyser applies not only grammatical knowledge and
keyword tagging, but also takes real-word information,
cyberspace knowledge and historical mood analysis into
consideration.

TEXT-TO-EMOTION ANALYSER

The text-to-emotion analyser first discussed by Xu and
Boucouvalas (2002), Xu et al. (2002) and Xu (2005) is based
on explicit emotional keyword tagging without context
consideration. Our latest emotion engine adopted the real-
word knowledge approach; it takes emotional momentum
(Xu et al. 2006) and context into consideration. With real-
world knowledge, inferred emotions can be examined and
detected. For example, the sentence "bought a terrible car"
contains two emotional words "bought" and "terrible", which
belong to conflicting emotional categories. The sentence
does not clearly reveal to readers a single emotional category
for the sentence. To deal with such ambiguity, we make use
of the average weighted mood information derived based on
the mood of previous sentences.

Interface Layer

Input Emotion
Analysis Extraction
Query
Word > Tagging Grammar
Analysis Dictionary |« Rules

Parser

Figure 1: The emotion analyser overview

Figure 1 depicts an overview of the architecture of the
emotion analyser. The text-to-emotion analyser engine,



includes three components: input analysis, tagging system
and a parser.

The classic rule based architecture was applied in the
emotion extraction to direct the analysis process. A set of
rules has been set up to specify the engine’s behaviour.

Input analysis

User's input sentences are sent to the input analysis function
for initial assessment. The length of a user’s input can vary
from just a few words to a hundred-thousand word article.
An article may contain hundreds of sentences and even in a
chatting environment users may type more than one sentence
at a time. The output from the input analysis will be passed
on to the tagging system.

The tagging system can only handle one sentence a time
therefore it is vital to separate sentences correctly. A dot can
be not only a terminator, but also a decimal point, e.g. "The
index was up 10.3 per cent". Exclamation marks and
question marks terminate a sentence in most cases, however
in sentences such as "I am really good!!!" or "what???", the
first exclamation mark or question mark does not only
terminate the sentence, but these marks also represent a
feeling of the raising of emotion intensity. In a chatting
environment it is common for users to ignore typing a
termination mark. A rule is applied to add a full stop when
the input analysis function finds a sentence without a
termination mark.

The input analysis function generates individual sentences as
outputs and sends those sentences to the tagging system.

Tagging system

The tagging system includes two parts: a tagged dictionary
and the word analysis function. The main duty of the
tagging system is to speedily locate and determine the
emotional information correctly.

Instead of using a general purpose corpus such as The
Brown Corpus (2003) and British National Corpora (2003),
a dictionary of over 18,000 words has been created solely for
this project. Word entries contain the word (including any
possible prefix and suffix), a tag which indicates which
emotion category they belong (if any), and an indication
whether they have different meanings in different contexts.
To find all possible emotional words, we manually searched
through English dictionaries, and the dialogues in text
chatting environments, to identify the emotional words
contained in them. The dictionary is constantly growing and
testing the reliability of the database remains part of a future
project.

A tag set was developed to represent the category of emotion
each word in the dictionary belongs to. All emotional words
are classified into emotion categories. Ekman’s six
expression categories (happy, sad, surprise, fear, anger, and
disgust) are followed because of the existence of
discriminative features between different categories (Ekman
et al 1972; Ekman and Oster 1979; Ekman 1999; Ekman et al.
2002). For each expression category three different emotion
intensities are defined: low, medium and high.

When receiving the output sentence from the input analysis
function, the tagging system will split the sentence into
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words, and then check through the tagged dictionary to find

each word and the corresponding tag category.

The following rules are applied in the Word Analysis

function:

e Emotional words are divided and tagged into two
categories: the inferred emotion category and the
explicit emotion category. Explicit emotion words
directly convey an emotion while inferred emotion
words do not directly convey an emotion but describe
situations that contain emotional feelings. The intensity
of inferred emotion words is lower compared to explicit
emotional words. If an explicit emotional word is also
presented in the sentence, the intensity of the inferred
emotion should be weaker than the explicit emotion.

e In some specific situations, the meanings of an
emotional word can be transformed. For example the
sentence "I got a pretty car" presents a happy feeling
while the sentence "I got a pretty ugly car" will present a
feeling with dissatisfaction.

e When emotional words are involved with addresses,
names and traditional meanings, the emotional feelings
may disappear. For example, "new" is a word with
inferred emotion, but the phrase "New York" does not
contain any emotional meanings its own.

o In the tag-set, a special tag NDP (negative data point) is
assigned to the words that have opposite influences on
the emotion information. For example, in the sentence
"The market halted its slide", the word "halted" will
overturn the meaning of the sentence. Another special
tag /IGNORE (ignore word) is assigned to the words
following the negative data points.

The outputs of the tagging system are the words and

corresponding word-category tags. The output information is

sent to the parser for further analysis.

Parser

The parser receives the output from the tagging system and
the initial parsing procedure is accomplished through the use
of the rewrite rules (Russell and Novig 1995). The aim is to
identify all possible combinable phrases and sentence
structures.

If an adjective is found, the parser will examine the subject
and tense by analysing the output of the rewrite rule
component.

There has been little research into mood (Bianchi-Berthouze
and Lisetti. 2002; Egges et al. 2004; Velasquez 1997) and no
official definition or accepted mechanism for simulating
mood has been produced, therefore for our system we
examine mood in the short term (over the course of a number
of typed sentences) To represent the momentum of emotion
the average weighted emotional mood indicator (AWEMI)
of the user calculated as follows:

N
AWEMI = iZoz,.E,. ..................................... (1)
i=1
where ‘1’ is an index increasing from 1 to N corresponding to
the sentences taken into account, up to maximum N. E; ¢
corresponding to the sum of the signed emotion intensities
(momentum, with a positive or negative sign) of ith sentence
and finally o; is the weight given to each emotion within a



sentence. E; for example, corresponds to the first sentence’s
total emotion intensity and is the signed sum of all the
intensity emotions within the sentence, (happy, very sad,
etc).
Similarly E, for the second sentence and subsequent
sentences up to the previous five are correspondingly
labelled and used in our prototype.
It is assumed that the mood of the last sentence should carry
more weight to the representation of the user. Therefore
greater weight is given to the emotions contained in the most
recent sentence with progressively less weight to earlier
sentences. For simplicity only the last five sentence emotions
are actively influencing the AWEM indicator.

The following rules are applied in the parser:

e In a chatting environment, some emotion symbols, such
as :-) are widely used to represent emotional feelings.
The engine will search for these emotion symbols and
map them to corresponding emotion words e.g. :-) is
mapped to the word happy.

e In a chatting environment, acronyms e.g. LOL (laughing
out loud) are widely used to represent strong emotional
feelings. However these acronyms have almost never
been used outside the chatting context and life span of
their usage is limited. Instead of adding these acronyms
into the tagged dictionary, they are stored in the
dictionary but are only checked when the parser is
applied in a chatting environment.

e In a chatting environment, acronyms and emotion
symbols strongly dominate the emotional feelings. For
example the sentence "You are ugly :-)" presents an
ironic and happy feeling despite the existance of the
emotional word "ugly". When emotion acronyms or
symbols are found, the parser will set the sentence's
mood according to the category of the acronym or
symbol and discard other emotional words.

e  The parser considers a conditional emotional sentence as
an emotional sentence with reduced intensity. The
sentence "I will be happy" is assigned as happy with an
intensity of two because of word "happy". The sentence
"I will be happy if he comes" will be assigned as happy
with an intensity of 1.

e [f there is more than one emotional word in a sentence
and they are connected by a conjunction then the parser
will combine these two emotional states, e.g., ‘I am
surprised and happy about it” will be treated as a
sentence with emotions surprise and happy.

e Ifno subject is found, the engine will refer the subject to
the person who is in communication e.g.,
‘apprehensively happy’ will be treated as ‘I am
apprehensively happy’.

e Some words may not contain emotional meanings
themselves. However, when they are constituted into
phrases, emotional feelings will emerge, e.g. "cold feet".

e If no adjectives (expressive adjective) are in front of the
emotional word then the intensity will depend only on
the word’s tag category. If there is more than one
adjective then the parser will increase the intensity
automatically. For example the parser interprets ‘very
very sorry’ as a high intensity emotional phrase.

e If a sentence begins with an auxiliary verb, the
sentences are questions and can not provide emotional
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information directly from the words. For example, the
sentence "are you happy?" does not represent a happy
emotion and instead provides a sense of puzzlement.
Our engine treats puzzlement as the emotion surprise
with lowest intensity.

e If an emotion word is found in negative form, the parser
will treat the sentences as no emotional feelings, e.g. |
am not surprised. The negation of one emotion does not
automatically indicate the presence of the opposite
emotion.

e Some emotional words will grammatically fall into the
noun category and are used as such. Our parser will treat
these words as normal emotional words.

e Phrases such as "rather than" overturn the emotional
words that follow. When more than one emotional word
is found in a sentence it is possible that the emotion
meanings contained in different words may conflict. For
example, the sentence “I was fine but my car was
damaged a little" includes two emotional words "fine"
and "damaged". There are no clues as to know whether
this sentence presents a happy or sad feeling within the
sentence. To solve this problem, we have applied the
average weighted mood indicator calculation rule.

e When a sentence contains both positive and negative
emotions, a conflict occurs, e.g., "l am happy, but [ am
still worried about my future". When conflicting
emotions are found, the engine will consult the AWEMI
mood calculated previously by the average mood
calculator. If the result shows that the user was most
recently in a specific mood, then the new sentence’s
emotion will be changed to that particular category with
the lowest intensity, otherwise the conflicting emotions
will remain unchanged.

When no emotional word is found the following rules are

applied:

e It is reasonable to assume that most users are polite or
have a low intensity happy mood at the start of a
dialogue. When no emotion words are found, the first
sentence will be assigned happy emotion with lowest
intensity.

e When exclamation marks are found, the intensity of
corresponding emotions are increased or when no
emotional words are found, the parser will assign a
happy emotion with lowest intensity to the sentence.

e Sentences that finish with a question mark often
contains puzzlement feeling. In our engine, puzzlement
is included in the emotion surprise with the lowest
intensity.

e  Some specific repeated words present inferred emotional
feelings, e.g., "no, no, no, you should go left". When
these specific words are found consecutively, the engine
will assign an inferred emotion to the sentence
according to the word category with intensity equal to
the number of consecutive words presented.

e If a sentence does not qualify for all above analyses, the
engine will assign to it a neutral emotion with medium
intensity.

The output from the parser will be sent to the interface layer.

The output contains two parts. One is the current emotion

state, that includes the emotion category, the intensity and



the tense. The second part is the average emotion, that
includes the emotion category and the intensity.

The interface layer

The emotion analyser is a generic prototype and has been
utilised in many applications in different environments.
When applied in a real-time communication system, the
emotion analyser will be used to provide an expressive
chatting interface. The ‘Expressive chatting Interface’ is a
visual interface for real-time collaboration over the Internet
among groups of people.  The ‘Expressive chatting
Interface’ application has two variations: the ‘Expressive
chatting 2D Interface’ where users' locations are not
important and an ‘Expressive chatting 3D maze', in which
the users' locations in space are available.

The ‘Expressive chatting Interface' is capable of invoking
expressions that convey emotion without making use of
video. The application utilises discrete images of the
participants in order to keep the bandwidth requirements to a
minimum yet still provides an elaborate communication tool.
The interface allows the viewing at a glance of participants
in the system, and those pairs engaged in conversation, as
well as the expressive image of the users engaged in the
conversation.

Emotions that are detected within the messages typed by
users are represented by expressive images from the six
expressive categories (happy, sad, anger, disgust, surprise,
fear) with three different intensities.

When applied within real-time game system, the emotion
analyser will be adopted as expressive on-line game engine.
Emotions can be detected and displayed as opponents
exchanging text messages during the game in the same
manner as the chatting environment. In addition emotions
can be assigned to events in the game, such as displaying a
happy image for the player taking an opponent's chess piece
and displaying a sad image for the player whose piece is
being taken.

Emotional content can be detected not only in human to
human communication or human-machine communication,
but also in other interaction styles. One of the most
interesting examples is the stock market. Although
frequently used in papers and articles, the term stock market
emotion does not have an authoritative definition. Stock
market emotions are defined in this research work as the
different states of expectation investors derived from their
perception of trends in the movement of share prices. The
stock market emotions include three different states, i.e.
happy, sad and stable.

The happy state matches in the situation where share values
are rising. The sad state occurs when share values are falling.
If there is no change in the value, the market will be in the
stable state. From this definition, the stock market emotion
directly reflects the movement of the stock price index. By
applying the emotion extraction engine to stock market
articles, a stock market emotion analyser can be created.

EVALUATION OF THE TEXT-TO-EMOTION
ANALYSER
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In order to test the correctness and effectiveness of the
emotion extraction engine in different environments, an
experiment was carried out. As the characteristics of the
various target applications are different, the experiment was
divided into two tests. One was the chat environment test, in
which text collected from Internet chat rooms were fed into
the emotion extraction engine; the other was the article
analysis test, in which sentences from different published
articles were used. For both the chat environment test and
the article analysis test, the measurement was the number of
the correctly extracted emotions. This was assessed by
comparing the extracted emotional feelings with manually
identified emotions.

In the chat environment test, twenty-three pages of chat logs,
which includes six hundred and thirty eight sentences, were
collected from the Internet. All sentences interpreted as
emotional were highlighted manually. The chat sentences
were sent into the emotion extraction engine and the engine's
output was logged.

In the article analysis test, seven articles, which include three
hundred and forty eight sentences articles were collected
from the Financial Times website and the BBC web site. In a
similar manner to the chat environment test, all sentences
interpreted as emotional were highlighted manually.
Subsequently these paragraphs were fed into the emotion
extraction engine to examine how well its automated
estimation correlated with the manual extraction.

For the chat environment test, seventy-eight sentences (87%
of the total sentences) were correctly recognised. For the
article test, sixty-one sentences (76% of the total sentences)
were correctly recognised.

The results of the tests show that the engine produced better
results in the chat environment. The reason is that the
sentence structures are much simpler in the chat environment
and the individual to whom the emotion refers to is also
limited. However, the results demonstrated that the emotion
extraction engine can cope with the majority of emotional
sentences in both environments.

The emotion extraction engine achieved more than 75%
accuracy in the experiment. This demonstrates that the
engine can be used in the real-time environment. However as
the sentences that the emotion extraction engine were not
designed to handle were excluded, the accuracy of the
engine would be lower in possible field tests.

Even with the limitations presented, the experiment can still
demonstrate the emotion extraction ability of the emotion
extraction engine and the following conclusions can be
made. First, the engine may correctly identify emotions in
the majority of sentences when applied in a chat
environment. Second, the engine may analyse large numbers
of sentences correctly when applied in the article analysis
context.

Most textual emotion sensing approaches are based on
rewrite rule analysis or statistical correlation information.
However, with the increase of complexity of sentence
structure, the error rate of the rewrite rule analysis will
increase. This will affect the performance of all the sensing
approaches. The emotion analyser is based on keyword
tagging. This method has numerous advantages (e.g. fast and
easy adopt etc.), however the defects are also obvious, which
are discussed below.



In some specific situations, a sentence containing emotional
words does not present any emotional feelings. For example,
the sentence "Research shows that happy images can cause
sad feelings." does not provide any emotional feelings
although emotional keywords are present. Our engine can
detect the emotional keywords and the referred subject, but
not the intended meanings in all circumstances.

The meanings of emotional words can be changed according
to context and time. One example is the emotional word
“thrilled". The word itself used to present a fearful feeling
but now this word is equal to happy.

To detect emotions in a sentence, the emotion analyser has to
detect emotional keywords first. However, some emotional
sentences may not provide any significant emotional
keywords, e.g., the sentence "I spent ten days on it and
finally I worked it out" presents a relief and happy feeling,
but no emotional keyword can be extracted.

The tagged dictionary was created solely for this project. The
tagging and rating (intensity decision etc) were agreed by a
group of staff members of Bournemouth University (a
developer, a linguistic and a user-centre expert) in order to
achieve a relatively fair rate. However, future enhancements
may involve checking the dictionary against the output of
established corpora.

The emotion analyser does detect multi-emotions presented
in a single sentence. However, as no discriminative features
can be found in mixed expressions (e.g. a mixed “happy and
sad” expression), the emotion analyser will always try to
display one single expression display by calculating
AWEMI. However, in some cases, AWEMI can not provide
a single expression display, then the mixed expressions will
be displayed separately (e.g. mixed ‘“happy and sad”
expression will be shown as a happy expression followed by
a sad expression).

Although the disadvantages exist, we believe the emotion
analyser still can be applied within Internet communication
contexts and achieve considerable performance. As the
technology develops, some of the present disadvantages may
be solved in near future.

CONCLUSIONS

We have developed a text-to-emotion detection engine
analyser and using the AWEMI and applied this to a number
of typical applications. The latest development of the
emotion analyser, which is based on keyword tagging, has
also been presented. The emotion analyser makes use of real-
world knowledge, grammatical knowledge and context. We
have discussed the operation and rule book of the emotion
analyser in detail. The emotion analyser engine is suitable
and has been designed for applications in the Internet
communication environment.

Although the engine was developed successfully, some
limitations still exist. The performance of the analyser has
been tested and the results illustrate that the analyser can be
used successfully within the designed environments.
Numerous future applications based on the emotion analyser
are possible.

The most immediate future work will examine how to apply
history mood and context information to negotiate
conflicting emotions. Finally a more extensive test of the
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emotion detection engine is desirable and will provide a
picture of the limitations of the keyword tagging technology
and other emotion sensing approaches.
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ABSTRACT

The human face in particular serves not only communicative
functions, but it is also the primary channel to express
emotion. We develop a prototype of a synthetic 3D face that
shows emotion associated to text-based speech in an
automated way. As a first step we studied how many and
what kind of emotional expressions produced by humans
during conversations. The next, we studied the correlation
between the displayed facial expressions and text. Based on
these results, we developed a set of rules that describes
dependencies between text and emotions by the employment
of ontology. For this purpose, a 2D affective lexicon
database has been built using WordNet database and the
specific facial expressions are stored in a nonverbal
dictionary. The results described in this paper enable
affective-based multimodal fission.

INTRODUCTION

Emotions play an important role in communication. They
are part of communication and control systems within the
brain that mobilize resources to accomplish the goals
specified by our motives. The instantaneous emotional state
is directly linked with the displayed expression (Ekman
1999).

Facial displays as means to communicate provide natural and
compelling computer interfaces (Nagao and Takeuchi 1994,
Schiano et. al. 2000). At MMI-Group TUDelft, there is a
project running on natural human computer interaction. We
have developed a synthetic 3D face (Wojdel and Rothkrantz
2005) based on Facial Action Coding System (FACS)
(Ekman and Friesen 1975). The system allows average users
to generate facial animations in a simple manner. It has a
dictionary of facial expressions (FED - de Jongh and
Rothkrantz 2004) that stores the facial expressions that
naturally occur in face-to-face communication.

* The research reported here is part of the Interactive Collaborative
Information Systems (ICIS) project, supported by the Dutch Ministry of
Economic Affairs, grant nr: BSIK03024
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Facial expressions do not occur randomly, but rather are
synchronized to one’s own speech or to the speech of other
(Pelachaud and Bilvi 2003, Ekman 1979, Condon and
Osgton 1971). The challenge is to find those relations.
Human face-to-face conversation involves both language and
nonverbal behaviour. We are used to convey our thought
through our (conscious or unconscious) choice of words.
Some words possess emotive meaning together with their
descriptive meaning. The descriptive meaning of this type of
words along with a sentence structure informs the
interpretation of a nonverbal behaviour and vice versa.
Seeing faces, interpreting their expression, understanding the
linguistics contents of speech are all part of human
communication.

Most existing face animation systems, to the best of our
knowledge, have not considered explicitly the emotions
existing in the speech content. The difficulty lies in the fact
that emotional linguistic content consists of entities of
complexity and ambiguity such as syntax, semantics and
emotions. The use of simple templates has proven to be
useful for the detection of subjective sentences and of words
having affective semantic orientation (Hatzivassiloglou &
McKeown 1997, Liu et.al. 2003). These simplistic models
describe how words with an affective meaning are being used
within a sentence, but fail to offer a more general approach.
Furthermore, current developments of affective lexicon
database (e.g. Ortony et.al. 1987 and Strapparava et.al. 2004)
are based on subjective meaning of the emotion words and
do not provide information about the (relative) distance
between words in regards to their emotion loading context.
The lack of a large-scale affective lexicon resource database
makes a thorough analysis difficult. As a consequence,
although important, an automated emotional expression from
natural language is still rarely developed.

Our developed system is able to convey emotions through
verbal and nonverbal behaviours. It can reason emotions
automatically from natural language text and show
appropriate facial expressions as its stimulus response to the
emotional content of the text. This research work is an initial
step for the development of a system to realize affective-
based multimodal fission. In the following sections we will
give an overview of the system we currently develop.
Further, we will concentrate on emotions analysis from text
as well as experiments to generate the reasoning and the
affective lexicon database.



SYSTEM OVERVIEW

Figure 1 shows the communication flows of the developed
system. The Emotion Analysis module receives text that
contains emotion words. It has a parser that associates the
text to emotions. The module exploits ontology and an
affective lexicon database. It transforms the input into XML
format as the communication language between modules.

Text CONTAINS EMOTION WORDS
Affective Emotion MAPPING
Lexicon Analysis TEXT to EMOTION
Database Module
Ontology ‘ Reaction MAPPING
Module EMOTION to FACIAL EXPRESSION
Facial l
Expressior DETAILS
Dictionary G‘:A“ega:'m SYNCHRONIZATION
XML odule TIMING
Animation GRAPHICAL REALIZATION
Module

Figure 1: The Architecture Pipeline

The Reaction Module processes the text-emotion mapping
result by assigning appropriate facial expressions. It connects
to a FED. For every facial expression, the dictionary contains
an emblem of the facial expression, a description of which
AUs are activated, semantic interpretations, and an example
using a synthetic face (de Jongh and Rothkrantz 2004).

The Generation Module plans and annotates the display of
the facial expressions synchronized with speech. It has the
estimates of word and phoneme timings and constructs an
animation schedule prior to execution. This module also
considers timings for sentence or clause boundaries. The
Animation Module generates facial animation based on a
“facial script language”, where basic variables are AUs and
their intensity. It has a parametric model for facial animation
and a method for adapting it to a specific person based on
performance measurements of facial movements (see Wojdel
and Rothkrantz 2005).

DATA ACQUISITION EXPERIMENTS

Emotion Expressions

Many theorists and psychologists tried to categorize
emotions, e.g. (Ekman 1999, Ortony et.al. 1988, Russell
1980). An experiment has been performed to recognize the
most expressive facial expressions used in conversations and
to determine a list of emotion expressions applied by our
system. We recorded dialogs in pairs of two participants. The
participants were requested to perform dialogues about
different topics and show as many expressions as possible.
The video recordings were stored in a database such that
video and sound are synchronized. Firstly, three independent
observers marked the onset and offset of an expression.
Secondly, we labeled the expressions according to the
context. The agreement rates between the observers in both
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steps were about 73%. Finally, we also collected emotion
words used in each expression.

The experimental results indicated that our participants
showed most of the time a neutral face. However, we
managed to capture in total 40 different facial expressions;
about 20-35 different expressions per participant in each
dialog, and 140 emotion words. Our experimental results
were endorsed by an experiment conducted by (Desmet
2002). He found 41 displayed emotion expressions actually
used to appraise a product (see table 1).

Table 1. Emotions in Eight Octants (Desmet 2002)

No | Valence-Arousal | Emotion Expressions

1. Neutral-Excited Curious, amazed, avaricious, stimulated,

concentrated, astonished, eager.

2. | Pleasant-Excited | Inspired, desiring, loving.

3. Pleasant-Average | Pleasantly surprised, fascinated, amused,

admiring, sociable, yearning, joyful.

Pleasant-Calm Satisfied, softened.

Neutral-Calm Awaiting, deferent.

Unpleasant-Calm | Bored, sad, isolated, melancholy, sighing.

bl El el

Unpleasant-
Average

Disappointed, contempt, jealous,
dissatisfied, disturbed, flabbergasted,
cynical.

8. Unpleasant-
Excited

Irritated, disgusted, indignant,
unpleasantly surprised, frustrated, greedy,
alarmed, hostile.

Correlation between Facial Displays and Text

Using the results of the previous experiment, we conducted
another experiment to study the relationships between facial
expressions and text (Wojdel 2005). We partitioned the
dialog (manually) into basic constituents (i.e. a single
sentence), and for each constituent into components (i.e.
single words and punctuation). Then, for each component,
we determined the time of its occurrence (number of frames
in which the given word is pronounced). The next, for each
selected facial expression, we determined the text that started
with the component synchronised with the first frame of a
given facial expression and ends with the component
synchronised with the last frame of this expression.

The experimental result showed that most of the facial
expressions (around 63%) corresponded to the text spoken.
For sentences with questions or exclamation marks,
distinguishably, “surprise” is the most common facial
expression displayed during a question; exclusively in short
and single-word question, e.g. “really?”, “sure?”. We noticed
that the sentences ending with exclamation mark were
usually accompanied by the expression “anger”. In the final
experiment, we focused on the mapping of shown
expressions to emotional words. The distance of a given
facial expression from a particular emotional word was
defined as the number of frames with the neutral face, which
appear between the facial expressions. The results showed
that 54.6% of the emotion words spoken by the participants
linked to facial expressions. We also compared results from
above with the analogous statistics for non-emotional words.
The comparison showed that the use of emotion words,
indeed, evoked emotions which were expressed by facial
expressions (see table 2). Although, with this experiment, we




still could not draw a direct link between the emotion words
with the facial expressions. It is because some words only
occurred once or twice and some other words in different
context were related to different facial expressions.

Table 2: Statistics of Emotion and Non-Emotion Words in
the Input Text Linked to Facial Expression

Words Total Linked to Expression
Non-emotion words 2206 1022 (46.3%)
Emotion words 119 65 (54.6%)

2D AFFECTIVE LEXICON DATABASE

Russell (1980) and Desmet (2002) brought subjective
meanings of the degree of pleasantness and the degree of
activation specifically for words that express emotions. The
words can be depicted in a 2D space. Although it can
categorize emotions, it proved that the approach is not
sufficient to differentiate between emotions. For example,
“anger” and “fear” fall close together on the circumplex.
Moreover, for automatic reasoning, quantitative data would
be more efficient. Kamps & Marx (2002) proposed the
differences between the relatively objective notion of lexical
meaning, and more subjective notions of emotive or affective
meaning by exploiting WordNet (Fellbaum 1998), such as:
(1) the smallest number of synonymy (SYNSET) steps
between two words, e.g.: MPL(good, bad) = 4 {good, sound,
heavy, big, bad}, and (2) the relative distance of a word to
two reference words, e.g. EVA*(proper, good, bad)=1 and
ACT*(w, active, passive). The latter equations differentiate
words that are predominantly used for expressing positive
emotions (values close to 1), for expressing negative
emotions (value close to -1), or for non-affective words
(values around 0).

A Active

e [Tos v |

Angry, apparent, attentive, comic, cordial,
courteous, covetous, curious, darling, dear.
eager, evident, fierce, fine, full, funny, furious

Affected, annoyed, aroused, close, confused,
contempnble crazy, choleric, defeated
d, disabled, disappointed,

disgusted, dlsplnted dlsturbed down, exclted,
frustrated, gentle, gloomy, horrible,

good, grabby, grasping, great, hearty, hot,
jovial, merry, mordacious, nice, palpable, plain,
respected, terrific, troubled, unquestionable,
warm, well

ill, impetuous , improper, intent, irascible.
irritated, lamentable, obsessed, obstinate, sad,
shamed, sick, stimulated, stirred, unhappy
unreasonable, upset, worriec

Y

Affable, anxious, appreciated,
bright, correct, cute, itchy, right
superb, sweet, treasured
ungratified, untroubled

T_anleasam Pleasanir

Accepted, approved,
bad, concentrated
desperate, elated,
fearful, isolated, joyful
joyous, mean, terrible
tired, uncertair

o

e

Agreeable, clear,
dead, hopeful
indignant, kind
obvious, petrified

4 | Comfortable
familiar, positive
prosperous

Passive

E | Amazed, astonished, astounded,
calm, considered, cozy, dazed
i d

fatigued, fit, flabbergasted, serene,
soft speechless, stupefiec

Figure 2: An example of 2D Space-Emotion Words in
Octants-Related Pleasantness-Activation

We aimed to use both the labels and emotion words, which
were found in the first experiment, as initial records of our
emotion words database, by classitying the words by plotting
them in a 2D space. The direction and distance of a vector
represents the quality and intensity of the emotion words. For
this purpose, we combined two approaches. Firstly, we used
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(Kamps and Marx 2002)’s relative distance rules to develop
a 2D space with bipolar dimension of Pleasant-Unpleasant
and Active-Passive. We added a new octant: NEUTRAL
with the EVA value = 0 and the ACT value also = 0. Figure 2
shows an example of the plotting. Using 140 emotion words,
we found that the degree of correctness by this approach was
between 78%.

Secondly, we applied multidimensional scaling (MDS) to
represent emotion words also in 2D space using information
relative to “similarity” (corresponding meaning) between
each couple of emotion words. This procedure finds the
configuration or cluster that approximates the observed
distances in the best way. As initial input, we still used
Kamps et.al.’s relative distances — the MPL of emotion
words— to construct an N x N matrix as the input matrix. The
Euclidian distances among all pairs of points were applied to
measure natural distances of those points in the space. By
lowering the degree of correspondence between the
Euclidian distance among points and the input matrix, the
best corresponding MDS map can be achieved. Figure 3
shows an example of emotion words after MDS mapping.
We found that the degree of correctness by this approach was
between 65%. For both approaches, manual checking was
still necessary to all mistaken placed emotion words.

e anxious .- ' elate}; /f"‘ flagbergasted 'n\
jonyI ’ @ amazed
~._ ® astonished .-

" tired
; N PRt
\. pais:;vjm / frustated "~
~serene .- : .glefeated
covetous ; ;
F d arabby o ihdignant disappointed :
curious e i
@ active Lo . unhappye
eager " [, 7 _ abhorrent ‘
...... K L Y :
anno e @ desperate .dlsgvl;gﬁ:ied
|rr|iated : ¢ sad ¢ exited L4
. hd heam;\» .éngry" :féai:’ful ®aroused o dlsturbéd
Cal. e -fierge . d|sp|r|teff
... furious “ X -
R N il L
o giéomy

Figure 3: An Example of MDS-Emotion Words Mapping

Our lexical representation consists of an orthographic form,
morphological ~ specification, sense definition, and
coordinates on 2D emotion circumplex and 2D MDS
emotion mapping. This information is stored in our system’s
ontology. We develop a heuristic function to manipulate both
2D spaces. The function receives an intended emotion type
as input. As initial searching points, the coordinate of six
emotion types u € U {sadness, happiness, fear, anger,
surprise, disgust} on the MDS-mapping space are already
stored. The next step is to calculate approximate distances
between the adjectives in the text T = {w;, Wy, ..., w,} and
other emotion words in E. Here, we are not interested on d;; =
the relative distance between w; € T and w; € E. However, it
uses g; = the relative distance of the degree of pleasantness
and a; = the relative distance of the degree of activation:
Negative value means wj is less pleasant or less active than
wi. The octant number of w; gives information whether the



meaning of w;is not in contradiction with w;’s. The function
also checks the relative distance between w; and uy. If the
distance is above a threshold #; (i.e. the average distance of
the nearest two u values), the process will ignore w;.

MAPPING TEXT TO EMOTIONS

Our developed system extracts emotion indications from text
using two approaches. First, the system analyzes the choices
of words. It uses both 2D space emotion words. The system
exploits WordNet to find matching synonym or antonym of
the word, if the exact match cannot be found. The results of
this process are the pleasantness degree of the emotion word,
its activation degree and its emotion type. Finally, the system
analyzes the emotion content of an entire sentence relatively
to the entire utterances. For this purpose, it uses three
approaches. Firstly, inspired by the language tagging of
BEAT (Cassell et.al. 2001), our system also converts the
input text into a parse tree. The root of the tree is the
UTTERANCE, which is operationalized as an entire
paragraph of input. The utterance is broken up into
CLAUSEs, each of which is held to represent a proposition.
Instead of dividing the clauses into the word phrases, the
system divides it into its thematic roles. Figure 4 shows an
example of a parse tree. The tree also indicates the tag
<\emotion-object> for the emotion word, and the tag
<\contrast> the contrast coordinate words (e.g. “but”) -, and
contrast subordinate words (e.g. “although”).

UTTERANCE

CLAUSE * CLAUSE

CONJUNCTION AGENT PREDICATE THEME

CONTRAST you treated me EMOTION-OBJECT

But, wrong

ADVERBIAL

Figure 4: An Example of a Parse Tree

To divide a clause into its thematic roles, we define a case
for every verb and follow the frame syntactic analysis used
for generating the VerbNet (Kipper-Schuler 2003). The
vocabulary is stored in the system’s ontology. A lexeme has a
link between the thematic roles and syntactic arguments. The
definition also defines required and optional roles. Figure 5
a case for the verb “treat”. Besides the verbs, we also store
vocabularies of nouns, adjectives, pronouns, proper-nouns,
conjunctions, and prepositions.

treat (action) agent theme
parent = accept

roles * *
agent (+ intentional)
theme (+ living-object)

\ 4

subject object

Figure 5: A Case of the Verb “treat”

According to Mulder et. al. 2004, emotions in language can
be defined as text having a positive or negative orientation,
an intensity, and a direction toward an object or event, which
is described using three attributes: the experiencer, the
attitude, and the object. Therefore, based on the thematic
roles of the sentence, we developed heuristic rules to
distinguish five types of emotional intentions: (a) emotionally
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active toward an object, e.g. “I am angry with you”; (b)
emotionally directed by an object, e.g. “you treat me wrong”’;
(c) emotions that provoked by an object, e.g. “his letter
makes me sad”; (d) emotions that experienced towards an
object, e.g. “this picture is really beautiful”; and (e) appraisal
toward an object, e.g. “she is ill”. Furthermore, other rules
are developed to associate the emotion intentions with
emotion type. A large number of corpora were analyzed to
have more insight how humans express their emotion on a
structure of words. The following is an example of rules:

If (agent € pronoun) and (theme is “myself”)

and (emotion-object is adverbial)
Then intention is “emotionally-directed”
If (intention is ”emotionally-directed”) and

(pleasantness is ”"unpleasant”)
Then emotion-type is “anger”

Table 3: Distance Values between Emotions (Hendrix and
Ruttkay 1998)

Happiness | Surprise | Anger | Disgust | Sadness
Happiness 0 3.195 | 2.637 1.926 2.554
Surprise 0| 3.436 2.298 2.084
Anger 0 1.506 1.645
Disgust 0 1.040
Sadness 0

Finally, we design the “emotion thermometer” to control the
intensity of the emotional state in an utterance classified by
six Ekman’s universal emotions: happiness, sadness, anger,
surprise, disgust, and fear (Ekman 1999). We classity
emotion expressions in table 1 into these six universal
emotions. If an emotion is active, the system will check its
correspondence with the universal emotions. It calculates all
thermometers (T) using the following equation:

T =T,(-D+1,.s
Vj#i, 1,00 =T,(t~1) —dlj.i]

Where, i is the active universal emotion type, s is a
summation factor, / is the emotion’s activation degree, and j
ranges over six universal emotion types. The distance
between two universal emotions follows table 3. The highest
value of the thermometers is considered as the current
emotion state. This emotion state and its value (as the
emotion’s activation —calm, average or excited) are the end
result of this process. A rule-base approach is used to govern
the calculation. An example of the rule is:
If (tag <contrast> is found) and

(emotion-object is not found)
Then set active emotion is NEUTRAL

<UTTERANCE>

<CLAUSE></emotion emotion-type=neutral>
<CONJUNCTION><CONTRAST>but</CONTRAST>
</CONJUNCTION>
<AGENT>you</AGENT>
<PREDICATE>have treated</PREDICATE>
<THEME>me</THEME>
<ADVERBIAL>
</emotion emotion-type="anger” degree="average”>
<EMOTION-OBJECT pleasantness="neg” degree="average”>
wrong
</EMOTION-OBJECT>
</ADVERBIAL>
</CLAUSE>

</UTTERANCE>

Figure 6: An example of the result XML-Tagged Text




The results of this mapping text to emotions are written as
XML-tagged text. Figure 6 shows an example.

EVALUATION

We conducted another experiment to assess whether or not
the developed system showed correct facial expressions for a
given text input with emotion words. Instead of using
dialogue recordings, we used our developed system by
inputting two different texts to the system. As a first step,
three independent observers marked the onset and offset of
an expression. In the next step, these expressions were
labelled according to the context of the text. The agreement
rates between the observers in both steps were about 89%.

The experimental results indicated that most of the facial
expressions (about 91%) showed by the 3D face correctly
correspond to the emotion loading of the text spoken (see
table 4). However the results also showed that some
expressions were dependent not only on the choices of words
but also on the context of the conversation. A word could
mean different things according to the context of the
dialogue. Thereby, the speaker or the listener might display
different facial expressions.

Table 4: Statistics of Correct Agreements for Some

Emotions
Expression | Happiness | Surprise | Anger | Disgust | Sadness
Mean 85% 78% 77% 92% 89%
CONCLUSION

A prototype of a text based 3D synthetic face has been
developed. The face is able to show synchronously with the
speech. The developed system contains a component that is
able to analyze the emotion content in the input text by the
employment of ontology and our developed 2D-space
affective lexicon database. The animation module of the
system uses a facial expression dictionary. The rule-based
approach for the emotion reasoning gives opportunities for
us to extend both the system’s believability and behaviours.

Our approach assumed that the emotion contents shown in
the input text are explicit emotions. The system is able to
show an appropriate facial expression as its stimulus
response to convey an emotion loading in the text. Although
our experimental results indicated that these expressions
were influenced both by the choice of words and by the
content of the conversation, it also showed the relation with
emotional word depends mostly on the context, not on the
word itself. It is caused by the fact, that a given word used in
various situations can have different meaning. Future work
will include emotion analysis from discourse information,
such as moods, personality characteristics, anaphoric
information and background contexts of the dialogue.
Furthermore, we will extend the system more modalities,
such as synchronized and coherence facial movements and
lip movements.
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ABSTRACT

At TUDelft there is a project aiming at the realization of a
fully automatic emotion recognition system on the basis of
facial analysis. The exploited approach splits the system into
four components. Face detection, facial characteristic point
extraction, tracking and classification. The focus in this
paper will only be on the first two components. Face
detection is employed by boosting simple rectangle Haar-like
features that give a decent representation of the face. These
features also allow the differentiation between a face and a
non-face. The boosting algorithm is combined with an
Evolutionary Search to speed up the overall search time.
Facial characteristic points (FCP) are extracted from the
detected faces. The same technique applied on faces is
utilized for this purpose. Additionally, FCP extraction using
corner detection methods and brightness distribution has also
been considered. Finally, after retrieving the required FCPs
the emotion of the facial expression can be determined. The
classification of the Haar-like features is done by the
Relevance Vector Machine (RVM).

INTRODUCTION

For the past decades, many projects have been started with
the purpose of learning the machine to recognize human
faces and facial expressions. Computer vision has become
one of the most challenging subjects nowadays. The need to
extract information from images is enormous. Face detection
and extraction as computer-vision tasks have many
applications and have direct relevance to the face-recognition
and facial expression recognition problem. Potential
applications of face detection and extraction are in human-
computer interfaces, surveillance systems, psychology and
many more. It is not so hard to imagine the importance of
face detection in the means of face and emotion recognition.
The importance of this subject can be ratified by the recent

The research reported here is part of the Interactive Collaborative
Information Systems (ICIS) project, supported by the Dutch Ministry of
Economic Affairs, grant nr: BSIK03024.
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terrorism bombings in London. Face detection and extraction
of biometric features helps in the identification of the
terrorists. In London, monitoring of people especially in the
public places is done by closed-circuit cameras and
televisions, which are linked via cables and other direct
means. These can too be found in casinos and banks for
instance. They are also used to aid in the prevention of
calamities using face detection, emotion recognition and
crowd behaviour analysis techniques.

Facial expressions are crucial in human communication.
Human communication is a very complex phenomenon as it
involves a huge number of factors: we speak with our voice,
but also with our hands, eyes, face and body. The
interpretation of what is being said does not only depend on
the meaning of the spoken words. Our body language i.e.
gestures modify, emphasize, and sometimes even contradict
what we say. Facial expressions provide sensitive cues about
emotional responses and play an important role in human
communication. Therefore, it is valuable if this aspect of
human communication can also be applied for more effective
and friendly methods in man-machine interaction. According
to Ekman et al. (Ekman and Friesen 1978) people are born
with the ability to generate and interpret only six facial
expressions: happiness, anger, disgust, fear, surprise and
sadness. All other facial expressions have to be learned from
the environment the person grows up. Humans are capable of
producing thousands of expressions that vary in complexity,
intensity, and meaning. Subtle changes in a facial feature
such as tightening of the lips are sufficient to turn the
emotion from happy to angry. And to think that the eyes and
eye brows can also take on different shapes, one may
imagine how complex the problem gets. In the past,
Morishima et al. (Morishima and Harashima 1993)
implemented a five-layered manual-input neural network
which is used for recognition and synthesis of facial
expressions. In (Zhao and Kearney 1996) a singular
emotional classification of facial expressions is explained
using a three-layered manual-input back propagation neural
network. Kearney et al. (Kearney and McKenzie 1993)
developed a manual-input memory-based learning expert
system, which interprets facial expressions in terms of
emotion labels given by college students without formal
instruction in emotions signals. Rothkrantz et al. (Rothkrantz
and Pantic 2000) proposed a point-based face model
composed of two 2D facial views, namely the frontal- and
the side view. Given a characteristic points based face model,
expression-classification rules can be converted straight-
forwardly into the rules of an automatic classifier.



RELATED WORK

The online Facial Expression Dictionary (FED) is an
ongoing project at the Man-Machine Interaction group of the
TU Delft (de Jongh 2002). The goal of the project is to
develop a non-verbal dictionary which would contain
information about non-verbal communication of people.
Resembling a verbal dictionary, instead of words the FED
contains facial expressions. This online non-verbal dictionary
allows people to issue a query using description of the
expression in terms of the expression classes (happiness,
sadness, jealousy, etc.) and in terms of characteristics of the
expression. Another interesting possibility of FED is the
labelling of a picture containing a face. In other words an
appropriate facial expression will be matched with the face.
In the current state of the system the latter requires the user
to select the region of the face and select the characteristic
points of the face. These points are predefined consistent
with the chosen face model. The face model used is that of
Kobayashi and Hara (Kobayashi and Hara 1997). The facial
expression recognition model is based on a three-tier
framework. The chosen approach splits the FED system in
three components, i.e. face detection, facial characteristic
point (FCP) detection, tracking and classification. To fully
automate the labelling process when inputting a picture, a
project has been started on automating the face detection and
the FCP detection part. This paper discusses the face
detection and the FCP detection module.

METHODOLOGY

In this section we describe the theoretical background and
the methodology of our research. The detection process is
based on the detectors described in (Viola and Jones 2001)
and (Treptow and Zell 2003).

Face detection
Haar-like features

In order to classify a face, some characteristic features need
to be extracted. For this purpose, we used Haar-like features.
These features have a rectangular shape and are fairly simple.
The processing of this kind of features is computationally
very efficient. In our face detection algorithm, five types of
rectangular features are used (see Figure 1). Type 1, 2 and 5
are calculated as the sum of all pixels in the dark area minus
the sum of all pixels in the light area. Type 3 and 4 are
calculated as half the sum of all pixels in both dark areas
minus the sum of all the pixels in the light area in the middle.
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Figure 1: The five basic types of Haar-like features used in
our approach

Each of the five basic features is scanned on every possible
scale and every possible position within a training sample.
Given that the sample’s dimension is 24x24, the complete set

of features that can be constructed is quite large, namely
162336. From this set of features, we want the most relevant
ones that best characterize the face. The best features are
chosen using the AdaBoost learning algorithm (Figure 2).
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Figure 2: Scheme representing the training of weak
classifiers

AdaBoost

The AdaBoost algorithm (Freund and Schapire 1995) aims at
boosting the classification performance. It is an aggressive
and effective algorithm used to select a low number of good
classification functions, so called ‘weak classifiers’, to form a
stronger classifier. The final strong classifier is actually a
linear combination of the weak classifiers. Each weak
classifier is restricted to the set of single feature functions.

In the algorithm of (Viola and Jones 2001) the training stage
for a single weak classifier involves the computation of a
threshold for the feature value to discriminate between
positive and negative examples. In our approach, the latter is
slightly different. Instead of using a threshold, the chosen
weak classifier is the Relevance Vector Machine - RVM for
discriminating between the positive and negative examples.
This means that for each feature, the weak RVM classifier
determines the optimal classification function such that a
minimum number of examples is misclassified.



The input of Adaboost is a predefined set of positive and
negative training examples. In our case the positive examples
are face images and the negative examples are non-face
images. At the testing stage of face detection process, a set of
scanning windows also called subwindows is extracted from
the original image. Each element from the set is used as input
for the cascaded classifier. The cascade generated at the
training step has the form of a generate decision tree.

The structure of the cascade reflects the fact that within any
single image on overwhelming majority of sub-windows are
negative. As such, the cascade attempts to reject as many
negatives as possible at the earliest stage possible (Figure 3).
Every layer consists of only a small number of features.
While a positive instance will trigger the evaluation of every
classifier in the cascade, this is an exceedingly rare event.
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Figure 3: Cascaded classifier with T layers
Evolutionary Search

AdaBoost implies a brute force search on the whole space of
rectangular Haar-like features. The process of training
162336 features would be time-consuming. Therefore it is
beneficial to use GA in combination with AdaBoost (Figure
2).

The purpose of Genetic Algorithms (GA) in our research is
to speed up the AdaBoost algorithm. This is done by
replacing the exhaustive search of AdaBoost by a genetic
search algorithm called Evolutionary Search (ES). The
crossover and mutation genetic operators that drive the ES
process are used for selecting features from the feature space.
The fitness operator measures the performance associated to
the use of a certain feature, for the all classification process.
The population consists of 250 features. At each stage, a
feature is selected so that it satisfies the fitness function for
minimum error for all the generated features. The process is
similar to the criterion AdaBoost uses to select weak
features.

Relevance Vector Machine

Tipping (Tipping 2000) proposed the Relevance Vector
Machine (RVM) to recast the main ideas behind SVMs in a
Bayesian context. A prior is introduced over the weights
controlled by a set of hyperparameters, one associated with
each weight, whose most probable values are iteratively
estimated from the data.

The results have been shown to be as accurate and sparse as
SVMs yet fit naturally into a regression framework and yield
full probability distributions as their output.

The results in the case of face detection given some kernel
functions are presented in Table 1. In the case of three
features, the most efficient kernel function is chosen by using

35

ROC curves. By analyzing Figure 4, it can be concluded that
the best classification is obtained by using Laplace 4.0. This
kernel function is further used in EABoost and in the process

of constructing the final strong cascaded classifier.

Table 1: 2-fold cross validation results on three week
classifiers for face detection based on Haar-like features

Feature 1 Feature 2 Feature 3
Gauss 2.0 26.30% + 0.85 35.45% £7.71 38.60% + 1.84
Gauss 5.0 25.35% +5.30 32.40% +2.83 36.55% +3.61
Laplace 0.5 | 35.20% = 14.42 | 26.70% = 0.99 42.70% +9.62
Laplace 2.0 | 29.25% + 9.83 32.00% +7.50 41.60% +7.78
Laplace 5.0 | 26.20% +2.12 25.90% = 1.84 37.45% +7.57

ROC curve for Gauss 4.0, Laplace 1.0 and Laplace 4.0.
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Figure 4: ROC curves of three kernels, obtained by adjusting
each classifier’s threshold

Facial characteristic point detection

Facial characteristic points (FCP) consist of 30 facial points.
The detection of FCPs is based on a set of techniques that
include corner detection, RVM and hybrid projection
methods. The scanning of the whole picture is avoided by the
use of a corner detector as a primary step for mouth, eyes and
eyebrow FCP detection.

Fused corner detector

The corner detector of (Harris and Stephens 1988) takes into
account the edge information. It also considers the
neighborhood for corner decision, since the gradient swings
sharply around the corners. The algorithm of (Sojka 2003)
determines what neighborhoods are relevant for deciding
whether or not a point is a corner by using a probability
function. Where other corner detectors implicitly take into
account the corner angle, the Sojka corner detection
algorithm explicitly computes the corner angle. This helps to
reduce erroneous detection of corners on contrast edges.

A mixed Harris-Stephens and Sojka corner detection
algorithm is tuned to select enough corners so that the FCPs
are also included.



This is because neither of the two detection algorithms is
effective enough in detecting corners, which also includes all
corner points of the facial features (mouth corners, eye
corners, and eyebrow corners). Tests show that the efficiency
of detecting the corner FCPs is increased by using such a
combination. Given the selected set of corners, the next step
is to identify the FCPs.

Classification of candidate corners

To classify the candidate corners selected by the fused
detection algorithms, a set of RVMs is trained. For every
corner point type a different RVM classifier is trained to
distinguish the point from other points detected with the
corner detector. The training model for corners employs the
boosting of simple rectangle features. The set of features is
limited to five basic feature types.

Hybrid projection

Using the combination of corner detectors along with RVM
does not enable us to detect all facial characteristic points.
To detect the remaining FCPs, a projection method called the
hybrid projection (Zhou and Geng 2002) is used. The FCPs
can be located at the corresponding boundaries of a face
feature. To locate the horizontal boundaries of the features
we analyze the horizontal intensity variations in the image
containing only the face feature.

The final step aims at deriving the FCPs that were not
identified at the previous stages, by using a hybrid projection
method. This can be done by calculating a parabolic curve
through the detected FCPs.

IMPLEMENTATION AND RESULTS

Face detection

We designed a learning model to boost the performance of
RVM. This model consists of different techniques and
algorithms described in the current paper.

The learning procedure is based on the AdaBoost learning
algorithm. This algorithm is perfectly suited for the selection
of the best features that boost up the performance of the
classifier. As known for AdaBoost training, it is slow since it
contains a brute force search. In addition, training of the
RVM itself is relatively slow. And since they are combined,
there is a continuous feedback from RVM to AdaBoost and
the other way around.

A genetic search algorithm is added to improve the learning
speed. Instead of a training time in the order of
weeks/months, this is reduced to hours/days (on an AMD
Athlon™ XP 2200+ 1.80 GHz processor with 512 MB
RAM). Note that the size of the chosen training dataset is
also significant for the speed of the training. After the
learning procedure, faces can be distinguished from non-
faces using the trained RVMs.

A cascade consists of several layers of classifiers. Each
classifier is a combination of a number of RVMs. A practical
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problem that we encounter incorporating the cascade
technique is that a lot of RVMs need to be trained.

Table 2: RVM test results, both training and testing are
performed on MIT CBCL database

Kernel Nr. of test Detection Nr. of Nr. of
samples rate % false false
negatives | positives
Gauss 5.0 93.92 103 49
Gauss 7.0 2500 95.08 58 49
Laplace 2.0 83.88 339 64
Laplace 5.0 95.04 60 64

Given a few kernel functions, the results of RVM classifier
for face detection are presented in Table 2 for the same
testing set as the training set, and in Table 3 for different data
set for testing stage.

Table 3: RVM test results, the training is done using MIT
CBCL, the testing is done on CMU database

Kernel CMU database CMU database consisting
consisting of faces only of non-faces only
Laplace 2.0 22.03 100
Laplace 5.0 472 5191 5036 97.34
Gauss 5.0 38.77 96.68
Gauss 7.0 30.30 97.86

However, the test results show that improvement needs to be
made. In the current state, the face detector consists of only
five layers of classifiers. Recall that in (Viola and Jones
2001) a cascade of 32 layers with over 4000 features is used.
Better results are expected by involving more classifiers to
the face detector.

Facial characteristic point detection

The same learning model for training the face detection
classifier is used for the FCP detection component. Unlike in
the case of face detection, no databases of FCPs exist which
we can use as our dataset. These databases are extracted
manually by us from the BiolD and Carnegie Mellon face
database. For the detection of the FCPs, a corner detection
algorithm is used to filter out the non-FCPs. We have chosen
for a combination of the Harris corner detection algorithm
and the Sojka corner detection algorithm. Not all of the non-
FCPs can be filtered out by these corner detectors. For this,
we rely on the corresponding RVMs. The performance of the
RVM in the final system is actually determined by that of the
corner detectors.

For the FCPs that cannot be detected by the corner detectors,
we use the Hybrid Projection technique. This technique is
applied on the corresponding facial feature (eye, eye brow
and mouth) on which the FCP is localized. Therefore, RVMs
are trained to extract these facial features before applying the
projection method. The test results of the FCP detector (see
Table 4) show that some of the FCPs can be detected better



than others. The explanation for the relative poor
performance of some FCPs is probably that the FCP pattern
itself is non-stable from the recognition point of view. For
instance, the mouth can have different shapes and some
associated parameters could exceed the value ranges of the
samples used at the training stage, at different expressions.
To detect the FCPs we need to account that noise is very
probable at corner regions. Taking this into account it means
that at the training of the RVM noise is included in the
training samples. This affects the final performance of the
RVM. It is a trade-off that needs to be made. In the case of
invoking the projection method, finding the boundaries is
proven to be very robust, except if the feature boundary is
distorted.

Table 4: FCP Detection Results

True positive False positive

FCP

rate (%) rate (%)
Right eye inner corner 81.82 6.75
Right eye outer corner 81.82 16.67
Right eye upper corner 88.64 11.63
Right eye lower corner 88.64 11.63
Left eye inner corner 81.82 3.49
Left eye outer corner 63.64 5.94
Left eye upper corner 82.95 17.05
Left eye lower corner 82.95 17.05
Mouth left corner 86.36 3.24
Mouth right corner 90.91 4.71
Mouth upper corner 90.91 9.08
Mouth lower corner 90.91 9.08

CONCLUSION

We have presented an approach using a sparse learning
model as the first step towards a fully automatic facial
expression recognition system. This learning model is
applied on face detection and FCP detection. The test results
reveal that some improvements are still to be made.

In the current situation, a detected face cannot be further
processed by the FCP detection module if the face is slightly
rotated. Some of the FCPs can be occluded by other parts of
the face. The face detection module is trained on a database
with unaligned faces. Some of them are slightly rotated to the
left, some to the right, some looking up, etc. For the two
modules to work together perfectly, the face detector should
be trained strictly on full frontal aligned faces. This is
because the FCP detection module is designed to work with
these faces.

The model may be improved by considering a faster
implementation of the training application. Other variants of
the AdaBoost may also be considered. They differ in the
updating schemes for the weights. In the face detection
module, the scanning process can be speed up by other
techniques. Using edge detectors, plain backgrounds might
be filtered out and pruned from being scanned. This reduces
the overall scanning time on different resolutions. The
performance of the system can also be improved by using an
extended set of the Haar-like features. In our training model,
we used only 5 simple features. The detection rate during
training may be increased by incorporating the bootstrapping
method. This method uses misclassified samples as training
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input in the next iteration. This way we can force the learning
algorithm to adapt the output results from previous training
rounds. We have not implemented this procedure in the
current training model because this would certainly affect the
training time negatively.
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ABSTRACT

The characteristic of Internet traffic is responsible for tem-
porary overload phases and their impact on variable delay
and data loss as main indicators of quality of service (QoS)
degradation. We investigate statistical properties of the traf-
fic rate variability on ADSL broadband access platforms,
which presently connect 140 million residential users to the
Internet [4]. Measurement confirms smooth traffic profiles
aggregated via ADSL with less influence of long range cor-
relation than experienced for traffic on Ethernet LANs.

1 INTRODUCTION:
TRAFFIC IN DIFFERENT TIME SCALES

IP networks measurements usually include 5- or 15-minute
mean values of the traffic rate to determine the load of links
or a complete traffic matrix of flow intensities between the
edges of a (sub-) network. This data forms a basis for net-
work planning and a process of network resource upgrades
to adapt to the steadily increasing Internet traffic volume
[11]. The 5-/15-minute traffic samples can be collected
from standard statistics of IP and MPLS routers without
stressing the performance of the routing equipment. They
are appropriate to evaluate daily traffic profiles showing the
peak rates during busy hours, which are most relevant for
network dimensioning.

On the other hand, they do not include all relevant time
scales to ensure quality-of-service, since congestion may
arise on small time scales e.g. of some seconds being com-
pensated by alternating phases of low load which make
them invisible on longer time scales. The impact of traffic
variability on QoS is essential even in time frames below
1s. Buffers may be capable to bridge temporary overload on
account of delay for the buffered data, whereas long term
overload phases cause buffer overflow. Real time applica-
tions with strict delay bounds, e.g. less than 0.2s for conver-
sation, limit the waiting time and corresponding buffer sizes.

Since 1990 evaluations of IP traffic measurement revealed
long range dependency and self similar pattern over the
relevant time scales [10]. While most of this measurement
was conducted on Ethernet LANs, ADSL broadband access
is presently carrying a major and increasing portion of the
Internet traffic. Differences between ADSL and Ethernet
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traffic profiles are experienced by [2] based on traffic sam-
ples taken at ls intervals from the digital subscriber line
access modules (DSLAMs).

We investigate comparable traffic measurement at the inter-
connection of ADSL and the IP backbone. In Section 2, we
analyse the variability of samples at several time scales
starting below 1s. The implications of traffic profiles for
waiting times as the main QoS indicator are studied in sec-
tion 3 in order to estimate load thresholds on transmission
links which indicate critical QoS conditions.

2 IP TRAFFIC MEASUREMENT

For measurement purposes, we consider the amount of ar-
riving data in a time slotted system, where the time is sub-
divided into a series of subsequent intervals of length A. In
order to represent the process of arriving traffic in detail,
each arriving IP or MPLS packet can be registered with a
time stamp as well as its packet size. The storage for meas-
urement traces in this representation is increasing with the
line speed, where millions of packets may be counted per
second on high speed connections like a 10 Gbit/s link.

On the other hand, knowledge about the amount of data
arriving e.g. per millisecond allows to determine waiting
times as a main QoS indicator at the same precision of mil-
liseconds. Then a first evaluation step calculates the data
volumes d,, in byte for a series of time slot of length A. This
requires limited storage for M = S/A integers to represent a
traffic trace over S seconds independent of the speed of the
considered transmission line. The traffic rate in each time
slotis givenby R =d,/Aform=1,..., M.

Figure 1 represents corresponding traffic traces with inter-
vals starting at the time scale A = 0.01s. From a trace on a
time scale A, the traffic rates R for longer time scales
with intervals K- A are computed by the mean over K sub-
sequent intervals, (K =2, 3, ... ) such that

RI(KA) _\K RI(CA) /K, RéKA) _ ZZK

k=1 k=K+1

RM /K, .

Figure 1 includes 3 time scales A = 0.01s, A= 0.1s (K = 10)
as well as A = 1s (K = 100). It is apparent, that traffic be-
comes smoother when observed on longer time scales. As a
usual measure of variability we consider the coefficient of
variation, i.e. the ratio ¥/ of the standard deviation
and the mean, where

=" RO/M and o =TI RY -4 @) m



Traffic rate per 0.01s interval [Mbit/s]

Traffic rate per 0.1s interval [Mbit/s]

Traffic rate per 1s interval [Mbit/s]

1000

900

800

700

600

500

1000

900

800

700

600

500

1000

900

800

700

600

500

Seconds

Seconds

f/\\ PR-Y R /r\\ A i
NN IV AR

0 10 20 30 40 50 60

Seconds

Figure 1: Traffic variability at time scales of 0.01s, 0.1s and 1s

42



Considering a longer time scale KA, the mean value is pre-
served u*® = 1/®_ The standard deviation and the coeffi-
cient of variation 6¥/4® are preserved if and only if the
traffic rate is constant for each sequence of K intervals

R;SIA<)+1 = R21A<)+2 == R;g(AI)<+1) =R forn= 0,1, -, (M/K)-1,

which are comprised on the longer time scale. Otherwise,
the coefficient of variation is smaller 6% / 4/ < 6™/ 4/®.
When R is a sequence of independent and identically
distributed random variables, then the coefficient of varia-
tion is decreasing with JK since

B A e [ G i
K KK

Traffic measurement has been studied at different time
scales by [2] starting from 1s intervals. In addition, this
work investigate modeling approaches including M/G/eo for
the arrival process. The analysis is carried out with different
assumptions on the distribution of the flow size, which im-
ply autocorrelated traffic rates R . Therefore Gaussian dis-

tributions of the traffic rate are confirmed as asymptotical
behaviour [8]. The standard deviation g9 (R) as well as

the quantiles y{i;) (R) of the aggregated traffic rate are shown

to increase with the square root of the mean rate ((R):

0" (R) =[5 Ju(R); i) (R) = u(R) + faps) | u(R) where
Pr{R" < u(R)+ £, \Ju(R) } =99%.

The factors £ and f,);) can be determined from the source

model with known distribution of the flow size or from
available traffic measurement on the network links.

As a criterion for sufficient QoS, the 99%-quantile of the
measurement in the time scale of 1s intervals is used by [2]
to indicate the demand for capacity C:

C 2 Yigl (R) = (R + fopo) | U(R).

The measurement is taken from the DSLAMs in ADSL ac-
cess platforms as well as for Ethernet traffic. The traffic
aggregates of the DSLAMs show a smooth pattern, charac-
terized by the fact that about 99% of the rates R{* ob-

served over ls intervals stay below u(R) +./u(R), where
the 5-minute mean value is taken as long mean ((R):

Pr{ R < u(R)+[u(R) } ~99% with rates in Mbit/s.
This corresponds to a factor f£,(s) ~1 where traffic rates are
represented in Mbit/s. The result is confirmed as a good fit

of the statistics at the DSLAM aggregation level with traffic
flows with mean ((R) < 20Mbit/s [2].

We consider comparable measurement taken at broadband
access routers of Deutsche Telekom’s IP platform, which
connects ADSL access regions to the IP backbone. In
Figure 1, the traffic rate variability of a 2.5 Gbit/s link is
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captured at time scales starting from A =0.01s. It is visible
that the variability becomes essentially smaller for longer
intervals.

Table 1 summarizes main parameters of our measurement
statistics over four time scales, including the coefficients of
variation, the 99%-quantiles Yoo, and the maxima in a 15-
minute time frame with mean rate u =781 Mbit/s. On all
those time scales, the distribution of the traffic rate is ob-
served to be close to a Gaussian distribution.

Table 1: Parameters of traffic profiles in multiple time scales

Characteri.stic.s.of . Max — 1t | Yoo =1t G

traffic variability in

multiple time scales H H H
A:10s (u=781Mb/s)] 0.051 0.051 0.021
A 1s 0.084 0.067 0.029
A: 0.1s 0.149 0.102 0.045
A: 0.01s 0.350 0.200 0.094

The classical results of Internet traffic measurement from
the mid of the 1990-ties on the contrary observed long
range dependencies over almost any time scale, which mo-
tivated the introduction of self-similar traffic models
[3][10]. Only a minor smoothing effect of the variability
was observed on larger time scales. Two reasons which may
account for such a change in ADSL platforms are:

» Most measurements showing self-similar pattern were
conducted on Ethernet LANs or on WANs with preva-
lent Ethernet access, which pose less restriction on the
access rate of each user than ADSL platforms. While
each Ethernet access is equipped with at least 10Mbit/s,
most ADSL access lines are still far below this rate. On
the other hand, the user population on ADSL platforms
is far larger than it had been in the 1990-ties on
Ethernet LANs. Therefore an essentially higher multi-
plexing level of many small and independent flows can
be expected for current ADSL traffic aggregates.

This trend is strengthened by the dominant traffic vol-
ume of peer-to-peer file sharing applications, which
subdivide the download of large files into many small
data units to be transmitted in parallel TCP connections
from different sources [1][7].

Thus a high fluctuation of TCP connections in short term is
to be expected for current ADSL broadband access, which
may detract from long range dependency. Traffic in Ethernet
environments is still experienced to be more variable than
over ADSL due to measurement compared by [2] and, as a
consequence, the authors do not recommend to transfer the
results on QoS criteria from ADSL to Ethernet traffic.

The assumption of uncorrelated i.i.d. rates R{» per interval
yields 6" = ¢/JK and thus the coefficient of varia-
tion 6"/ u®® is decreasing by the factor/K for increas-
ing interval length KA. Therefore factors of /10 ~3.17 be-

tween entries in the last column of Table 1 would corre-



spond to i.i.d. samples. The differences from a time scale to
the next one are smaller, thus indicating the presence of
autocorrelation in the measured traffic.

In order to check the QoS criterion proposed by [2], we
took the quantiles of the sequence of traffic rates R(* for 1s
intervals over a quarter of an hour in the same example
shown in Figure 1 and Table 1 and obtained

Pri{R{" < u(R)+1.5Ju(R) } ~99% and thus £, ~1.5

when the mean rates are again given in Mbit/s. Including
several other traffic flows with mean rates in the 1 Gbit/s we

observed factors in the range 1.4 < £,{;) < 2. In addition, a

number of MPLS flows with mean rates of 30 — 40 Mbit/s
have been evaluated, yielding 1.7 < £ < 2.5 for the 99%-

99%
quantile. In principle, this confirms the approach taken by
[2], where the variability is experienced to be up to 2.5-fold

higher in our measurements. Therefore the factor £

should be carefully determined from measurement.

3 LOAD DEPENDENT WAITING TIMES

Traces of the amount of arriving traffic per millisecond or in
other time scales A can be used to determine the course of
the waiting time at the same accuracy A. We presume

> a constant available bandwidth C in Mbit/s and
» abuffer size B in Mbit at the router interface.

Initially, the buffer is assumed to be empty and the waiting
time is zero. When the data is forwarded in the sequence of
its arrival, we can iteratively compute the waiting time after
the first, second slot etc. of a considered traffic trace. The
amount CA of data can be served per time slot.
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We assume that this capacity is already available for the
data arriving in the same time slot. The latter assumption is
optimistic, since the data may arrive non-uniformly over the
interval. But the difference to a pessimistic assumption that
none of the data arriving in the same slot is forwarded,
makes a difference of no more than A in the waiting time. Let

» A, denote the amount of data arriving in the k-th slot

» and W denote the waiting time after the k-th time slot.

Then the amount of buffered data is increasing by Ay - CA
in the £-th time slot, if the amount 4y of arriving data is lar-
ger. The waiting time Wy, after the k-th time slot can be
calculated from the waiting time W, beforehand:

Wk+1 = Max(Min( Wk + Ak /C — A, B/C), 0)

The formula accounts for a difference 4,/C — A in the work-
load and for a limited range [0, B/C] of the waiting time,
since data is dropped when the buffer size B is exceeded.
Considering a traffic trace over M intervals, a corresponding
series of waiting times W1, W, Ws, ..., W), after each time
slot is determined starting from W, = 0. Next we obtain the
relevant statistical parameters including the mean, maxi-
mum, and the quantiles of the waiting time. The analysis is
applied to the measurement shown in Figure 1, where we
assumed a time scale of A = 0.01s and an infinite buffer,
such that QoS degradation becomes visible only through
high waiting times. Then the computation of waiting times
is simplified: W, = Max(W, + 4,/C — 0.01, 0). The evalua-
tion in the course of a traffic trace is shown in Figure 2.

The analysis can be done for arbitrary capacities C and cor-
responding utilization #(R)/C. Figure 3 shows the maximum
and mean waiting times again for the example of the meas-
urement trace of Figure 1 for different utilization levels.
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Figure 2: Waiting times in the course of a one minute traffic trace for utilization at a QoS-critical threshold
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Up to now, the evaluations are carried out for the complete
traffic on a 2.5 Gbit/s link with mean rate close to 1 Gbit/s.
For smaller traffic aggregates in the ADSL access area, a
higher variability is expected. In the sequel, we investigate
single MPLS traffic flows over the measured link, which
can be separated by their label in the shim header preceding
each IP packet for multiprotocol label switching. An MPLS
flows is usually provided for traffic between a pair of edges
of the backbone network. MPLS flows with mean rates up
to 40Mbit/s are included in the measurement, which is well
below the total traffic on a link.
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Figure 3: Waiting times as a function of the utilization
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Figure 4: Waiting times as a function of the utilization for
three MLPS traffic flows with mean rates of 30 — 40 Mbit/s

Regarding the traffic profiles of the flows, Table 2 shows
the parameters of the traffic statistics for a typical example.
A comparison with Table 1 reveals that the coefficient of
variation and other measures of variability are 3 — 10 times
larger on all included time scales.

As a consequence, the QoS-critical thresholds of the utiliza-
tion become essentially lower for smaller traffic aggregates.
The resulting waiting times for different provided band-
widths and corresponding utilization levels are determined
in the same way as for the total link traffic. Figure 4 indi-
cates the thresholds, where the maximum waiting time is
again represented as a function of the admitted load ((R)/C
for three measured MPLS traffic traces with mean rates
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M(R) in the range 30 — 40 Mbit/s. For those cases, the wait-
ing times become critical already at 50% — 80% utilization.

Table 2: Parameters of traffic profiles in multiple time scales

Characteristics of MPLS| Max — I | Yooo— L [0}
traffic flow variability u u u
A:10s (=40 Mb/s) 0.34 0.34 0.122
A 1s 0.51 0.42 0.145
A 0.1s 0.73 0.49 0.174
A: 0.01s 2.40 0.94 0.322
A: 0.001s 14.31 3.00 0.887
CONCLUSIONS

The evaluation of the variability of traffic generated on
ADSL broadband access platforms shows that traffic in the
backbone is smooth owing to the statistical multiplexing
effect. Although the peaks and phases of possible overload
are essentially increasing in smaller time scales, the utiliza-
tion thresholds indicating QoS degradation are high on
backbone links. As a main indicator of the QoS properties
we calculate the maximum waiting time as a function of the
load based on traffic traces.

Nevertheless, for smaller traffic flows on the first aggrega-
tion levels of a broadband access platform, a higher vari-
ability is observed allowing for only medium utilization in
order to avoid critical QoS conditions.
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ABSTRACT

With the rapid rise in the demand for location related
service, communication devices such as PDAs or cellar
phones must be able to search and manage informa-
tion related to the geographical location. To leverage
location-related information is useful to get an in-depth
perspective on environmental circumstances, traffic sit-
uations and/or other problems. To handle the large
number of information and queries communication de-
vices create in the current ubiquitous environment, some
scalable mechanism must be required. In this paper,
we propose a peer-to-peer network system called “Mill”
which can efficiently handle information related to the
geographical location. To simplify the management of
the location related information, we convert two dimen-
sional coordinates into one dimensional circumference.
Using this technique, Mill can search information by
O(log N). Mill does not adopt any flooding method, and
it reduces the amount of search queries compared with
other P2P networks using flooding. DHT networks also
do not leverage flooding and have good features. Simu-
lation results show that the performance of Mill is good
as well as other DHT networks. DHTSs support only
exact match lookups. The exact match is not suitable
for searching information of a particular region. Mill
provides an effective region search, by which users can
search flexibly location-related information from small
regions to large regions.

Introduction

Today’s mobile devices such as cars, PDAs, sensors, and
other devices become powerful. In addition, these de-
vices have connectivity to the Internet and equip po-
sitioning devices such as GPS sensors. In ubiquitous
computing environment, these devices can immediately
collect and provide information anywhere.

If we use a large number of information these devices
provide, we can obtain detailed and real time informa-
tion. Gathering information based on geographical loca-
tion can be effective for judging traffic situation, weather
condition, and other circumstances. For example, if we
gather rainfall information based on geographical loca-
tion throughout a city, we know where rain clouds are
exactly. This information is useful to the people riding
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a bike, climbing a mountain, and doing other things.
However, if we can not immediately obtain this informa-
tion, the value of information will be lost. Therefore, to
immediately obtain some suitable information based on
geographical location, a management mechanism which
can handle a large number of mobile devices should be
required.

Japan Automobile Research Institute (JARI) [1] exper-
imented with IPcars (taxi; has some sensors and con-
nectivity to the Internet). This experiment showed that
gathered information from mobile devices is useful to
create detailed weather information. In this experiment,
a client-server approach was adopted. In the near future,
it will be expected that ubiquitous computing environ-
ment come out and the number of queries for location-
related information will much increase. Then servers
will be much overloaded.

To decentralize information and queries, peer to peer
(P2P) networks are widely studied. Especially, P2P net-
work with distributed hash table (DHT) are proposed
in many studies [5, 7, 8, 9]. DHTs are scalable to the
number of mobile devices and are effectively adapted
for entry and separation of nodes. DHTs can answer
queries even if the network is continuously changing.
However, there is serious defect. DHTs support only
exact match lookups because of adopting a hash func-
tion. If we deal with location-related information, exact
match will be disturbance. Despite geographical dis-
tance, all information is assigned absolutely different ID
by a hash function. If some information is geographi-
cally close, assigned IDs are not relevant. Therefore, the
exact match mechanism is not suitable for searching a
particular region.

There are several P2P networks considering location.
However, these P2P networks have some defects in deal-
ing with location-related information. LL-net [6] is lo-
cation based P2P network. This P2P network defines
an area as a square region divided by latitude and lon-
gitude. LL-net is optimized for context-aware service,
and this P2P network is efficient to find where node is
and what services node has. LL-net has two kinds of
special nodes (super peer and rendezvous peer). The
super peer manages information about all rendezvous
peers. All other peers should know the super peer in
advance. A rendezvous peer exists per an area. This
peer manages normal peers in its area. Besides, LL-net



can not deal with attribute of time and can not gather
location-related information such as temperature, speed
and other values of sensors, because LL-net manages not
location of information but location of nodes.

In this paper, we propose a new approach which can
handle information in terms of location. To simplify the
management of the location related information, we con-
vert two dimensional coordinates into one dimensional
circumference. Using this technique, our P2P network
named Mill, which can flexibly search arbitrary region
for information. Mill has a good performance as well as
DHTs. Mill can search information by O(log N) and an-
swer queries in mobile environment and does not require
a special node(e.g. central server). In addition, Mill can
flexibly search location-related information from a small
region to large region. Mill does not adopt a hash func-
tion. The strategy of creating ID is quite different from
DHTs. Mill can search consecutive IDs at one time.
Therefore, Mill reduces the number of queries for a re-
gion search.

The rest of this paper is structured as follows. Section 2
describes requirements for information management and
retrieval on ubiquitous computing environment. Section
3 presents the mechanism of Mill and explains several
of its properties. Section 4 shows Mill’s performance
through simulations. Finally, we summarize our contri-
bution in Section 5.

Requirements for ubiquitous environment

In ubiquitous computing environment, there are many
devices including mobile phones, desktop PCs, web cam-
eras and sensor devices. If we gather information from
these devices, we can obtain valuable information. How-
ever, there are several requirements that we have to cope
with.

e Scalability
In the near future, the number of information cre-
ated by mobile devices and other devices will much
increase. And centralized system as like client-
server model will much overloaded. It is required to
handle information and search queries created by a
large number of devices all over the plac