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Preface

The EUROMEDIA conference is an annual meeting for dissemination of the state-of-the-
art in multimedia research, technology, management and art. As in previous years, the
conference seeks to bring together researchers and practitioners in academia and
industry, who are interested in exploring and exploiting new and multiple media to create
new capabilities for human expression, communication, collaboration, and interaction.
EUROMEDIA intends to cover a broad of aspects of multimedia computing: theory to
practice, from underlying technologies to applications. The present event is no
exception, providing the technical programme an ideal forum for the presentation and
exchange of research relating to the design and use of state-of-the-art multimedia and
networked systems.

The EUROMEDIA 2008 conference was held, in the University of Porto, Portugal, during
the period of 9-11 April 2008, concurrently with the ECEC and FUBUTEC conferences,
being structured with three main tracks (WEBTEC - which deals with web technology,
MEDIATEC - which covers multimedia technology, and APTEC - which provides an
overview of media-integration) and two special workshops: 1st Workshop on Medical
Imaging Systems and 2nd Workshop on Digital Television & Digital Special Interest
Channels.

The EUROMEDIA 2008 conference brought together several researchers representing
several fields related to web technology, multimedia technology, media-integration,
communications technology, medical imaging systems, digital television, digital special
interest channels and human computer interaction.

This book contains the 35 full papers presented at EUROMEDIA 2008 conference that
came from 13 countries: Bulgaria, France, Germany, Greece, Iran, Japan, Malaysia,
Netherlands, Poland, Portugal, Russia, Tunisia and United Kingdom.

We would like to thank to Philippe Geril, whose continued dedication and hard work as
the conference organiser has enabled us to maintain the standard expected of
EUROMEDIA 2008 conference, to The European Multidisciplinary Society for Modelling
and Simulation Technology for the opportunity to be involved in the organization of
EUROMEDIA 2008, to Faculdade de Engenharia da Universidade do Porto for hosting
EUROMEDIA 2008, to all members of the Scientific Committee for their reviews and
significant contribution for the high quality standards of EUROMEDIA 2008, to all
sessions chairs for their effort for the smooth running of all scientific sessions of
EUROMEDIA 2008, to our Invited Lecturer and to all Authors for sharing their excellent
works during EUROMEDIA 2008 and to all attendees that enrich and validate the
purposes of EUROMEDIA 2008.

Joado Manuel R. S. Tavares

Renato M. Natal Jorge

Faculty of Engineering, University of Porto, Portugal
General EUROMEDIA 2008 Chairs
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A CASE STUDY OF USING WEB-BASED SERVICES IN HIGHER EDUCATION

Hani Alers and Charles van der Mast
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Delft, The Netherlands
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ABSTRACT

This paper describes the motivation and research results of
the use of new web-based technology to enhance the
learning and teaching processes in higher education. The
basic idea is to exploit the ubiquitous nature of the Internet
to assist in instructing the students and interacting with them.
This is accomplished by presenting them with rich media
content and rapid communication channels that help them
achieve the required educational goals while providing them
with an enhanced learning experience. Our pilot experiment,
discussed here, has shown that both students and instructors
can benefit from using such educational tools.

INTRODUCTION

The field of higher education has produced many new
Internet based tools and methods aimed at supporting
teaching and learning. It is expected that younger students
who grew up with the Internet are well trained in using many
of the interactive tools and services it offers. Educators have
therefore tried to exploit the experience they have by
providing web-based tools to support students in learning as
individuals and in groups (Van Aalst and Van der Mast 2003,
Koppelman et al. 2000, Repenning et al. 2001). However, the
development and the deployment of such educational
software have proven to be a complex affair (Van der Mast.
and Van Aalst 2002). It is not easy to use such tools and
methods without a structured model of the content and
didactic strategies, a careful selection of the used media, and
the ways to optimize the engagement and attitude of the
learners (Van der Mast 1995, Salomon et al. 1991). As a
result, educators today tend to ignore most of the potential
offered by the Internet, and mainly rely on traditional
teaching approaches (Gagnon and Krovi 1999).

When developing a new course on human-computer
interaction (HCI), we attempted to build a support structure
for the course using web-based tools. We felt that such an
approach was necessary since research has suggested that
traditional methods of teaching HCI and usability are not as
successful as generally thought (Kotzé and Oestreicher
2002). The course is called Intelligent User eXperience
Engineering (IUXE), and teaches design and evaluation
methodologies for developing user interfaces.

The goal of this paper is to describe the way these tools were
implemented and how they were used by the students as
individuals and in teams. We present subjective

(questionnaires) and objective (recordings and loggings)
measures to evaluate the way the tools were used (Karoulis
and Pombortsis 2000, Russell 2001). The results of the
experiment show how the tools were used by the students,
and how students evaluated the approach used in this course
compared to traditional educational methods.

The paper starts by giving an overview of the IUXE course
and explain the main educational goals that the tools are
meant to achieve. This is followed by a look at how the
educational tools are implemented and the technology they
are based on. Next, the results of the experiment are
discussed by looking at the gathered data. The paper then
ends with a discussion and some final conclusions.

THE COURSE IUXE

The TUXE course is given within the International Master
program of the Delft University of Technology. It is one of
the Human-Computer Interaction Specialization Courses
offered by the Media & Knowledge Engineering program.
The course provides a coherent engineering approach to
human-computer interaction. It discusses guidelines
necessary for the design of software tools or other interactive
systems and gives the student a general framework to extend
and apply usability knowledge. Based on this framework,
available theories, methods, and technologies are discussed
which can be used for validating user interfaces. In addition,
the course handles the evaluation process of interactive
technological devices. It concentrates on the traditional
usability aspects (effectiveness, efficiency, and user
satisfaction) as well as modern user-experience issues.

The course handles the theories discussed in the 'Designing
Interactive Systems' book (Benyon et al. 2005), explained in
the course's weekly lectures (10 lectures in total). The
students are also required to read and present a number of
research articles that discuss the latest advances in the field
of human-computer interaction. After completing the course,
the student should have:

e a coherent approach for developing interactive systems
that allow users to accomplish their goals effectively and
efficiently, and with a high level of satisfaction;

o knowledge of new theories and research-approaches for
improving the user experiences in the development of
intelligent systems;

e practical experience in the application of theories and
methods for the generation and testing of intelligent user
interfaces.

In the course, the instructors deal with the students on two
separate levels. Individual students follow the course
lectures, complete several homework assignments and are
finally evaluated with an oral examination. Additionally,



while following the course the students will also take part in
a lab project in teams of 4 students. There they develop an
interactive system interface while observing the concepts
taught in the course. A usability evaluation test is then
performed on the developed interface by the students to
measure the quality of their design. The students are given
access to the Morae evaluation system. Using Morae gives
the students a similar experience to using a full scale
usability evaluation lab. The group's work is assessed by the
quality of their designed system, and the quality of the
project's reports and presentations. Simply said, the TUXE
course is designed to handle the entire design process of
system interfaces. It includes a lab project that takes the
students through both development and evaluation stages. It
also adds the new dimension of user experience to the
development of interfaces.

As explained above, the course handles a comprehensive
amount of theory from several sources. It also requires
students to perform different types of course work (i.c.,
homework, reporting, presentations). One of the challenges
in designing the course is that the students need to rapidly
learn how to use several design and evaluation tools, which
were necessary for completing different stages of the lab
project. The goal of the implemented educational tools is to
reduce the workload of the students and streamline their
learning experience, without requiring the constant attention
of the course instructors. It is also important to note that
while the course is given in English, the absolute majority of
the students who follow the International Master program are
not native English speakers. They can therefore benefit from
the ability to review course lectures and project instructions.
That being the case, the course incorporated a number of
educational tools specifically chosen to address each of the
mentioned issues. The main requirements for the tools are to:
o help students in learning the discussed course theory and
prepare for the course examination;
o allow them to review lectures and instructions;
o demonstrate how to use certain programs and services
used in the course;
o make it easier to complete course work (e.g., homework,
reports);
o reduce the time and effort needed from the instructors to
administrate the course.

IMPLEMENTATION

The tools implemented for the course were aimed at assisting
the students in both the theoretical and the project portions of
the course. These tools utilized many open-source software
packages and free online services (e.g., Audacity, Google
Docs), as well as facilities provided by the university (e.g.,
PC's, Internet servers). Below is a description of the main
tools used in the course.

Lecture Screencasts

The weekly lectures given by the instructors contain course
theory. Generally, students are provided with a copy of the
slides used in the lectures. However, students following the
IUXE course were also provided with a screen recording
(called a screencast) of the lectures. Using the Powerpoint
plugin of the Camtasia software package, it was possible to
make a recording of the instructors voice, the on screen
mouse movements, videos, and any on screen activity (e.g.,
software demonstrations) performed during the lecture.

Creating the recordings did not call for any extra work for
the presenter, and only involved using the Camtasia plugin to
start and end the presentation instead of the standard
Powerpoint interface. A simple restriction requires the
presenter to stay within about 5 meters from the PC which is
recording the presentation. This is necessary in order to
ensure an acceptable voice level for the recording. After each
lecture, the recordings were placed on the internet, giving the
students access to the entire content of the lectures. Students
were able to view the recording within any Internet browser
with the flash player plugin (version 7 or higher). The lecture
screencast plays within the Internet-browser as shown in
Figure 1. It is possible to navigate through the recording
using the slide titles (on the left) or the progress bar (at the
bottom).

kon.twi.tudetft.olffuxe flecture_recordings/week01 introdu

Intelligent User Experience Engineerinf® &5

Side 3
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Side 5
Imermttive “Lectues” (2; Mark Neerinex
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Cumert Lecire (modile Hani AlErs
Designing ieractive sys|
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Sxde 12
PACT
Side 12 Marc Grootjen
PACT -

Jan-Willem Streefkerk
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Doing & frst analysis
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Figure 1: Screencast playback in an Internet browser

Screencast recordings were made of all 10 lectures given for

the course. The aim of providing the students with these

screencasts was to:

o allow the students to review information they do not
understand while attending the lectures;

e provide them with reference information when they are
performing the course project;

o assist them in preparing for the course examination.

Video Tutorials

Students are provided with tutorials that illustrate how to use
specific software packages and perform specific tasks
necessary to complete the course project. Traditionally, such
instructions would have been provided to the students using
written manuals. However, with video tutorials, students are
able to see exactly how to complete each process with the
voice of the instructor explaining the steps. Some videos
contain short web-lectures of approximately 10 minutes,
which discussed additional subjects related to the course
project. In total, the course provided the students with 11
video tutorials and 4 web-lectures. The video tutorials were
also constructed using the Camtasia software package. All
tutorials were made available on the Internet where students
can view them within the Internet-browser in a similar
manner to the lecture screencasts. The aim of providing the
video tutorials is to help the students in learning how to use
specific tools and complete certain stages of the course
project.
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Voice Recordings

To provide the students with additional information,
guidelines, and tips about the project as well as other course
activities, students were provided with instructions in the
form of voice recordings. Some recordings contained a
summary of the activities for a specific week, while others
gave tips and guidelines on what to write in the project's
evaluation report. Students were provided a total of 13 voice
recordings ranging between 2-5 minutes in length. The
recordings were created using an open-source application
called Audacity. They were initially provided to the students
in the form of a podcast feed, which they could subscribe to
using any podcast feed aggregator program such as iTunes.
Halfway through the course, we stopped the podcast feed
and decided to provide the recordings as embedded online
players which work within the Internet-browser in a similar
manner to the video tutorials. This was done in an effort to
make the recordings more accessible for the students, as
explained in the results section.

The Online Manual

Instead of providing the students with a printed project
manual, the [UXE course used an online manual (reachable
at http://iluxe.wetpaint.com) in order to incorporate the
provided rich multimedia tools such as the video tutorials
and the embedded sound recordings. The online manual was
constructed on a wiki system which enables anyone to edit
the content of the manual pages from within the Internet
browser. With access restricted to the instructors which were
involved with the course, this allowed rapid online
collaboration among the instructors to build the content of
the manual, and perform corrections or improvements
whenever necessary. The manual included a built in message
board system which allowed the students to discuss the
project or other course activities with each other and with the
course instructors. A free online wiki service called Wetpaint
was used to host the course's online manual.

Collaborative Reporting

The instructors used an online collaborative authoring
system in the form of Google-Docs. Using this system, any

student can create a document and invite other team
members as co-authors. This allows all team members to
work on the same document either in terms or
simultaneously. When course instructors are also invited as
co-authors, they can monitor the progress of the teams and
provide feedback and support if needed. The aim of using
this system is to make it easier for the students to cooperate
on course work. It also assists the instructors in
communicating with the students and keep track of their
progress.

RESULTS

In this section we discuss some of the results from our pilot
experiment. The course was given for the first time in the
spring semester of 2007. We collected subjective data using
two interviews and two surveys throughout the semester. The
course was attended by 20 students, none of which were
native English speakers. The feedback results given in this
paper are collected from 19 of the students. We asked the
students about their perceived level of usefulness and
enjoyability for each of the used tools. Figure 3 represents
the average responses to the questions with a 0 to 4 Likert
scale where higher numbers are better.

Useful O Enjoyable

Sound Rec.

Lecture Rec. Video tutor. Manual Google Docs
Figure 3: The Students’ Perceived Usefulness and

Enjoyability of Each of the Tools Used in the IUXE Course

One can note from the figure that the online manual, the
video tutorials, and the lecture screencasts were found to be
the most useful tools by the students. Table 1 shows the



number of times the students visited the lecture screencast
database. The table shows that the students did review the
screencasts while following the lectures and continued to do
so even after the lectures stopped in April. During the
interviews, students mentioned that following the screencasts
was a very helpful alternative when they were unable to
attend the real lectures. Nonetheless, they did not find that
having access to the screencasts made them feel less
motivated to attend the real lectures, which supports earlier
findings in similar research efforts (Brotherton and Abowd
2004). Table 1 also indicates that the highest usage of the
screencasts was in the examination period, where students
pointed out that they were very helpful to prepare for the
examination, and often expressed their desire to see similar
screencasts in other courses.

It is worth noting that when the number of viewed
screencasts was measured for the examination period in
June, it turned out that the students have viewed 139
individual screencasts. This is more than double the 68 visits
logged in Table 1, indicating that the number of views can be
significantly higher than the visits listed in the table. One
should also take into consideration that the screencasts only
contain recordings of the course’s weekly lectures (since
extra information and instructions were only provided
through the video tutorials and the voice recordings). As a
result, they were not expected to be used heavily by the
students.

Table 1: The Number of Times the Screencast Database was
Accessed Throughout the Course Duration, and How They
Correspond to the Different Stages of the Course.

Lectures + February 32
Foeet March 24
April 9
Only project
May 6
Examination June 68

The Video tutorials were also well received (as shown in
Figure 3). Students pointed out that following a video of the
task they needed to perform left no room for guessing, and
made it much easier to learn how to use the different tools
they encountered while completing the course’s lab project.
Students also mentioned that watching the video tutorials
and listening to the sound recordings gave them as close an
experience as possible to having the instructor explaining
things for them in person, which was helpful in working on
the project. The sound recordings provided other interesting
results. Initially, usage statistics showed that very few
students were listening to the sound recordings when they
were offered as podcasts. When asked, students pointed out
that they did not want to spend the effort in learning how to
get and configure the needed software to download them.
However, once the recordings became available within the
online manual, they were used by most students. This
indicates how important it is for educational tools to function
seamlessly within the students' work flow. If learning how to
use the tool becomes an extra task to learn, then students will
prefer not to use it.

The online manual proved to be a very successful method to
provide students with instructions. Thanks to its open nature,
it was continuously edited and improved throughout the
course duration, involving a total of 436 entries and revisions
by the course instructors. It was also used heavily by the
students throughout the course (see Figure 4), with a total of
3516 pages viewed in 982 separate visits. Students pointed
out that having the manual online made it very accessible.
Students also appreciated the fact that the manual was
quickly improved if any errors or ambiguity was pointed out
to the instructors. In fact, together with the Video tutorials,
the online manual received the highest score for usefulness .

Figure 4 also shows the average amount of time visitors
spend on the site. This type of information gave the
instructors the ability to observe the usage trends of the
students, something which is impossible to achieve with
printed media. It is, for example, possible to see that the
average visit time was the highest in April, which is the
period when the students were using the manual to prepare
for their evaluation experiments. This showed the instructors
that the course material was being used as intended.
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Figure 4: The number of visits and the average amount of
time spent on the online manual each week throughout the
duration of the course

For the collaborative reporting, students were introduced to
the Google-Docs system during the first two weeks of the
course where they used it to hand in homework assignments.
Interviewed students pointed out that the ability to get rapid
feedback through the system is a great feature. On the other
hand, some students did not desire to spend the effort on
learning how to use the system, and were frustrated with the
limited features it offered. As a result, they opted to use
Microsoft Word instead. This result supports the earlier
conclusion (regarding the podcasts) in that educational tools
have to be easy to use in order to be successful. The eventual
conclusion was that the system offers very useful features,
however it needed to be more powerful and user friendly in
order to be fully adopted by the students.
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Figures 5: Students’ Opinion of the New IUXE Setup
Compared to the Traditional Course Format



The students were also asked questions regarding their
opinion of the general approach of the coarse. Figure 5
shows that the majority of the students favored the approach
of IUXE to the traditional course format. In the interviews
students pointed out that the tools used in the course made it
interesting and engaging. They even expressed strong desire
to see similar tools implemented on other courses.

Students also pointed out that using the tools made course
work seem less of a chore. This is reflected in Figure 6,
where the majority of the students found IUXE to be more
enjoyable than other courses. For example, students
mentioned that getting spoken instructions allowed them to
carryout other activities while preparing for course work.
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M. More More Same Less M. Less

Figure 6: Students’ Survey Answers to the Question: “All
Else Being Equal, in Comparison to other Courses you Have
Taken, How Much Did You Enjoy This Course”

CONCLUSIONS

In this paper, we have presented our use of internet based
technology to enhance the learning and teaching processes in
higher education. A pilot study in Spring 2007 served as a
testbed for many of these tools as educators were looking for
new educational approaches to teaching the subject of HCIL.
As mentioned in Section 2, the instructors had specific goals
that they intended these tools to achieve.

The heavy usage of the lecture screencasts throughout the
course and particularly during the exams period shows that
they played a significant role for learning the course theory.
This was also confirmed by subjective student opinions.
Considering the (relatively small) cost and effort that goes
into creating them and how useful they proved to be,
screencasts are a good place to start when implementing
educational tools in higher education. Similarly, the video
tutorials played a significant role in helping the students to
work on the course’s lab project. Students were able to use
all the different tools needed to complete the project without
the need for direct supervision by the course instructors.

By looking at the tools which were not widely utilized in the
course (i.e., podcasts and Google-Docs), one can see that
both required some effort by the students to setup and use.
This shows that educational tools need to be based on
technology that is already familiar to the students in order to
be accepted. This, in term, means that it is important for
educational institutions to keep track of new technological
devices (e.g., portable multimedia players) and services (e.g.,
social networks) which are starting to get wide acceptance
by the students. This allows course designers to target such
technologies when designing educational tools for their
COUTSES.

Using an online manual built on a wiki system allowed the
instructors to effectively collaborate on creating the course
material and provide the students with rich content. It
facilitated the use of the rest of the educational tools and
allowed the students to complete the course with little direct
supervision of the instructors. The instructors were also able
to track the students’ progress and their usage of the course
material with the help of the usage statistics gathered by the
implemented tools.

These results, together with the positive opinion the students
had towards the general new approach of the course, are very
encouraging signs for this type of research. We plan to
further develop the tools used in the IUXE course and
implement similar tools in other courses.
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ABSTRACT

In this paper we provide a solution for recommending
multimedia materials inside an e-learning platform, which
considers the binding of user profile information with
document annotations via the exploitation of domain
ontologies. The user profile is structured on three levels —
competences, interests and fingerprints — all expressed
through ontological constructs, as also the multimedia
materials annotations are. The user current activity (his
fingerprints) is supervised in terms of conceptual ontology
navigation (which ontology concepts are related to the
currently accessed materials). For establishing the suitable
topics for being recommended at each moment, a Markov
decision process is used.

INTRODUCTION

Inside an e-learning platform, there are a lot of materials into
multimedia formats. Because of their high production cost,
an efficient multiple usage is desired, and recommending
each of them to the suitable users, in the suitable moments is
a possible approach.

This paper provide a such solution based on the exploitation
of ontology based modeling of users and documents. In the
beginning, the existing approaches for adopting the
ontologies and semantic Web techniques into e-learning and
multimedia management fields are discussed. Then, the
paper exposes a model of ontology-based annotating the e-
learning multimedia materials. Further, a three layer user
modeling approach is presented, also expressed by ontology
constructs. The recommendation system is modeled as a
Markov decision process: the user profile is developed by
supervising his current activity in terms of locating the
ontology concept related to the currently accessed document
and approximating the next concept which will be focused
by the user. The improvement of the recommendations
accuracy in time is mentioned in final, together with
conclusions and further research directions.
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ONTOLOGIES FOR MULTIMEDIA E-LEARNING
MATERIALS ANNOTATION

The main goal of the existing e-learning standards is to

increase the accessibility and the reusability of the e-learning

materials. An improvement in this respect could be acquired
by combining the e-learning standards with the Semantic

Web technologies, whose aim is to make the electronic

content comprehensible for the computers.

There are many researches in the field of integrating

Semantic Web technologies into e-learning environments.

In the case of multimedia e-learning materials, there should

be also considered the particularities of the semantic Web

technologies adoption into the multimedia field.

The main issue of this problem is that, alongside with the

Semantic Web activity of the Web Consortium, the main

goal of transforming multimedia materials into machine-

processable content is also assumed by the ISO’s efforts in
the direction of complex media content modeling, in
particular the Multimedia Content Description Interface

(MPEG-7).

In order to delimitate a semantic oriented approach of

multimedia managing, there were discussed the differences

between the two directions, as well as some modalities of
combining them.

The differences are encountered at multiple levels (Nack et

al. 2005):

e  Synmtactically, the difference could be reduced at those
between XML representation (adopted by the MPEG)
and RDF (used by the semantic Web): because one RDF
assertion could be XML serialized in many ways, it is
hard to process RDF using generic XML tools , and
reverse;

o Semantically, the semantic Web approach makes use of
different layers that define semantic structures and
ontologies as third parties, while MPEG is a monolithic
specification, including a large number of schemata.

A solution for unifying the two directions could consists into

a semantic Web approach which to make use of the

schemata developed in MPEG-7 as third-party

specifications.



Another difference emphasizes that semantic Web
technology is still mainly text oriented, while MPEG is
dedicated to multimedia content description (Nilsson et al.
2002). A solution for unifying the two directions is provided
by SMIL (Synchronized Multimedia Information Language)
(Michel et al. 2005), which facilitates a textual serialization
of temporal and spatial aspects for multimedia presentations.
Another distinction points out that the desiderate of semantic
Web approaches to make explicit the semantics of media
units is challenged by finding techniques for automatically
metadata association. MPEG could be a useful aliat: it uses
low-level features for semantic based descriptions, which
constitutes one of the few mechanisms available for the
automatic annotation of media.

In order to gain a unified view of the two directions, there
were developed multiple MPEG-7 translations into RDF and
OWL, as well as translations of the MPEG visual part into
RDF and OWL (Hausenblas et al. 2007). Moreover, there
were developed tools enabling to extract the visual features
of multimedia materials (as MPEG proposes) and to
associate them with domain ontology concepts (as a
semantic web approach requires). PhotoStuff, AKTive
Media, Vannotea, M-OntoMat-Annotizer, SWAD are such
examples (Obrenovic et al. 2007).

In the educational field, the MIR (Multimedia Informaion
Repository) project (Schmidt and Engelhardt 2005) provides
a solution of adaptive facilities inside an e-learning platform
which manage the multimedia information: it includes a user
modeling component (MUMS - Massive User Modeling
System), a component for managing and annotating the
learning objects (HYLOS - Hypermedia Learning Object
System), and a component for defining the adaptation model
(MIRaCLE — MIR Adaptive Linking Environment).

We will expose a solution with a similar architecture which
provides personalized recommendations to learners.
Alongside with defining the multimedia annotations model
and the user competences model, our focus will be in
developing the user model by supervising his conceptual
navigation activity in order to provide him the most relevant
materials for his currently focused topic.

MULTIMEDIA INDEXING TECHNIQUES

The semantic contents of multimedia data can be indexed by

two main ways:

o Manually annotate the multimedia documents (image,
video, audio) with textual description (ideally, ontology
concepts). It’s not so comfortable for large multimedia
databases, but could be a solution for multimedia
learning objects, since the teachers spend long time for
their development. The main issue remains still the
difficulty to keep the consistency of the annotations.

e Provide the system with a rule base or a knowledge
base where knowledge or rules are used to extract
features from the raw data, to match content, to analyze
queries, and so forth.

This second type of semantic analysis of the multimedia

content involve a first step of multimedia automatic

indexing. The indexing algorithms are applied successively

in order to obtain (Chen et al. 2002):

e  Feature extraction
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e  Clustering/Segmentation

e  Object descriptor extraction

e  Object recognition.
The results are then processed by using the knowledge
database.
For example, in (Hsu et al. 1993) there is developed a
hierarchy for the radiology domain, called Type Abstraction
Hierarchy (TAH). The radiological shapes and their
semantics are conceptualized through hierarchy concepts
detailed into sets of attribute values. The knowledge base is
targeted to the evaluation of shapes and spatial relationships
of the objects (e.g., a tumor). The main goal is to improve
search efficiency in radiological databases.
The maintenance of a knowledge base raise also the problem
of keeping it semantically consistent with the database
schema. (Yoshitaka and Ichikawa, 1999) provide a possible
solution for this issue: to make the knowledge base and the
database schema semantically dependent on each other by
integrating them together with rules that prescribe semantic
association of one with the other.
Despite the time consuming inconvenience, the manual
annotation solution could provide a very good semantic level
of metadata which to facilitate other further operations such
as information retrieval or access personalization.

MULTIMEDIA ANNOTATIONS MODEL

We adopt a very simple model of multimedia materials

semantic annotation, by using:

e an ontology already available inside the e-learning
platform: that which is wused for structuring the
competences assigned to the existing courses (and to the
corresponding certificates);

e an existing tool - M-OntoMat-Annotizer — which
enables the automatic visual features extraction, as well
as the semantic ontology-based manual annotations.

M-OntoMat-Annotizer provides support for extracting the

MPEG-7 specific multimedia descriptors into XML format

and for transforming them into RDF descriptor instances

(which will be finally linked with the appropriate concepts

of the selected ontology). Such descriptors are dominant

color, scalable color, color layout, color structure, texture
browsing, edge histogram, region shape, contour shape,

homogenous texture. In addition, for video documents M-

OntoMat-Annotizer enables to select a certain frame or

frame sequence in order to associate its descriptors with

ontology concepts. The only restriction is that each domain
concept prototype instance could be linked with only one
extracted visual descriptor of each type.

For our purposes, we consider that the teachers (educational

multimedia materials developers) will use the M-OntoMat-

Annotizer in order to annotate the video frames/sequences

and image regions with the ontology concepts.

For example, let’s suppose that we load the iswc.daml

ontology  (http://annotation.semanticweb.org/iswc/), we

create the E-Learning, Modern Teaching and Blended

Learning instances for the Application Domain concept. We

could select, for instance, the Blended Learning instance in

order to associate a certain region of the image displayed in
the right frame. As result, there will be generated a RDF
description, including the following fragment:



<vdoext:Prototype rdf:about="http://www.acemedia.org
/ontologies/VDO-EXT#Blended Learning">
<rdf:type rdf:resource="http://annotation.semanticweb.org
/iswc/iswe.daml#Application_Domain"/>

</vdoext:Proto
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annotation
The effective values of the created instances (referred
through their URLs) are stored in separate XML files, in

MPEG-7  standard  format.
RegionShape.xml file contains:
<?xml version="1.0" encoding="ISO-8859-1" 7>
<Mpeg7 xmlns="http://www.mpeg7.org/2001
/MPEG-7_Schema" xmlns:xsi="http://www.w3.org
/2000/10/XMLSchema-instance">
<DescriptionUnit
xsi:type="DescriptorCollectionType">
<Descriptor xsi:type="RegionShapeType">
<MagnitudeOfART>
1415111214141112138915912124
101210311981155107412851285
</MagnitudeOfART>
</Descriptor>
</DescriptionUnit>
</Mpeg7>
This description could be parsed in order to be integrated
into an educational metadata repository. Among the
established e-learning standards, the IEEE/LOM is
considered as the most enabling for semantic extensions (Al-
Khalifa and Hugh, 2006). It is structured into many
categories, and the Classification enables to specify that the
learning object belongs to a certain classification system,
which could be also an ontology. It’s possible to specify the
information for identifying the ontology and its particular
concept which want to be refferred:
<Classification>
<Purpose> competency </Purpose>

For  example, the
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<TaxonPath>
<Source> (“en”, “ISWC”) </Source>
<Taxon> <id>1.2.6.5</id>
<entry> ("en"," Application Domain")
</entry>
<instance>Blended Learning </instance>
</Taxon>
</TaxonPath>
</Classification>
The spatial and/or temporal description of the multimedia
element could be referred through the General IEEE/LOM
category.
Thus, by using the M-Onto-Annotizer tool and a conversion
operation, a multimedia learning object could be described
according to IEEE/LOM standard and also could gain
ontology-based semantic annotations.

THE USER MODEL

The main purpose of creating and maintaining an user model

is to provide each user with the most suitable information

(Brusilovsky and Millan 2007). The five most popular

features considered for modeling an user as an individual

are: the user’s knowledge, interests, goals, background, and
individual traits.

All these features (especially the first three) could be

expressed through the overlay model, which represents an

individual user's profile as a subset of the domain model [7].

We adopt this model considering an ontology as domain

model — following in this respect another actual direction of

research, as in the (Dolog et al. 2004) or (Kay and Lum

2004). Rather, we consider the same ontology as for

multimedia annotations described above.

In our approach, the user model regards the first three

features, and, accordingly, our ontology-based user

competences profile is split into three layers:

1. Competences — the actual, acquired, competences (e.g.
through  previous  acquired  certificates  and
qualifications), expressed through ontology concepts.

For the automatically construction of this layer, a rule-based

approach could be applied (Lin et al. 2002). For example, a

certain certificate should have assigned some competences

(ontology concepts). In function of the score mentioned by

the certificate, the user detains those knowledge at a certain

level (beginner, intermediate, advanced).

2. Interests — the desired, foresighted, competencies,
according to the courses in which the students is
currently enrolled: each course aims at developing a set
of competences, expressed as concepts; these concepts
will constitute the wuser interests profile. The
particularity of this layer is that of being common to
multiple users: all the students enrolled into the same
course have a same part of their interest profile.

For developing this profile layer, a rule-based approach

could be also adopted: when a user is enrolled to a certain

course, the topics (ontology concepts) assigned to these are
included automatically in his long term interests profile.

3. Fingerprints — representing the currently visited
concepts (through associated materials). These concepts
illustrate the particular goals encountered into the
current moment (these are driven by a specific task



which has to be accomplished — for example an

homework preparation or a project development).
These fingerprints could be automatically inferred from the
user navigation activity, and should be correlated with his
competences and interests for providing him with the
appropriate recommendations. In the next section we will
describe the Markov decision process based approach for
developing the fingerprints user model layer. Because the
fingerprints are modeled through ontology concepts, we will
trace the conceptual navigation through ontology instead of
the site navigation.

USER MODEL DEVELOPMENT TOWARDS
PERSONALIZED RECOMMENDATION

The most general method for developing the user profile in
order to provide him with suitable recommendations (or,
morel general, with personalization) is by analyzing the
user’s navigational activity. For this purpose, there were
developed techniques such Clustering, Classification,
Association Rule Discovery, Sequential Rule Discovery,
Markov models, or hidden (latent) variable models
(Mobasher 2007).

Markov models are support for another type of sequential
modeling, based on stochastic methods: the navigational
activity in the Web site is modeled as a Markov chain, used
for predicting subsequent visits. There could be predicted the
next user choice, based on his last action (using a first order
Markov model) or based on his last k actions (using a k
order Markov model) (Deshpande and Karypis 2004).
Instead of tracing the user’s site navigation, there were
recently developed some approaches for modeling users’
navigation behavior at “higher” abstraction levels. In the
adaptive InterBook system, the concept-based navigation
was introduced (Brusilovsky et al. 1998): each concept used
to index documents constitutes also a navigation hub -
providing links to all content pages indexed with this
concept; also, from each page, all its related concepts are
accessible.

In (Gutiérrez et al. 2006), Web documents are first clustered
based on users’ navigational data, and then user behavior
models are built at this document cluster level. In
(Antonioletti et al. 2006), an aggregated representation is
created as a set of pseudo objects which characterize groups
of similar users at the object attribute level.

(Jin et al. 2005) adopts the proposed task-oriented user
modeling approach. The relations between the common
navigational “tasks” and Web pages or users are
characterized through the Probability Latent Semantic
Analysis (PLSA) model. The user model development is
accomplished through an algorithm based on Bayesian
updating, and the Web recommendation technique is based
on a maximum entropy model.

In our approach, the domain ontology used for modeling
documents annotations and user knowledge and interests
provides the abstraction level for user conceptual navigation
modeling. A Markov Decision Process is used for this
modeling, to predict the next focused ontology concept by
the user in order to provide him with personalized
recommendations.

More precisely, at a certain moment, our system will display
to the user:
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o the chronological list of the already reached concepts in
the current session — ¢ 1, €5, €3, ... , C

o the currently chosen concept, ¢y, accompanied by a list
of recommended documents dy;, doa, dos, - .., doj;

e the recommended concepts for being further accessed —
¢1, €3, ..., Ck, displayed in the predicted importance
order;

e a link to “Other” concept list, for the case user is not
satisfied by the recommended concepts.

Two separate modules contributes for accomplishing this

functionality:

1. Document selection module, characterized by:

e input: user profile (the competences and interests
layers);

e output: the list of recommended documents dy;, doy, dos,
..., doj, as well as the total amount of the time spent by
the user in reading these documents until the moment he
makes another concept choice.

2. Markov decision Process module, characterized at each
step by:

e input: currently chosen concept + time spent by the user
at the previous concept, as reward for this concept;

e output: the list of recommended concepts for being
further accessed — ¢, ¢y, ..., ¢, displayed in the
predicted importance order.

We will describe bellow how the Markov Decision Process

is modeled and his functioning manner. We considered in

our MDP a certain user interests profile as a join of
stereotypes: all the students enrolled into the same course
have in common this course interest concepts, which could
be viewed as a stereotype. Thus, the behavior of all the
students is relevant in establishing the recommendations
provided to ecach of them. The customization will be
influenced by the each student competences and fingerprints:
student particular competences will be used by the

Document selection module and student fingerprints — by the

Markov decision Process module.

A Markov Decision Process (Puterman 1994) is defined by a

quintuple (S, A, T, P, R) where:

o Sis the set of all possible states o € S of the system;

o A -set of all the actions a € A that can be applied to it;

o T is the ordered set of instants at which decisions can be

made, that is the global temporal horizon;

o P defines the transition probabilities between any pair of

states in S after executing an action in 4;
o R defines the function of local rewards r € R associated
with these transitions R - Sx 4 — R.

At each step, the learner algorithm (called the agent) selects
an action, and then as result is given a reward and transitions
to a new state
Our basic idea is to consider the currently visited concept as
the main information of the current MDP state, and to
predict the next possible states as corresponding to the
recommended concept list. This list defines in fact the set of
possible actions which user could accomplishes (transitions
from the current state to each state corresponding to the
concepts from list).

Supposing that the competences and the interest part of the

user profile are already available, a MDP current state o,

will consist in:

e cog— the currently visited concept;



e iy — the user interest regarding the concept, ije {0, 1, 2,
...}: the number of the courses (interest paths) in which
the students is enrolled and concern the concept coy; it is
a fixed parameter for a certain user;

e f;, — the user fingerprints in using the concept (expressed
in number of minutes, as average of previous periods
spent by the current user at coy).

e cfy — the collective fingerprints in using the concept
(expressed in number of minutes, as average of
previous periods spent by the current user at co,)

e 1, constitutes the reward for reaching the current state,
corresponding to the concept coy, which will be updated
in function of the f;, and cfj,.

€09 - Co, i, fo, cfy, To

P1
€0y - ¢, i1, i, cfy, 1
P2
€02 - Ca, ip, B, ¢y, 12
Pk €Oy - Ck, ik, Tk, cfy, T

Figure 2: The set of possible actions that could be applied to
a current state o

From the current concept coy, there could be considered for
recommendation the concepts which are related to co, inside
the ontology - ¢y, ¢, ..., ¢ -, with respectively the
probabilities py, pa, ..., px and the rewards 1y, 13, ..., I.

The goal of a MDP is to compute the so-called optimal
policy - a function 7" that associates with any state 6 € S and
any time t € T the optimal action (o, t), namely the action
that maximizes the expected global reward on the remaining
temporal horizon.

In our case, the policies possible to be applied into the state
oy (characterized by the coy, i, fy, cfy) are characterized by
the total reward that is expected to be gained over the
temporal horizon as result to each action of choosing co,
€0y, ..., CO respectively.

For estimating this optimal policy, a common adopted
approach is the reinforcement learning (Sutton and Barto
1998), which consists in learning an optimal policy by
estimating iteratively the optimal value function of the
problem on the basis of simulations. It differs from
supervised learning in that the learner algorithm is never told
the correct action for a particular state, but is told how good
or bad the selected action was, expressed in a form of scalar
“reward” (McCallum et al. 1999).

The reinforcement learning approach is used in MDP to
learn a policy, a mapping from states to actions, ©: S —> A,
that maximizes the sum of its reward over time. The most
common formulation of the “reward over time” is a
discounted sum of rewards into an infinite future. It is
currently used an infinite-horizon discounted model where
reward over time is a geometrically discounted sum in which
the discount, 0 <y < 1, devaluates the reward received in the
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future. The discount y could be constant, or could be
decreased progressively: y = 1/(t+ 1) or y = (1/2").
Accordingly, when following policy m, we can define the
value of each state o be:
V(o) = tho, © Yt I
=Ry(0, ) + Y Ry(0, M) + ... +y" Ry(o, ) + ...
where r,(o, 1) is the reward obtained at time n if the learner
agent begins at the state ¢ at the time 0 and follows the
policy m.
In order to learn the optimal policy, it must be learn its value
function, V", which maximize the V*(o) for all the states o.
The previous equation could be written recursively:
V(o) = Ry(o, m) +y V(T(o, n(s)))
Among the algorithms provided by the reinforcement
learning approach, the on-step Q-learning algorithm
(Watkins 1989) compute the optimal solution in a bottom-up
manner, by value-iteration or by policy iteration.
In the value iteration variant, the Q-learning algorithm
replaces the value function V° with its more specific
correlate, called Q, providing the expected value of the
criterion for the process that starts in o, executes action a and
thereafter follows policy 7. Thus, Q"( o, a) will be the value
of selecting the action a from state s, and thereafter
following the optimal policy. This is expressed as:
Q'(0,a)=R(0, a) +y V' (T(c, 2)),
where T(o, a) denotes the state obtained as effect of
applying action a to the state c.
The optimal policy can be defined in terms of Q by selecting
from each state the action with the highest expected future
reward:
7'(s) = arg max, Q(s, a)

(Bellman 1957) shows that the optimal policy can be found
straightforwardly by dynamic programming.
The principle of the Q-learning algorithm consists in
updating iteratively the values of the V' function we search,
observing each transition reward. Because the value function
is expressed in terms of reward, we will update in fact the
reward assigned with each state.
We provide the Q-learning algorithm below:

Initialize Oy

forn=0to N, — 1do

0, =choseState

a, =choseAction

(o’,, r,) =simulate(o,, a,)

/* update O, */

Qnﬂ — Qn

d, = r, +ymax, Q.(o, b) — 00, a)

Onii(ow an) < 00 a,) + ad,

end for

return QN
We will illustrate this algorithm application for our
particular situation, discussing as generic the case of the
state o.

The initialization part of the Q-learning algorithm

If we denote fj — the current user fingerprints, and cf; — the

collective fingerprints in using the concept co;, then:

o at the beginning of each working session: f=0;

e  at the beginning of the first working session: cf;=0; then,
cf; will represent the average time period spent by all the
users over the concept co;.



The initial values of p; will depend by the current global
interest profile, that is the stereotype profile constituted by
the concepts assigned to all courses. We mention that a
concept could be found in more than one course, meaning
that concept could have a higher degree of interest
associated. The algorithm for computing p; first evaluates the
total number of interest degrees associated with the all the
concepts ¢, €, ..., C, and then distribute probabilities
proportionally with the interest degree of each concept. The
total sum of probabilities is 1. Also, the initial positive
rewards r; are associated only with the states corresponding
to the concepts of interests (as interest degree values), in rest
the rewards are initialized with zero:

{ ni = 0; //the total number of interests

for j=1 to k { ni += ij; r; = i;; r¢;=0; }

for j=1to k p;=1i;/ni; }
The values of r; and rc¢; will be updated as average with the
product coef; * tsr;, where coef; represents a coefficient for
estimating the accuracy of our current recommendation, and
tsr; representsa the time spent the user at the concept co;.
So, for beginning, in the Markov chain, the states
corresponding to the interest profile concepts have assigned
a positive reward, and the actions which conduct to their
selection have associate positive probabilities.

Choosing a state through an action

We denote by o the currently chosen state, characterized by
the coy, 1y, Ty, cfy, 1o, rco. The state o, was reached from o,’
by applying a certain action a,, and was obtained a reward r.
The next step will be made the transition to the state (which,
in our case, is one of the states 6y, o5, ..., 6y). The reward r,
will be added to the value of the specific correlate function
Qo, and the next reward which will be further added depend
by which action will be chosen at the current step. Of course,
the dynamic programming principle of the algorithm try to
choose the action that will further lead to a maximum
reward.

Updating the policy function as result of simulation
In order to improve the rewards pertinence, we will re-
evaluate the current step rewards 1y, 15, ..., 1 (which
establish the current step possible actions) according to the
user choice and his reward to this choice (expressed through
the time spent at the corresponding concept).
Suppose that the current user choice the concept c; after the
system provided him recommendations. The following
algorithm re-compute the above mentioned rewards 1j, by
increasing 1, and de-creasing the other rewards. We made the
following notations: fy — the total amount of time spent by a
user at ¢, representing his reward for the concept cy; ni - the
total number of interests; nf - the total number of the current
user fingerprints; ncf - the total number of the all users
fingerprints. The algorithm multiply 1, according the user
interest and the personal/collective fingerprints relative to
the concept c;. We use some coefficients for assuring an
harmonic medium quality; if we want to provide a greater
importance to a certain thing, we could change the
coefficients. We denote the increased quantity as nt, and we
will decrease this quantity, proportionally, from the others
rewards:

{ update f; with the amount spent by user at c0;

ni = 0; nf = 0; ncf=0;
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forj=1tok
{ ni +=ij; nf += fj; ncf+=cfi}
rn *=0.4% 1,/ ni+ 0.3* f| / nf + 0.3*cf] / ncf;
n,=0.4* 1, /ni+ 0.3* f; / nf + 0.3*cf] / ncf;
forj=1tok
ifj1=1
r/=nt* i+ 1)/ (ni+nf-i-1);}
The sum of (j; + fj) will be exactly (ni + nf — i, — f}), so the
total decreased value is nt. The next step will be performed
when the user makes another choice, selecting another
concept, after c¢;. As an observation, if the user changes the
documents, but remains at the same concept, there is
considered no movement.
At this moment we dispose of the time period that user spent
at the concept ¢, We denote this by tsr; (time spent reading
the concept cj). In order to avoid the explicit feed-back
request to the user, we consider the tsr; as the user reward
regarding the concept c; (the spent time illustrates his
interest), and its value be added both to f; (user fingerprints
for the concept c;) and to nf (the total number of user
fingerprints for all concepts ¢, ¢y, ..., Cx).
In order to evaluate the user reward (positive, negative,
zero), we have to compare tsrl with nf. We will adapt the
algorithm exposed in [16], used in the Knowledge Sea II
system, for a certain page is the time spent reading (TSR)
that page: the effective value of this time is normalized by
using an algorithm which ignore the very short and very
long page visits (the first are not enough for really reading a
page, the second are probably caused by something like a
coffee break), and consider the page length (for a short page
it’s enough a small time, but not for a long one). Because we
are focused on the concepts, we do not measure the
document length, and our adaptation considers: if the time is
very short (ex., < 30 s), then the reward is negative; if the
time is short (ex., 30 s < tsrl < 3min), then the reward is O:
the user considered the concept in concordance with his
global interests, but no with the current ones; if the time is
longer (tsrl > 3 min — it could be very long as one concept
could correspond to a lot of documents), then the reward is
positive, and we re-evaluate the previous reward according
the algorithm below. We will adjust the reward r; according
the entire time f} spent in the current session at the concept ¢
(we consider it more relevant than the current tsr)), denoting
ap the adjusted quantity. We will decrease this quantity from
the others rewards, proportionally to the corresponding
fingerprints.
{ f += tsr; nf += tsry;
n=n+n*(fi/nf);ap=1/nf;
for j=1tok
ifjl=1
i=r—1* (ap * i/ (nf - £)); }
The sum of fj will be (nf - f}) so, the total decreased value is
exactly ap. In case of negative reward, the algorithm for
adjusting current rewards is similar, just the ap quantity will
be decreased from the r; and proportionally increased to the
other ones.
The simulations which we made in order to evaluate the
prototype of our proposal illustrated a growth in the
recommendations accuracy over the time, when the user
profile is developed. The few user total unexpected actions
lead to the necessity of taking into account also some off-
topic recommendations.



CONCLUSIONS

The main advantage of our approach consist in its
independence of the navigational structure of a particular
site. Moreover, the conceptual navigation support the user in
receiving recommendations according to his current main
interests. The consideration of both personal and collective
fingerprints define our solution as a mixture between
navigation mining and collaborative filtering. The Markov
Decision Process assures a good recommendations
pertinence, increasing while the system is more and more
used. Comparing to Collaborative filtering recommendations
methods, our approach avoid the difficulty of the cold start
problem, and provide a better recommendation accuracy due
to the optimization process performed after the user reward.
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ABSTRACT

A system has been developed that analyses the emotional
content of web pages. Text is extracted from an embedded
Internet browser and sent to a text-to-emotion engine that
identifies the emotive content. An experiment was conducted
that examines the effect the emotional content of the web
page has on the reader. Our Online Emotion Stock Analyser
application was used to assess the emotional content of web
pages displaying articles that comment on the previous day's
Stock Market share prices. The relevant emotive words
relate to the up and down movement of share prices. The
relative movement of the positive and negative emotions
expressed in the articles over time was compared with the
relative movement of the value of the London Stock
Exchange. The experiment results support the loop effect
between published articles and the future movement of share
prices. A number of significant relationships have been
observed between the emotion contained in articles about the
Stock Market and the next day's market value. The output of
the Online Emotion Analyser was shown to be a more
accurate predictor of the next day’s movement of the Stock
Market share index than viewing the previous movement of
the index.

INTRODUCTION

This paper describes the latest developments in our research
project that aims to enhance communication over the
Internet. In particular it presents the results of an experiment
that investigated the link between emotions contained in web
pages and the behaviour of the readers. The project
contributes to the research into expressive communications
and affective computing (Picard 2000; Paiva et al. 2007).

We have developed a prototype Emotion Analyser, which
can analyse the emotive content within textual messages
(John et al. 2006). The system enhances communication over
the Internet by automatically identifying the emotions in the
text and presenting appropriate emotive images. This system
has been adapted to analyse the emotional content of web
pages. The text to be analysed is automatically extracted
from an embedded Internet browser. In order to examine
how web pages presenting articles about the Stock Market
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affect the reader, the emotion extraction rules have been
customised to identify words that relate to the up and down
movement of share prices.

The Online Emotion Stock Analyser analyses the contents of
web pages displaying objective-dominated stock articles and
searches for the emotive content within them. The output of
the engine is the Emotion Status of the article. In order to
test whether the Online Emotion Stock Analyser can
correctly identify the emotional information, the output of
application was compared with the movement of share
prices. The link between published articles and future
movements of share prices was examined to determine
whether the system could be used as a tool to predict future
movements of the Stock Market share index.

Firstly, we define the term "stock market emotions";
secondly, we describe the operation of the Online Emotion
Stock Analyser application; thirdly, we describe the
experiment that compared the Emotion Status of the online
articles with the Stock Market share index; fourthly, we
examine the results of the experiment; and fifthly, we
present our conclusions.

STOCK MARKET EMOTIONS

We define Stock Market emotions as the different states of
expectation investors derive from their perception of news
and events that influence their behaviour in the Stock
Market. Stock Market emotions are directly reflected in the
movement of the Stock Market share index and the volume
of trading (Rutterford 2007; Bergen 2003). The positive state
matches in the situation where share values are rising, and
the negative state occurs when share values are falling.

Sensationalism and emotive news influence readers and
shareholders behaviour. A loop effect (figure 1) has been
observed between newspaper articles and the behaviour of
investors (Gaughan 1986; Nelson 1991; Evatt 1997; Lo and

Repin 2002).
4 Stock Market

Shareholders

\

Analysis
Articles

Data
(Share value)

Experts

"]

Figure 1: The Loop between Published Articles and the
Behaviour of Investors




1. Shares are bought and sold in the Stock Market by
shareholders.

2. Data is generated, such as the share value and the

volume of trading.

Stock analysis experts analyse the data.

The Stock analysis experts publish articles.

5. The articles may be read by the shareholders,
influencing their future buying or selling behaviour,
starting the loop again.

The Emotion Analyser was adapted to test whether the

mechanism for the loop effect can be detected. Information

about the movement of share prices contained in published
articles about Stock Market prices were compared with the
future movement of Stock Market share index. If a link was
detected, then the Online Emotion Stock Analyser could be
used as a tool to predict the future movement of the Stock

Market share index. The next section describes how the

Emotion Analyser was adapted to suit the Stock Market

environment.

>

ONLINE EMOTION STOCK ANALYSER
ARCHITECTURE

There are a number of existing tools and research prototypes
for the measurement of Stock Market emotions that are
based on the analysis of market values (Arps 2007, CBOE
2007). For our Online Emotion Stock Analyser, the input is
the text contained in web pages displaying Stock Market
articles instead of the numerical data.

We developed a prototype Emotion Analyser, which can
analyse the emotive content contained within textual
messages passed in Internet communications (John et al.
2006). This system was adapted to create a new system
called the Online Emotion Stock Analyser that evaluates the
emotive content of online Stock Market analysis articles.
The new system enhances communication over the Internet
by automatically assessing the emotional state of a web page
and indicating the "mood" of the information expressed.

For Internet communications a range of six emotions are
identified, while for the Stock Market only two conditions
are considered; positive (where stock prices are rising), and
negative (where stock prices are falling).

The Online Emotion Stock Analyser is a rule-based system
that uses key-word tagging in order to analyse text.
Sentences can be broken down into two groups of words:
function words and content words, which in turn have sub-
classes. According to what groups the words belong to and
the preceding and subsequent words, sentences can be
decomposed and analysed (Robinson 1975; Gordon 1996).
Rewrite rules are used to classify each word into different
categories (Russell 1995). The Emotion Status of each
sentence can be assessed by identifying the emotional words
and analysing their interaction with the other words in the
sentence and determining whom the emotion refers to and
what the intensity of the emotion is. Different weights and
categories are assigned to individual words. The overall
Emotion Status of the article is defined as the absolute
difference between the number of positive and negative
sentences.
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The Online Emotion Stock Analyser consists of two layers:
the interface layer (the input from the Internet browser, and
the output that indicates the emotional state of the web page)
and the emotion extraction layer (the text-to-emotion
engine). The engine includes three parts: input analysis, the
tagging system and the parser (figure 2).

Emotion Status

Text-To-Emotion Engine
Input

Analysis

v Tagging System
Word
Analysis

Tagged
Dictionary

Grammar
Rules

Parser

Figure 2: Online Emotion Stock Analyser program flow
Input

Input to the system is through an embedded Internet
browser. Web pages are selected by following the hyperlinks
in the browser interface. When a web page finishes loading,
the text of the page is automatically extracted from the raw
HTML by removing the text within HTML tags. This text is
passed to the Text-To-Emotion engine for analysis, when the
user clicks on the "Analyse" button.

There is a danger that the text of the article will be
contaminated by other text displayed on the web page, such
as links, or by badly formed HTML code. To verify the
results of this experiment, the Emotion Status of the whole
web page was compared against the Emotion Status of the
article text, and no significant differences were found.

Input Analysis

The text of the web page is sent to the input analysis
function for initial assessment. The tagging system can only
handle one sentence a time therefore the input analysis
function divides the text into individual sentences before
sending them to the tagging system. To correctly identify the
end of sentences, an analysis was carried out to test whether
a full stop character is the sentence terminator, or is used for
another purpose such as a decimal point.

The Tagging system

The tagging system contains two components; the word
analysis mechanism and a tagged dictionary containing
22,000 words. In order to identify key-words, we manually
searched through articles from The Financial Times and
extracted the words related to the movement of stock prices.
The stock word tag ("STO _W") was assigned to each



possible emotional word relating to the Stock Market. The
tag-set uses numbers 0 and 1 to represent positive and
negative price movements.

The tagging system searches through the tagged dictionary
to find the corresponding tag category for each word in the
sentence. A suffix and prefix examination is carried out to
find words that have not been identified.

A special tag "NDP" (negative data point) is assigned to the
words that give sentences the opposite meaning, for
example, the word "halted" in the sentence "The market
halted its slide", will overturn the meaning of the sentence.
In addition, some phrases have opposite meaning compared
to the words in it, for example, in the sentence "The market
gave up yesterday's gains", the phrase "gave up" includes the
positive word "up" but the phrase itself is negative. A special
ambiguity tag is assigned to indicate these situations.

The output of the tagging system (the sentence words and
the corresponding word category tags) is sent to the parser
for further analysis.

Parser

The parser analyses the output from the tagging system using
rewrite rules and tree representations (Russell 1995) to find
possible combinable phrases and possible sentence
structures. Any ambiguity is resolved within the context of
the whole sentence, and previous sentences. If a word with
the opposite meaning is found, the emotional state will be
inverted.

The parser recognises conditional emotional sentences e.g.,
"the Stock Market will be stronger if the war finishes
quickly" and interprets this as an emotional sentence.
Sentences with more than one emotional word that are
connected by a conjunction word, will be treated as an
emotional sentence with two states, e.g. the sentence "The
FTSE 100 was down but FTSE 500 was up" is recognised as
an emotional sentence with both states.

Output

When the article analysis is complete, the interface displays
the overall Emotion Status according to each sentence's
emotion state and intensity (figure 3).

Input

Internet
Browser

Raw
HTML

Extracted
Text

Output
(Number
of positive
& negative
emotions
detected)

The overall emotion status of the article
Figure 3: Online Emotion Stock Analyser interface
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EXPERIMENT DESIGN

An experiment was carried out to test the effectiveness of the
Online Emotion Analyser as a tool to predict the future
movement of share prices in the London Stock Exchange.
A sample of 311 separate web pages were selected from the
Financial Times web site. The sample contained one article
for each day that the Stock Market was open during the 15
month period of 20 December 2004 to 17 March 2006. The
chosen articles were written by different authors, but were
from the same regular newspaper column that objectively
summarised the movement of share prices and the value of
the London Stock Market during the previous day.

The web pages were analysed by the Online Emotion Stock

Analyser individually to derive an Emotion Status for each

page (the number of positive emotions minus the number of

negative emotions). The Emotion Status was compared
against the value of the Stock Market as indicated by the

Financial Times Stock Exchange index (FTSE). Calculations

were performed for both the 100 share index (FTSE 100)

and the 250 share index (FTSE 250).

Correlation calculations were carried out to compare:

1. The Emotion Status and the FTSE index for 8 days
(from the day before, to one week after the day
described in the article).

2. The Emotion Status and the value of the next day’s
FTSE index.

3. The Emotion Status and the movement of the next day’s
FTSE index.

4. A comparison of:

a) The Emotion Status and the next day’s movement
of the FTSE index.

b) The previous movement of the FTSE index and the
next day’s movement of the FTSE index.

Comparing the Emotion Status and the value of the
FTSE index for 8 days

Correlation calculations were carried out over the 15 month
period, comparing the Emotion Status of the articles with the
FTSE index for a period of eight days, ranging from the day
before the day described in the article, to six days in the
future. This calculation assessed whether the Online
Emotion Stock Analyser could accurately assess the "mood"
of the market for the day described, and evaluates the best
matches for the current mood in the following days. The
results are shown in figure 4.

The closest correlation was for the day the article described
(Day 0). For the FTSE 100 each of the next 6 days were
above the correlation critical value for P=0.05 (0.113) which
indicates the correlation was not by chance. For the FTSE
250 only the next day was above the correlation critical
value. The correlation coefficient remains high for the FTSE
100 for the next three days (Day 1 - Day 3) but Day 1 is the
only day that both the FTSE 100 and FTSE 250 are above
the critical level.

This may reflect the fact that the articles concentrated their
commentary on the companies in the FTSE 100 and not the
companies in the wider FTSE 250. The articles focus on the
companies that had most activity in the Stock Market.



The closest match was for the day that the article described
which validates the use of the Online Emotion Analyser as a
tool for identifying the emotion contained in Stock Market
articles.

0.113

CORRELATION COEFFICIENT

0.000

1041424344546

DAY
Figure 4: Daily Correlation between the Emotion Status of
articles and the FTSE index over 8 Days

The best match with the future value of the Stock Market
was the next day as it was the only day that there was a
significant correlation for both the FTSE 100 and FTSE 250.
This indicates that the Analyser is best suited to predict the
value of the Stock Market the next day rather than longer
periods of time in the future, and greater accuracy is
achieved in the FTSE 100, than the FTSE 250.

The Emotion Status and the value of the next day’s
FTSE index

The results of the correlation calculations between the
Emotion Status and the next day's share value as discussed
above are shown in figure 5 and 6. A significant correlation
was found between the Emotion Status and the FTSE 250
index, with a correlation coefficient of 0.117 (P=0.05)
(figure 5).

FTSE 250 VALUE

EMOTION VALUE

Figure 5: Correlation between Emotion Status and the FTSE
250 index

A significant correlation was also found for the FTSE 100
index, with a correlation coefficient of 0.137 (P=0.05)
(figure 6).
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Figure 6: Correlation between Emotion Status and the FTSE
100 index

A link between the published articles and the behaviour of
the readers has been observed, but this does not prove that
their behaviour is solely based on the information obtained
from this web site as the same information is available from
other sources. This experiment verifies that the correct
emotions are being detected, and that there is a link between
the detected emotions and the future movement of the value
of the Stock Market.

The Emotion Status and the movement of the next day’s
FTSE index

Correlation calculations were carried out between the
movements of the Emotion Status of articles from one day to
the next, with the movement of the next day's FTSE index
value.

No significant correlation was found for the FTSE 250, but a
significant correlation was found for the FTSE 100 index,
with a correlation coefficient of 0.153 (P=0.01) (figure 7).
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Figure 7: Correlation between the Movement of Emotion
Status and the Movement of the FTSE 100 index

The result of this calculation again indicates a stronger
correlation with the output of the Online Emotion Stock
Analyser with the FTSE 100 than with the FTSE 250.



Emotion Status versus the previous movement of the
FTSE index

It is possible to base predictions of future Market value on
the previous values of the FTSE index, i.e. if the Market
value is rising it may be reasonable to expect it to continue
rising the next day. The final set of correlation calculations
assessed whether the output of the Online Emotion Stock
Analyser was a closer match to future value of FTSE index
than the previous value of FTSE index.

The results of the correlation calculations for the Emotion
Status and the next day’s FTSE index movement were
compared with the previous day's movement of FTSE index
and the next day’s movement of the FTSE index.

The results of the calculations are shown in figure 8. The
first two columns show the results for the FTSE 250 index.
Column one shows the correlation coefficient for the
previous day's movement of the 250 index with the next
day's movement of the FTSE 250 index, while the second
column the correlation coefficient for the movement of the
Emotion Status with the movement of the next day's FTSE
250 index.

The closest correlation is found using the Online Emotion
Stock Analyser; however, both results are below the critical
significance level. The next two columns show the
corresponding results for the FTSE 100 index. There is a
negative correlation between the previous movement of the
FTSE 100 with the next day's movement of the FTSE 100,
while there is a significant correlation between the
movement of the Emotion Status and the movement of the
next day's FTSE 100 index (0.153, P=0.01).
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Figure 8: The Online Emotion Stock Analyser Versus the
previous FTSE index

For both the FTSE 250 and the FTSE 100 indexes the
correlation is stronger using the Online Emotion Stock
Analyser than the values of the previous day's FTSE indexes.
This shows the Emotion Analyser can be used as a more
accurate predictor of future movements of the FTSE index
than using the previous movement of the market.

CONCLUSIONS
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We have developed an Online Emotion Stock Analyser that
analyses the "emotions" contained in online articles about
the movement of shares in the stock market.

Experiment results support the loop effect that has been
observed between published articles and the behaviour of
investors. A number of significant relationships have been
observed between the emotion contained in published
articles about the Stock Market and the next day's market
value. There is a closer correlation between the Emotion
Status of articles and the FTSE 100 index, than with the
FTSE 250 index. The Online Emotion Stock Analyser was
shown to be a more accurate predictor of the next day’s
movement of the FTSE index than using the previous day’s
movement.

Further research in this project could include the
development of an application to assess the general emotions
presented in a web page, with an experiment to determine
how different combinations of emotions affect the
perceptions of users. Authors of web pages could use this
information to ensure the response of readers' match their
intentions.
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ABSTRACT

This paper describes DigiMem, a web-based tool for
producing a multimedia representation of an event’s
memory. An cvent can be a holiday; cultural events;
conferences; exhibitions; social and sport events; and
personal moments. Unlike other generic multimedia
authoring tools and device specific software bundles, the
main design paradigm behind DigiMem was to put the focus
on the memory itself, rather than on the material that is
representing it and the devices that captured the material.
DigiMem comprises of two modes: the authoring mode
where the content for a memory is prepared and structured
properly and the playback mode where the memory is
projected based on this content as a Dynamic HTML page.
During both modes, the effort was to infuse seamlessly into
the tool all the habits we everyday use in the real world for
conserving our memories and define some new features that
are only possible in the digital medium. Most features of
DigiMem have been implemented by exploiting absolute
positioning features. The representation is eventually
published as a Dynamic HTML page.

INTRODUCTION

The paper introduces DigiMem, a web-based multimedia
tool for representing memories of past events as multimedia
documents. The aim of the tool is to represent a memory as
vivid as possible with all digital material that is available at a
specific moment. DigiMem tries to enumerate and support
all features that we consider being necessary for such a
representation and are currently scattered in different tools
and technologies. In this way, DigiMem may be considered
as a reference tool for such a representation. Memory
representation may be enriched from time to time, as new
material becomes available. Digital material may include
images, sketches, video and audio. The events that DigiMem
could be suitable for include holiday; cultural events;
conferences; exhibitions; social and sport events; and
personal moments. DigiMem comprises of two modes: the
authoring mode where the content for a memory is prepared
and the playback mode where the memory is projected based
on this content as a web page. The tool presented may be
used either for personal use, or for broadcasting a memory
representation for a larger audience, which can annotate and
discuss the event the memory is based or enrich and relate
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the memory representation to other memories. All these
operations may be carried out either locally or online, by
using, though, the same web-based interface.

As also discussed in Section 2, the effort during the design
of DigiMem, unlike other generic multimedia authoring
tools has been to put the focus on the memory itself, rather
than on the material that is representing it and the devices
that captured the material. Another innovative feature of
DigiMem is that it permits the authoring of the memory
representation through a web-based interface that requires
neither technical, nor programmatic skills. The user is only
required to place items on screens and set propertics by
using drag and drop and other simple interface elements,
then save the representation online or locally and continue
working at a later time, even from another machine.
Additionally, all of the resources that are inserted in a
representation are uniquely identified and have properties
bundled to them, which follow them from authoring to
presentation. The notion of flexibility is also present
throughout the authoring mode of the tool: A lot of features
are provided, but at any time only a set of them is suffice for
certain presentation needs. For example, one memory
representation may require a simple enumeration of images,
whereas another may take advantage of the linking and
overlay features. Another innovative feature is revisions that
store several snapshots of a memory representation as a
whole and independently for selected of its resources, as
these evolve over time. What’s more, instead of allowing a
single resource (e.g. an image) to be placed in a specific area
as in most multimedia authoring systems, in DigiMem a set
of resources may be defined for a specific position and
alternatively used. This feature permits the generation of
several representations of the same memory depending on
the exact combination of resources that are finally selected
for every position before every publication. Multiple
representations may address the needs of different
audiences, such as for personal use, for the group of people
that were present at the event on which the memory is based,
or other people. Finally, the implementation of the playback
mode as a simple Dynamic HTML page permits the viewing
of the memory representation through a simple web browser.
The paper is organized as follows: Section 2 discusses the
rationale behind the design of DigiMem and compares it
with other work. Then, Section 3 describes the authoring
mode and the playback mode of the tool, whereas Section 4
analyzes some interface elements of the tool. Then, Section
5 discusses implementation details, whereas Section 6
presents briefly some evaluation results. Finally, Section 7
concludes the paper by presenting some intended future
work.



DISCUSSION AND RELATED WORK

People always have wanted to capture, store and reproduce
their memories throughout their lives. A memory can be a
travel, a visit to a museum or an archacological site, a house
or a neighborhood one has lived, a working environment, a
concert, the company of friends, a strong emotion, a social
or a sport event, a sudden event and everything some
consider significant during their lives. In the film Until The
End Of The World by Wim Wenders, Solveig Dommartin
has a device that projects a past world’s images. She watches
over and over again these images, as she is afraid of
forgetting close persons and landscapes that were displayed
on them. Similar films that deal with the representation of
illusive or past environments are The Eternal Sunshine Of A
Spotless Mind and Vanilla Sky.

Ages before the appearance of digital technology, people
used to keep up memories by writing, taking notes on
personal diaries, sketching, painting and, later, by publishing
books, by taking photographs and by video cameras. After
gathering this material, people used to organize and further
edit it. For example, they note the shooting date and the
persons that were present in a photograph on its rear side or
they store them in a photo album. They also label films and
edit them. Personal diaries and journals are accompanied by
dates and other information.

Digital technology offered the appropriate hardware and
software that simplified the above processes with the use of
a personal computer. Digital photo and video cameras help
people shoot photos and films and transfer them to personal
computers for further editing. It’s a commonplace for
everyone to take pictures during the holiday or shoot a video
during a marriage. Once loaded on a computer, device
dependent software bundles as well as generic multimedia
editing packages (such as Macromedia Flash) help further
editing the content. Even the simplest photo editors (for
example AcdSee) permit the insertion of annotating tags.
Accordingly, video editors (such as Adobe Premiere) allow
selecting and moving specific film parts and creating
navigation menus that point to specific film parts. Electronic
blogs (as BlogSpot) permit the creation of personal journals
over the World Wide Web. They are based on text and
images and they can be available publicly and commented
by others.

Apart from commercial tools, a lot of research has been
conducted in the area of capturing the user’s experience, but
it mainly focuses on museums and tourist sites. With the use
of handheld devices and mobile phones, one may grab
images and video throughout a walk in a site and take notes
at the same time, as in (Scherp and Boll 2004), (Hansen et
al. 2004) and (Counsell 2002). These papers propose
capturing content and interlink it with photos taken on the
move. (Souza et al. 2005) deals with digital recording of
information but the paper is focused on archaeological
content. (Watkins and Russo 2005) is focused on the cultural
domain and introduces digital cultural communication. This
communication allows users to become co-creators of
knowledge by providing tools and methods which enable the
co-construction of creative artifacts. The concept in (Blue
2004) is to design a combination Book/DVD-ROM/Website
that allows the reader direct interaction with the narrative.
This project expands on the idea that interactivity is a
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dialogue between viewer and story by encouraging the
book’s reader to become a DVD-ROM user and website co-
author. (Rocchi et al. 2004) and (Callaway et al. 2005)
address the issue of the seamless interleaving of interaction
with a mobile device and stationary devices during a
museum visit. TOSCA (Salgado et al. 2002) provides user
orientation with the capability to automatically show
multimedia information (audio, static images, panoramic
images and VRML). (Jacucci et al. 2004) exploits gesture-
based interfaces as a means to navigate to previous
multimedia recordings . Flickr is a program with which
different users may upload photos to a common virtual
place, but more concern is given on network collaboration,
rather than on representation. A digital storytelling system is
presented in (Fujita and Arikawa 2007), which is
complementary to DigiMem.

However, regarding both analog and digital media capture
devices, the representation of a memory tends to be device
and media specific and, thus, fragmentary. For example, for
a wedding someone may have stored photos in a photo-
album; digital photos in the folder of a photo-editing
program; a DVD disc in a bookshelf; a song of the
wedding’s reception in an audio CD; the invitation card; the
description of the event in a personal blog accompanied with
photos; and a photo or a video snapshot in the memory of a
mobile phone. On the other hand, research related work
shares some features with the tool presented, sometimes by
going beyond a desktop computer, but the issue of gradual
representation of a memory is not covered adequately.
Unlike photo and video editors or generic multimedia tools,
DigiMem is a flexible multimedia environment that allows
the definition of a certain memory representation in steps.
Every step may be enriched with interconnected digital
material such as a photo, a sketch, a video clip, a song, a
label or a bigger text and a hyperlink.

It is true that the process of keeping a memory can be only a
task of secondary priority among someone’s activities and
thus it may not be completed right after the principal event.
For example, in the case of an analog photo camera,
someone could take pictures, then develop the film, organize
and reproduce some of the photographs, annotate them and
place them in a photo album. It is not necessary that these
tasks be performed simultaneously. Therefore, in the digital
metaphor, it is necessary to be able to save the status of a
memory’s material and gradually enrich and edit it.

The nature of a memory is such that it must be stored as
detailed as possible. Otherwise, it tends to fade out during
time. So, while saving a memory, users should be able to
attach to it all material that they are afraid of forgetting, even
in an unorganized way at first, as they drop items in a bag.
Even more, they should be able to come back to a saved
memory and enrich it with new material, e.g., a better
photograph of a landscape that they have revisited.
Regarding usage, most device specific software bundles and
multimedia editors require some knowledge and technical
expertise from end-users. Accordingly, generic multimedia
authoring tools, even the most simple of those such as
Microsoft Powerpoint, require programmatic and technical
skills and the ability to find the right feature over a large set
of options. Furthermore, it is difficult to deviate from the
sequential, flat presentation type they are based on.



Finally, in most authoring and editing multimedia tools,
imported multimedia content is usually anonymous or may
be accompanied by a name. In DigiMem, multimedia content
is organized as grouped and interlinked assets that may be
reused or moved as a single unit. These relations are not
applied just visually but are stored as reusable structures that
are available to both modes of DigiMem. For example, as it
will be described in the next section, for a certain
photograph, the user may define on a layer above the
photograph the participating persons along with the areas in
the photograph that correspond to a certain person. This
layer is related to the photograph and accompanies it during
every usage of it. Furthermore, more layers may be defined
for a certain multimedia object and more multimedia objects
may be alternatively used for a certain position. Alternative
objects may differ in quality, size, presentation purpose and
time.

DIGIMEM PRESENTATION

In this section, the features of DigiMem will be described.
DigiMem operates in two modes: the authoring mode and
the playback mode. During the authoring mode, the user
may create a new memory, analyze it in steps, import,
annotate, organize and associate content for every step and
define interactivity. At any time, the user may navigate
among steps and enrich them with new content or make
other corrections. During the playback mode, the memory is
presented according to its steps. Playback may be paused
and resumed and parts of it may be annotated, linked and
enriched. The two modes are summarized in Figure 1.

Authoring mode

When the tool starts in authoring mode, the user may load an
already saved memory or create a new one. In the latter case,
a wizard screen appears that encourages the user to complete
the memory’s identity, i.e. title, date and some notes. Then
the memory’s steps should be defined, in parallel with the
supporting multimedia pool, which concentrates the content
that will be used in the presentation of the memory steps.
More specifically the multimedia pools includes texts, acting
as labels, persons, objects, places and narrations; images and
videos representing persons, landscapes, cities, buildings,
sites, background and memorabilia; panoramas consisting of
a set of images that are stitched together and show an area
around a certain viewpoint. maps on which some active
areas may be defined and associated to short-sized
explanations or point to another multimedia pool item or
memory step; overlays consisting of a set of images, a basic
one and the rest that may be transparently imposed over the
basic one; guided tours defined by the selection of
previously defined multimedia pool items that appear in a
predefined order; and audio files of personal narrations,
music or actual recordings that were heard during the event
on which the memory is based.

When a new step is created, a blank screen appears. Around
the screen, lay a set of thumbnails that correspond to
multimedia pool items and thumbnails of previously defined
steps. By using drag and drop, the user may define or set the
following items: the step’s background that may be an image
from the multimedia pool, a solid or gradient color; squares
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on the step’s screen and on every square, more than one
multimedia pool items may be associated, one of which
being the visible; freeform sketches that the user may draw
in order to represent objects (e.g. landscapes, buildings,
persons) for which no visual material (photos, videos) is
available; background music chosen from the audio pool;
and a map where the scene took place.

The user may keep going on in order to define all the steps
of the memory. It should be noted that neither all features,
nor all content must be used at once, e.g. some squares may
remain blank, some steps may not be accompanied with
music and sketches may be drawn later. During authoring,
the following supporting features are available for the
memory author: an identity viewer, a status bar showing the
options the user has and shows what action is currently
performed; synchronization that enables a time-based
projection of items during the playback mode; and some
zoom and transparency effects.

Having defined the steps, the user may navigate among them
at any time and enrich them with more content or make
corrections to existing content. More specifically, the user
may perform the following maintenance operations that
allow replacing sketeches with actual content, as the latter
becomes available; linking among steps both sequentially
and randomly; linking to World Wide Web resources or
other memories; storing revisions of a memory’s
representation; publishing the representation on the World
Wide Web; and making a rpoert on the content pool’s items
udage.

Playback mode

The web page that is produced by the tool’s authoring mode
may be viewed offline or through a web site by a standard
web browser. Firstly, the memory’s identity appears along
with thumbnails that link to its steps. When a step is chosen,
its objects appear with all supporting material and according
to the synchronization and effects features. Apart from
navigating, the user may perform the following operations
that unfold from the corner of the step’s screen: In case of
images related to imagemaps, the user may choose to click
on the image’s segments and view the texts or follow the
links that are possibly related to the image’s segments. The
most common usage of this operation would be to reveal the
names of the persons that appear in a photograph. Regarding
thumbnail squares, when a user hovers over such a
thumbnail, the cursor turns into a magnifier tool. If such a
thumbnail is clicked, the full version of the item that
corresponds to the thumbnail is revealed. The user may
choose to start or stop the background music and/or the rest
of the sounds from a step. The user may set all kinds of
sounds, the objects defined as overlays and steps to loop
during the step’s playback. In every step, the user may
initiate a chat session where the content of the step can be
enriched with new content and discussed with other viewers.
Also the user may define a node on a memory’s step that can
be linked to other memories. In this way, a graph of
memories can be created than can tell the same story from
different perspectives. Finally, a search interface is
available in every step that permits retrieval of items based
on their textual information. Thus, the end-user can search
persons, cities, landscapes etc.



INTERFACE ELEMENTS

As DigiMem addresses the needs of users with low
computer expertise, its interface is modal, thus only a small
set of permissible operations is available at any time, which
constitute the operations the user may perform depending on
the previous actions. For example, if the synchronization
feature is selected during the editing of a memory’s step,
then the only permissible operation is to drag images from
the step’s screen on the time ruler. A check button updates
the feature’s status and permits the further editing of the
items in the step’s screen.

Towards this direction, all interface operations in DigiMem
during both of its modes are based on the following, widely
employed, simple interface elements: drag and drop, sliders,
selecting items from dropdown menus and popups. Drag
and drop is used when choosing an image from the
multimedia pool and place it in a square, when placing
thumbnails on the time ruler and when drawing sketches.
Sliders are used for choosing a color and zoom and
transparency levels in the respective features. The color
palette contains some basic nuances and effects such as
degradation. Dropdown menus help configure link
destinations and assign text properties to multimedia items.
Popups project item identities. Finally, the status bar is
always present on the bottom of the screen and reveals the
action that is currently being performed, the items that this
action affects and which are the further permissible actions.
Consequently, the tool’s environment deviates from standard
form-based applications that use lots of menus, buttons and
controls. Ordinary actions (even in handwritten form) blend
with simple computer interface actions in order to emulate,
as much possible, a natural interface environment.
Representing a memory is a hobby; therefore it should
employ a relaxing interface, far from typical human-
computer interfaces found in working environments, where
results must be turning up instantly. In every case, not all
features of DigiMem must be used in order to produce a
successful memory representation: According to the given
material and the presentation needs, the appropriate features
are selected. At a later time, a new revision of the memory
representation may be produced by exploiting more content
and, if necessary, features. Furthermore, the editing of a
representation is not a sequential procedure. On the contrary,
the user should feel free to navigate among memory steps
and complete or change content, parameters and features.
The representation will still remain consistent, owing to the
underlying integrity rules.

Finally, although steps may be defined before the supporting
pools, it is recommended that the user first fills the pools
with an adequate amount of content, so that the steps’
analysis is performed based on already existing content.
Then, pools and steps may be further completed with new
material. Figure 1 presents schematically the procedure that
a user needs to follow for representing a memory.

IMPLEMENTATION ISSUES

Most of DigiMem’s features have been implemented by
using Flash scripting that exploits absolute positioning of
images and database access routines and enables the tool to
be run either locally or through a web server. DigiMem
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encodes the playback file in Dynamic HTML, so that it can
be viewed by most web browsers. In this way, no special
software should be installed in the end-user’s machine in
order to view a memory. During authoring mode, a database
is used for storing the items’ details such as textual content
and linking with external files, whereas every item in the
multimedia pool is assigned a unique identity. Relations and
groupings among multimedia pool items are also stored by
exploiting their identities. By exploiting the images’ position
on the screens, image resizing routines and simple mouse
events, it was possible to build the authoring mode of
DigiMem and implement all features that require absolute
positioning, such as organizing and arranging pool items;
placing items on the time ruler and calculating the time they
will appear during playback relatively to the timer ruler total
length; dropping and associating items with a square when
the item’s and the square’s surfaces are well overlapped;
supporting relations, groupings and imagemaps; and
positioning squares on the step’s screen. When publishing a
memory, the appropriate content is retrieved from the
database and embedded in the playback file. The content
includes selected images, sketches, externally linked video
and audio and details about placement, settings and effects.
These parameters allow the authoring mode to construct the
Dynamic HTML page that projects the memory. In the
playback HTML file, multimedia files are pointed by using
IMG tags; settings are expressed by HTML properties;
effects are implemented as JavaScript routines.

EVALUATION

In its current implementation, DigiMem has been presented
to a group of undergraduate students in the Art Sciences
Department of University of loannina in order to be
evaluated. A brief presentation of the evaluation procedure
and the results follows: A group of 20 students participated
in the evaluation, which comprised four tasks: Use of
DigiMem and opinion expression through a questionnaire;
Silent observation of students while working with the tool in
order to discover practices employed by users that agree or
disagree with initial goals; Assignment of collection making
tasks to two groups of students, the first of which used
traditional procedures, while the second worked with
DigiMem in order to form a representation of a current trip;
and Interviewing of participating students while working
with the authoring mode and the playback mode. Primary
evaluation results are encouraging and have shown some
desired features, as these are presented in the next section.

CONCLUSIONS

In this paper, DigiMem has been presented, a web-based tool
that tries to recompose an experience from a past event
through multimedia. It gives end-users the flexibility to
employ in this composition all available material, form the
memory representation  gradually and share the
representation for further commenting and linking. The main
effort was to infuse seamlessly into the tool all the habits we
everyday use in the real world for conserving our memories
and define some new ones that are only possible in the
digital medium. Former actions include arranging photos in
an album; projecting a video to friends; and keeping a ticket



from a sport event or an invitation card. Regarding the latter,
taking notes on a photograph; the combination and linking
of the material; the effects that may be set; and the online
publication of the memory can be only available by using
multimedia. Possible deficiencies or extra desired functions
denoted by evaluation results will help refining the tool’s
features and possibly integrating new ones. For example,
implement a version of the authoring mode that could be
compatible with a handheld device. The effort is to capture
and classify content in the multimedia pool while an event
takes place. Towards this direction, the panorama feature
will be combined with the orientation capability that some
handheld devices provide, so that it will be easier to define a
link in specific directions of the panorama. Other
improvements, which derived from evaluation interviews,
include more tight cooperation with Web 2.0 technologies in
terms of chatting and sharing memory representations; use of
touch pads instead of mice in order to perform copy and
paste operations on images in a more natural way; and
simplifying memory pool population and other similar tasks
during the authoring mode.
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ABSTRACT

H264/AVC (Advanced Video Codec) is a new video coding
standard developed by a joint effort of the ITU-TVCEG and
ISO/IEC MPEG. This standard provides higher coding
efficiency relative to former standards at the expense of
higher computational requirements. This paper presents first a
high-level complexity analysis of a H264 video encoder
allowing for complexity reduction at the high system level.
The coding performance is reported in terms of PSNR and bit
rate. The complexity of the obtained cost-efficient
configuration outlines the potential of using multi processor
platforms for the execution of a parallel model of the encoder.
For this, a YAPI-level parallel Kahn process network (KPN)
model is proposed and implemented using the YAPI library
Programming Interface. Finally, the system-level software
CAST tool is used for a concurrency analysis of the
implemented YAPI model to identify the potential
concurrency bottlenecks to be resolved using “Task-
splitting”, “Data-parallelism”, and “Task-merging” forms of
parallelism.

INTRODUCTION

The H264/AVC has been designed with the goal of enabling
significantly improved compression performance relative to
all existing video coding standards (Joch et al. 2002). Such a
standard uses advanced compression techniques that in turn,
require high computational power (Alvarez et al. 2005). For a
H264 encoder using all the new coding features, more than
50% average bit saving with 1-2 dB PSNR video quality gain
are achieved compared to previous video encoding standards
(Saponara et al. 2004). However, this comes with a
complexity increase of a factor 2 for the decoder and larger
than one order of magnitude for the encoder (Saponara et al.
2004).
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Implementing a H264/AVC video encoder represents a big
challenge for resource-constrained multimedia systems such
as wireless devices or high-volume consumer electronics
since this requires very high computational power to achieve
real-time encoding. While the basic framework is similar to
the motion compensated hybrid scheme of previous video
coding standards, additional tools improve the compression
efficiency at the expense of an increased implementation cost.
For this, the exploration of the compression efficiency versus
implementation cost design space is needed to provide early
feedbacks on the standard bottlenecks and select the optimal
use of its coding features.

In a previous study (Krichene Zrida et al. 2007), we
performed a high-level performance analysis of a H264 video
encoder to ecvaluate its compression efficiency versus its
implementation complexity and to highlight important
properties of the H264/AVC framework allowing for
complexity reduction at the high system level. In this study,
the complexity analysis covered major H264 encoding tools.
Each new tool has been tested independently comparing the
performance and complexity of a complex configuration to
the same configuration minus the tool under evaluation. The
coding performance is reported in terms of PSNR (Peak
Signal-to-Noise Ratio) and bit rate, while the complexity is
estimated as the total computational processing time of the
application.

Absolute complexity values of the obtained cost-efficient
configuration of the H264 encoder confirmed the big
challenge <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>