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PREFACE

The EUROMEDIA conference is the annual EUROSIS meeting aimed at exploring the
latest in state-of-the art multimedia research, technology, management and art. As in
previous years, the conference seeks to bring together researchers and practitioners in
academia and industry, who are interested in exploring and exploiting new and multiple
media to create new capabilities for human expression, communication, collaboration,
and interaction. EUROMEDIA covers a broad range of topics, from multimedia
computing: theory to practice, over underlying technologies to applications. The present
event is no exception, providing an ideal forum for the presentation and exchange of
research relating to the design and use of state-of-the-art multimedia and networked
systems.

The EUROMEDIA 2009 conference, which is held at the Novotel Brugge Centrum from
April 15-17, 2009, runs concurrently with the ECEC and FUBUTEC conferences, is
structured around four main tracks (WEBTEC - which deals with web technology,
COMTEC- which covers communications technology, MEDIATEC - which covers
multimedia technology, and APTEC - which provides an overview of media-integration).

The EUROMEDIA 2009 conference brings together several researchers representing
several fields related to web technology, multimedia technology, media-integration,
communications technology and human computer interaction.

This book contains the full papers presented at EUROMEDIA 2009 conference that
came from 10 different countries.

We would like to thank to Philippe Geril, whose continued dedication and hard work as
the conference organiser has enabled us to maintain the standard expected of the
EUROMEDIA 2009 conference, to EUROSIS for the opportunity to be involved in the
organization of EUROMEDIA 2009, to Hasselt University for their support of the event, to
all members of the Scientific Committee for their reviews and significant contribution for
the high quality standards of EUROMEDIA 2009, to all sessions chairs for their effort for
the smooth running of all scientific sessions of EUROMEDIA 2009, to our Keynote and
Invited Lecturers and to all Authors for sharing their excellent works during EUROMEDIA
2009 and last but not least to all attendees that enrich and validate the purposes of
EUROMEDIA 2009.

Prof. Jeanne Schreurs
Hasselt University
General EUROMEDIA 2009 Chair
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ABSTRACT

Many business problems are of interest to both data mining
and marketing academic communities, such as market
segmentation, direct marketing, targeted marketing,
personalization/customization, cross selling, discovering
customer lifetime value and customer behaviour. Yet, these
two disciplines have very different approaches to analyzing
these problems. Data mining research incorporates
methodologies from various research disciplines such as
statistics, machine learning, database technology,
optimization and pattern recognition, and hence has a richer
pool of knowledge/model representation. On the other hand
marketing research urges more theory-based analysis and its
theories are often built upon statistics, economics,
econometrics and other social sciences. In this paper we
propose an approach to integrate and use a data mining
methods for solving marketing problems specifically, the
area of email marketing.

INTRODUCTION
Email Marketing

Although practitioners and academics have identified key
success factors and key barriers to the development of an
effective email campaign, few have attempted to apply
existing theories and models. Similarly, although email
marketing studies have been conducted either by online
surveys, by in-depth interviews, by controlled experiments
or by tracking behaviour patterns such as click-through links
and the visiting patterns, few research have investigated the
effects of email characteristics on consumer attitudes and
behavioural intentions.

There are two types of research in email marketing. The first
includes focus specifically at reducing spam from a wide
range of perspectives. The second includes studies from the
marketing literature that examine factors which affect and
improve response rates, open rates and click rates for email
marketing campaigns. The focus of this research will be
situated in the second stream of email marketing research.
The context of this research falls in the second category of
email marketing, which is improving response rate as we

will analyze data of email campaigns sent to customers to
increase response rate.
Another technique is permission marketing (Godin, 1999),
which seeks permission in advance from consumers to send
marketing communications. Consumers provide interested
marketers with information about the types of advertising
messages they would like to receive. The marketers then use
this information to target advertisements and promotions.
The aim is to initiate, sustain and develop a dialogue with
customers, building trust and over time stimulating the levels
of permission, making it a more valuable asset (Kent &
Brandal, 2003). Permission marketing has three specific
characteristics that set it apart from traditional direct
marketing (Godin, 1999):

* Anticipation: Customers who permit their names to be

included on direct-mail lists can anticipate receiving

commercial messages.

* Personalization: The sending company can personalize

those messages.

* Relevance: The messages will be more relevant to the

customers’ needs.
These characteristics are what allow marketers to cut
through the clutter and speak to prospects as friends. This
personalized,  anticipated, frequent, and relevant
communication has a greater impact than a random message
displayed in a random place at a random moment.

With email marketing, using preferences stated by customers
to select email content can be straightforward and based on
common sense. However, there might be other customer-
related factors, besides content matching stated preferences,
which have an influence on the customer’s open and click
behaviour. For example, stated preferences or socio-
economic information might reveal interests in non-stated
preferences or might reveal hints about when to send out an
email campaign. Using common sense to adapt email
newsletter to such type of customer information will not
guarantee exploiting its full potential. For this end, one
needs to experiment how people with specific preferences or
specific socio-economic background react to certain changes
in the email campaign. However, most companies are
reluctant to experiment with their email campaigns because
they fear that the response rate will drop due to wrong
experimenting. What we need is a methodology which
allows experimenting with email campaigns yielding a high
potential of increasing response rate levels while at the same
time lowering the risks of detrimental effects due to



unsuccessful experimenting. In this article we propose such
methodology.

Data Mining

“Data mining is the process of exploration and analysis,
by automatic or semi-automatic means,of large quantities of
data in order to discover meaningful patterns and results.*
(Berry & Linoff, 1997, 2000)

Some defining attributes are: a large set of data, an
automatic analysis and being proacted over time.

For marketing, data mining is used to discover patterns and
relationships in the data in order to help make better
marketing decisions. Data mining can help spot sales trends,
develop smarter marketing campaigns, and accurately
predict customer loyalty. Specific uses of data mining
include:

Market segmentation

Customer churn

Fraud detection

Direct marketing

Interactive marketing

Market basket analysis

Trend analysis

Data mining tools predict behaviors and future trends,
allowing businesses to make proactive, knowledge-driven
decisions. Data mining tools can answer business questions
that traditionally were too time consuming to resolve. They
scour databases for hidden patterns, finding predictive
information that experts may miss because it lies outside
their expectations. Some of the tools used for data mining
are:

o Artificial neural networks - Non-linear predictive
models that learn through training and resemble
biological neural networks in structure.

e Decision trees - Tree-shaped structures that represent
sets of decisions. These decisions generate rules for the
classification of a dataset.

e Rule induction - The extraction of useful if-then rules
from data based on statistical significance.

o Genetic algorithms - Optimization techniques based on
the concepts of genetic combination, mutation, and
natural selection.

e Nearest neighbor - A classification technique that
classifies each record based on the records most similar
to it in an historical database.

TRACKING CUSTOMER MOVEMENTS

By analyzing the tracks people make through their Web site,
marketers will be able to optimize its design to realise their
dream — maximizing sales. Information about customers and
their purchasing habits will let companies initiate E-mail
campaigns and other activities that result in sales. Good
models of customers' preferences, needs, desires, and
behaviors will let companies simulate the good personal
relationship between businesses and their customers.

Visitor characteristics:

e Demographics

e Psychographics

e Technographics

While, web content information such as, media type, content

category, URL as well as product information : SKU (stock-

keeping unit, basically a product number), product category,
color, size, price, margin, available quantities, promotion
level, and so on. Item characteristics include

o Visitor statistics: accumulate when visitors (an individual
that visits a Web site) interact with items, the Web site,
or the company.

o Visitor-item interactions: this include purchase history,
advertising history, and preference information.

o Click-stream information is a history of hyperlinks that a
visitor has clicked on.

e Link opportunities: are hyperlinks that have been
presented to a visitor.Visitor-site statistics include per-
session characteristics, such as total time, pages viewed,
revenue, and profit per session with a visitor.

o Visitor-company information: might contain total number
of customer referrals from a visitor, total profit, total
page views, number of visits per month, last visit, and
brand measurements.

e Brand associations: are lists of positive or negative
concepts a visitor associates with the brand, which can be
measured by surveying visitors periodically.

It is also important to consider the information that we need
to analyse and make them clear, when building a marketing
web site, or designing an email marketing email campaign.
Information can be prescribed as questions to be answered to
help marketers need to know, we have translated into
categories as shown in Tablel.

Table 1: Question nformation categories

What marketers ask? What Marketers mean?

Who visited the web Visitor ctegories (demographic

site? or behavioral) sorted by visit
frequency
Where did they heard Ad compaigns or inbound

about the website? hyperlinks sorted by visit

frequency

What did they do? Content category, for each
visitor category, sorted by page
view frequency

How did they use the Traffic patterns next-click or

site? previous-click from each page,
sorted by frequency

How did they leave? Exit pages, for each visitor

category, sorted by visit
category

Challenges of customer movements

The main goal of establishing a marketing website or
starting an email marketing campaign is to maximize sales.
The foundation of this goal is the log of customer accesses
maintained by Web servers. A sequence of page hits might
look something like this:

Page A => Page B => Page C => Page D => Page C =>
Page B => Page F => Page G. Or more explicitly:

Login => Register => Product Description => Purchase.




By analyzing customer paths through the data, vendors hope
to personalize the interactions that customers and prospects
have with them. Companies will customize the home page
cach customer sees, the responses to requests, and the
recommendations of items to purchase.

To look at some special challenges of customer movements,
let's examine the issues in the context of the data-mining
process.

It's through data mining that companies can build the most
effective models of their customers and prospects, Figure 1
reveals the process that is performed when applying data
mining techniques to date collected from a marketing web
site or an email marketing campaigns. As shown the first
step is to define the business problem and the goal of the
research to take place, note that this can be achieved by
predefining and preparing the question information
categorized in Table 1.

In the following subsections we will discuss each step in the
process in more details.

Define the business problem

The typical goals in defining the business problem might
include
e Improving the design of a Web site by identifying
the paths people take to arrive at a purchase;
e Detecting problems such as pages that are never

accessed;

e Suggesting strategics for increasing market basket
size;

e Increasing the conversion rate (turning visitors into
purchasers);

Decrease products returned;

Increase number of referred customers;

Increase brand awareness;

Increase retention rate (such as number of visitors
that have returned within 30 days);

e Reduce clicks-to-close (average page views to
accomplish a purchase or obtain desired
information);

Building the data-mining database, exploring the data, and
preparing it for modeling are the most time-consuming. For
clickstream data, these tasks are particularly difficult,
consuming 80% to 95% of a project's time and resources.
These are the key steps in building a data-mining database
Integrate logs

Remove extraneous items from log

Identify users and sessions

Complete paths

Identify transactions

Integrate with other data.

There are three approaches to identify sessions from Web
access log data. 1. to use heuristics. IP addresses aren't
enough to identify a customer because they're not unique to
that person. Frequently, an IP address is assigned from a
pool of addresses by an Internet service provider (America
Online — Vienna, Va.). To identify a session, you can try a
combination of IP address, browser type, and pages
viewed.2. to embed session identification numbers in the
URL. This works well as long as the customer doesn't visit
another site during the session. If that happens, the session
ID is lost upon return and the customer will appear as a
new customer.3. to use cookies. A cookie is a text file
placed on your computer that contains information about
your session and what you did. Many customers don't like
cookies, so they refuse to accept them or accept them only
selectively. These surfers worry about being tracked or about
having mysterious files residing in their computers.

Explore the data

Aggregations and distributions to quantify the following:
e How many people come to a particular Web site?
e  Which sites refer the most visitors, and which sites
refer the most visitors who buy something?
e How many visitors add something to a market
basket?
e How many complete the purchase, and which
searches failed ?
e  What are the best-selling and worst-selling
products?
Visualizations are a useful way to understand your data. By
condensing information into a display, graphics let you
quickly see how data is distributed, spot unusual values, or
notice possible relationships among variables.*

Prepare data for modelling

Data transformation is the last step before building models.
For example, in trying to predict who will be likely to
respond to an offer, you may need to create new variables
that are derived from your data. If you're working with
existing customers, then RFM variables can be very good
predictors.
e Recency - the number of days since the last
purchase.
e Frequency - the number of purchases the last three
months.



e Monetary - the total purchases in the last three
months as well as the average order size over that
period.

Build a model

Building the model depends on the type of research to be
done on the data, there are two main types of data mining
methods to build the model. First are collaborative filtering
or association (Discovery methods), which can include
product recommendations to customers based on previous
purchases, the item being viewed, or the contents of a
shopping cart. The drawback of these methods is that they
are inaccurate (don't involve the testing phase of true
predictive models), on the other hand, require much less
information than more precise predictive models (as based
solely on behaviors at the vendor site). Second, is Predictive
models, which deal with factoring of information about
characteristics and preferences of site visitors whose identity
is known, the characteristics of these methods is that they are
accurate and more customized prediction.

Evaluation of the model

It's important to evaluate models for accuracy and
effectiveness. Effectiveness may be measured by such
traditional economic metrics as profitability or return on
investment.

However, these objective measures are useless if the model
doesn't make sense.

Interpretation. Implemetation.

In Online marketing, there are two main classes of
customer interaction. inbound - the customer comes to the
site and outbound - the vendor goes to the customer, as in
an E-mail promotion.

Inbound interactions require quick response to the various
stages of the transaction. The relevant information, such as
the identity of the customer and items in the shopping cart,
must quickly be sent from the current transaction to the
modeling engine, which determines the correct action and
sends it back to the application. Outbound interactions are a
bit more leisurely. To identify the targets of a campaign
solicitation, the model can be applied in batch to the list of
prospective recipients. And the actual effectiveness of the
models must be compared with the reality, and if necessary
the models and data modified as part of a continuous process
of improvement.

Pitfalls and obstacles

Many decisions are made that may limit what can be
discovered using DM, e.g.

- data warehouse attributes

- variables selected for analysis

- types of models considered

- observations selected
e Data are observational

Observations are not rendomly selected

Important variables may be unavailable

o Incorporating prior knowledge and avoiding ,discovery
of the obvious*

e Privacy issues

e Results may not be usable, interpretable, or actionable

APPLICATIONS OF DATAMINING
Targeting

Marketers use targeting to select the people receiving a fixed
advertisement, to increase profit, brand recognition, or other
measurable outcome. Targeting on the Web must account for
different advertising ad space costs. Web sites with valuable
visitors typically charge more for ad space. On sites where
visitors register, advertisers can target on the basis of
demographics. Some sites let you target ads on the basis of
IP address. Data mining can help you select the targeting
criteria for an ad campaign.

Web publications have a set of variables by which they can
target advertisements. By performing a test ad using "run-of-
site" (untargeted) ad space you can associate demographic
variables with conversion. People "convert" when they
accomplish the marketing goal, such as performing a click-
through, purchase, registration, and so on. Data mining can
identify the combination of criteria that maximizes the profit.
For example, data mining might discover that targeting
based on the logical expression(java-consultant) or
(software-engineer and purchasing-authority < 10,000)
will increase the click-through on a JavaBean banner ad.

Personalization

Marketers use personalization to select the advertisements to
send to a person, to maximize some measurable outcome.
Bare in mind that personalization is the converse of
targeting.

Personalization optimizes the advertisements that a person
sees, raising revenue because the person sees more
interesting stuff. Personalization can be used for external
advertising.

Some personalization systems, such as Broadvision One-to-
One, rely on the marketer to write rules for tailoring
advertisements to visitors. These are "rules-based
personalization systems." If you have historical information,
you can buy data-mining tools from a third party to generate
the rules. These systems are usually deployed in situations
where there are limited products or services offered.

Other personalization systems, such as Andromedia
LikeMinds, emphasize automatic realtime selection of items
to be offered or suggested. Systems that use the idea that
"people like you make good predictors for what you will do"
are called "collaborative filters." These systems are usually
deployed in situations where there are many items offered.

Knowledge Management.

These systems identifies and leverages patterns in natural
language documents. A more specific term is "text analysis*.
The first step is associating words and context with high-
level concepts. This can be done in a directed way by
training a system with documents that have been tagged by a
human with the relevant concepts. The system then builds a



pattern matcher for each concept. When presented with a
new document, the pattern matcher decides how strongly the
document relates to the concept.*This approach can be used
to sort incoming documents into predefined categories.
Companies use this approach to build automatic site indices
for visitors.

Knowledge management systems can be used to personalize
online publications. Knowledge management systems can
assist in creating automatic responses to help requests.

CONCLUSIONS

The use of the online market research methods is growing at
the exponential pace. However, they will not replace
traditional offline methods. Data mining, indeed, facilitates
and supports market reserch by:

e Automated prediction of trends and behaviors: Data
mining automates the process of finding predictive
information in a large database.

e Automated discovery of previously unknown patterns:
Data mining tools sweep through databases and identify
previously hidden patterns.

Data mining is used to discover patterns and relationships in
the data in order to help make better marketing decisions.
Data mining can help spot sales trends, develop smarter
marketing campaigns. Data mining techniques find
predictive information that market experts may miss because
it lies outside their expectations.

By tracking people through their Web site, marketers will
be able to optimize its design to realise the ultimate goal —
maximizing sales

Application of data mining techniques by many firms proves
their usefulness, effectiveness and crusial meaning in market
research and, consequenly, in performance of the whole
economy.

REFERENCES

Ansari Asim, Mela Carl F. E-customization. J Mark Res
2003;40(2):131-46.

Fayyad, U.M, Piatetsky-Shapiro, G., Smyth, P., Uthurusamy, R.
(Eds.), Advances in Knowledge Discovery and Data Mining.
AAAT1 Press/The MIT Press, pp 1-34.

Godin, S. (1999). Permission marketing: Turning strangers into
friends and friends into customers. New York: Simon Schuster.

Godin, Seth (2000), “Permission Marketing,” Credit Union
Executive, 41 (January), 42.

Godin, Seth (2000), “Permission Marketing,” Credit Union
Executive, 41 (January), 42.

Goldman Eric.ACoasean analysis of marketing. Wis Law Rev
2006;6(4):1152-221.

Goodman Joshua, Heckerman David, Rounthwaite Robert.
Stopping spam. Sci Am 2005;292(4):42-5.

Gratton E. Dealing with unsolicited commercial emails: a global
perspective. J Int Law 2004;7(12):3-13.

Interactive Prospect Targeting (IPT) Limited, 2006, The BIG
BOOK of eMail Marketing, IPT Limited, ISBN 0-9552194-0-x.

J. Ross Quinlan , 1992, C4.5 programs for machine learning,
Morgan Kaufmann Publishers, ISBN: 1-55860-238-0.

Mort G.S.; Drennan J. Mobile digital technology: Emerging issue
for marketing. The Journal of Database Marketing, Volume
10, Number 1, September 2002, pp. 9-23(15)

BIOGRAPHY

GEORGE SAMMOUR is a PhD student in Business
Informatics at the Transportation Research Institute —
Hasselt University, Diepenbeek, Agoralaan gebouw D, 3590
Diepenbeek, Belgium.

JEANNE SCHREURS is Professor at the Hasselt
University, Faculty of Applied Economics Campus
Diepenbeek, Agoralaan gebouw D, 3590 Diepenbeek,
Belgium.

KOEN VANHOOF is the vice dean of academic research
for the Faculty of Applied Economics at Hasselt University,
Campus Diepenbeek, Agoralaan gebouw D, 3590
Diepenbeek, Belgium.



DATABASE FOR A VISUAL LANGUAGE-BASED APPLICATION,
Not Just a Collection of Image Files

Siska Fitrianie and Leon J.M. Rothkrantz
Man-Machine-Interaction, Delft University of Technology
Mekelweg 4 2628 CD Delft, the Netherlands
E-mail: {s.fitrianie, 1.j.m.rothkrantz} @tudelft.nl

KEYWORDS
Visual language, usability, icon database, mobile
application.

ABSTRACT

This paper reports our research in developing a database for
our visual language-based application. The application offers
inter-communication between people, where messages are
created using spatial arrangements of visual symbols, i.e.
icons. The current implementation is applied as a reporting
tool in crisis situations using mobile communication devices
i.e. PDAs and smart-phones. User experiments have been
done to have more knowledge how to design good icons and
a visual language-based interface. A corpus-based approach
was used to have more insight of how humans express their
concepts or ideas using this type of messages. By taking the
display pipeline of current mobile devices and requirements
for appropriate applications into account, approaches how to
handle a large number of graphical data on mobile devices
are discussed. These work result in guidelines that are used
in developing the system database. This knowledge is
referred as ontology — a representation of real world
environment. To allow a widespread application, we also
investigate the influence of context in developing the
database.

INTRODUCTION

Visual language refers to the idea that communication occurs
through visual symbols, i.e. icons, as opposed to verbal
symbols or words. Sketches and images represent important
tools for communication research and praxis (Singhal &
Rattine-Flaherty, 2006). The visual language provides an
alternative to the privileging of text and writing as a mode of
comprehension and expression, especially to communicate
about topics that are difficult to speak about. The icons
represent objects and events in the world, for example fire,
car, smoke. This representation supports faster interaction
(Kjeldskov & Kolbe, 2002), reduces the ambiguity of the
communicated information (Norman, 1993), and provides a
language independent message construction (Perlovsky,
1999).

The needs of being able to access information anytime and
anywhere makes mobile devices, PDAs and smart-phones,
more popular due to its portability and facility for wireless
connection. They are advancing with increasing numbers of
features and traditional desktop applications. However, text

* The research reported here is part of the Interactive Collaborative
Information Systems (ICIS) project, supported by the Dutch Ministry of
Economic Affairs, grant nr: BSIK03024
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input on such devices is still a bottle-neck (Karlson et al.,
2006). Recent research has been done on adding multimodal
capabilities, e.g. Comerford et al. (2001), Dusan et al.
(2003), Wahlster (2006). However, the current technology
makes speech input less suitable for mobile activities
(Bousquet-Vernhettes, 2003)’Therefore, we aimed at a
natural interaction style based on the strength of the
Graphical User Interface using icons.

An icon is stored as a kind of image document, such as
BMP, JEPG and GIF. A visual language interface naturally
involves a large number of icons. In contrast to the text,
handling images are more expensive regarding resources of
the mobile device. Especially if a large number of graphics
must be processed the system’s limitations are quickly
reached. The relatively small screen size is one of the major
drawbacks if a large number of graphical contents should be
displayed at once. This problem is also related to the
provided screen resolution, which is also lower than in
stationary gadgets. Together this leads to less graphical data
which can be displayed. Moreover, an image is formed by
many pixels which are discretely distributed, special
techniques are required to present and manipulate a large
number of graphical contents on mobile devices. The other
bottleneck is lack of processing power. Due to the size of
mobile devices, it is not possible to include hardware with
similar performance as in stationary devices. This heavily
affects the processing time, and therefore, usability of
graphical data during presentation and interaction.

Despite the obvious applicability of icons to the design of a
visual language interface, poorly designed icons can have
disadvantages: (1) ambiguity occurs when an icon holds
more than one meaning, (2) every user assigns a meaning to
an icon depending on the individual’s prior knowledge, (3)
icons cannot always completely replace words, (4) it is
costly to design new icons which is interpreted properly by
many users and (5) displaying many icons at once can make
the user confused. A careful design of icons, consistency,
and respect for conventions are all essential.

To show in which circumstances the use of certain
approaches leads to better results for the presentation of a
large number of graphical and the user interaction of a visual
language-based interface on mobile devices is the aim of this
publication. Our consideration is device-oriented, user-
oriented and system-oriented. This paper is structured as
follows. Related work and our developed system are
presented briefly in two sequential sections. We continue to
discuss requirements on the use of specific media and
interaction techniques that influence the performance. Then,



user experiments in gaining knowledge how people
recognize and recall icons on a visual language-based
interface are described. The next is the design of our
database, which is referred as ontology. Finally, we close
our contribution with guidelines for an icon design, a visual
language-based interface design and a large number of
graphical presentations on mobile environments.

RELATED WORK

Recent attempts have been made to develop computer-based
icon communication systems. This research mainly aimed at
supporting people to communicate with each other despite
not sharing a common language. Some systems are dedicated
for speech impairment people (Basu, 2002; Barrow &
Bakker, 2005). A message can be composed using an
arrangement of icons or using combinations of symbols to
compose new symbols with new meanings (Bliss, 1984;
Housz, 1996). The arrangement can be realized in a rigid
linear order (Yazdani & Mealing, 1995; Leemans, 2001) or a
non linear order (Housz, 1996). Some of them produce text
as the output of the input interpretation. Some systems are
hard to learn, language specific, based on complex linguistic
theories or using non-intuitive icons.

(a) “A building is
exploded at 15.00”

(b) “The fireman informs
the police that he will
search five victims in the
burning building”

(c) “An explosion occurs
in a building. There are
five injured victims in
the building. The
explosion generates fire.

Figure 1 Examples of icon messages: (a) in a sequential
order, (b) in a 2D configuration represented by arrows
and (c) using lines, arrows and ellipses

Leemans (2001) developed an icon-based communication
system based on the notion of simplified speech to
emphasize simplicity and ease of use. Such research
continued by the development of Lingua (Figure 1 (a) and
(b) - Fitrianie & Rothkrantz, 2005; Fitrianie et al., 2006).
Most systems mentioned here are based on linguistic
theories, such as the Conceptual Dependency Theory
(Schank, 1972) and Basic English (Ogden, 1930). An icon-
based communication interface that allows for a free and
natural way of creating a spatial arrangement of graphics
symbols (i.e. icons, lines, arrows and shapes) to represent
concepts or ideas has been developed (Figure 1 (c) -
Fitrianie et al., 2008). The developed system provides
drawing tools and predefined sets of icons. The interface
creates a coherent and context dependent interpretation of
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the icon configuration and results scenarios as feedback to
the user input.

To date, we have not yet found a standard icon database that
can satisfy all requirements of a visual language-based
application. Most applications develop their own icon
database that is compatible for their visual language. An icon
sentence is composed by a spatial arrangement of icons
(Chang et al., 1994). Each icon represents meanings. An
individual icon can be interpreted by its perceivable form
(syntax), by the relation between its form and its meaning
(semantics), and by its usage (pragmatics) (Chandler, 2001).
To be able to express a certain meaning, like a spoken
sentence, an icon sentence can be formed by a number of
grammatical units of icons like nouns, pronouns, verbs,
adjectives, and prepositions. Zlango, an icon-based language
for mobile messages, chat and e-mail, offers more than 200
icons including different grammatical units (Arlington,
2006). The language conveys simple everyday sentences and
a direct translation of each icon in a sentence (Figure 2(b)).
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Figure 2 (a) Examples of a set of icons from HSWG
(2003) and (b) two icon sentences from Zlango (2006)

As pictorial signs, icons can be analyzed using semiotics,
which concerns how signs obtain their meaning and how
they convey them (Chandler 2001). According to Peirce
(1955), the degree to which the user interaction exists
depends on how close the interpretation in the user’s mind is
to the object of an icon, e.g. (1) iconic signs occur when the
representation relates to the object through a resemblance,
(2) indexical signs occur when the representation relates to
the object through causation, and (3) the representation
symbolic signs relates to the object purely through
convention. Since this interpretation is a subjective matter, in
particular, the approach shows that designers should include
the interpretations of different viewers on the evaluation of
their icon designs (Horton, 1994). During icon design
process, available guidelines and standards can be followed,
e.g. ISO/IEC 2000, Horton (1994) and Schneiderman
(1992). In the field of crisis management, research on
guidelines and standards for the design of hazard and
emergency maps and icons, including those of US military
and NATO, has been done by Dymon (2003). Based on this
research, standard map symbols are promoted by the U.S.
Government on a national basis (HSWG, 2003 - Figure 2(a))
for sharing information during emergency situations by
emergency managers and people responding to disasters.
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Figure 3 The developed framework architecture for single user

Next pussible icons:

AL0Z2016 AM, a collision ncours between a car
and a truck on Buttanweg.

The collision generates an explosion.

The exglosion generates fire and toxc smoke.

Close

Figure 4 An example of visual-language based
application for reporting situation

OVERVIEW: A VISUAL LANGUAGE-BASED
APPLICATION

The introduction of novel information and communication
technology in the crisis management domain can help to
provide more detailed and accurate situation overviews that
are current and shared amongst all management levels.
Towards this goal, we have developed a framework that
allows the rapid construction and evaluation of multimodal
human-computer interaction (HCI) systems (Fitrianie et al.,
2007). The development aims at module integration that is
independent of the availability of modalities. Currently, we
developed a project demonstrator system for reporting
observations, which is able to collect many small but up to
date observation reports, interpret them automatically and
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form a global view about the reported events. The
framework includes input recognition modules of different
modalities, such as text, speech, visual language, gesture,
pen writing and drawing, and facial expression (Figure 3).
The output combines text, synthesized speech, visual
language and control of the underlying user interface. A
presentation agent that is able to generate appropriate speech
with intonation and facial behaviors is also utilized.

We designed a map interface to support people with
geospatial information (Figure 4 - Fitrianie et al., 2008). It
provides drawing tools for a free and natural way of
describing a crisis situation using predefined icons, lines,
arrows, and shapes. The interface provides icon-strings
(Figure 1), text and photos input for non-spatial information.
A coherent and context dependent interpretation and textual
crisis scenario of the icon configuration are constructed as
feedback to the user input.

The framework is designed to support various roles within
the crisis management, including rescue workers and
civilians in the field, which mostly work with mobile devices
and control room operators, which mostly work with
stationary devices. A centralized Fusion Manager integrates
every newly reported situation from all users and adapts the
world view accordingly then sent it back to the network.

REQUIREMENTS FROM DEVICE PERSPECTIVE

In displaying graphics, data passes a number of steps. The
first is loading the graphical content to memory, which is
influenced mainly by properties like file size and format.
Since the content is often encoded, loading means file
reading and decoding in memory. More detailed statements
can be derived about affected <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>