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GAME DESIGN
PRESENCE IN COMPUTER GAMES: DESIGN REQUIREMENTS

Barbaros Bostan
Yeditepe University
Kayıddagi Cad. 26 Agustos Campus
Atasehir, Istanbul / Turkey, 34755
E-mail: bbostan@yeditepe.edu.tr

Sertac Oğut
Marmara University
Faculty of Communication, Nisantasi Campus
Sisli, Istanbul / Turkey, 34365
E-mail: sertacogut@marun.edu.tr

INTRODUCTION

Presence or the sense of 'being there' is an important and critical concept of computer gaming which relies on several factors. When we look at presence from a bottom-up approach to define its components, it is important to identify the design requirements for virtual environments and their effects on presence (Bostan, 2009). It is also imperative to define how much each requirement correlates with presence and how designers should address these. This study aims to solve these issues by using a presence questionnaire based on virtual environment design requirements defined by Stuart (2001).

Data collected from a survey study on a computer role playing game (RPG), which is available for 3663 participants, is used to identify the relationship between these design requirements and presence. Among the selected requirements; sociability, veridicality, autonomy and physics of the virtual world have the highest correlations with presence respectively; and interactivity is a separately analyzed requirement that has special focus on it. Results of the study indicated that, storyline, NPC (non-player character) characteristics and communication with these virtual characters are the most important factors that influence interactivity.

PRESENCE AND DESIGN REQUIREMENTS

Presence, which is defined as the subjective experience of being there, is a construct with various dimensions. In order to define the determinants of presence, Insko (2003) defined three categories of methods commonly used for measuring presence: Subjective measures, behavioral measures and physiological measures. Subjective measures rely on user responses obtained from questionnaires. Various conceptual studies on the nature of presence have been conducted by researchers (Sheridan, 1992; Held & Durlach, 1992) and several of them have used questionnaires to shed light on the dimensions of presence. Lombard & Ditton (1997) defined six interrelated but distinct dimensions of presence: Social richness, realism, transportation, immersion, social actor within medium and medium as social actor. Witmer & Singer (1998) presented 4 factors that contributed to a sense of presence: Control factors, sensory factors, distraction factors and realism factors. Regenbrecht (1998) defined a 3-factor solution for presence: Spatial presence, involvement and realness. Lessiter (2001) extracted 4 factors that influence presence: Physical presence, engagement, naturalness and negative effects.

These studies focus on the hypothesized factors that influence presence in virtual environments. Virtual environment design, however, relies on several requirements. When we look at presence from a requirements perspective, it is important to identify the design requirements for virtual environments and their effect on presence. This study aims to solve these issues by using a presence questionnaire based on virtual environment design requirements defined by Stuart (2001). Participants of this study are computer game players. According to Steinkuehler (2006), computer games are a productive context for research about cognition and culture in a world that is increasingly globalized and networked. According to Ondrejka (2006), since computer game players spend significant portions of their lives immersed within virtual worlds, computer games provide virtually limitless opportunities for research and study. The computer game selected for this study is a role playing game (RPG).

A RPG is an interactive story where the game player controls an avatar called a player character (PC). The ancestors of RPGs are MUDs, which are text based fantasy worlds that were very popular in the past. Over time, MUDs evolved into standalone RPGs and MMORPGs. Since Towell & Towell (1997) stated that research on MUDs may be helpful in understanding the contribution to presence by social interaction in other virtual environments, studies on RPGs may also provide new insights on the concept of presence. Supported by the story, settings and combat systems of tabletop role-playing games, computer RPGs provide interesting interactivity and openness opportunities to players. Selected RPG, Elder Scrolls IV: Oblivion, is an outstanding game of the genre, combining real world physics with 1500 AI supported virtual characters that have a 24-hour schedule of their own.

Stuart (2001) defined 22 functional requirements for designing virtual environments. All these requirements are of varying degree of importance depending upon the application in question. Stuart’s framework is applicable to virtual environments and computer games since it explains important parameters for virtual environment design, but it fails to cover some important characteristics of virtual environments which require special attention and further explanation.

The three I’s of virtual reality defined by Heim (1998): Information Density, Interactivity and Immersion, are crucial parameters for virtual environment designers. Information intensity, similar to the requirement of
resolution in Stuart’s framework, represents the level of
detail resulting from the continuous information transfer
from the virtual world.

Interactivity is defined by Rafaeli (1988) as an underdefined
concept that has little consensus on its meaning, but
researchers stated that interaction and interactivity have an
important role in creating a sense of presence (Zahorik &
interactivity is characterized with three variables: frequency,
range and significance of interactions. According to Friedl
(2003), interactivity in computer games has three
dimensions: player-to-player, player-to-computer and
player-to-game interactions. Player-to-player interaction is
unique for multiplayer games.

Immersion is defined by Slater & Wilbur (1997) as a VR
system’s ability to deliver a surrounding environment,
capable of shutting down the sensations from the real world.
According to Ermu & Mäyrä (2005), immersion in computer
games has three dimensions. Sensory immersion is related
to audiovisual properties of the virtual world, challenge-
based immersion is related with mental skills such as
strategic thinking or logical problem solving, and
imaginative immersion is related with the storyline and
virtual characters. Comments of a 48 year old gamer
obtained by this study can better emphasize the degree of
mental immersion experienced by an Oblivion fan: “I suffer
from an immune disease that causes a considerable amount
of pain. In the evenings after work, I use Oblivion to detach
my mind from the pain and in turn do not require
medication while immersed in the game environment.”

Since the requirements defined by Stuart do not need to be
addressed in every application and system, they are
classified into two groups: General requirements and special
requirements. General requirements are mandatory for every
virtual environment and special requirements are optional
considerations for the designer. Requirements of Stuart’s
framework are given below. Only those with an asterisk are
taken into consideration for this study. Discussing the
specifics of each variable is beyond the scope of this article,
but those interested in them can consult (Bostan, 2009) who
discussed these requirements in relation to presence.

<table>
<thead>
<tr>
<th>RESEARCH FINDINGS</th>
</tr>
</thead>
</table>

The presence questionnaire developed for this study consists
of 10 questions, one of which measures presence as the core
concept of this research and the other 9 questions are used
to measure the relevancy of selected application
requirements with presence. According to Slater (1999), in
order to study the factors that influence presence and their
relationships with it, presence questionnaires shall include a
direct question about presence. Otherwise, questions will
give no information about the influence of variables on
presence.

The questionnaire, which uses a 5-point likert scale, was
posted on the Web. Messages about this study were posted
on 13 forums and administrators of various Oblivion fan
sites are contacted via e-mail. Several websites announced
the questionnaire in their websites, requesting their visitors
to participate in this study. The questionnaire was online for
23 days, after which it gets a total of 8065 views and 258
posts in 13 forums. At the end of 23 days, data are available
for 3663 participants. Web server statistics show that 6256
people visited the web page of the questionnaire, indicating
a 58% response rate.

<table>
<thead>
<tr>
<th>Table 2: Forum Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forum Website</td>
</tr>
<tr>
<td>Official Forums</td>
</tr>
<tr>
<td>Cyrodiil Forums</td>
</tr>
<tr>
<td>Planet Elder Scrolls</td>
</tr>
<tr>
<td>Elder Scrolls (co.uk)</td>
</tr>
<tr>
<td>Dark Brotherhood</td>
</tr>
<tr>
<td>FileFront</td>
</tr>
<tr>
<td>Oblivion Files</td>
</tr>
<tr>
<td>Rough Guide to Cyrodiil</td>
</tr>
<tr>
<td>Elderscrolls Oblivion</td>
</tr>
<tr>
<td>Canadian Ice</td>
</tr>
<tr>
<td>Blood and Shadows</td>
</tr>
<tr>
<td>Gaming Source</td>
</tr>
<tr>
<td>RPGDot</td>
</tr>
<tr>
<td>TOTAL</td>
</tr>
</tbody>
</table>

| Demographic Variables |

When we take a look at the demographic variables, we see
that approximately 5% of the respondents is female, 95%
male. The mean age was 24.2, ranging from 10 to 71 years.
19.5% of the respondents are married, 80.5% single.
Education levels are, 32.2% high school or below, 31.8%
some college or vocational school, 24.3% bachelors degree
and 11.7% with a graduate degree.

One-way ANOVA test performed on demographic variables
show that age and educational level differences between
groups of participants are significant in terms of presence.
Levene’s test is used as a post-hoc test to validate the
assumption of homogeneity of variances between groups.
This assumption is not violated since Levene’s test is
insignificant for age (p=.227) and education level (p=.544). ANOVA is significant for age (p<.001) and education levels (p<.001), showing that degree of presence decreases as age and education levels increase.

When we analyze correlations, significant Pearson correlation coefficient (r = -.064, p (two-tailed)<.001) shows that there is a significant negative relationship between age and presence. Nonparametric correlation tests, Spearman correlation (rs = -.104, p (two tailed) <.001) and Kendall’s tau (τ = -.078, p (two tailed) <.001), are also significant. So, presence decreases with age. Chi-square test between presence and education level is also significant (p<.001) indicating that presence decreases with education level.

Correlation of Design Requirements

In order to define the relationships between the design requirements and presence, parametric and non-parametric correlations of these variables are calculated. Pearson correlation is a parametric statistic with an underlying assumption of normality. When linear correlations are not strong enough, non-parametric correlations give more meaningful but less powerful results. Given below is the correlation table showing that, 8 of the 9 requirements are significantly correlated with presence, confirming their relationships. Among these, sociability, autonomy, veridicality and physics of the virtual world, are the most influencing requirements respectively.

Table 3: Correlation of Design Requirements with Presence

<table>
<thead>
<tr>
<th>Design Requirement</th>
<th>Pearson (r)</th>
<th>Kendall’s tau (τ)</th>
<th>Spearman’s rho (rs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sociability</td>
<td>.466 **</td>
<td>.385 **</td>
<td>.457 **</td>
</tr>
<tr>
<td>Veridicality</td>
<td>.348 **</td>
<td>.289 **</td>
<td>.344 **</td>
</tr>
<tr>
<td>Autonomy</td>
<td>.294 **</td>
<td>.240 **</td>
<td>.286 **</td>
</tr>
<tr>
<td>Physics of the Virtual World</td>
<td>.226 **</td>
<td>.188 **</td>
<td>.222 **</td>
</tr>
<tr>
<td>Representation of the User</td>
<td>.140 **</td>
<td>.108 **</td>
<td>.125 **</td>
</tr>
<tr>
<td>Connectivity</td>
<td>.123 **</td>
<td>.095 **</td>
<td>.116 **</td>
</tr>
<tr>
<td>Resolution</td>
<td>.065 **</td>
<td>.066 **</td>
<td>.077 **</td>
</tr>
<tr>
<td>Navigation Techniques</td>
<td>.053 **</td>
<td>.044 **</td>
<td>.053 **</td>
</tr>
</tbody>
</table>

** p (two tailed) < .001

Determinants of Interactivity

In this study, interactivity is not a direct question and is assumed to be a complex combination of the design requirements defined by Stuart (2001). In order to define the determinants of interactivity, a comment box is included in the questionnaire, which is not compulsory for respondents. Users were requested to identify the factors that will make this virtual environment more interactive. 942 respondents leave their comments willingly. User defined factors are subject to a frequency analysis and the results are given below.

Table 4: User Defined Determinants of Interactivity

<table>
<thead>
<tr>
<th>Determinants</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPC Communication</td>
<td>19.8%</td>
</tr>
<tr>
<td>NPC Characteristics</td>
<td>19.3%</td>
</tr>
<tr>
<td>Storyline</td>
<td>19.1%</td>
</tr>
<tr>
<td>Artificial Intelligence</td>
<td>13%</td>
</tr>
<tr>
<td>Physics of the VE</td>
<td>12.6%</td>
</tr>
<tr>
<td>Object Design</td>
<td>9.6%</td>
</tr>
<tr>
<td>Small Scale Connectivity</td>
<td>9.1%</td>
</tr>
<tr>
<td>Nature Design</td>
<td>7.7%</td>
</tr>
<tr>
<td>Design</td>
<td>7%</td>
</tr>
<tr>
<td>Guilds &amp; Factions</td>
<td>6.4%</td>
</tr>
<tr>
<td>No Level Scaling</td>
<td>5.7%</td>
</tr>
<tr>
<td>Autonomy</td>
<td>4.6%</td>
</tr>
<tr>
<td>Large Scale Connectivity</td>
<td>4.3%</td>
</tr>
<tr>
<td>Destructible Environments</td>
<td>4.3%</td>
</tr>
<tr>
<td>User Interface &amp; Navigation Design</td>
<td>4%</td>
</tr>
<tr>
<td>3D Animations</td>
<td>3.8%</td>
</tr>
<tr>
<td>Large Scale Connectivity</td>
<td>3.7%</td>
</tr>
<tr>
<td>Companionship</td>
<td>3.2%</td>
</tr>
<tr>
<td>Combat Design</td>
<td>3.2%</td>
</tr>
<tr>
<td>Responsiveness</td>
<td>2.3%</td>
</tr>
<tr>
<td>Reputuation</td>
<td>2.3%</td>
</tr>
<tr>
<td>World Economy</td>
<td>2%</td>
</tr>
</tbody>
</table>

According to users, three most important factors for increasing interactivity are: NPC communication, NPC characteristics and storyline. NPC communication consists of facial expressions, non-verbal and verbal communication with the NPCs. These three user defined elements of communication are also components of the ‘Rich Interaction Model’ for virtual environments defined by Manninen (2003). According to user comments, designers should also implement more voice actors for the NPCs and avoid repetitive dialogue options. Given below is a gamer comment on voice acting, showing us the complexity of NPC communication.

“One of the most immersion-breaking parts of Oblivion was the terrible voice acting. Unlike Morrowind, many voice actors were re-used across races (Orcs and Nords, for instance), and voice actors that I came to strongly associate with certain races were reused improperly or not at all—for instance, the old Orc voice entirely disappeared, as far as I can hear, replaced very obviously with the Nord voice actor. Also, the performance given by the new voice actors was, I felt, not up to the level of that of the performances they gave for Morrowind. The delta between the old and new voices, both in usage and in quality of acting, was so extremely jarring--especially with the massively increased amount of voice in the game—that nearly every NPC to whom I talk breaks my immersion to some degree.”

NPC characteristics primarily consists of depth and personality in non-player characters (NPCs). Synthetic characters must be responsive to their physical interactions with the environment, their aims, their knowledge of the virtual world, their personality and their interactions with
human players (Magerko et al., 2004). According to player comments, designers should create NPCs from all ages and goal-driven non-player characters. Given below is one of the many gamer criticisms obtained by this study on character personality and autonomy in Oblivion:

“The key failing: Context sensitivity. NPCs, superficially, act in lifelike manners. However, they methods of reacting to the environments are limited to direct interaction with objects they are programmed to interact with; they sit on furniture, sleep in beds, eat food, and talk with other NPCs or the player. This seems realistic, until more exotic situations are presented; these behaviors are not changed whatsoever by numerous factors that would impact the behavior of real people, such as weather, crime, etc. As an example, when nearby an open Oblivion gate, one would reasonably expect nearby people to be responding to it, possibly with emotions such as panic, fear, or perhaps even curiosity. The game’s NPCs have no different reactions. Likewise, NPCs are not reactive to the events that take place around them; major game-related events, such as the completion of a quest, may alter what dialogue they have available, but their behavior is unaffected. As an example, if the player enters a busy city street, and one NPC suddenly attacks the player, the NPCs may respond to the attack by aiding the player, but after the battle has concluded, the NPC’s behavior, and even dialogue, is not affected. This would appear to be a keystone in the elements of Artificial Intelligence that is lacking in the game of Oblivion, that would’ve added the realism level sufficient to truly make the NPCs seem as lifelike characters, rather than as flat ‘simulation bots.’”

User defined components of storyline are meaningful play and user freedom of choice. Storyline is closely related to the description of plot given by Slater and Wilbur (1997) and freedom in the users’ actions within a virtual environment is also highlighted by Mantovani & Riva (1999). According to Salen & Zimmerman (2004), user freedom of choice is an important requirement of game design and meaningful play is the relationship between player’s actions and system outcome. Users also commented that they would like to see non-linear quests, consequences for their actions and moral choices in the gaming environment. Comments of gamers obtained by this study shed light on different dimensions of freedom. Given below is an example comment:

“I feel that in Oblivion’s current form it offers much freedom of action (e.g. you may approach a problem as you wish, by using stealth magic or diplomacy) but not much freedom of morality and few consequences for moral choices. I would like Oblivion and games in general to make me care and understand how I alter the world and why I should be careful about my morality.”

CONCLUSION

The extent of this paper is to indicate a number of variables that need to be considered in order to maximize presence in virtual environments, especially in computer games. This study does not claim to have identified all of the design requirements that affect presence but it addresses how certain requirements shall be addressed by designers. Research findings show that sociability has the highest correlation with presence. Computer games, regardless of their multiplayer capabilities, should be capable of creating social virtual environments. Since Hecter (1992) defined sociability as one of the three dimensions of presence, game designers should support social virtual characters that build communities and groups. Oblivion is a single player computer game and sociability primarily consists of PC-NPC interactions. Players commented that sociable non-player characters shall have entertaining and non-repetitive dialogue options, believable behaviors, and near-realistic 3D appearance and animations. Players also indicated that guilds, NPC companions and character reputation are important social characteristics.

The virtual environment, with its physical appearance and object behaviors, should accurately represent the real world we are living in. Thus, veridicality is the consistency of information with the objective world and is one of the hypothesized realism factors that contribute to a sense of presence (Witmer & Singer, 1998). In this sense, players indicated that object design, world design, nature design and destructible environments are important characteristics of veridicality. According to Sutcliffe (2003), user interaction with the virtual world objects should conform to the laws of physics that constrain real-world interaction, yet players commented that real-world physics enhances the sense of presence experienced but without touch and force feedback, too much realism in world physics breaks the sense of presence.

Autonomy is the third best requirement correlating with presence. To sustain the feeling of presence in a virtual world, virtual agents should be able to make autonomous decisions independent of other entities in the environment and behave like real persons (Aylett & Luck, 2000). Designers should implement autonomy with caution, bearing in mind that autonomous characters are more like-like if their behaviors are consistent and sociable. Players commented that, NPCs of Oblivion who have a 24 hour schedule of their own, are less life-like than the NPCs who stand around in Morrowind: the predecessor of Oblivion.

Connectivity is the opportunity to share the virtual world together by connecting multiple computers via a network, usually either a LAN or the Internet. User defined interactivity requirements indicate an important difference in terms of connectivity. According to user comments, local area network (LAN) multiplayer capabilities and massive multiplayer capabilities are two different predictors of presence. Frequency analysis shows that, 43.3% does not want massive multiplayer capabilities, 37.7% wants massive multiplayer capabilities and 9.1% wants LAN multiplayer capabilities. This study used large scale connectivity as an independent variable but user comments indicated that large scale connectivity is not a good predictor of presence.
REFERENCES


AUTHOR BIOGRAPHIES

Barbaros BOSTAN is an Assistant Professor at Yeditepe University, Information Systems and Technologies Department. Bostan earned a BS at Electronics and Communication Engineering at Istanbul Technical University, an MBA from Yeditepe University, a Ph.D. degree at Informatics Department of Marmara University. Bostan has teaching experience in the areas of computer networks, virtual reality systems and interactive web technologies. His research areas include interactivity, presence, computer games, RPGs, virtual environments, multiplayer virtual worlds and interactive storytelling.

Sertac OGUT is an instructor and a designer. He teaches Visual Communication and Interaction Design courses at the Communications Faculty of Marmara University Istanbul/TURKEY. He earned his BA on Communicative Informatics at the Marmara University. Ogut completed his MA study at the Yeditepe University in Visual Communication Design. He had his PhD degree at the Informatics Department of Marmara University. Ogut focuses on Interaction Design, New Media Studies and 3D Animation. Besides his academic carrier, he is working on several web-based game projects as an consultant.
A CONCURRENCY MODEL FOR GAME SCRIPTING

Joseph Kehoe
Institute of Technology, Carlow
email: joseph.kehoe@ITCarlow.ie

Joseph Morris
Dublin City University
email: joseph.morris@computing.dcu.ie

KEYWORDS
Concurrency, Games, Scripting

ABSTRACT

In this paper we outline a new model of concurrency that is specifically designed for the specialized domain of game scripting. Scripting is used extensively in game development both for the implementation of AI based behaviors and for providing game players with the ability to customize commercial games. Scripting languages have not, as yet, benefited from the move to multicore architectures. We discuss the properties unique to game scripting that any proposed model must satisfy. Then we propose a model of concurrency particular to games that addresses these issues while allowing game scripting languages to fully utilize multicore processors. The next steps in developing this model further are discussed.

INTRODUCTION

Game scripting is an integral part of computer game development. Scripting is essential for two reasons, the nature of the game development process and the type of game developers who write game behaviors.

The game development process is an iterative one. This is particularly true for entity behavior design and implementation. Entities in games are any objects that can interact with their surroundings and the player of the game. They range from pretty trivial items such as doors to non player characters that can form their own plans. Game entity behaviors can really only be properly assessed by actually playing the game with the entity behaviors in situ. This leads to the employment of rapid design-implement-playtest iterations. For this to be a viable process each iteration needs to be as short as possible. It can take many iterations before a behavior becomes acceptable within a particular game. These rapid iterations presume the use of a scripting language. Scripting languages are high level languages that allow for rapid implementation (or prototyping) of behaviors. As these languages are almost always interpreted rather than compiled they can be rapidly deployed, usually without requiring a recompilation of the surrounding game framework.

The second aspect of the development process that is applicable here is the programming ability of game designers. Behavior design is the domain of game designers in that they know best what behaviors are suitable for each game scenario. Game designers, however, are not game programmers. They do not have the full range of programming skills that are available to professional programmers.

Forcing game designers to pass their behavior designs onto professional programmers for implementation is not a viable option. It would tie up an expensive professional programmer who could be employed on other parts of the game while also slowing down the design-implement-playtest cycle by an unacceptable amount of time. Ideally, the game designer herself, as the person who fully understands the required behavior, should be able to implement the behaviors directly. To make this possible a simple high level scripting language is required.

Processor power (and speed) has been increasing at an almost constant rate, following Moore’s law, since the introduction of the integrated circuit. Future increases in speed will be through the use of multicore processors, (Blake et al. (2009)). More speed will mean more cores on each processor. Processors which used to contain a single complex core will now be replaced by processors containing many cores (J. Held and Koehl (2006), Borkar et al. (2006)).

The only way for software to take advantage of these new architectures is by simultaneously using as many of the cores as possible. In other words software must switch from being sequential to concurrent. Unfortunately, writing concurrent code is more difficult than writing sequential code, particularly when using programming languages designed mainly for sequential programming. New techniques for designing, writing and testing concurrent software are needed and new programming languages may also be required.

Our model of concurrency is specific to scripting in the game development process. Scripting in games poses some unique challenges. We have two competing issues. Firstly, games are real time systems with hard time constraints. This implies the use of a low level language where developers have complete control over hardware resources. Secondly, and in opposition to this, it involves the use of a high level scripting language that will hide the details of the hardware from the programmer. Real time programming is a specialist skill that is acquired by highly competent programmers only after
many years experience while scripting in games must be open to non professional programmers. Game developers are willing to accept the usage of scripting languages in the development of games for the reasons given in the previous subsections. Using concurrency to help improve the efficiency of scripting languages is one way of tackling this issue.

Overview of paper

In the next section we give an overview of the model we propose. We look at key features of this model of concurrency and show how it fulfills the expectations set out in the previous section. We follow by reviewing related work in concurrency and game scripting. Finally we finish with our conclusions and list further work that needs to be completed.

PROPOSED CONCURRENCY MODEL

A game is a simulation that consists of a set of entities interacting with each other in some world. Each entity has its own state and a set of behaviors that determines how it responds to various stimuli. The game world that is being simulated has rules (gravity for example) that determine how certain types of interaction between entities take place. These world rules can be encoded in the entities themselves. The global state of the game is given by the sum of the states of all the entities that it contains.

Games proceed in a stepwise manner as a sequence of discrete moments in time. Each step represents a tick of the clock, or one particular moment in time, and a sequence of steps represents the passing of some duration of time. The step frequency can vary, with the frequency representing the granularity of the representation of time in the game. Step frequency is ultimately determined by hardware factors such as processor speed. At each step the entities update their state based on the events or stimuli that were generated during the previous step. Overall entity behavior through the lifetime of a game comprises the sequence of step behaviors made during that game. A play-through of a game is a finite sequence of these steps.

In the next sections we will look at the basic structural components of the model and how they fit together. These components are: entities, messages, steps and constraints.

Entities

The entity is the basic building block of game simulations. Games consist of many different entities that interact with each other under some game defined rules. These rules may include, for example, physics based interaction such as gravity and elasticity. Entities range from the simple, like a bullet or item of furniture, to the more complex such as a non player character (NPC) that has its own beliefs, desires, intentions and plans of action. In general, although entity types are varied we can assume that they have some common attributes such as geographical position in the game world, an associated model (a visual 3-D representation of the item) and boundary dimensions (used for collision detection). More complex games will also model mass, elasticity and internal structure (a skeleton) for each entity as well. Everything can be defined in terms of individual entities and their rules of interaction. In our model only entities exist in games.

Game design consists of (among other things not relevant here such as ensuring game playability) identifying all the entities that make up a game, deciding which of their properties are relevant to the game and how they are allowed to interact.

Every entity runs in its own thread. Concurrency is limited only by the number of entities in the game. Games are simulations designed to be fun to play. Given the nature of games it is unlikely that there will be only a few entities in a game. Since the identification of entities within a game is already part of game design this approach does not add any extra overhead to game design. It is a natural way to identify concurrency and brings identification of concurrency easily within the remit of the game designer at no extra cost.

Every entity is composed of four components: state, interface, constraints and message queue. State is a non-empty set of named attributes. Each attribute will have an associated value. A non-empty subset of these attributes will be immutable. Immutable attributes are given values when the entity is created and these values remain unchanged until the entity is destroyed. Each attribute is also labelled as either visible or hidden. The full set of named attributes with associated labels belonging to an entity is called the entity state. The particular value of a state is determined by the values assigned to each attribute in the state. Each entity contains at least one attribute as part of its state. This is the ID attribute which uniquely identifies the entity. This is both immutable and visible. The value of the ID attribute is generated automatically on entity creation and guaranteed to be unique for each entity.

Entities know a non empty subset of the state belonging to every other entity. This subset will contain all the attributes that are labelled visible. If an entity knows the attribute of another entity then it is allowed to read the value contained by that attribute but it cannot write to a attribute belonging to the state of any other entity. Changes to an entity attribute value can only occur through the entity interface.

Every entity has a defined set of message signatures. Each message in this set represents the response of the entity to a specific type of stimulus. Each stimulus event
triggers a specific message for each entity affected by that stimulus. An entity can only respond to a stimulus if that stimulus generates a message matching the signature of a message defined in its interface. The signature of a message is determined by a message name and a sequence of attributes.

Each signature must be unique within an interface. The sequence of attributes is non-empty and will include at least the sender attribute. For any message instance the value of this attribute will match the value of the ID attribute of the entity that generated the message. The set of message signatures is known as the interface. Entities know the full interface of every other entity. An entity is allowed send a message to any entity if it knows the value of that entity’s ID attribute.

The set of local constraints determines the set of acceptable combinations of values that the attributes belonging to the entity state can hold.

The constraint set may also determine allowable combinations of values that different entities can simultaneously hold. That is, the allowable values of an entity state can be determined by the values of other entity states. For example, it may be the case that two entities cannot occupy the same position in space simultaneously.

The message queue contains the full set of outstanding messages that the entity has to respond to during the current step. This queue will contain all messages generated for the entity during the previous step. Messages are processed by each entity in the order in which they appear in the message queue. Each entity message queue can only hold messages that match message signatures defined in that entity’s interface. When an entity is destroyed its associated message queue and any remaining messages in that queue are also destroyed.

**Messages**

A message consists of a name, a receiver ID and a collection of attributes and the values of those attributes. A message generated (or sent) during one step will always be received during the next step. This guarantee that all messages are processed during the succeeding step means that, as a consequence, we cannot fix an upper limit on step duration in advance without limiting the number of messages allowed to be generated in each step. As the number of messages increases step duration will also increase. A fixed step duration would be an advantage for any real time system but it has a number of associated costs.

Most importantly by fixing step duration we would lose computational determinism. Different processors are able to accomplish different amounts of work in the same duration. The overall result of any step would then become dependent on the processor speed. We maintain that determinism is more important than fixed step duration.

Determinism gives us independence from the underlying processor executing the scripts. This greatly simplifies the testing and debugging of scripts. If testing and debugging depended on the processor used it would become beyond the capabilities of many scripters and reduce the possibility of using the model in the high level prototyping and rapid iterative development cycles used in game development. Since we can decouple the step rate from the frame rate any increase in step duration can be handled in a graceful manner by the game engine. The value of the Receiver ID is used to determine who the receiver of the message should be. Each entity has an associated message queue and messages are put in the queue belonging to the entity whose ID attribute value matches that of the receiver ID in the message. Messages are processed in the order that they appear in the message queue.

A message is acceptable only if it fulfills two conditions: Firstly, the receiver ID value matches the ID attribute value of an existing entity and secondly that the message name and attribute collection matches a message signature defined in the interface of the entity whose ID matches that of the receiver ID.

All unacceptable messages are discarded. Only acceptable messages appear in message queues. In response to a message an entity can do any or all of the following:

1. Send messages to other entities if it knows the values of those entities’ ID attributes;
2. Create one or more new entities;
3. Update any of its own mutable attributes provided that these updates do not violate any of the constraints in its constraint set;
4. Destroy itself.

**Steps**

A complete computation consists of a sequence of two or more steps where the first step is the initialization step, the last step the shutdown step and all other steps are intermediate steps. During the initialization step two processes occur: entities are created and initial Messages are generated. The final step consists of two parts: the remaining messages are discarded and finally all entities are destroyed.

For every intermediate step all acceptable messages that were generated during the previous step are processed. All acceptable messages generated during the previous step will be present in the appropriate message queues at the start of the current step. Entity state is updated instantaneously and simultaneously at the end of each step. State update is defined as the sequential composition of the messages contained in the message queue, in order, modified by a conflict resolution algorithm.
Any messages generated during this process are delivered instantaneously at step end. Delivered messages are put in the message queue belonging to the entity whose ID value matches that of the receiver ID value in the message. The order that messages are placed in the message queue is defined by the message sorting algorithm. The message sorting algorithm can be any algorithm that guarantees:

1. Messages generated by a single entity for the same receiver are placed in the message queue in the same order that they were generated in;

2. The final order of the message queue is deterministic. That is, for any given set of messages their ordering is unique and will always be the same regardless of how many times the ordering algorithm is applied.

The default sorting algorithm orders message queues by using the message Sender ID attribute as the primary key and message generation order as the secondary key. This ensures that both conditions hold. Any other algorithm that fulfills our two guarantees is acceptable. The message sorting has an associated cost. Between steps sorting will have to be carried out. This overhead is justifiable because the algorithm ensures determinism in script execution.

Determinism is important because it isolates the script and the scripter from the underlying processor architecture. As we have already stated this makes testing and debugging feasible in the rapid development cycles used in game development and also in the prototyping environment of casual and hobbyist game development.

**Conflict Resolution**

That conflicts can arise between different entities is a recognized problem in games. Entities exist in a common world. In this world rules will exist that govern how these entities can interact with each other. Attempts to perform certain actions will bring entities into conflict with these rules. There are three possible approaches to conflict resolution:

1. Put onus on scripters;

2. Handle constraints using other parts of the game engine;

3. Let scripting system handle constraints automatically.

The first option is, in many ways, the simplest. The scripter should ensure that any code they write does the proper error checking. This has the advantage that it can be the most efficient technique. Scripters will know when run time checks are required and when they are not. Although this is a common approach it has the disadvantage of putting the burden on the individual scripter. Under our model there is the extra complication that entities can only see the state of other entities as they were at the start of the step making it difficult to check for conflicts with other entities during a step.

The second option is suitable when the constraints logically fall within the remit of some other specialized subsystem. This is the case when the constraints between entities are real world constraints. In this case the game physics engine can handle the constraints very efficiently.

The final option covers cases where the first two options are judged unsuitable. We use a predefined conflict resolution algorithm to determine how conflicts are dealt with. The conflict resolution algorithm is any well defined algorithm that ensures that state update does not violate any constraints defined in the entities constraint set. Constraints can be divided into two different types: internal and external constraints. Internal constraints are constraints that exist only within a particular entity. External constraints are constraints that hold between two or more different entities.

Internal, or local, constraints are the easier to deal with than external constraints. They are, by definition, internal stand-alone constraints and so each entity can deal with them independently of any other entity. Internal constraints are state invariants that must hold throughout the entity lifecycle. These constraints are defined at entity creation and can be checked after each message is processed. If a conflict is detected the algorithm can take the appropriate corrective action.

The default algorithm simply discards any messages that cause conflicts during message composition. Other algorithms may be employed that take different error correction measures.

External conflicts can only be detected once the step is completed. This is because we cannot tell the final state of each entity until the end of the step. Once all entities have completed their state update the value of each entity state needs to be checked for conflict with every other entity. Once a conflict is found between two or more entities a state rollback, of some predetermined kind, of one or more of these entities will be required. After rollback of an entity state we may have to recheck the new value of the state against the global constraints. This has the potential to be more costly than internal constraint checking as one state rollback can raise more new conflicts.

We do not feel that external constraints will be common or form an essential part of any game script. Firstly, most external constraints will be handled independently by the physics engine. Secondly, remaining external constraints can be encoded as one or more equivalent internal constraints. For these reasons we do not have a separate default algorithm to handle external constraints.
RELATED WORK

BSP - Bulk Synchronous Processing

BSP has been proposed as a bridging model for general purpose parallel computation by Valiant (1990). A BSP computation consists of a sequence of super-steps. In a super-step each component (a processor or core) is allocated a task consisting of a combination of local computation and, message transmission and reception from other components. After $L$ time units have passed a check is made to see if the super-step has completed. If it has, then the next super-step is started. Otherwise the next $L$ units are allocated to completing the current super-step.

In simple terms, at each step a set of local computations is undertaken concurrently. According to Skillicorn and Talia (1998), the aims of BSP are to make it simple to write concurrent code, be independent of target architectures and make performance of a program on a given architecture predictable. BSP allows you to put an upper time bound on a computation for a particular architecture. This makes the performance more predictable. In addition, deadlock using BSP is impossible. BSP is also easier to debug in that computations can be rearranged inside a superstep without affecting the outcome. BSP has been successfully integrated in scripting languages in the past by, for example, Hinsen (2007).

COOP - Concurrent Object Oriented Processing

Three types of concurrent object model have been identified: Orthogonal, Homogeneous and Heterogeneous (Papathomas (1995)).

The orthogonal model views the object model and the concurrency model as two separate independent systems. In this case, locks are used to resolve any issues raised by concurrency. The orthogonal approach does not gain us any ground as it still retains explicit locking and all the problems that this implies (Sutter and Larus (2005)).

In the homogeneous approach all objects are active objects. An active object is an object that runs inside its own thread. It represents a merging of process and object (Briot et al. (1998), Hernandez et al. (1994)).

The internal state of an active object is private to that object. Any interaction that must take place between objects must take place via message passing. Generally, messages are asynchronous but there is variation between explicit or implicit acceptance of messages by objects.

The heterogeneous model contains both the active objects of the homogeneous approach and the passive objects of the orthogonal model. The most popular form of concurrent object oriented programming model is based on active objects.

Actor models of concurrency are closely based on active objects. An Actor is an active object that can send finite set of messages to other actors, create a finite set of new actors and define how it will behave in relation to the next incoming message. - Corrêa (2009)

Network Scripting Language

The Network Scripting Language described in Russell et al. (2008) (NSL) is designed for distributed games development. It runs across remote processors rather than multiple cores and gives some assurances of determinism and consistency maintenance between the various processors during game execution.

NSL uses active objects and a frame based approach similar to the approach advocated here. Because this language is designed for multiple distributed processors each processor will have its own copy of the state of the objects in the other processors. If there are $n$ processors then there will be $n$ copies of the overall state.

This approach, out of the three mentioned, is the most similar to our approach but the programming language is more complex. It is tightly coupled to the frame rate with a step being run exactly once for every frame but gives no guarantees as to when messages will be delivered.

CONCLUSION

We have outlined a model of concurrency developed specifically for games development, specifically game scripting. Game scripting is undertaken by game designers who are not professional programmers and therefore do not have an in-depth understanding of concurrency. As the game entity behaviors they develop have to be play tested to ensure they are appropriate they must use many rapid design-implement-playtest iterations during development. To enable them to make use of concurrency we developed a model that is easy to use, removes as much of the burden from the designer as possible and can be implemented in any standard game scripting language.

Further Work

Some work remains to be done on developing algorithms that can be used by the conflict resolver. Although a simple conflict resolution algorithm has been proposed it may be the case that different games will need to use different or more sophisticated conflict resolving algorithms.

We intend to produce a working implementation of our model. This implementation will demonstrate the viability of this approach. It will be incorporated into an existing game scripting language to show how it fits into already existing development tools and practices in the games industry. This will also serve to show how transparent this model is to game scripters in practice. As
well as demonstrating how simple the model is to use it will also show how easy it is to incorporate into existing game scripting languages.

Biography

Joseph Kehoe is a lecturer in Computing in the Institute of Technology Carlow. He has previously been director of the BSc in Games Development and is currently Director of the BSc in Software Development.

REFERENCES


Incorporating Reinforcement Learning into the Creation of Human-Like Autonomous Agents in First Person Shooter Games

Frank G. Glavin and Michael G. Madden

College of Engineering and Informatics
National University of Ireland Galway

frank.glavin@nuigalway.ie, michael.madden@nuigalway.ie

KEYWORDS
Reinforcement Learning, First Person Shooter Games, Sarsa, Human-Like, Unreal Tournament 2004, Pogamat

ABSTRACT
As graphics in modern computer games move closer to photorealism, the emphasis for game developers is switching towards improving the in-game Artificial Intelligence (AI). Traditional scripting and rule-based systems are being replaced by more intelligent and immersive approaches. The goal of AI in computer games is to create intelligent autonomous agents that mimic human behaviour as closely as possible, in order to create a challenging yet enjoyable experience for human players. This paper describes the application of Reinforcement Learning (RL), an approach inspired by how humans learn, to the creation of intelligent “bots” in a First Person Shooter (FPS) game.

INTRODUCTION
Artificial Intelligence in Computer Games

The task of designing and implementing an agent in a game that appears to be both intelligent and make human-like decisions is certainly a difficult one. A variety of techniques have been proposed in order to emulate human intelligence in computer games. Some of these techniques, as detailed in Westra (2007), will now be briefly described.

Hard coding is the most basic way of implementing AI. A simple example would be to have a list of conditional checks that have corresponding behaviours associated with them. If an agent in a FPS game, for instance, has very little health left, it should concentrate on finding “power ups”\(^1\) as opposed to engaging in combat with other players. Hard coding gives the programmer full low level control of the agent. Scripting involves a further abstraction of hard-coded behaviours which are grouped into specific tasks. Scripted actions can often become predictable and human players can exploit this weakness.

A Finite State Machine (FSM) is usually combined with the aforementioned techniques to create representations of different scenarios. The other techniques can then be used to make scenario specific choices. A finite series of states exist and transitions between these states are predefined. Some states cannot transition to others and the transitions are initiated by either the internal state of the agent or by a trigger from the environment.

Fuzzy set theory involves the use of fuzzy sets whose elements have degrees of membership as opposed to being assessed in binary terms. Fuzzy logic involves the use of logical expressions for describing the membership in fuzzy sets (Russell and Norvig 2010). Fuzzy logic is used when we would like to know the degree of membership of an element as opposed to whether its membership is true or false. For this reason, truth values of between 0 and 1 are calculated. It can be very complicated to manually produce fuzzy logic for the complex interactions of all the values that make up a computer game agent.

First Person Shooter (FPS) Games

FPS games take place in a fast-paced, three dimensional environment in which the world is seen from the first person perspective of the player. The most basic game types are Death Match or Team Death Match in which the objective is to kill the opposing players using either the weapons that the player spawns with, or ones that are picked up from the environment. As the names suggest, these game types involve either working alone against all other players or forming part of a team and fighting against another team. A large variety of objective-based games also exist such as Domination\(^2\) and Capture the Flag\(^3\). The team players and opposition players can be made up of human players over a network, programmed bot players, or a mixture of both.

---

\(^1\)In-game items that increase player health.

\(^2\)Players gain control of Domination locations.

\(^3\)Players capture flags and return them to their base.
RELATED RESEARCH

McPartland and Gallagher (2011) applied the tabular Sarsa(\(\lambda\)) (Sutton and Barto 1998) reinforcement learning algorithm to a purpose-built first person shooter game. The algorithm was used to learn the controllers of navigation, item collection and combat individually. The experimentation involved three different setups of the RL algorithm, namely, HierarchicalRL, RuleBasedRL and RL. The results showed that reinforcement learning could be successfully applied to a simplified purpose-built FPS game. While the results are promising, they do not address the challenges evident in 3D commercial games with complex environments and, unlike our work, do not involve playing against human opposition to train the bot. Smith et al. (2007) developed an algorithm called RETALIATE (REInforced TActic Learning In Agent-Team Environments) for Unreal Tournament\(^4\). The authors used an RL algorithm called Q-learning (Watkins and Dayan 1992) for learning winning policies in the Domination game type. That work was concerned with co-ordinating the team behaviour, as opposed to learning behaviours of the individual players, which is the focus of our work in this paper. They carried out experiments against three different teams with varying strategies. The results showed that the algorithm adapted well to the changing environments. Auslander et al. (2008) developed an agent called CBRetaliate in Unreal Tournament. This work aimed to enhance the use of the RETALIATE algorithm by introducing the use of Case-Based Reasoning (CBR). The results showed that the use of CBR could speed up the adaption process of the RL algorithm.

Di Wang et al. (2009) proposed the use of FALCON (Tan 2004) for developing a computer-controlled agent in Unreal Tournament 2004. The authors built two FALCON networks, one for weapon selection and one for behaviour selection. The bot learned by using cognitive nodes which could be translated into rules by associating a state and a particular action with an estimated reward. The bots created these rules in real time. The bot was tested by entering it into a 2K Bot Prize competition in which bots compete in order to convince human judges that they are human by engaging in human-like behaviour. While the proposed bot did not win the competition, it did receive the highest game score and managed to fool some of the human judges.

GAME AND DEVELOPMENT SOFTWARE

Unreal Tournament 2004

Unreal Tournament 2004 is a commercial first person shooter game that was developed by Epic Games and Digital Extremes. This multiplayer game allows players to compete with other human players and/or computer controlled bots. The game is built upon the Unreal Engine which has an open scripting language called UnrealScript. The availability of UnrealScript, for simple high-level programming of the game, has lead to a dedicated following of software modifiers (modders) and new content developers. Almost everything, excluding the graphical and physics part of the engine, can be modified by the user.

Pogamut 3

Pogamut 3\(^5\) is an open-source platform toolkit for creating virtual agents in the 3D environment of Unreal Tournament 2004. It makes use of UnrealScript for developing external control mechanisms for the game. The main objective of Pogamut 3 is to simplify the coding of actions taken in the environment, such as path finding, by providing a modular development platform. The toolkit integrates the Unreal Tournament 2004 game, GameBots2004 (Kaminka et al. 2002), the GaviaLib library (Pogamut Project Core), the Pogamut agent and the NetBeans IDE\(^6\). A detailed technical description can be found in Gemrot et al. (2009).

REINFORCEMENT LEARNING

Reinforcement learning (Sutton and Barto 1998) is a branch of Artificial Intelligence in which a learner, often called an agent, interacts with an environment in order to achieve an explicit goal. The agent receives feedback for its actions in the form of numerical rewards. The agent learns from its interactions with the environment and aims to maximize the reward values that it receives over time. The agent must make a trade-off between exploring novel actions and exploiting the knowledge from earlier exploration.

The Suitability of Reinforcement Learning

For a human, learning to effectively play a first person shooter game is a difficult task that takes time and patience. In order to develop useful strategies and tactics, the player must observe his or her success by monitoring the outcomes of their individual actions. Over time, they build up a knowledgebase of information which helps guide them towards winning behaviours.

\(^5\)http://diana.ms.mff.cuni.cz/main/tiki-index.php
\(^6\)http://www.netbeans.org
In order to create human-like artificial opponents, we believe that bots should learn in a manner that closely mirrors how humans do. They should receive positive feedback for actions that increase their chances of winning the game and negative feedback for actions that contribute to losing the game. In this way, the bot receives valuable information from its experiences playing against human players. This information can then be used to improve its decision making in the future. We hypothesize that this process will lead to the creation of challenging, realistic opponents as opposed to ones that are predictable and either too strong or too weak.

**Sarsa Algorithm**

The Sarsa algorithm (Rummary and Niranjan 1994) is an on-policy temporal-difference (TD) control algorithm. TD methods learn directly from raw experience without any model of the environment’s dynamics. Being an on-policy method, it continually estimates state-action values (Q-values) for a specific behaviour policy π while, at the same time, changing π toward greediness with respect to the Q-values. The algorithm, as described in Sutton and Barto (1998), is shown below.

**Algorithm 1** Sarsa, an on-policy TD control algorithm.

Initialise Q(s, a) arbitrarily

repeat
    Initialise s
    Choose a from s using policy derived from Q
    repeat
        Take action a, observe r, s’
        Choose a′ and a’ using policy derived from Q
        Q(s, a) ←
        Q(s, a) + α [r + γQ(s’, a’) − Q(s, a)]
        s ← s’; a ← a’;
    until (steps of single episode have finished)
until (all episodes have finished)

**IMPLEMENTATION**

In order to embed the Sarsa algorithm into the logic of the bot, we had to design appropriate states, actions and rewards. Our initial implementation places an emphasis on simplicity. The state, action, and reward representations that we use are described in the subsections that follow.

For the experiments reported in this paper, we use Sarsa algorithm settings of α = 0.2 and γ = 0.8. α is the step-size parameter, which influences the rate of learning. γ is the discount rate, which determines the present value of future rewards. In our implementation, an episode consists of one single lifetime of the bot. The episode ends when the bot is killed. These episodes consist of several steps in which an action is taken and a reward and new state are observed. The Q-values are updated during each step.

**States**

There are 50 states in which the bot can be in at any given time. These states depend on whether or not the bot can see an opposing player, the bot’s current ammunition level and the bot’s current health. The levels of health and ammunition have both been discretized to include 5 levels for each. The values are calculated by checking what range they currently lie in. For example, if the bot has health greater than or equal to 100 it will return 0, if it has health in the range of 80 to 99 it will return 1, and so on. A 3D representation of the state space is shown in Figure 1.

**Actions**

There are eight actions available to the bot. These are listed and described in Table 1 below. The bot’s logic method is called four times a second. The Sarsa algorithm is implemented in this logic method; therefore, actions are selected and evaluated in real-time, with Q-values being updated simultaneously. Actions such as jump and dodge must be allowed to complete once they are started, as a result of the Pogamut logic syncing mechanism. This prevents the bot, for example, from starting a jump and then cutting it short and immediately performing the next selected action. When the bot is looking for a player or a pick up item, it moves to the nearest available NavPoint\(^7\) until an opposing player or an item is in view. The bot is also designed to only shoot its weapon when it can see an opponent, to eliminate pointless random shooting. Every gun in the game has two different shooting modes; primary and secondary.

\(^7\)Each map is made up of a series of NavPoints in which the bot can use for movement.
<table>
<thead>
<tr>
<th>Action</th>
<th>The bot will:</th>
</tr>
</thead>
<tbody>
<tr>
<td>lookForPlayer</td>
<td>move through the map stopping when it sees a player.</td>
</tr>
<tr>
<td>lookForPickup</td>
<td>search for and move to the nearest visible item.</td>
</tr>
<tr>
<td>shootPrimary</td>
<td>shoot at any visible player in primary mode.</td>
</tr>
<tr>
<td>shootSecondary</td>
<td>shoot at any visible player in secondary mode.</td>
</tr>
<tr>
<td>dodge</td>
<td>perform a dodging maneuver in a random direction.</td>
</tr>
<tr>
<td>jump</td>
<td>perform a jump to a random height.</td>
</tr>
<tr>
<td>changeWeapon</td>
<td>change its weapon to another from the inventory.</td>
</tr>
<tr>
<td>goToLastSeenPlayer</td>
<td>go to the location of the last visible player.</td>
</tr>
</tbody>
</table>

Table 1: Actions that are available to the bot.

<table>
<thead>
<tr>
<th>Status</th>
<th>Reward:</th>
</tr>
</thead>
<tbody>
<tr>
<td>seeOpposingPlayer</td>
<td>+10</td>
</tr>
<tr>
<td>hasJustKilledOpposingPlayer</td>
<td>+10000</td>
</tr>
<tr>
<td>isCausingDamage</td>
<td>+1000</td>
</tr>
<tr>
<td>hasDamageBonus</td>
<td>+100</td>
</tr>
<tr>
<td>isHealthy</td>
<td>+10</td>
</tr>
<tr>
<td>hasCollectedPickUp</td>
<td>+50</td>
</tr>
<tr>
<td>isNotHealthy</td>
<td>-10</td>
</tr>
<tr>
<td>isColliding</td>
<td>-10</td>
</tr>
<tr>
<td>hasJustDied</td>
<td>-1000</td>
</tr>
<tr>
<td>isBeingDamaged</td>
<td>-200</td>
</tr>
</tbody>
</table>

Table 2: Rewards received depending on current status.

Rewards

In Reinforcement Learning in general, the design of the rewards is an important aspect which contributes to the success of the learner. In our current implementation, the reward signal is calculated by carrying out a series of checks to see what the current status of the bot is. For instance, the bot receives positive reward points for seeing the opposing player, causing damage, killing, and so on, whereas it receives negative reward points for being damaged, having low health, dying, and so on. The overall reward signal is a summation of the positive and negative reward points at any given time. A summary of the reward point system is shown in Table 2. The rewards are designed to reinforce the use of actions that result in the opposing player being damaged or killed.

EARLY EXPERIMENTATION

The following section describes some of the experiments that we have carried out in the current early stages of this research. We also go on to discuss some of the challenges and issues which have been raised during this time.

Experiment Details

All of the experiments consisted of 1 vs 1 death match games. The sole objective of this game type is to kill the opposing player using a variety of guns, some of which can be picked up from the environment. These games were played on the smallest map in the game, called Training Day, which is designed for 2-3 players. We believe that this is a good map to use as it removes any large search times between players and encourages almost constant combat. The layout of this map is shown in Figure 2.

![Figure 2: The Training Day map.](image)

The first stage of the experimentation involved a human playing against the reinforcement learning bot, which we will call Sarsa-bot. Every time the Sarsa-bot died (one episode) the current state of the Q-table was stored, so that we could keep track of the learning that was occurring as the Sarsa-bot was gaining experience. Sampling from these human vs bot experiments, we took the Q-tables from 0 to 140 episodes. The first of these Q-tables corresponds to when the bot has no experience at all whereas the last one corresponds to the bot’s Q-table having played and died 140 times against a human player. These Q-tables summarise all of the learning of the Sarsa-bot, and any one of them can be loaded at the beginning of games in order for the Sarsa-bot to start the game with some experience. In order to identify if, in fact, any learning was occurring, we play the Sarsa-bot at different levels of experience (which we will call XP\(^8\)) against a fixed-strategy bot from the game. We ran 5 games of 20 episodes with different levels of XP. It is important to note that once we loaded the XP Q-tables, we froze learning and did not allow the Sarsa-bot to update the table during the game against the fixed bot. The results are shown in the following section.

Results

The first measurement that we took from the games was the total number of actions that the Sarsa-bot managed

---

\(^8\)1-XP corresponds to the experience gained after dying once
to take during the game. This was an accumulation of all the steps taken for each episode of the game. These results are shown in Figure 3. While we can notice an increase in the total amount of steps during the games which included XP, the results are not definitive and could be caused by random elements of the game, the small sized map and the possibility that the bots could avoid each other by chance.

Figure 3: Total actions taken during each game.

We also recorded the maximum number of actions that the Sarsa-bot was able to take during one life in the game. This essentially corresponds to the maximum amount of time that the bot was able to remain alive. These results are shown in Figure 4. These results show a pattern in which the maximum time alive is related to the amount of XP that the bot has. This provides good evidence that the bot is improving over time. Detailed examination of performance traces shows that it acquires the ability to look for a pick up (escaping the situation) when injured.

Figure 4: Maximum actions taken for one life.

ally managed to kill the opponent bot, since it receives a very large reward for killing. As noted earlier, the Q-tables in these experiments are frozen, so the Sarsa-bot does not have the ability to alter its behaviour in these games. The fact that all of the Sarsa-bots with some experience end up with positive total awards demonstrates that learning is occurring. There are, however, some issues of learning while playing against a human player as we will discuss later.

Figure 5: Total reward accumulated for each game.

The median reward per game is shown in Figure 6. The values, which are all negative, are significantly reduced when the Sarsa-bot has past experience. Once again, this shows that learning is occurring. Given the element of randomness associated with FPS games, we would not expect these values to uniformly decrease as experience in increased; in future work, we plan to have a much larger number of rounds in each game, which we expect will yield more uniformly progressing results.

Discussion

One challenging aspect of this work is in deciding how best to evaluate the performance of the proposed bot. Some issues arise when we begin to train the bot by playing many games against a human player. The human player for instance, can quickly become familiar with the game controls and learn how to play well. This can lead to instances in which the human player “goes easy” on the bot in order to give it more of a chance when, in fact, the bot is making poor decisions and inadvertently be-

Figure 6: The median reward per life during each game.
ing rewarded for them. Also, if the human player takes a ruthless approach then they can kill the bot several consecutive times without giving it a chance to learn, for example, that shooting a player on sight is a good strategy. From our experiences we now believe that experiments involving human opposition would need to be both extensive and varied. Connecting the bot, as if it was human, to an online network could be a useful approach in which we plan to investigate. However, we were successful in using a fixed-strategy bot as a benchmark against which to assess the learning progress of the Sarsa-bot.

CONCLUSIONS

The results presented here are from initial experiments that took place in order to validate the use of a reinforcement learning algorithm into the logic of an agent in a FPS game. These results have given rise to very interesting questions about meaningful evaluation procedures and complex implementation issues.

In conventional RL settings, the agent can choose a single action in each state, which leads to a new state and a possible reward. However, in the setting we are considering, the bot must make decisions in real time (at a rate of 4 timesteps per second) and when it decides to perform an action, it may take several timesteps to complete, such as performing a dodge or a jump. While one action is underway, the bot can decide to take another action, so that two actions may continue at once. Therefore, when a reward is received, it may not relate to the most recently taken action. For example, if the bot accidentally jumps off of a ledge, then fires its gun in the next timestep, and subsequently dies from the jump, it will incorrectly associate the negative reward from dying with the action of firing the gun.

While we have been able to demonstrate some success in designing a bot that can learn from experience as it plays against a human, we believe that it will be necessary to extend the standard reinforcement learning framework to deal with the real-time, multiple-action, complex-reward setting that is required for these games. To the best of our knowledge, this has not already been done. Such developments would also be of value to other real-time scenarios in which reinforcement learning can be applied.

FUTURE WORK

As well as extending the standard reinforcement learning framework to suit our needs, we also aim to define improved methods for evaluating the behaviour of the bot, and in particular for evaluating user enjoyment of games played against the bot. One possibility that we will consider is to carry out blind tests using a large variety of human players with differing skill levels, using Amazon’s Mechanical Turk. Games would be set up in which the human players would play against regular bots, the Sarsa-bot and other human players without knowing the true nature of their opponent. They could then rate the experience of playing each of the games and the results could be interpreted accordingly. Future work will involve designing such experiments.
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ABSTRACT
This paper discusses the use of empirical cost-surfaces derived from substantial amounts of player-traced movements in an online vehicular combat game, for the purposes of improving A* pathfinding by AI vehicles. The fundamental concept is that we derive navigational meshes from human-player movements, with each node weighted by frequency of use. Our goals include the improvement of path travel times, aesthetic improvements, and the reduction of damage sustained while travelling across the map.

The results presented include quantifiable timings and observational characteristics. Quantifiable improvements include both algorithmic efficiency and travel time efficiency, while observations include the improved ability to avoid risky terrain features as well as other subtle human-like behaviours.

A best-performing non-linear cost function for the A* algorithm, based on player data, is suggested. Continued and future work on the AI in the game is discussed.

INTRODUCTION
This paper discusses the development of empirically-derived (player-mimicking) cost surfaces for AI pathfinding in the online vehicular combat game "Darkwind: War on Wheels". This game has been developed by the author since 2005 and, since it provides a substantial player-base and thousands of live games per week, is an ideal test-bed for AI research (Redfern 2007, 2010).

Although pathfinding in general, and the A* ("A Star") algorithm in particular, are well established techniques in computer games, improvements continue to be proposed in terms of aesthetics (Coleman 2009) – producing believable 'human-like' routes – and in experimental refinements for complex environments (Hale et al. 2010). The pathfinding requirements of typical open-terrain First Person Shooter (FPS) and Real Time Strategy (RTS) games, are fundamentally simpler than those of a vehicular combat game with realistic physics, tyre and chassis degradation, and collision damage models. In Darkwind, a car's momentum is critically important to its tactical movement and performance during combat; cars receive damage from poor driving and poor surfaces; various surface characteristics exist (e.g. sand, dirt, tarmac); and, effective routes across the terrain require cover from enemy fire. Furthermore, it is often appropriate to maintain a safe distance around dangerous obstacles such as cliff edges rather than choose an absolute shortest route.

Our core hypotheses are that (i) there are a number of subtle factors related to both effectiveness and aesthetic value, which define optimal routes around the terrains, and that (ii) it may not be feasible to deal with these factors algorithmically. We aim to achieve efficient, believable ('human-like') routes which navigate terrain features and surface types sensibly, are safe from collision damage and, where possible, enemy fire. Since Darkwind is a well established online multiplayer game, it provides substantial amounts of empirical evidence about player-chosen routes. This paper describes the use of this evidence to improve AI pathfinding.

A* PATHFINDING
The A* algorithm was first proposed in 1968 (Hart et al. 1968) and has been the most widely used pathfinding technique by games programmers, due to its effectiveness and efficiency. Numerous introductory explanations are available in the literature; a particularly good online description, for example is (Lester 2005).

The fundamental operation of A* is to traverse a map by exploring promising positions (nodes) beginning at a starting location, with the goal of finding the best route to a target location. Each node has four attributes other than its position on the map:

- $g$ is the cost of getting from the starting node to this node
- $h$ is the estimated (heuristic) cost of getting from this node to the target node. It is a best guess, since the algorithm doesn't (yet) know the actual cost
- $f$ is the sum of $g$ and $h$, and is the algorithm's best current estimate as to the total cost of travelling from the starting location to the target location via this node
- $parent$ is the identity of the node which connected to this node along a potential solution path

The algorithm maintains two lists of nodes, the open list and the closed list. The former consists of nodes to which the algorithm has already found a route (i.e., one of its connected neighbours has been evaluated or expanded) but which have not themselves, yet, been expanded. The latter (closed) list consists of nodes that have been expanded and which therefore should not be revisited.
Progress is made by identifying the most promising node in the open list (i.e., the one with the lowest \( f \) value) and expanding it by adding each of its connected neighbours to the open list, unless they are already closed. As nodes are expanded, they are moved to the closed list. As nodes are added to the open list, their \( f, g, h \) and parent values are recorded. The \( g \) value of a node is, of course, equal to the \( g \) value of its parent plus the cost of moving from the parent to the node itself. If a node is already on the open list when it is evaluated, its \( f, g, h \) and parent values are only updated if the new \( f \) value is lower than the previously recorded one – this means a better path to the node has been found than the previous one.

The algorithm concludes when the target node is found, or when the open list is empty – the latter case means that a path does not exist from source to target, which is possible when you consider that some positions on the map may be non-traversable (e.g., mountains, lakes, walls, buildings).

There are various ways of calculating the cost of moving from a node to a connected node – the simplest and most common is to use Euclidean distance. It is also very common to take into account factors such as terrain cover or elevation changes. By applying a higher cost to difficult or steep terrain, the algorithm will be encouraged to find cheaper routes around these features rather than simply finding the shortest path. The current paper is primarily concerned with the identification of an appropriate mechanism for calculating costs, based on recorded player behaviour.

The choice of heuristic function \( h(n) \), which estimates the \( h \) value for a node (the cost of getting from the node to the target location), has a strong influence on the optimality and accuracy of the identified solution. If \( h(n) \) is always lower than (or equal to) the cost of moving from a node to the target, then A* is guaranteed to find a shortest path. The lower \( h(n) \) is, the more nodes A* expands, making it slower. If \( h(n) \) is sometimes greater than the cost of moving from \( n \) to the goal, then A* is not guaranteed to find a shortest path, but it can evaluate faster (Patel, 2011). In practice, therefore, it may be possible to dynamically modify the heuristic function in order to trade-off speed and accuracy as required during a game, if this is appropriate to the game.

PREVIOUS WORK

In recent years, the research literature has increasingly stressed the fact that game AI is not simply about winning the game or discovering the most optimal solution, but more critically is about making the game fun for the human player. From a pathfinding perspective, this means avoiding mechanical-looking routes in favour of believable, human-like ones – straight lines look better and more plausible, for example, than routes which zigzag and track around obstacles (Coleman 2009). Rabin (2000) uses splines and hierarchical approaches to introduce aesthetics into routes, while Higgins (2002a) and others use a second pass through a route in order to apply "aesthetic corrections". Coleman (2007) proposes a metric based on second-order derivatives and obstacle tracking in order to quantify the "beauty intensity" of paths, and later refines this approach to include fractal dimensions and rescaled range analysis (Coleman 2009).

John et al. (2008) propose a novel approach based on probabilistic pathfinding to produce varied high-quality routes and thereby improve game replayability – their examples presented provide a convincing argument for this approach in a team-based AI combat in a maze-like environment.

Few previous papers have discussed the use of recorded player behaviours in order to train AI systems – one exception is a case-based reasoning system developed to learn high-level strategies by mining recordings of expert human players playing a real time strategy game (Ji-Lung and Chuen-Tsai 2008). No previous work that we are aware of has taken this approach for navigation purposes. However, the increasing industry emphasis on logging player interactions and movements for other purposes, such as player category modelling and game personalization (Thawonmas et al 2009; Oda et al. 2009) is expected to be reflected in an increased research interest in this area. Online games are particularly suited to this approach, since the server can easily record data centrally, and since regular updates to the game are a normal part of the lifecycle after initial release: we can gather data over a period of time and use this to incrementally improve the AI in the live game.

One technique of interest is the 'heatmap' which can be used to visualise regular patterns of player behaviour over a spatial domain (Youngblood et al. 2011). Related work also includes the use of graph-based discovery algorithms to perform supervised learning (Cook et al., 2007), and the dynamic modification of navigation meshes based on the experiences of AI agents in complex game worlds (Hale et al., 2010).

EMPIRICAL COST SURFACES FROM PLAYER TRACES

Since 2008 we have been recording player movements on the game maps of Darkwind, and constructing A* nodes from these. However, a voting system was not established until June 2010: prior to this our data simply recorded where player vehicles had ever safely travelled. We now have 12 months of voting data collected: each time a node is revisited safely, a vote is accumulated for it. There are an average of about 3000 combat played per week, and an average of about 4 player-controlled vehicles per combat, spread across about 40 game maps. Vehicles typically travel 1-2km during a combat.

In order to ensure that we record only suitable votes, a 5-second cache of recently visited nodes is stored for player vehicles; if any damage is received due to collisions with terrain or other static obstacles, the cache is emptied without committing its data.

Figure 1 provides a visualisation of the A* vote nodes stored in the region of a desert mountain in the game. Each blue square represents a node, with both size and brightness proportional to the relative number of votes accumulated at that node. In this case, the cost of travelling to a node which
has accumulated $x$ votes, from a previous node at distance $d$ metres, is taken to be $d / \sqrt{x}$.

Figure 1: A Visualisation of the A* Player-Traced (Vote) Nodes Stored in the Region of a Desert Mountain in the Game

ADDITIONAL MODIFICATIONS TO THE A* ALGORITHM

Our implementation of the A* algorithm includes a number of modifications to improve efficiency and suitability for our requirements.

In order to provide rapid identification of the node closest to a world co-ordinate, nodes are pre-sorted into a world location-indexed hash table. This is implemented as a two-dimensional array of pointers to nodes, with one dimension indexed as a binned world $x$ coordinate, and the other dimension indexed as a binned world $y$ coordinate.

Long distance searches are calculated using a pessimistic (high) heuristic – speeding up the search substantially, while accepting sub-optimal routes. Since the AI drivers typically re-evaluate their paths every few seconds, a guaranteed shortest route is not needed on long routes.

We also maintain a sorted shortlist of 'promising' open nodes (i.e., those with the lowest $f$ values), which allows rapid identification of the next node to expand without the need to maintain all open nodes in a sorted list. When the shortlist is emptied, the entire open list is searched in order to refill it, and if a newly opened node has a lower $f$ value than the worst of the 'promising' nodes, it is added to the 'promising' list. This latter performance improvement is discussed in (Higgins 2002b).

We also treat separately by direction the edge (connection) between two nodes – since in rough terrain a path may be popular in one direction but unpopular (or impossible) in the other. In figure 1, for example, the nodes on the steep sides of the mountain are effectively only connected in the downwards direction.

EVALUATION OF PLAYER-TRACED VERSUS ELEVATION-BASED COSTING

The most obvious, and often well-performing function for algorithmically defining a cost-surface is the slope (local change of elevation) of the terrain. For purposes of comparison with our votes-based function, we therefore computed costs at each node based on the average absolute difference between that node's $z$ position (i.e., on the world's 'up' axis), and the $z$ position of its connected neighbours. Figure 2 provides a visualisation of this scheme: the size of the squares is inversely proportional to the node's cost.

Figure 2: A Visualisation of the A* Elevation-Based Nodes Calculated Near the Same Desert Mountain

In many cases, the routes obtained when using elevation-based costing appeared very similar to those taken by the player-tracing approach. Although there were some exceptions, the general rule upon running time-trials was that the player-traced route was faster, on average by about 3%.

More importantly, however, the player-traced routes were frequently safer: elevation-based costing tended to produce routes closer to dangerous features such as cliff edges and trees. In figure 3, the route taken by the elevation-based approach was too close to the cliff, and the AI vehicle tumbled over the edge; in figure 4, the route taken through the garden caused a collision with both fencing and a tree, leading to a poor travel time. In figure 5, the route taken towards the town gates, while comparably fast, caused damage to the vehicle as it collided with the terrain while negotiating the small hills.

The game map illustrated in figure 4 consists of a ruined town with a good, wide road through its centre. The accumulation of votes indicates a very strong player preference for driving along the centre of the road. Players tend to drive fast on this road, and want to avoid collisions with fences or trees if their car spins or loses control due to weapons fire. This is a good example of subtle player behaviour that would be very hard to produce with algorithmic AI.

In terms of aesthetics, sometimes the elevation-based routes looked unnatural, especially on flat ground where features such as pits were 'edge-hugged' rather than driven around in a natural-looking way. It is probably also useful to note that, due to the underlying physical simulation, vehicles in the game are incapable of following zigzag paths due to their momentum – therefore the unsmoothed appearance of the routes illustrated in the images in this paper do not cause a problem aesthetically in the live game: we had no need to perform 'aesthetic improvement' calculations on them.
Figure 3: Elevation (Red) and Player-Traced (Green) Routes Near a Cliff

Figure 4: Elevation (Red) and Player-Traced (Green) Routes Around a Ruined House and Fenced Garden

Figure 5: An Elevation (Red) Route Compared with Two Player-Traced (Green and White) Routes Which Use Different Non-Linear $g$ (Cost) Functions
We frequently found the player-tracing costing approach to be more computationally efficient than the elevation approach, since it may direct the search far more tightly, expanding less nodes. This is clearly because the elevation approach often produces numerous almost-identically-scoring nodes close together. From a number of randomly-chosen tests across several maps, the performance benefit versus elevation-based costing ranged from zero (on hilly maps) to several hundred percent (on flat maps).

**DEFINING THE A* PARAMETERS**

We experimented with a variety of $g$ cost functions, which is used to define the cost of travelling to a node based on the number of votes it has received. On safe, wide roads, it was found that a function which discriminated weakly between low amounts and high amounts of votes was more effective: for example in figure 5, the function $g = d/\sqrt{x}$ produced a quicker (to travel) route than our generally best-performing function $g = d/x^{0.5}$ by about 4% - weak discrimination has a tendency to choose a shorter path towards the inside edge of corners. However, there is clearly a trade-off between speed and safety, and on routes such as the mountain in figure 1, the function $g = d/x^{0.25}$ performed poorly due to routing the car over rough terrain too close to the base of the mountain, and losing momentum: in this case, $g = d/x^{0.5}$ was quicker to travel by about 11%.

We found, again with some exceptions, that functions which discriminated very strongly between low amounts and high amounts of votes, such as $g = d/\sqrt{x}$ or $g = d/x^2$, tended to produce erratic behaviours as the AI focused too strongly on finding 'popular' nodes, to the detriment of the overall route. This is clearly a complex situation, where factors such as the absolute number of votes cast on the map and the frequency with which games have been played on the current section of the map will have an effect. The general rule over 50 randomly-chosen test routes on various maps was that $g = d/x^{0.5}$ performed the best, on average, in terms of travel time, safety, and aesthetic value.

In order ensure an optimal path, we generally use a highly optimistic heuristic: we calculate $h = d * b$, where $d$ is the Euclidean distance from the node to the target location and $b$ is the cost attributed to the best-scoring node on the map. As mentioned previously, we do however vary this dynamically: a more pessimistic heuristic is used for long paths, in order to speed up the search process by expanding fewer nodes far away from the target location. To achieve this, we simply raise $d$ to the power of 1.5 if it is larger than 50m.

**CONCLUSIONS AND FUTURE WORK**

We have described a novel use of player-traced navigation information as part of a voting system to inform cost-surfaces in AI $A^*$-based navigation in a vehicular combat game with accurate physics. Experimental tests have validated the superiority of this approach over a cost-surface implementation based on local elevation changes.

We have also observed subtle behaviours in the player-traced approach, for example the avoidance of cliff edges and the preference for wide, flat routes rather than narrow gaps between terrain features. While we acknowledge that algorithmic terrain analysis could (with effort) provide some of these behaviours, our contention is that every subtlety of effective terrain navigation in this specific game has already been taken into account implicitly in the player traces.

This paper describes what is essentially a work in progress; although results are very promising and indeed Darkwind players report that they have witnessed a substantial improvement in AI navigational behaviour since the new cost function was implemented, we still have more work to do.

We intend to work on algorithmic terrain analysis, in order to produce comparable behaviours to those witnessed by the player-tracing AI. This will allow for more challenging (and therefore meaningful) comparisons between player-traced navigation behaviour and purely algorithmic AI. It will also, we hope, provide some useful algorithms of interest to AI navigation systems which cannot benefit from the wealth of player data that Darkwind has available – for example, offline single-player games and games with player-produced maps.

This paper has focused purely on the low-level navigational pathfinding task of the game AI – little has been said about the higher-level decision making which decides what the actual target locations for travel should be. The current situation in Darkwind is that a mixture of algorithmic AI techniques are used by a finite-state machine to, ultimately, produce these target locations. These techniques include simple terrain analysis (e.g. looking for 'sniper' points), group behaviours (such as re-grouping when separated, or scattering when receiving heavy ballistic damage), and outflanking behaviours which identify and respond to a 'gun line' by approaching enemies from the side. The latter tactic is in direct response to a favourite player technique in Darkwind by which a number of heavy vehicles form a static line and ambush the AI vehicles at choke points in the terrain. These techniques work reasonably in many cases, but there is generally a lack of high-level strategy or group coordination. The ability to navigate well across the terrain is not much use if you don't know where you want to go in the first place!

Generally, higher-level decision making needs to be improved in Darkwind, with influence maps (Tozour 2001) a likely candidate to supplement or replace the current rules-based AI. We have recently started gathering data for 'danger' influence maps, by logging the source and target positions of all successful gunfire attempts, along with the type of weapon and gunnery skill of the game character firing the weapon. Not only will this provide the data needed for 'danger' influence maps, but will also allow us to investigate our belief that gunfire avoidance is one of the subtle behaviours embedded in the player-traced data described in this paper. Additionally, we intend to experiment with an interesting approach to combining line-of-sight 'threats' into influence maps and thereby directly informing the cost function in $A^*$ path finding, as described in (van der Sterren 2002).
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ABSTRACT
This paper investigates the viability of using an Evolutionary Artificial Neural Network (EANN) approach as an alternative to standard Artificial Intelligence techniques used in a racing game. Use of Neuro-Evolution of Augmenting Topologies (NEAT) algorithms is compared to a standard AI technique which employs steering behaviours and a finite state machine to navigate an AI-driver agent around a circuit. We present a comparison between the NEAT algorithm and the standard AI technique described. Our initial literature review of the different available EANN approaches and the reasons for the choice of the NEAT algorithmic approach for our investigations is followed by the description of the implementation of our modified NEAT algorithm based EANN AI-driver agent and the racing simulation used for testing. Finally comparison of the results achieved with the implemented NEAT algorithm and the standard AI technique is followed by our conclusion on the comparative effectiveness of the NEAT and standard AI-driver agents and how our reported results can be further improved by future studies.

INTRODUCTION
This paper focuses on developing a racing game Artificial Intelligence (AI) that uses an Evolutionary Artificial Neural Network (EANN) to train a racing game driver AI. This is then compared to a standard technique used in racing games to see how efficient, competent and viable EANN technique is from a game developer’s perspective. Throughout the history of video games Artificial Intelligence (AI) has played an important part in their success as evidenced from early games such as Space Invaders [Taito, 1978] and Pac-Man [Namco, 1980]. Although the AI was simplistic still the games were compelling, addictive and a huge success earning large amounts of revenue [Kendall, 2008; Goldberg]. Presently increasing emphasis is given to the creation of better (more advanced) AI. Games developers have been looking for new techniques to implement from academic AI research to improve the AI of their game agents [Rabin 2006], partly in response to the game playing public wanting more sophistication within the games they play [Baekkelund 2006, p. 78]. Focusing on learning algorithms Machine Learning (ML) is seen as one of the ways forward. There is currently much research going into ML algorithms to see how they can be implemented to produce AI agents that can adapt to their environments, while remaining challenging opponents to the player [Rabin, 2004, p. xii] yet producing challenging, varied and fun game play. One genre of commercial video games that has successfully used ML techniques is the racing genre. A good example of this is Colin McRae Rally 2.0, which successfully used Artificial Neural Networks (ANN) to help AI agents learn to drive around a circuit in an offline supervised process [Hannan, 2001]. A criticism often cited against current racing games is that their difficulty level is often too high or low for the player of the game and has sometimes caused games to be patched after it has been released to fix this problem [Erickson, 2008]. Instead of fixing this problem after a game’s release a ML technique could be used to dynamically adjust the difficulty level of the AI agent to meet the player’s demands while allowing the outcome of races to be closer between the player and computer controlled opponents creating more tension and hence more fun.

Even though the racing game genre has quite successfully used ML techniques in the past, not many different self learning techniques have been explored [Woodcock, 2007]. On top of this there does not seem to be a great deal of research into racing game AI that learns. This is evident when compared to how much research and literature is focussed on ML methods in other game genres such as the real-time strategy genre [Lucas, 2003]. There is however a lot of research from academia in computational intelligence techniques on ML about racing robots and vehicle control. A lot of this research is dedicated to improving vehicle control using Evolutionary Artificial Neural Networks (EANN) [Togelius, 2006]. An EANN is an evolutionary algorithm that operates on its contained ANNs to produce a solution to a modelled problem [Dewri, 2003]. The algorithm uses some mechanisms inspired by biological evolution such as reproduction (crossover), mutation and natural selection [Buckland, 2002, p. 96-116]. In the context of ANNs an evolutionary algorithm can be used to mate different ANNs that contain different connection weights and or different topologies to create new and different ANNs [Dewri, 2003]. By combining both ANNs and evolutionary algorithms together, an EANN is produced.
EANNs are an unsupervised ML technique that are good in learning to control vehicles even when the exact physics model used by the vehicles is not known or very complex, such as in simulating radio controlled cars [Togelius, 2006] and racing cars [Loiacono, 2008]. They can also avoid some of the problems that supervised ML techniques have. For example, in Colin McRae Rally 2.0 an ANN was used to make the AI learn the optimal racing line for the physics model used. The problem with using a standard ANN is that as it is a supervised learning technique an external teacher must train the ANN to actually drive a racing car. This is usually achieved through the play testers of the game by driving around every racing circuit many times. The data collected by this process is then supplied to the ANN to make it learn; this is a very time consuming process [Schwab 2000, p. 460]. To avoid this problem an unsupervised learning technique such as an EANN can be used which means that the AI will “learn” how to race around a circuit automatically without any external input outside of the simulation which also have been shown to be capable of producing complex AI behaviours by utilising this self learning approach [Parker, 2007]. An advantage of using such an EANN-AI is that a racing driver could dynamically modify its driving ability according to how the human opponent is doing, or to any other external race conditions. However it is not worth developing an EANN if it cannot at least compete with the traditional racing game AI techniques within its ability to race. This is because an EANN could then not compete against a good human opponent, which would render the application of this technique useless. In our investigations we have tried to answer the following questions:

1. How computationally efficient is the EANN AI compared to standard racing game AI techniques?
2. How effective is the EANN AI at racing around a circuit compared to standard racing game AI techniques?
3. How effective will the EANN AI be able to race across multiple circuits? Therefore how good is its ability to generalise?

We believe that the answers to the above questions will allow games developers to make an informed choice about whether or not to try and implement an EANN in a racing game AI; for the desired benefits an EANN can provide over conventional racing game AI.

**EVOLUTIONARY ARTIFICIAL NEURAL NETWORK ALGORITHMS**

A number of EANN algorithms were considered when deciding what particular algorithm was best suited to the task of evolving an AI controller to race around a circuit. The key qualities to be considered that the algorithm must meet were:

1. How easy does the algorithm generalise?
2. How long does the algorithm take to evolve a competent solution?
3. How computationally efficient is it?
4. How difficult or easy is it to implement?

Although there are numerous EANN algorithms, also referred to as Neuro-Evolution (NE) algorithms there are only a few main NE algorithms that would be suitable for the task of learning to drive. The NE algorithms we considered in some detail were:

1. Conventional Neuro-Evolution (CNE) [Floreano, 2008]
2. Cooperative Synapse Neuro-Evolution (CoSyNE) [Gomez, 2006]
3. Neuro-Evolution of Augmenting Topologies (NEAT)

The main benefit of NEAT over other NE algorithms is that NEAT evolves the topology of the ANNs to yield an optimal topology [Gomez, 2008; Stanley, 2005]. This is highly beneficial as investigating through trial and error to find the best topology takes a considerable amount of time and might not be even possible depending on how complex the problem is [Dewri, 2003]. NEAT should also produce the minimal topology needed in order to solve the problem at hand, which means an evolved solution should be as computationally efficient as the problem allows.

**Variants of NEAT**

There are two other variations of the NEAT algorithm called Hypercube NEAT (HyperNEAT) and Real-time NEAT (rtNEAT). HyperNEAT allows efficient computation on thousands of neurons at once [Gauci, 2008]. This is not appropriate for this project as there are not a large amount of inputs into the ANNs. rtNEAT on the other hand would be directly applicable to this project since it is essentially the same NEAT algorithm as above, but it operates in real time. In other words, the evolution process continues as the actual game is played. However, there are two main issues with this. The first is that it requires the algorithm to evolve during actual races and not just at the end of these races. This means that the game design becomes a lot more complex in order to incorporate the algorithm, especially if the program has not been designed with this in mind [Vanik, 2006]. The second issue which is more serious is that rtNEAT has a patent pending. This means that in order to use the algorithm for commercial use a license to use it must be purchased, which may lead to undesirable financial pressures.

**Standard Racing AI Techniques**

Standard racing AI techniques usually comprise of two main components for racing around a circuit. These are a way for switching between driving states such as a finite state machine, and a steering behaviour for guiding the car around the circuit. A popular technique used to control a computer controlled racing car is to represent the circuit’s best racing line as a curve and have a steering behaviour to follow the racing line [Charles, 2003]. This is usually combined with a finite state machine or rules based system in order to switch between different steering algorithms for different behaviours, such as aggressive, pacificistic and recovery driving [Azdim, 2001]. There are also variations of this technique that do not use an optimal racing line. These usually use the centre of the circuit and the curvature of the circuit at the current point to compute where the AI should drive to [Azdim, 2001]. This has the advantage that
no racing line information needs to be specified, but it usually means that the optimal racing line is not represented correctly. This can lead to an AI that is not as proficient at driving as the technique that specifies a predefined racing line.

**Summary of Techniques**

We have concluded from our literature review that the EANN algorithm is most applicable to use in a racing game AI is NEAT since the NEAT algorithm evolves the topology of the contained ANNs and not just the connection weights. This means that a considerable amount of time will be saved from a trial and error approach to finding the best ANN topology. Although the NEAT algorithm is not the quickest at evolving, it should still be fast enough for this project. Therefore the chosen EANN algorithm to use will be NEAT.

As for the comparison technique a standard finite state machine combined with a set of steering behaviours that does not use a predefined racing line will be used for comparison. The reason why the technique will not use a predetermined racing line is based on the decision of the testing application that is used (see Testing Application). This testing application comes with a standard racing AI driver that does not use a predetermined racing line. Also this choice was made to ensure a fair comparison between the two algorithms since the NEAT algorithm will not have any information relating to a specific racing line either.

**METHODOLOGY**

In this section a detailed description of the particular choices for the game engine used are described, and why the project was developed in this way. After the taken approach has been discussed, an in depth look into how the NEAT algorithm was created and what parameters were used for evolution are described. Finally the choice of statistical data to collect is reasoned.

**Testing Application**

In our investigations we have used an open source racing game engine called The Open Source Racing Game Simulator (TORCS) [TORCS, 2001], to evaluate the AI techniques. This had numerous advantages, the main one being that the overall game itself is very close to being a commercial quality game. TORCS features multiple circuits and racing cars, along with a complicated physics model that could be found in most commercial racing games. Therefore this is a highly accurate way of comparing both techniques in commercial quality like game without actually testing it in one.

Another advantage that using TORCS had was that it shortened development time considerably, while still allowing full access to the source code for modification. The shortened development time was due to two main factors. The first factor was that the actual game had been built and therefore no development time was needed to further develop the internal game engine. The second factor was that the standard AI technique used is one of the standard AI drivers that come with the TORCS. Therefore the standard AI technique did not need to be created either, allowing more time to be focused on creation of the NEAT algorithm.

Quite a few development problems led to seeking a better implementation of TORCS. Fortunately a better implementation has been created by Daniele Loiacono of Politecnico di Milano, which was used in the WCCI 2008 competition [Loiacono, 2008]. This enhanced version features a client server model which abstracts the AI driver modules, detailed documentation, and also features a lot more car sensors than in the original version of TORCS. Although this version does not fix the majority of problems with TORCS the server client model implementation just avoids them. This decreased development time significantly and also provided a debugged version of the framework.

**Implementation of NEAT**

The created NEAT algorithm was based on Matt Buckland’s implementation instead of the original implementation by Kenneth O. Stanley. This was because there is a detailed description of how to create NEAT in Matt Buckland’s book “AI Techniques For Game Programming”. Also the differences between the two implementations were negligible, therefore the implementation with the most documentation was chosen.

**Evolution Parameters**

A list of evolution parameters used throughout evolution of the NEAT algorithm is listed in Table 1. For the sake of brevity, a description of what each parameter actually does is also listed. The values chosen for each parameter were decided by a mixture of trial and error, and default values that are used in Matt Buckland’s implementation of NEAT. Recurrent neurons were allowed as it has been shown that they can help to solve difficult problems more easily, hence speeding up evolution [Stanley, 2002].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>iPopSize</td>
<td>100</td>
<td>The size of the population.</td>
</tr>
<tr>
<td>iNumTicks</td>
<td>100</td>
<td>The time allowed in seconds for an AI driver to race on a circuit.</td>
</tr>
<tr>
<td>iNumAddLinkAttempts</td>
<td>5</td>
<td>Number of attempts to add a link. Sometimes it is difficult to find a link to members with different topologies.</td>
</tr>
<tr>
<td>dSurvivalRate</td>
<td>0.2</td>
<td>Controls the percentage of the best species members from which to spawn a new member.</td>
</tr>
<tr>
<td>iNumGensAlloweDNoImprovement</td>
<td>20</td>
<td>Number of generations that are allowed for a species to exist when there is no improvement in the fitness score.</td>
</tr>
<tr>
<td>iMaxPermittedNeurons</td>
<td>1000</td>
<td>The maximum number of neurons that can exist in an ANN.</td>
</tr>
<tr>
<td>dChanceAddLink</td>
<td>0.07</td>
<td>Chance a link is added during mutation.</td>
</tr>
<tr>
<td>dChanceAddNode</td>
<td>0.04</td>
<td>Chance a node is added during mutation.</td>
</tr>
<tr>
<td>dChanceAddRecurrenceLink</td>
<td>0.07</td>
<td>The chance that a recurrent link is added during mutation.</td>
</tr>
<tr>
<td>dMutationRate</td>
<td>0.04</td>
<td>The chance that mutation can happen on a population member.</td>
</tr>
<tr>
<td>dMaxWeightPerturbation</td>
<td>0.5</td>
<td>The maximum amount a network weight can be perturbed.</td>
</tr>
<tr>
<td>dProbabilityReplacing</td>
<td>0.1</td>
<td>The probability that a network weight can be completely replaced.</td>
</tr>
</tbody>
</table>
Inputs and Outputs of NEAT

The inputs into the ANNs of NEAT are listed in Table 2. All of the hidden and output neurons use the sigmoid function while the input neurons were linear. The sigmoid function was used instead of the hyperbolic tangent function. This is because the sigmoid function works more consistently for greater variety of applications, even though the hyperbolic tangent function may help to accelerate evolution [Bourg, 2004].

TORCS offers more possible inputs than the ones used but it has been shown that a good racing ability could be achieved with fewer inputs [Simmerson, 2008]. In fact fewer inputs are used than in Matt Simmerson’s experiment in the WCCI 2008 competition. In his experiment he supplied 19 car sensors although only 5 were actually used. Therefore only 13 car sensors were supplied in this experiment as it was proven NEAT does not require them all, but the opportunity was still there if it required more than 5. Fewer inputs are also used than in Matt Simmerson’s experiment because inputs for gear changing were omitted. This ensures that NEAT is only concerned with steering, acceleration and braking. The gear changing policy used is from the standard AI. This makes the comparison between the different techniques fairer as only their steering and acceleration behaviours are compared. In total there were 21 inputs and only 2 outputs, these are listed in Tables 2 and 3 respectively.

Fitness Function

The fitness function (Figure 1) was designed to make small changes in fitness values corresponding to small changes in phenotype. It was designed in this way to avoid the fitness landscape being too noisy, which increases the chance of the NEAT algorithm getting stuck in local maxima [Thomas, 2006].

The “Constant” value was set at 5000 making most fitness evaluations a positive value. The “Damage” was multiplied by 5 to enforce the notion that colliding with barriers during a race is undesirable. The same principle applies to the “TimeOffCircuit” value. This was cubed to not punish drivers that left the circuit for small periods of time (under a second for instance), but to severely punish drivers that left the circuit for larger periods of time as this is undesirable. There are no speed variables in this equation because to achieve an increase in distance the racing AI must have been travelling faster. Therefore there is no need to over complicate the fitness function with any speed variables. Evaluation of the current member is aborted if the damage was greater than 200 or the TimeOffCircuit was greater than 15 seconds. This stopped unnecessary evaluation of a poor performing member of the population resulting in less time evaluating a generation.
**Additions to NEAT**
The NEAT algorithm was extended to have a saving feature that allows a whole generation to be saved to disk and loaded back into the program. There are two reasons behind this. The first and the most obvious reason is that there needs to be some way to save the best member of the population, in order to actually use that member in a proper race. The easiest method to do that was to save that member to disk and then load that member for the appropriate race. The second reason is that evolving a generation can take a substantial amount of time and sometimes this evolution needs to be interrupted. For example, evolution needs to be interrupted to see how well visually the best member of a population is doing in the current generation. This was achieved by creating a system that automatically saves out every member of each generation that is evolved.

There are a number of advantages to this. It protects against losing all of the evolution data if something were to go wrong with the test application as the last saved generation state could be used to continue evolution. Another benefit is that any previous generation state can be loaded in and tested visually to actually see how a particular AI may have evolved. One of the most important benefits is that all of the statistical data of the generation is saved out along with the generation state. This means data such as fitness evaluation for a member of the population for any generation can be viewed to graph how effective the evolution process is going.

**Statistical Collection of Data**
The statistical data collected from the race to compare the algorithms are: computation time, lap times, total race time, damage received, maximum speed reached, average speed reached and the time off the circuit. Most of these statistics are obvious why they are required to compare the two techniques, but two are not. The reason why time off the circuit was needed was in order to see whether the drivers were cutting corners and if so, by how much. A good driving style does not require cutting corners therefore this is a measure of how the algorithm behaves. A similar principle applies to the damage received. The more damage the car has taken the worse the driving ability of the AI technique. For convenience TORCS was modified to output the extra comparison data in the statistical xml files it produces at the end of every race.

**RESULTS**

**Test Conditions**
The NEAT algorithm was evolved on two circuits. The first evolution was an initial test to see that it was operating correctly. This test was only allowed to evolve for 50 generations with a population size of 50 on a simple oval shaped circuit; A-Speedway. The simulation time allowed was equivalent to 60 seconds of real time; approximately two laps on A-Speedway. The second circuit that NEAT was evolved on was the circuit CG3; a complex circuit with many different types of corner. In this test, evolution occurred for 200 generations with a population size of 100. The simulation time allowed was equivalent to 100 seconds of real time, approximately just over one lap on CG3. The best member from this test was then tested on two other circuits. This was to see how well the NEAT algorithm would generalise and compare to the standard AI algorithm.

**Results for Circuit A-Speedway**
Results from the preliminary test show that the NEAT algorithm out performs the standard based AI, Table 4. It is more than 2 seconds quicker due to reaching a higher average and maximum speed, and it does not manage to take any damage. Also visually the NEAT algorithm takes a much improved racing line than the standard based AI using much more of the road surface to create a more smooth racing line. The only downside from these results is that the NEAT based algorithm is approximately 2.6 times slower to compute than the standard based AI.

<table>
<thead>
<tr>
<th>Average Lap Time (Seconds)</th>
<th>NEAT</th>
<th>Std. AI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>26.19</td>
<td>28.69</td>
</tr>
<tr>
<td>Average Speed (km/h)</td>
<td>262.62</td>
<td>239.95</td>
</tr>
<tr>
<td>Maximum Speed (km/h)</td>
<td>272.32</td>
<td>264.6</td>
</tr>
<tr>
<td>Average Damage per Lap (%)</td>
<td>0</td>
<td>0.04</td>
</tr>
<tr>
<td>Time-off Circuit per Lap (Seconds)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4: Table of Results for Circuit A-Speedway

<table>
<thead>
<tr>
<th>Average Lap Time (Seconds)</th>
<th>NEAT</th>
<th>Std. AI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>77.40</td>
<td>64.52</td>
</tr>
<tr>
<td>Average Speed (km/h)</td>
<td>132.21</td>
<td>158.80</td>
</tr>
<tr>
<td>Maximum Speed (km/h)</td>
<td>169.31</td>
<td>228.9</td>
</tr>
<tr>
<td>Average Damage per Lap (%)</td>
<td>0.09</td>
<td>0.072</td>
</tr>
<tr>
<td>Time-off Circuit per Lap (Seconds)</td>
<td>2.44</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5: Table of Results for Circuit CG3

![Fitness Scores for Circuit A-Speedway](image)

**Figure 2:** Graph of Evolved Fitness Scores for Circuit A-Speedway.

<table>
<thead>
<tr>
<th>Average Lap Time (Seconds)</th>
<th>NEAT</th>
<th>Std. AI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>179.05</td>
<td>132.26</td>
</tr>
<tr>
<td>Average Speed (km/h)</td>
<td>129.35</td>
<td>173.47</td>
</tr>
<tr>
<td>Maximum Speed (km/h)</td>
<td>170.70</td>
<td>282.46</td>
</tr>
<tr>
<td>Average Damage per Lap (%)</td>
<td>6.03</td>
<td>0</td>
</tr>
<tr>
<td>Time-off Circuit per Lap (Seconds)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6: Table of Results for Circuit Alpine1
In total the NEAT algorithm took approximately 3.7 hours to evolve in this test. Figure 2 shows the fitness scores produced from the NEAT algorithm per generation. From this graph it is evident that the NEAT algorithm quickly learns a solution to its problem. By the 10th generation it has very good driving ability as confirmed by the fitness score produced, which has been verified visually too. This shows that the NEAT algorithm produced an exceptional driver very quickly for this circuit. This is understandable because the circuit is a very simple search domain, which does not need any advanced behaviours. Another point is that the driver is over specialised to this circuit and therefore fails to complete a lap on any other circuit that is not a left-handed oval.

Results for Circuit CG3
The results from this test show that the NEAT algorithm does not compare favourably to the standard AI technique. It is on average about 13 seconds slower than the standard AI per lap. This is mainly due to the algorithm not evolving the behaviour to accelerate rapidly in fast sections of the circuit. For example, on the home straight it does not achieve a maximum speed of greater than 170km/h. The standard AI easily demonstrates that it is possible to reach speeds of 225km/h and above. The low maximum speed is probably due to the cautious behaviour that has been evolved where it uses the left side of the circuit as a guide. This is how the NEAT driver is able to follow the circuit by using the left edge of the circuit as a guide. This suggests that the NEAT algorithm is stuck in local maxima and cannot evolve an optimal solution to the problem. Therefore the fitness function may need to be adjusted to counteract this problem. Another explanation could be that given the inputs into the NEAT algorithm that this is close to an optimal solution. Therefore extra inputs may need to be provided to give the algorithm a more complete view of the racing environment to produce better results.

Another area where the NEAT AI does not fair favourably to the standard AI is in its computation time. It is over 4.8 times slower to compute than the standard AI, Table 5. This is due to the fact that the evolved ANN is more complex than in the previous test. This is understandable as the circuit CG3 is a more complex domain than the previous oval shaped circuit.

In total it took approximately 37 hours for the evolution of 200 generations with a population size of 100. This is a substantial amount of time and the graph in Figure 3 shows that it may have been unnecessary to evolve for 200 generations. This was because by generation 60 the NEAT algorithm had already evolved a competent driver that could complete a lap of the circuit within 81 seconds. This is only 4 seconds difference from the best population member, though its driving behaviour is not as refined.

Results for Circuits Alpine1 and Street1
As expected from the previous result the NEAT algorithm is a lot slower than the standard AI, on average approximately 47 seconds slower on the Alpine1 circuit, Table 6. It is expected that the NEAT algorithm would be slower as it had not been trained on this circuit, however the difference is significant. Another interesting race observation was that since there were no extremely long straights on the circuit CG3, it does not exhibit accelerating behaviour as fast as possible. This is evident because when approaching speeds of 170km/h (the maximum speed obtained on the circuit CG3), the NEAT based driver does not accelerate any further.

There are no results for the circuit Street1 for the NEAT algorithm. This is because there is an extremely tight corner in one part of the circuit which follows on from a high speed straight. Since the NEAT algorithm had never come across this type of situation before it does not react in time and veers off the circuit and into a wall. The impact leaves the car against the wall with the front of the car facing the wall and is unable to recover. Hence no results are produced.

Discussion of Results
Overall the results show that the NEAT based AI is not as competent a driver as the standard AI except in the first test. In the first test the NEAT algorithm excelled in such a simple search domain and produced a driver that was exceptional. The racing line that it followed was perfect for an oval shaped circuit and it achieved a higher average speed, maximum speed and quicker lap times than the standard AI driver. The only negative aspect was that the NEAT based AI was 2.6 times more computationally expensive than the standard AI.

However, even though the NEAT driver had performed well in the first test, it only performed moderately well in the second. The reason for this was that the search domain that the NEAT algorithm had to find a solution was more complex. The circuit CG3 contained many different types of corners and as such the NEAT algorithm did not perform as well. The standard AI outperformed the NEAT based AI in every area. The most notable concern was that the NEAT algorithm was now more than 4.8 times more computationally expensive to evaluate than the standard AI.
This was due to the increased neurons that were added during “complexification” of the topology of the ANNs of the NEAT algorithm. The increase neurons mean more calculations are performed and as a result the AI driver became more computation expensive to evaluate.

The final test showed how well the NEAT algorithm could generalise. From being evolved on a completely different type of circuit the NEAT algorithm managed to generalise quite well. Its cautious driving style suited driving on circuits it had no knowledge of. However, it performed very badly compared to the standard AI technique, which is somewhat to be expected. The NEAT algorithm had to apply knowledge of driving from one domain into a different domain. Hence, why it performed poorly against the standard AI?

From the tests some interesting observations were made about the NEAT based AI driver. The first observation is that the NEAT AI driver has learnt to drive by following the left edge of the circuit. This is similar to path following steering behaviours that use the walls as guide in order to navigate [Reynolds, 1999]. This would seem to suggest that since there was no racing line to guide the NEAT driver, it used the only type of data that was similar to a racing line, and that was its position in relation to the centre of the circuit. Why it chose to follow the left edge of the circuit instead of the right edge is unknown. However, this is probably due to the first corner in the CG3 circuit being a right handed bend in which a racing driver would normally approach it from the left hand side. Therefore in early stages of evolution, this property may have been learnt and retained throughout successive generations.

Another interesting observation which is easily recognisable from the results obtained on the circuit Street1 (Table 7), is that the AI has no ability to recover itself from a crash. This is because the fitness function is geared towards avoiding a crash and therefore does not learn the behaviour needed to recover from a crash. This poses a problem which needs to be solved in order for an EANN AI driver to be a viable alternative to standard racing AI. There are two possible ways to solve this problem. One way is to use a finite state machine to check to see if the AI has crashed and use some sort recovery driving algorithm. Or the second method would be to create test cases in which the AI will crash and then let the NEAT algorithm learn to recover from such a situation. This would have to be done separately from the main evolution, as a different fitness function would have to be used in order to get correct behaviour.

One more interesting visual observation made about the NEAT based driver was that it was able to successfully slide around corners without losing control of the car. This is a significant observation as it is a complex behaviour. This is because it is producing enough steering force to maintain the slide, but not enough to lose control. It also means that the NEAT algorithm was able to learn how to use the lateral speed and wheel spin sensors inputs combined with the normal driving inputs to produce a complex behaviour.

CONCLUSION

The results point to two main conclusions. The first conclusion is that the NEAT algorithm can learn to navigate a circuit quite well and even race around a simple circuit such as A-Speedway better than the standard AI. The second conclusion is that on complex circuits it takes a lot longer to evolve a generic behaviour, and that this is not as good as the standard AI technique.

From the analysis of the results it is quite clear that an EANN is not more effective at racing a computer controlled car around a circuit. There are three main reasons for this. First and the most important reason is that the EANN AI produced worse behaviour than the standard AI controller. For example, the EANN AI was not as quick around the circuits as the standard AI, and it did not learn to take a racing line as good as the standard AI technique. There were also behaviours that the EANN failed to learn such as accelerating as quickly as possible in straight sections of the circuit, and being able to take very sharp corners effectively. These effects were probably due to the EANN being stuck in local maxima within the fitness landscape.

The second reason why the EANN is less effective than standard AI techniques is that it is more computationally expensive at runtime. This is exemplified when the EANN was evolved on a more complex circuit and had to learn more complex behaviour. It is nearly 5 times more expensive to compute than the standard AI technique. This computation cost could even go higher if the EANN were to learn more complex behaviour, as the number of neurons increase in the ANN, hence more calculation is required. This would mean that if a racing game had many computer controlled drivers, then an EANN is not an appropriate choice, as too much computation would be devoted to the AI drivers.

Finally, the EANN AI did not generalise very well. It was competent enough to drive around most circuits, but slowly, and in some circuits failed to complete a lap. This meant that compared to the standard AI, the EANN AI was not very effective.

Although this research shows EANN presently not as good as the standard AI techniques, however they do have many advantages. For example, they can learn complex behaviours with relatively few inputs as demonstrated by the sliding behaviour learnt by the NEAT algorithm. On top of this they can offer real time learning to make game play more varied and dynamic. This is their major advantage over traditional standard AI techniques. Finally, as demonstrated, an EANN can be more effective at racing around a circuit as demonstrated by the results for the circuit A-Speedway. Therefore they merit further investigative effort, which we will detail in the final section, in the search for a better AI technique than the standard AI techniques used in current racing games.

FUTURE WORK

To improve upon the results obtained from this project a number of possible future studies could be undertaken. The main problem that the NEAT algorithm had was that the produced driving style was cautious and slow. This was
probably due NEAT fitness function stuck in local maxima and not finding the global maximum. Thus the effect of different fitness functions, evolution, mutation parameters and strategies could be looked at to see how they will affect the evolved driving behaviours of the NEAT algorithm. Although this project used the NEAT algorithm as the EANN many others exist with their own characteristics. Different EANN algorithms may produce better results than what has been achieved by NEAT algorithm. Specifically the CoSyNE or rtNEAT algorithms could be investigated to see whether it can outperform the NEAT algorithm. Another problem that the NEAT algorithm had was that it was general enough to race on most other circuits but was not able to race on them well. A possible way to improve this would be to train the NEAT algorithm on multiple circuits, with different types of straights and corners to ensure that the NEAT algorithm encounters all of the different possible types of circuits. This would be a lengthy evolution process and require radical restructuring of the TORCS game engine. However, this could be the only way to find out whether a fully trained EANN algorithm could be general enough to race on any circuit proficiently. In this section we have detailed a few investigations, but there are many others that could be carried out. We believe that our results are promising enough for us and other researchers to continue further studies to find out if it is possible to create an EANN that can be more effective than the currently used standard racing game AI.
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ABSTRACT

When applying an evolutionary computational technique to a problem, Game Theoretic predictions, like the Nash equilibrium, usually describe the problem’s generated solutions. Human behaviour in the same scenarios has, however, been shown to not conform to these game theoretic predictions. In this paper, a Common Pool Resource (CPR) problem is used to compare the performances of human players and the generated solutions of a Genetic Programming (GP) algorithm. Previously, it has been shown that GP will converge as expected to the Nash Equilibrium predicted behaviour. However, under certain evolutionary scenarios, human-like play appears to emerge. In this paper, the effects of environmental pressures on the behaviours that Genetic Programming generates for a group based CPR dilemma. Similarities are drawn to human behaviours in similar games with a discussion of what influences the evolutionary process to generate human-like behaviours.

INTRODUCTION

In this paper, the ability of Genetic Programming to generate human-like behaviours for a group based Common Pool Resource game is explored. Firstly, a game from the literature is selected and the results of studies from previous work in varying fields are discussed. This research presents a study conducted with human subjects. These human trials are used to compare the behaviours generated in an evolutionary approach. Secondly, previous work applying evolutionary computation to the CPR game is presented. Genetic Programming is chosen for a number of reasons: GP allows less constrained search than other methods, decision making is an inherent part of the GP algorithm which enables the possibility of human like reactive behaviours and it allows the understanding of the resulting behaviours by creating decision trees that are easily readable. GP is applied to the same game that the human subjects played to establish a baseline for comparison with the human’s behaviours and to investigate the claims of the game theoretic predictions for the players. Genetic Programming is shown to evolve solutions in line with expectations from game theoretic predictions which is shown to differ from the play by humans.

The main concern for this paper is the performance of GP in environments where there is uncertainty. In previous work, it has been shown that under certain circumstances GP will generates human like behaviours. Experiments are defined based on these findings, extending the environment to contain various types of environmental pressures. In each case, a comparison to human players’ performance conducted.

Background

Common Pool Resource Problems

Common pool resources (CPR) are essentially a shared resource from which people or agents, who are sharing it, may extract some of the resource at a cost. The resource can typically be consumed by any agent, either freely or under regulations, and as such this affects all other agents wishing to share the resource. A characteristic of these resources is that they are not infinite and as such they may be damaged or destroyed by over extraction. An example of such a resource is a fishing grounds. The fishing grounds are shared among fishing vessels who agree to fishing quotas and to fish using certain nets. However, if a vessel was to violate these regulations in order to increase their catch it would have several effects. Firstly, there is an initial economic gain for that fishing vessel. Secondly, in the short term, there is a reduction in fish for others sharing the grounds to catch. Finally, there is the long term effect of potentially destroying future fish stocks as there are now less fish to reproduce. This is an example of how acting in one’s own interest can provide a short term gain at the expense of others and at the expense of future possible gains. In this case, if everyone sticks to the quota the group as a whole does better and the fish stocks are preserved. CPR dilemmas are ones which try to model this interaction between short term selfish be-
haviour and long term group aspirations. In this case, we use the appropriation problem. The levels of return for a given level of input are known and the problem becomes one of excluding potential beneficiaries and allocating the returns from the pool.

Human Trials

Ostrom, Gardner, and Walker (1994) developed a series of laboratory experiments utilising human subjects in order to investigate the correlation between the behaviours of the human players and the behaviours predicted by non-cooperative game theory. The experiments designed all had multiple participants acting simultaneously in repeated rounds. In each round, the participants received an allotment of tokens and then decided separately where to invest the tokens. The tokens can be seen as a contribution of money or effort towards receiving a reward in return. In these games, there are two markets into which tokens may be invested. The first offers a fixed return based on each individuals investment in to it. The second is the common pool resource which offers a return based on the amount of total investment by the group in proportion to each individual investment. The pay off function for the pool, in this experiment, is determined by a quadratic production function that is concave in form, that is, the amount the pool pays out increases with investment to a point, after which the return decreases.

The initial baseline experiment explored the performance of the humans in a game with minimal constraints and comprised the following parameters: eight human participants made finitely repeated investment decisions regarding an amount of tokens with which they were endowed at the beginning of each round. The tokens are then invested in either Market 1, offering a fixed return, or Market 2, the common pool offering a return based on the level of investment, or some combination of both. Participants know the number of other players, their own endowment, their past actions, the aggregate past actions of others, the payoff per unit for output produced in both markets, the allocation rule for sharing Market 2 output, and the finite nature of the game’s repetitions. Participants also know the mapping from investment decisions into net payoffs.

The main conclusion from this baseline experiment was that even as users reach the equilibrium point, net yield decays toward 0 and rebounds as subjects alter their investment strategies. In low endowment settings, aggregate behaviour results tend toward Nash equilibrium. In the high endowment setting, aggregate behaviour in early rounds is far from the Nash equilibrium however, it does approach it in later rounds. At the individual decision level, however, behaviour is inconsistent with the Nash prediction. In other words, the human subject sometimes appeared as if they collectively acted like the game theoretic predictions said a rational subject would. Individually however, their strategies were not consistent with the predictions being a mixture of sub-optimal, reactionary and exploitative.

Genetic Programming Approach

In our previous work, a co-evolved genetic programming method for creating investment strategies in this baseline game is explored (Cunningham and O’Riordan, 2009). A comparison between the performance of the strategies generated and the group level behaviour of the agents with that of the human players performance is made. The findings showed the evolved GP behaviours converged to the Nash equilibrium point in the CPR dilemma as is expected by rational agents. The co-evolutionary process ensured that most of the population tended toward this point and as a result the agents do not get exploited. The evolutionary pressure, to create the simplest version of a given strategy with a penalisation on length of tree, results in fixed strategies devoid of decision making ability.

To explore the possibility of creating strategies that maintain their ability to be reactive, irrational play is introduced to evaluation process. In this case, the evaluation of each agent is against a selection of naive strategies instead of using a co-evolutionary process with all other parameters in the CPR game remaining the same. The result of this is the creation of human like play, that is, play by the agents that on a group level comes close to the group Nash equilibrium but that is varied at the individual level. The process of evolving against a set of fixed or irrational players has also maintained the GP created strategies ability to adapt in these environments.

An example of previous approaches to this problem using evolutionary approaches was the application of Swarm modelling to simulate the common pool resource dilemma (for an explanation of Swarm modelling see (Minar et al., 1996)). Deadman (1999) report almost identical performance from their agents, in terms of efficiency, when compared to the human players. In this model, 16 strategies are predefined some of which are derived from play in the human trials and others which attempt to maximise return round-by-round by increasing or decreasing investment. Agents are endowed with a subset or all of these strategies at the beginning of the game and the strategies remain fixed. A model of adaption is provided for the agents such that they may choose to use one of the strategies with which it has been endowed. These predefined strategies could be the reason that the performance was very similar to the human play. They also show that no strategy becomes dominant and even though the agents may have access to all of the strategies, their individual performances vary. There are several other examples of CPR problems which have been explored such as the El Farol bar problem (Arthur, 1994) and the more widely studied Mi-
nority game (Challet and Zhang, 1998). Common pool problems have been discussed in the field of artificial life. Epstein and Axtell (1996) show how a common resource is consumed in an agent based modelling paradigm under various conditions. The workshop Bousquet et al. (2001), discusses the use of game theory and agent modelling as an approach for simulating resource management issues. The main difference in the game used in this paper to other examples is the partial membership to the pool that is provided through the investment of a token allotment.

There are not many applications of GP to this domain. There is an argument for applying GP in this way. Firstly, it provided a less constrained cognitive approach over GAs, as the tree structure allows for greater flexibility over a fixed gene length. Secondly, because the GP process creates decision tree structures, the reasoning used by the agent can more easily be understood.

Experiments

In this section, the effect of environmental pressures on group and individual behaviour is explored. The game rules will be altered to account for external forces on the agents and the results of their actions within the CPR dilemma. Firstly, an investigation into the effects of uncertainty or unpredictability of the actions of group members on the evolution of the behaviours is conducted. Randomness is introduced into the play of individuals in the group at different proportions and the change in behaviour of the evolved agents is studied. This will allow comparison with work from a similar field to see if these behaviours conform to their findings. Secondly, experiments are conducted to establish how introducing the notion of a finite resource, with probabilistic destruction of the pool resource, affected the behaviours of agents. Two experiments are carried out: one with a safe zone which permits some level of safe investment into the pool and the other without this safe zone. The probability of destruction of the pool is increased linearly by the amount of investment in the pool (outside the safe zone, where applicable). These experiments will allow the comparison between the behaviours of the evolved strategies and humans once more. We use the GP process to create a tree for each agent representing its investment strategy for the CPR. As all tokens must be invested each round, the remainder are put into the fixed market. We use strongly typed GP to avoid any nonsensical tree creation and also to reduce the search space (Haynes et al., 1995).

The following evolutionary parameters were arrived at through experimentation and comparison with typical values used in similar research. In each evolutionary run, two hundred and fifty trees are evolved over one hundred generations. The fittest individual at the final generation is chosen as a representative of that run. A list of the GP parameters used in the experiments is shown in Table 1. Random trees are initialised according to the constraints in the node sets and each tree must begin with any of the functions from the Constants set. These trees are then evaluated using the the cumulative profit for that generation. Once evaluated they undergo tournament selection in order to be chosen for the next generation. A tournament size of 5 is used in order to avoid a rapid convergence from selection pressure. The selected members of the population are then subjected to crossover and mutation with the probabilities 0.9 and 0.1 respectively.

For each game, the CPR rules are set as follows: number of subjects is 8, production function ($x_i$ is the investments by player $i$) is $23(\sum x_i) - .25(\sum x_i)^2$, market 2 return/unit of output $.01$, market 1 return/unit of output $.05$. These experiments are conducted with individual token endowments of 10 and 25 which result in the following payoffs: earnings/subject at group maximum are $.91 and $1.65 respectively, earnings/subject at the Nash equilibrium are $.66 and $1.40 respectively, earnings/subject at zero rent are $.50 and $1.25 respectively. In the finite resource experiments, the safe zones are 0 and 40.

The Effects of Randomness and Uncertainty

As is pointed out in (Jager et al., 2002) the introduction of uncertainty into a CPR dilemma leads to over harvesting which subsequently leads to under performance for the group or, where applicable, destruction of the resource. We conduct a series of evolutions which introduce an amount of randomness (in order to simulate uncertainty as to the behaviour of the group) to the group of individuals playing the game.

The individual trees are co-evolved, with each one representing the strategy for investment. The decision tree that is created dictates the amount of tokens to be invested into the pool with the remainder (from the allotment at the beginning of the round) being invested into the fixed return market. For evaluation, each member of the population plays against a random collection of other members 20 times and since each member can
be selected during other evaluations this number is substantially higher. The fitness of the individual for that generation is averaged over these games.

The results of this on the evolved behaviours are displayed in figure 1. Each line on the graph represents the average investment made in the CPR by the agents. Each point on the graph is the average of 8 runs for the same problem. For example, the Random Member line represents the average investment at every generation for all the members of the population, averaged over 8 separate evolutionary runs, in an environment where one group member is playing randomly.

From the graph, it is evident that the populations are converging to specific investment points, which changes depending on the level of random investment by the members of the group. With only one random member, the group achieves close to the original Nash equilibrium investment point. When six or seven of the members of the group are playing randomly, the investment by evolved strategies drops to zero.

In figure 2, the predicted average investment by the random members of the group is plotted against the average investment by the evolved members and the group Nash investment point. In this scenario, the evolved players reduce their investment in such a way that each of the evolved strategies obtains an equal share of return on investment. As uncertainty increases, there is overexploitation, as the amount that the evolved strategies invest is, on average, above the remaining group Nash investment level.

Jager et al. (2002) use agents which are equipped with human-like cognitive processes in their simulations. These agents can use deliberation, social comparison, imitation and reputation of previous behaviour when making investment decisions. They show that increased uncertainty may stimulate an imitation effect that promotes over-harvesting. The increased uncertainty also leads to an increased optimism about future returns and a lessened ability of agents to adapt during resource depletion. In this experiment, the increase in uncertainty leads to a decrease in investment by the evolved agents in the CPR inline with the increase average random investment.

**Probabilistic Destruction of the Commons**

The notion of a limited resource is introduced into the CPR dilemma. This extension examines what happens when there is the potential to destroy the resource which is being shared. The effects of, not only the other agents, but also the environment in which the game is being played provides an influence on the behaviours of the agents.

Probabilistic destruction exists in two forms: the first with a safe-zone of investment and the second with the safe zone removed. In this case, destruction occurs when (outside the safe-zone) each token invested in the pool increases the chances that the game will terminate by 5%. The derivation of the figure comes from the total number of tokens resulting in a 100% probability of destruction of the pool. Once either twenty rounds have been played or the pool has been destroyed, the game ends. Eight separate evolutionary runs are completed and the evolutionary trajectories are plotted as averages of these. For comparison, the best agent at generation 100 of each run is chosen as a candidate solution.

The evolved results show the population converging to a point where each member invests exactly five tokens each into the pool, for a group total of 40, with the remainder being invested in the fixed market. The GP process converges to the rational strategy of maximising the return from the CPR whilst ensuring that the resource is not destroyed. An analysis of the candidates from each evolutionary run reveals that, at an individual level, this rational behaviour is indeed the case. This behaviour differs from that of the humans. Even though the same information was available to the humans playing the game, they were unable to avoid destroying the resource in this case.

In the second experiment, the safe-zone is removed leaving only an increasing probability of destruction of the resource. In this case, the evolved solutions are unable
to avoid destroying the resource. An analysis of the candidate solutions from the eight evolutionary runs reveals that the agents preserve the resource for an average of 4.04 rounds (100 trails). One interesting feature of their behaviour, is the fact that the agents play close to the Nash predicted level of investment (average of 7 tokens for the 8 individuals). This indicates that, while the resource is being prematurely destroyed, whatever income is garnered from it, is distributed almost equally among the participating agents. In this experiment, the human trials also destroy the pool quickly although they do not display the same coherency of investment pattern.

In these experiments, the evolutionary processes produce rational strategies that are predicted by the Nash equilibrium when there is a safe-zone. This play is unlike the humans, who are unable to preserve the pool with the safe-zone in place. When the safe-zone is removed, the evolved strategies do not preserve the length of the game as they invest into the pool. This play is similar to the humans at a group level. At an individual level however, the evolved investment strategies still preserve some notion of equality, by converging close to the Nash predicted investment point.

Discussion and Future Work

In this paper, the solutions generated by GP for a CPR dilemma are compared with behaviours of humans. Particularly, the effects of environmental pressures are studied. Previously, the introduction to individual irrationality within the evolutionary process changed the behaviour of the agents such that they behaved similar to humans. Introducing randomness into the game environment sees the behaviours converge to fixed points, sharing equally the returns. The increase in uncertainty leads to a decrease in investment by the evolved agents in the CPR inline with the increase average random investment.

The introduction of the probability of destruction of the pool resource has two effects on the group, depending on whether or not there is a safe-zone of investment. When a safe-zone of investment is established, the agents evolve to play within bounds of the safe-zone, preserving the pool and maximising the return for the game which was unlike human play. With the removal of the safe-zone, the agents are no longer able to maintain the pool and games typically last a short amount of time. At a group level, this evolved behaviour is the same as the human behaviour however, at an individual level the population of agents still tends to converge to an investment point close to the Nash prediction. The rationality of the evolved agents is displayed when agents are co-evolved in the baseline game. Similarity to human play can emerge from the evolutionary process in two different ways. Firstly, at an individual level, if irrational agents are introduced to the evolutionary process. Secondly, at a group level, when enough disruption to the environment occurs because of the behaviours of individuals.

For future work, an exploration of the injection of randomness, irrationality or other attributes to attempt to generate human-like behaviours automatically. Other evolutionary goals are added to achieve this, rather than constrain the evolutionary process, to avoid guiding the solutions. An extension of the game environment is planned in order to introduce extra complexity to the problem. Extra dimensions would represent coordination as well as cooperation seen in this game.
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ABSTRACT

Mancala games refer to a large family of strategy games. The research described in this paper investigates strategies for the game. We initially identify a useful set of simple heuristics for the game and then evolve a strategy that combines these heuristics in a useful way. Our overall goal in this research is to develop robust strategies that do not require a huge look-ahead for a range of mancala games. In this paper we describe our results obtained on one particular variant, namely, Bantumi. The results are analysed to assess the effect that changing the number of seeds per bowl has on the best evolved strategy. We investigate the weakness of the best evolved strategies and discuss ways in which they can be further improved.

INTRODUCTION

In this work we aim to evolve a robust strategy that can be used in bantumi games. Mancala is a family of two-player board games that are popular all over the world. There are over 300 variants of Mancala games, each with their own board configuration and set of rules. The object of mancala games is usually to capture more seeds than one’s opponent. The game begins with the players placing an equal number of seeds, as per the variation in use, in each of the bowls on the game board. A turn typically involves removing all seeds from a bowl, placing one seed in each of the following bowls in sequence, and capturing seeds based on the rules of the game. The exact rules for a capture vary considerably among the variants. Figure 1 shows a typical mancala board.

Mancala games are challenging strategy games but yet are governed by relatively simple rules. Some of the existing variants have been studied in depth with some even having been solved with their complete search space having been examined. However, given the large number of variants, the similarities across these variants and the ease with which new variants can be developed via minor changes to the rule base, it may not be feasible to resort to exhaustive exploration of the rule base to solve these variants. Furthermore, exhaustively searching the space does not necessarily give insight into how humans should best play the game.

Heuristic based approaches with limited look-ahead capability represent a useful approach into gaining insights into more human like strategies for the game. Coupled with evolutionary computation, one can search for useful combinations of heuristics for differing variants of the game. These useful combinations of heuristics can allow us to play the game more effectively.

Many interesting research questions exist in the domain of mancala games. These include: are there winning strategies, that is, does a particular pattern of moves exist that can guarantee a win? For which variants do these strategies exist? Can the application of heuristics help us achieve these strategies? Are heuristics developed for one game transferrable to another? Which changes to the rules change the difficulty?

We hypothesise that a set of useful heuristics can be developed for the game, Bantumi, and that these can be empirically tested to measure their efficiency. We argue that a number of these heuristics can be combined to form a useful playing strategy. We hypothesise that evolutionary computation can be used to learn a robust strategy for Bantumi.

In this work, we develop a simulator for Bantumi. A set of suitable heuristics are then identified. These are then empirically tested to determine the relative strength of each heuristic. We then combine a number of heuristics together to form a playing strategy. Evolutionary computation is used to evolve a robust strategy. We analyse the best evolved strategy to measure the effect of making changes to the game such as, varying the number of seeds per bowl and varying the starting order of the game. We also explore some of the weaknesses of this strategy and discuss some possible solutions.

In the next section we discuss some of the background material that we researched as part of this study. We outline some of the existing approaches taken in the field of mancala games together with a description of evolutionary

Figure 1: The layout of a typical mancala board
computation. In section three, we describe the heuristics used and the model adopted. We describe the experiments undertaken and discuss the results achieved. In the final section we present our conclusions.

RELATED RESEARCH

Mancala Games

There are over 300 documented variations of Mancala games. Laurence Russ, who has been studying Mancala games since the late 1960s, describes many of these variations (Russ, 1984). Kalah (more commonly known as Bantumi) is popular in the western world. The board consists of twelve bowls (or pits) arranged in two rows of six, with a score bowl at each end, one for each player. The number of seeds per bowl typically varies from three to six. If the last seed sown in a turn lands in the players score bowl, the player gets another turn. If the last seed lands in an empty bowl, that seed is placed into the player’s score bowl along with the entire contents of the adjacent opponent’s bowl.

Oware (also known as Wari or Awari) is the most popular version of mancala in Africa. It originates in Ghana and has the same board configuration as Kalah. It uses four seeds per bowl and, like Kalah, the object of the game is to capture more seeds than ones opponent. However the capturing sequence is different. Seeds can be captured if the last seed sown falls in an opponent’s bowl, and brings the total number of seeds in that bowl to two or three seeds. If the second-last seed sown also brought an opponent’s bowl to two or three seeds, the seeds in this bowl are also captured, and so on.

Game Strategies

There are many ways to play a game of Mancala (Hanson, 2003). Eason et al. (2000) used a search tree to determine if there exists an optimal opening move that guarantees a win for the player. They identified an opening move for the player going first that had a much higher success rate than all other moves. As part of their findings a number of strategies were identified such as hoarding. This is a strategy where the player builds up as many seeds as possible in one bowl during the game. These are then added to the player’s score when the game ends.

Research into the strategies of Awele (Retschitzki, 2000) involved conducting research into the expertise of Awele players in the Ivory Coast in 1984. He tried to identify the processes that differentiate expert from non-expert players focusing on the decision-making processes when choosing the best move in a given situation.

In the 1990’s, a closely related variant of Awele called Awari was created by computer scientists. It was solved (Romein et al., 2002) and proven that the perfect game is a draw. Based on this work a public Java applet - the Awari Oracle, was created. The Awari Oracle comprises a database containing the eventual outcome of all the 889,063,398,406 positions that can occur during a game of Awari.

In 2002, the Catalan Oware expert Viktor Bautista i Roca demonstrated that more than 95% of all moves in a game between two master players, Trevor Simon and Ibrahim Abubakar, were perfect according to the Awari Oracle.

Evolutionary Computation

Evolutionary computation (EC) is the collective term used to describe a range of problem solving techniques based on principles of biological evolution such as, natural selection and survival of the fittest. EC operates on a population of potential solutions using the principle of survival of the fittest to extract better solutions. After each generation, a new population of solutions is created by selecting individuals based on how well they perform in the problem domain. These are then subjected to mutation and recombination. This procedure hopefully leads to a population of individuals that are better suited to their environment than the individuals from which that they were created.

Three of the most commonly used EC approaches are genetic algorithms (GA), genetic programming (GP) and evolution strategy (ES). A genetic algorithm (Holland, 1975) is a stochastic optimisation technique that uses the genetic operators selection, mutation and crossover to evolve solutions to a problem. Genetic programming (Koza, 1992) uses evolutionary search techniques to search through tree structures which represent computer programs. ES (Rechenberg, 1973) uses deterministic selection and normally distributed mutation for each generation. These approaches have been shown in to be very useful in a wide range of domains.

MODEL

A simulator for the mancala game Bantumi was designed and implemented. Seven useful heuristics were identified for Bantumi through a combination of background research (Donkers, 2002), (Hanson, 2003), (Eason, 2000) and thorough game play. We monitored our own patterns while playing the game, and made notes based on our observations. All players, after playing numerous games, will repeat patterns that worked successfully for them in previous games. We therefore assumed that, if these patterns can be of benefit to human players, then they can also be of benefit to an AI player. The seven heuristics are:

- H1: Pick a bowl that allows the player to have another go.
- H2: Pick a bowl that allows the player to make a capture.
- H3: If the player’s opponent has seeds in a bowl that will allow him another go, disrupt it.
- H4: If the player’s opponent can capture some of the player’s seeds on the next go, move the vulnerable seeds.
- H5: Always pick the bowl closest to the score bowl.
- H6: Avoid picking a bowl that, after sowing, results in giving the opponent another go.
• H7: Avoid picking a bowl that, after sowing, results in allowing the opponent to capture some of the player’s seeds

Initially we planned to use just five heuristics (H1-H5). We decided to increase this number to seven to broaden the robustness and scope of the strategies. Other heuristics were also considered for inclusion. One such example was: ‘how close am I to winning’ (count the number of seeds in the score bowl after each possible move). This was discarded as it was felt that it was more of a ‘machine’ way of thinking than a human. Other heuristics were discarded as they were considered too complex to implement.

EXPERIMENTS AND RESULTS

Testing Heuristics

Our first set of experiments involved a round-robin tournament to determine how strong each heuristic was in comparison to the others. For these experiments both players picked their bowls by using the 7 heuristics, one at a time. If the application of the heuristic being used was unable to choose a suitable bowl, the bowl would be chosen randomly.

The results of these experiments showed that H1 and H5 were the two strongest heuristics of the group, while H3, H6 and H7 were the weakest. It was decided as part of the round-robin testing that each heuristic would be tested directly against themselves (H1 vs H1, H2 vs H2,...). This provides an opportunity to observe the effect of having the first move in a game. The performance of H1 against all other heuristics is shown in Table 1. The top row shows the seed per bowl combination and whether the player using H1 had the first or second move of the game (3 - F: 3 = seeds per bowl, F = first move).

<table>
<thead>
<tr>
<th>3-F</th>
<th>3-S</th>
<th>4-F</th>
<th>4-S</th>
<th>5-F</th>
<th>5-S</th>
<th>6-F</th>
<th>6-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>50</td>
<td>52</td>
<td>54</td>
<td>48</td>
<td>66</td>
<td>54</td>
<td>47</td>
</tr>
<tr>
<td>H2</td>
<td>69</td>
<td>63</td>
<td>74</td>
<td>70</td>
<td>76</td>
<td>77</td>
<td>65</td>
</tr>
<tr>
<td>H3</td>
<td>50</td>
<td>50</td>
<td>76</td>
<td>79</td>
<td>89</td>
<td>79</td>
<td>66</td>
</tr>
<tr>
<td>H4</td>
<td>61</td>
<td>60</td>
<td>73</td>
<td>72</td>
<td>83</td>
<td>79</td>
<td>85</td>
</tr>
<tr>
<td>H5</td>
<td>1</td>
<td>0</td>
<td>23</td>
<td>36</td>
<td>83</td>
<td>20</td>
<td>23</td>
</tr>
<tr>
<td>H6</td>
<td>62</td>
<td>61</td>
<td>69</td>
<td>75</td>
<td>66</td>
<td>86</td>
<td>71</td>
</tr>
<tr>
<td>H7</td>
<td>56</td>
<td>52</td>
<td>80</td>
<td>77</td>
<td>81</td>
<td>82</td>
<td>78</td>
</tr>
<tr>
<td>Rand</td>
<td>72</td>
<td>73</td>
<td>82</td>
<td>80</td>
<td>94</td>
<td>89</td>
<td>87</td>
</tr>
</tbody>
</table>

Table 1: Win % of H1 vs other heuristics

From Table 1 we can see that when the heuristic H1 was played against itself there was a noticeable advantage in having the first move of the game. The first move of the game was also a benefit to H1 when played against H2, H4 and against a random strategy. Against other heuristics the advantage was not always quite so obvious. However, in the majority of cases having the first move was an advantage. Other heuristics in the group had a slight advantage when having the first move of the game. H2 on the other hand had more success when moving second than when moving first. An interesting observation was made when H5 (always pick the bowl closest to player’s score bowl) was tested against itself. It won 50% of games when 3 and 4 seeds per bowl were used. Alternating the starting position had no effect on this score. When moving first, using 5 and 6 seeds per bowl, it lost all games. When moving second, it won all games.

Another observation that was made was the performance of heuristics in relation to the number of seeds per bowl. Heuristics that performed well when using 3 seeds per bowl generally also performed well when 6 seeds per bowl were used. Also, heuristics that performed well for 4 seeds per bowl also performed well for 5 seeds per bowl. This trend was particularly evident for the heuristics H2 and H3.

Testing a combination of heuristics

Following on from the testing of each heuristic in isolation, we proceeded to measure the effect of combining two or more heuristics together. For this purpose we decided to group together the heuristics H1, H2, H4 and H5 in a linear order to form a single strategy. The motivation for choosing these heuristics was based on the early results of the round-robin tests which showed that H1 and H5 were the strongest of the group, while H2 and H4 were also quite strong. The reasoning behind placing them in the chosen order above was based on observations of how we played the game.

This combination of heuristics was shown to win an average of 83% of games when played against all other heuristics. The results of this experiment are shown in Figure 2. The trend described earlier of heuristics performing well for 3 and 6 seeds per bowl or 4 and 5 seeds per bowl is extremely evident here. The combined heuristic performed much better for 4 and 5 seeds per bowl than for 3 and 6 seeds per bowl.

![Figure 2: Performance of the heuristic combination H1, H2, H4 and H5 against individual heuristics.](image)

Evolving Strategies

A genetic algorithm (GA) was designed and implemented in the simulator in order to evolve robust playing strategies. The population size was set to 50 chromosomes. The seven heuristics listed earlier were numbered from 1 to 7 and arranged in a random linear order to form a chromosome. A typical random chromosome from the population could look like 3415726. This particular pattern means that, during a game, the AI player will first use the heuristic H3 to pick a bowl for each move. If the application of this heuristic fails to choose a suitable bowl (the condition of the heuristic is not met) the AI player will then use H4. If H4 is unable to
pick a bowl the AI player will continue to move onto the next heuristic in the chromosome until a bowl has been picked.

The fitness each individual was determined by calculating the average number of wins by that chromosome after playing a series of games against all other heuristics in isolation. In other words the pattern in which the heuristics are arranged for a particular chromosome is used as the strategy for player 1. The strategy used by player 2 is to use each heuristic, one at a time, for each game played against player 1, until all heuristics have been used.

The simulator was set to run 50 generations of the GA on each execution. After numerous generations, and millions of games played, a strategy has evolved when using 3 seeds per bowl that wins an average of 95.9% of games when played against all other heuristics. The graph in Figure 3 plots the number of games won by the fittest individual after each generation for a typical run of the simulator when using 3 seeds per bowl. The fittest individual after the first generation won just 86% of games. However after 50 generations the fittest individual won an average of 95.25% of games.

![Figure 3: The fittest individual after each generation using 3 seeds per bowl.](image)

When using 4, 5 and 6 seeds per bowl, strategies have been evolved that win an average of more than 99.1, 98.4 and 97.8% of games respectively. The best evolved strategies for each seed per bowl combination, along with the percentage of games won and total number of seeds won are shown in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>3 seeds</th>
<th>4 seeds</th>
<th>5 seeds</th>
<th>6 seeds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Strategy</td>
<td>3145672</td>
<td>1345672</td>
<td>1342576</td>
<td>1342567</td>
</tr>
<tr>
<td>Average wins</td>
<td>95.9</td>
<td>99.1</td>
<td>98.4</td>
<td>97.8</td>
</tr>
<tr>
<td>Seeds won</td>
<td>2048</td>
<td>2710</td>
<td>3440</td>
<td>4221</td>
</tr>
</tbody>
</table>

Table 2: The most robust strategies evolved against individual heuristics for each seed per bowl combination.

Each of the best evolved strategies shown in Table 2 were evolved by playing against all of the seven heuristics one at a time, including the random heuristic. In order to explore the landscape and to determine if there existed more effective strategies than those evolved, we evolved a new population of strategies by playing against the best evolved strategies in Table 2. Our fitness function was changed to be the number of wins obtained against the best evolved strategies from the previous evolutionary experiments. After 50 generations of the GA the strategies shown in Table 3 were evolved.

<table>
<thead>
<tr>
<th></th>
<th>3 seeds</th>
<th>4 seeds</th>
<th>5 seeds</th>
<th>6 seeds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Strategy</td>
<td>1543762</td>
<td>1342657</td>
<td>1325476</td>
<td>1342567</td>
</tr>
<tr>
<td>Average wins</td>
<td>99.4</td>
<td>98.2</td>
<td>95.6</td>
<td>93.4</td>
</tr>
<tr>
<td>Seeds won</td>
<td>2136</td>
<td>2803</td>
<td>3281</td>
<td>3816</td>
</tr>
</tbody>
</table>

Table 3: The most robust strategies evolved against the strategies from Table 2 for each seed per bowl combination.

### Analysing Results

Having evolved strong strategies for each seed-per-bowl combination, we investigated ways to further understand the effectiveness of these strategies. For example, the best evolved strategy when using 4 seeds per bowl wins a total of 99.1% of games. This means that there are 0.9% of games that it loses. We decided to analyse these situations where the evolved strategy lost games to try to determine why those games were lost.

Our investigation began with the strategy evolved for 4 seeds per bowl. The bowls that were picked by the non-evolved player were noted for games where this player won against the evolved player. These games were then replayed, bowl by bowl, and studied in detail to determine how seeds were won. An observation quickly became apparent – a number of games that were won by the non-evolved player were achieved by using a tactic called hoarding (Eason, 2000). This is a tactic where seeds are built up in a player’s bowl during a game and when the game ends these seeds are added to the contents of the player’s score bowl. A series of tests were carried out to determine the percentage of games lost as a result of hoarding by the best evolved strategy for each seed per bowl combination. The results of these tests are shown in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>3 seeds</th>
<th>4 seeds</th>
<th>5 seeds</th>
<th>6 seeds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Strategy</td>
<td>3145672</td>
<td>1345672</td>
<td>1342567</td>
<td>1342567</td>
</tr>
<tr>
<td>Hoarding %</td>
<td>73.0</td>
<td>83.5</td>
<td>69.3</td>
<td>59.0</td>
</tr>
</tbody>
</table>

Table 3: The number of games lost by each strategy due to the hoarding of seeds by the opponent.

We can see that hoarding by the non-evolved player has the biggest effect on the strategic player when using 4 seeds per bowl. However the strategy in this case is already extremely successful – it wins 99.1% of games. Therefore the high percentage of hoarding is not having a major impact on the overall performance of this strategy. The weakest strategy is the one evolved when using 3 seeds per bowl – it loses 4.1% of games to the non-evolved player. 73% of these 4.1% of games, or almost 3% of all games lost by this strategy are due to hoarding.

Further analysis was undertaken on the games that were won by the non-evolved player that did not involve hoarding. The results of this analysis showed up some weakness in the design of the heuristics H3 (If the player’s opponent has seeds in a bowl that will allow him another
go, disrupt it) and H4 (If the player’s opponent can capture some of the player’s seeds on the next go, move the vulnerable seeds). It was observed that the application of H3 could occasionally present the opponent with the opportunity to pick a bowl that will give him another go or to capture some of the player’s seeds. To understand how this happens consider the following situation in the middle of a game between two players. The opponent has the correct number of seeds in a bowl to allow him another go. He also has a bowl that is one seed short of the requirement to have another go. The player applies the heuristic H3. While the opponent’s bowl that initially had the correct number of seeds for another go is disturbed the bowl that was one seed short now has the correct number to give the opponent another go.

The weakness to H4 appears in a situation where a capture opportunity becomes available for the opponent after he has picked a bowl that gave him another go. The bowl that was picked to give the opponent another go becomes empty, meaning that the seeds in the player’s adjacent bowl can be captured if the last seed sown by the opponent falls in this bowl. The above weaknesses in our heuristics demonstrate the possibility of further tweaking that could be done to increase the overall effectiveness of the strategies. One such method would be to create some new heuristics. A combination of the heuristics H3 and H4 could be used to overcome the weakness shown in H4 above. The combination would work as follows:

- Check if the opponent has seeds in a bowl that will allow him another go
- If such a bowl exists, temporarily sow the seeds from the opponents’ bowl
- Now apply the heuristic H4 – check if the opponent can capture some of the player’s seeds

The weakness to H3 could be overcome by using the following method:

- Check if the opponent has a bowl that is one seed short of the requirement to allow him another go
- If such a bowl exists, check if the application of the heuristic H3 will increase this bowl by one seed
- If it does, do not apply the heuristic H3

It should be considered that this solution to H3 might not improve the overall performance of the strategy as it reduces the number of situations where the heuristic can be applied. These proposed modifications to the strategies require a greater complexity in terms of “look-ahead”.

CONCLUSION

This paper explores the use of heuristics and a genetic algorithm to evolve playing strategies for mancala games. The inspiration for this study is to analyse techniques for playing strategy games that can be of value to the games industry. We start out by designing and developing a set of heuristics for Bantumi. These heuristics are then used to form a playing strategy for Bantumi. We then use a genetic algorithm to evolve a set of robust strategies for each combination of seeds per bowl for Bantumi.

The results have shown that our chosen heuristics provide an efficient mechanism in allowing the AI player to play the game more effectively. The stronger heuristics have been identified from the weaker ones. We have identified weaknesses in some of our heuristics and we have proposed methods on how these weaknesses can be overcome.

Our results have also shown that the strategies evolved for each seed per bowl combination differ. We can therefore verify that the optimal strategy required to play the game changes as the number of seeds per bowl varies. More testing is required to further evaluate the robustness of these strategies.

We checked whether or not an advantage exists for the player who has the first move in the game. Our results have shown that in the majority of cases an advantage does exist. There are however some strategies where it is an advantage to have the second move. This is due to the design of some of the heuristics used.

In the future we aim to introduce changes to the game rules and board layout and further analyse the robustness of our strategies and methods. These changes will in effect focus our studies on a new mancala variant. This will provide an opportunity for us to measure how quickly and effectively we can evolve dominant strategies for this new game.

We may also explore the potential of using co-evolution to evolve new more-robust strategies. In this situation we would use the previously evolved strategies as the opponent for the fitness function in our GA. The effect of this would mean that each newly evolved strategy would have to win games against increasingly more difficult opponents, which should in turn lead to the evolution of more robust strategies.
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ABSTRACT  
Historical accuracy is an often overlooked and understudied topic in the study of realism in video games. For some games, however, this topic is both an extremely interesting and important one, quite deserving of attention.

In this paper, we investigate many of the issues and challenges of historical realism in video games, with a focus on strategy games. In particular, we examine these issues and challenges with reference to Supreme Ruler: Cold War, developed by BattleGoat Studios, providing both researcher and developer perspectives.

INTRODUCTION  
Reality in video games is always an interesting topic for discussion. Whether the topic is the visuals, audio, artificial intelligence, story, or gameplay, every designer has their own take on balancing fun, marketability, and accuracy (Moreno-Ger et al. 2008).

In this paper, we investigate the challenges of historical realism in strategy games, and we compare the pre- and post-launch developer perception of the balancing choices made\(^1\). In particular, we present a case study of the choices made to depict the world in Supreme Ruler: Cold War (SR:CW), developed by BattleGoat Studios, currently scheduled to be published by Paradox Interactive in Q3 2011 (BattleGoat Studios 2011). At the time of this writing there have been 22100 game start-ups, of which 10910 were of a pirated version (which may not fully work since it has a forced end date). Our observations were primarily taken from forum posts and e-mailed bug reports.

---

\(^1\) BattleGoat and Paradox released Supreme Ruler: Cold War July 19th, but it was not fully in retail channels by time of final submission.

BattleGoat’s two previous titles, Supreme Ruler 2010 (BattleGoat Studios 2005), and Supreme Ruler 2020 (BattleGoat Studios 2008) were set in the future relative to their release dates, but still required much historical accuracy. Units, terrain, political maps, even technologies had to tie into real world work that has been done, or was known to be worked on. Fortunately, in both of those games, from the moment the player starts, the world can diverge fairly rapidly from a historical path, but developers do not always have that luxury.

In this paper, we examine a variety of realism and accuracy choices made in historical strategy games, organizing them into several categories: cosmetic, strategically important, balance, and legal or social issues, and discuss the various trade-offs in each area. Throughout this discussion, we present a short case study of the perspectives of how the designers of SR:CW made their choices, and some of the problems encountered. Many of the cited examples of other similar grand strategy games tend to also be conveniently published by Paradox (Paradox Interactive 2007, 2009, 2010). The well-known Civilization series (most recently Firaxis 2010) falls in a similar style, but is less historical.

The remainder of this paper is organized as follows. We begin by discussing various categories of historical accuracy. Using this categorization, we examine the issues of realism and accuracy in grand strategy games, drawing upon SR:CW as an example. We then conclude by discussing these issues from the developer’s pre-launch perspective as well as post-launch commentary once it is available.

CATEGORIES OF HISTORICAL ACCURACY  
To study and assess historical accuracy in a game, we first need a simple way to define different types of adherence to accuracy based on how it impacts the game. We decided to view these design choices as being in one of four broad categories.

First are cosmetic changes. These are things that do not have a significant impact on gameplay; in
other words, if these things were changed, the game plays no differently for the player.

Second are strategically important issues. These can impact gameplay in a meaningful way, encompassing ideas that directly tie into the game’s model of the world, and how that world is going to behave. Players should be presented with a believable historical world. However, real systems, such as diplomacy, involving written and unwritten agreements are very complex. Approximations are usually made for playability. A simple example can be found by examining Article 5 of the NATO treaty, which reads in part “an armed attack against one or more of them in Europe or North America shall be considered an attack against them all” (North Atlantic Treaty Organization 1949). An attack on French Guiana (the main European Space launch facility) is not apparently covered, but an attack on Saint Pierre and Miquelon (some small French fishing islands off the Canadian Coast) would be. Given the complexity of both understanding and modelling such treaties approximations are made. One option is a limited or colonial\(^2\) war (Paradox interactive 2003, and 2009), or an all or nothing approach, where war is war, and fully activates alliances as is done in pretty much everything else, including previous Supreme Ruler titles. SR:CW attempts to create a more realistic situation, where countries may be funding an insurgency, or conducting spy mission incursions (naval or air) without a declaration of war. Countries being incurred on can fire on neutral incursions or not, which may or may not trigger a war; the player can choose the nature of their responses to this. The all or nothing approach of previous Supreme Ruler titles was also exploitable or could cause accidental wars when a player inadvertently moved a unit into the wrong place, which is also anhistorical (and especially troublesome when it happens with a friendly state).

Third is balance, or systems design. How does one decide on the statistics of a Panther tank compared to a T-34, or a Queen Elizabeth class battleship and a Queen Elizabeth class aircraft carrier? Here, regardless of developer intention or effort, it is likely not possible (in a grand strategy game) to be perfectly authentic to those units. A tank or a ship simulator, for example, might have a more direct, more authentic model, but the combat model in a strategy game necessarily requires abstraction. Otherwise, the game quickly becomes unwieldy, unplayable, and generally not enjoyable for the player. The Total War Series (e.g. Creative Assembly 2011) solves this problem by having both a real time strategy game, which is reasonably direct, and a grand strategy game together.

Fourth are legal or social choices. While these may also fall under other categories to some degree, they require special attention (Rosenthal 2009). After all, if a developer wants to market and sell its game to a profitable level, it needs to follow the rules and norms of society, even if those rules require compromises in historical accuracy, especially in certain locales or jurisdictions (China Daily 2004).

With this categorization in hand, we now delve into each area in more detail.

**COSMETIC ISSUES**

As discussed earlier, cosmetic areas of the game are things that have no real gameplay impact. People may feel strongly about them or not, but changing them one way or another will not impact gameplay.

A few examples come from something as seemingly benign as country flags. For instance, Switzerland uses a 1:1 aspect ratio flag, whereas nearly everyone else uses a 2:3\(^3\). This has implications on a game’s user interface, requiring that interface layout needs to be setup to handle a small number of oddly shaped flags (Nepal uses two triangles), that artists need to pad the art around it, or that players will need to cope with some minor interface deformities. For SR:CW, the interface handles a 1:1 flag properly, though it is never explicitly made clear to the player why only one flag is like this, and in many cases people think is a bug.

Other flag issues depend on time. For instance, SR:CW starts in 1949, a country such as Canada, which chose its current flag in 1965 can confuse the player by using a historical flag, that looks nothing like the current one, but has no particular significance. The expectation, created to some degree by French and German flags, as they have changed over the years, is that different flags reflect vastly different governments and ideals. In the case of France the modern tricolour is a strongly republican symbol, and would not be appropriate for Bourbon France for example. East and West Germany pose a more interesting problem, having, from 1949 until 1959 the same flag, at which point East Germany added a hammer

---

\(^2\) Limited and colonial war can be different as well. A limited war would be where allies are not explicitly called, and colonial would only allow fighting over colonial areas or the like.

and compass decal to theirs. Using the historical flag can cause some confusion, but changing it realistically later would be legitimate learning experience and appropriate flavor. After testing SR:CW, it was found preferable to start East Germany with the later (post 1959) flag, because it was too difficult to distinguish between units of each Germany. In a similar fashion, the USSR and Peoples Republic of China used very similar flags, a red background with a yellow decal in the top left corner. They use slightly different reds, and decals, but, especially as small individual unit flags, which are just shrunk down versions of the national flag, they are basically indistinguishable. This issue has not yet been resolved to anyone’s satisfaction.

Another area in which developers face cosmetic choices is the selection of place names. For SR:CW the choice is to use conventional short forms, such as United Kingdom, rather than United Kingdom of Great Britain and Northern Ireland, and so on. Problems arise in contested areas, Jerusalem or Al Quds, Falkland islands or Islas Malvinas, and so on. Since our primary market is in English we use the conventional English form. Further problems are presented by certain places such as the Côte d’Ivoire, which lists its country name as such, even in English. On the other hand, the Supreme Ruler series typically uses the English transliteration local form for city names, such as Beograd rather than Belgrade, Warszawa rather than Warsaw and so on.

As with city names, SR:CW encountered issues with the names of some historical persons. The text processing engine used in-game reads in first and last names. Faisal II, the last King of Iraq, posed a particular problem because he used only one name, and was the only leader listed during the time period for the game to do so. As it turned out the, text parser failed to properly parse a single name, and at release Iraq appeared to be leaderless. The easiest solution is to simply put his name in the database as first name Faisal, surname II.

Pictures of real people pose another problem. SR:CW used a combination of custom portraits for various leaders (most of the major national leaders), and generic leaders for other countries, as well as all ministers. This leads to several problems. First, if the generic portraits assigned to neighbouring countries happen to be the same, players not familiar with the area can get confused. Second, some leaders had carefully crafted public images, and a generic portrait would not accurately reflect that. Lastly, some leaders, for example Mohammed Omar of Afghanistan (the leader of the Taleban) have worked very hard to not ever have a photograph or portrait done on religious grounds. In this case it would be fairly easy to have a shadowy figure portrait to not offend religious sensibilities, or use a generic best guess.

These cosmetic choices at the start lead to another problem, which is how to change or update things appropriately. In the Paradox self-published titles (Paradox Interactive 2007, 2009, 2010 etc.) along with SR:CW have scripting systems in place that as long as certain conditions are met, the flag will change believably, either to the historical flag or one that believably makes sense (for example, a communist British flag). Changing city names to reflect different ownership is again a system that can be scripted in, but has little overall value, though it does affect the historical accuracy of the game in some areas.

**STRATEGIC IMPORTANCE ISSUES**

Issues of strategic importance are changes that could substantially impact gameplay or historical accuracy. Much of this in essence revolves around the models and approximations used in any game, though for us are largely political and economic. Trying to boil down the industrial base of a country into “industrial capacity” or splitting production into civilian, industrial, and military and so on, are attempts at simplifying the real world for playability. These simplifications, however, run counter to accuracy, and so there are interesting and challenging trade offs that must be considered.

**Geo-Political**

Starting with the geo-political area, in our case of SR: CW, the first and biggest questions are the Soviet satellite states, the decolonization areas, and then parts of West Germany, specifically, the areas under French occupation that the French were trying to keep. In some of these cases the game must attempt to balance between modelling a territory that will be independent shortly, from a territory that is independent. For example, Canada and Australia are separate from the United Kingdom, but Kenya and Uganda, in 1949, were not. Indonesia was, at the start date of SR:CW (October 9, 1949) still a colony of the Netherlands legally, but in practice it was much easier to just make it fully independent and forget about the colonial struggle which the Netherlands was going to end in less than a year anyway. Places that were clearly colonial (for example Kenya and Uganda), as well as the Soviet satellite states, required a specific political model where they were separate, but limited in what they can do diplomatically. One of the first fan mods for SR:CW that we saw was to put all of the Soviet satellites into one big

---
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USSR nation, and it seems to be quite a popular theme. This is clearly an area where some fans have disagreed with the original SR:CW model of the world.

The messy problem of the French occupation zone in Germany, and areas they wished to keep in this time frame is a difficult one. Unlike Indonesia, which was to be independent immediately, the Saarland was, until 1956, an area the French were trying to administer. It is also important, because the Saar is a major source of both coal and steel, and so determining who gets control can have fairly significant implications. We decided, though without much conviction, and with much disagreement, to put the Saar directly under the control of France. It is too small to justify as its own state (which then needs some way to be peacefully absorbed into West Germany), but after assessing balance we think it should be under Germany, something for a path. Some other territorial disputes, for example between Canada and Denmark, have little to no value even today, and the squabbling over them is mostly cosmetic and low intensity.

Making sure important places are on the map is an interesting problem. Gibraltar is just large enough to make one hex on the SR:CW map (supplied by NASA), where each hex is about 16x16km. Portuguese Macau and Goa, and British bases on Cyprus, and a few others are simply too small to show up. Yet as naval bases or air strips or the like they could prove quite valuable, especially in a situation like the Falkland’s war. It is an interesting challenge to balance between representing something that is theoretically significant, while at the same time not bogging down the map with little dots of colonial history that in practice will not matter. The SR:CW map, while provided from NASA still needs to have terrain manually painted on with our tools. Satellite maps have river enhancement techniques, but we still miss several water bodies. In all three Supreme Ruler releases, Rio Negro in Argentina has been completely missed, despite it being relatively important locally. None of the battles researched for the Supreme Ruler series mentioned it, and it does not show up on the satellite, even with enhancement for it to have been noticed when terrain painting5. Adding it in would require bridges placed across it historically accurately, and it is not readily apparent how militarily valuable it is. We tended to focus our attention on areas of the world that are most likely to be reflected in sales, or major conflicts.

Resources are another area that has received much discussion. Historically placed resources make for an interesting problem. The player knows Iran, Saudi Arabia, parts of Canada, the coast of the United Kingdom and so on all have vast, but then undiscovered, oil reserves. If they were put in game as we know them today but in 1949, the world should play out rather differently than if there was no way to plan for the future. On the other hand, not putting the resources in the game at all changes how the world would evolve. In the case of SR:CW and in general for historical games, the choice seems to be to have resources in reasonably historical locations and quantities (model permitting). In Europa Universalis III unpopulated (by Europeans at least) colonies do not get a resource they produce until colonized, with a random selection based on historical resources from the general area. That model keeps the macro-economic situation the same overall, presents the player with legitimate historical dilemmas (colonize A, or B, not knowing which will be more valuable), and adds some differences in replay value. In a game where the world is both defined and settled in advance, that could be somewhat problematic, especially with undiscovered major resources rarely on the borders between principle states.

The last really interesting geo-political phenomena are in the actual cold war, and how to model proxy fights, spheres of influence and so on. While we think insurgency is an interesting topic for the future, a simple model can at least accurately reflect the strategic effects, funding insurgents sows discontent and can change governments. Satellite states and colonies are bound in some way to their parent, and have resources drawn away. They become undesirable to keep when the resources they produce are not valuable enough. Countries can engage in proxy wars and lower intensity conflicts, fund insurgents, and spur political discontent.

Internal Political

With the world containing thousands of political systems, all with an ever-expanding slew of written and unwritten rules, it is simply not possible to try and correctly model country leadership everywhere, all at once. The player is empowered to make choices, even as a democratic state, much like a dictator. It is not much of a game if the player cannot make choices, and in the real world, making even a handful of meaningful choices can define a career. Rather than games viewing the politics as built from the people up, it has tended to be from the perspective of “I am the State” down, where automation serves to reduce micromanagement for the player rather than acting

---

5 Thanks to Paradox Forum user ssonofiber for repeatedly pointing this out.
as a realistic counterweight to their desires. Here there are not likely to be any surprises with SR:CW. The model from previous games in the series, of cabinet ministers who can be variously tuned to automate in different ways, remains. It seems like a good compromise: automation for those who want in, with some granularity, and total control for those who do not. This does tend to mean, however, that a player playing as the United States is running the country more like Stalin than Truman, which is quite interesting and ironic from the perspective of historical accuracy.

SYSTEMS AND BALANCE ISSUES

Where the previous section, on strategic impact, tends to concern larger, more abstract concepts, there are detailed problems as well, that may balance against each other and so on. This area is very much about systems and balance and, in this paper, we focus mainly on two areas. First is units, which broadly encompasses any sort of combat or transport item in the game. In their most simplistic form these units have a cost and a power, both of which need to be decided on. Most challenging is defining the value of utility; for example, what is it worth to be able to carry another unit, or to carry three missiles rather than four, and so on. Secondly, we examine technology, a system which itself is highly abstract, but again, must attach specific numbers for cost and effect. Following these issues, we briefly touch on balance issues in economics and multiplayer gameplay.

Units

Balance is a non-trivial problem at the best of times (Carpenter 2003). Units have some cost, and some statistics defining their various attributes, abilities, and so on. Different combat systems naturally necessitate different statistics. In the case of SR:CW, units have a cost in manpower and money, production time (which is, in turn, resources, which are also money), and they occupy a limited supply of construction slots. They have several statistics and capabilities depending on the unit.

Hopefully the idea of construction slots, say in a shipyard, addresses some of the weird behaviour that can come about from a single industry system, where an area can switch from building a tank division to a battleship in a heartbeat. It also reflects national assets; this shipyard, aircraft factory, and so on use the rest of the more abstract industrial base, but are themselves real things which can be captured or destroyed, just like in the real world, and there are consequences that come with that.

Because our units and structures are based on the real world we are faced with a simple problem: the world is simply not balanced. Sometimes, for the same cost, one thing is just better than another. Some places simply cannot, did not, or will not build a particular type of unit (notably big ships), even though their competitors might.

The choice in the Supreme Ruler series is to go with as accurate a model as possible. Unit statistics try and reflect their real world values. Other games use more abstract notions (for example in Hearts of Iron (Paradox Interactive 2009) giving units hard and soft attack values). In the Supreme Ruler case, an F15 should reflect the real combat value of an F15. In the Hearts of Iron case, the type of unit is a cosmetic name and all third generation medium tanks for all countries have the same base statistics. This is again a simplification, and one that runs counter to historical accuracy, but makes it very much easier to balance.

Chemical and biological weapons deserve special attention (Outpost Gamez 2011). For our purposes, we are not interested in non-lethal or incendiary agents. Incendiaries are part of the regular unit model, and non-lethals do not require any special systems to implement for grand strategy. Strategically, since the end of World War 2 lethal chemical weapons were only used to much effect in the Iran-Iraq war. Despite vast stockpiles, neither prohibited6 lethal chemical, nor biological weapons saw much use from major powers (Bismuth et al. 2004). Strategy games simply do not model phosgene grenades or cluster munitions directly, though those are also prohibited weapons. Because of their relative lack of overall significance, and unknown military value, BattleGoat chose specifically to not include them. One might expect these to also fall into the legal section, though the Victoria series of games (Paradox 2010 most recently) have chemical weapons at a strategic level without issue.

Technology

For simplicity, research and technological development in games tends to have some sort of centralized set of limits and focuses (say research centres, each researching on technology at a time), which is obviously not how real research works at all. But the model established over the years, of some centralized research plan in nearly every strategy game gives the player control and influence. This poses a number of challenges.

Dramatic new technologies (and implementations) should presumably be expensive. If they are inexpensive, clearly worth development, or “stack” in some way, a clever player can exploit the system. Much like historical resources, a player that knows fusion reactors are just a few technologies away, or the best source of oil is Saudi Arabia will play differently than if they did not have such future knowledge, and the AI cannot exploit that knowledge to disadvantage the player too much.

Balancing technologies against each other is another challenge. A technology that increases electricity from oil by 5% has some cost compared to a technology that increases electricity from nuclear by 5%. Here there is little historical precedent to go on. The Manhattan Project and the space programmes are some of the few technologies that have had clearly, publicly defined goals and costs (Charette 1996). However, all of the intermediate technologies involved in those developments are harder to define and quantify. The costs also have to tie into other systems. To use the current Queen Elizabeth Carriers in the United Kingdom as an example, how do you separate the research and development costs from the actual building? How much is going on in parallel? Examination of budget documents might reveal the spending difference, but not how much is in parallel, or how well the costs can be spread out by adding more build orders, such as a third carrier, or the change in cost of reducing the order to just one ship. If there is a model of industrial capacity or military goods how does one factor those into the costs for one of the ships? Unfortunately the answers here are implementation specific and deeply tied to fairly elaborate technology trees. Research costs should reflect the value it immediately creates, the research it opens up, and if it is separate from building an actual thing, then the costs must be reflected in multiple places. If research is tradable (or can be stolen), which is itself an approximation, then you are also trying to factor that in as well, and avoid what, in previous Supreme Ruler titles was affectionately dubbed “trading your way to the 21st century” where a crafty player could accumulate all of the research known by all the artificial intelligence-controlled nations right after starting.

**Economics**

Games tend to use their own model of industry, goods, and so on. Those systems tend to stand on their own. In this section, we will look at concepts that map to the real world, notably in terms of currency and debt.

Currency is a somewhat abstract concept. For gameplay and programming reasons, it is much easier to simply have one currency in a game. The real world of exchange rates is complicated, unless everyone is on the gold standard, but then gold becomes the currency. The problem, especially for SR:CW in the Cold War time period, is that currency values were governed by complex agreements (Bretton Woods for example), in addition to central banks intentionally valuing and devaluing currency, with fixed, and in many cases inappropriate exchange rates. The cost of trying to understand these systems well enough to model them is rather prohibitive.

Debt was an issue not expected in SR:CW. It seems appropriate in this age of austerity to discuss though. Previous titles modelled national debt in an abstract but reasonably authentic way. Countries in previous titles had reasonably correct GDP, debt, and interest rates. Attempting to do the same in SR:CW posed some issues. While having correct GDP is straightforward, debt and interest are not. For many countries, notably colonies, their debt situation is quite complicated. They may or may not inherit a portion of their parent on independence; they may have their own debt initially; and so on. This also assumes we could find the relevant data at all, or it even existed (some of Germany’s debt agreements were signed after the start of the game, for example). Coupled with this is the system of debt repayments between governments, which is and was quite complex.

Using historical debt levels was found to cripple gameplay, and calculating interest rates to vary over time with what was happening was quite hard. To try and get any source of money to move forward, the game essentially degenerated to trying to disband the army as quickly as possible, which is neither realistic nor fun for the player. It would reflect the overall strategy of demobilization, but did not capture reconstruction or economic expansion well. For launch, SR:CW erred on the side of giving the player more choice, and simply wiped every countries’ debt. This, interestingly enough, creates its own problems. For example, the United Kingdom has a much larger GDP than Russia, with France close behind, and no particular reason to weaken themselves militarily in this scenario. As a result, with no debt in place, it becomes quite a challenge for Russia to catch up to the United Kingdom or stay ahead of France. Eliminating debt significantly shifts the balance of power, but modelling it properly proved prohibitively difficult to keep the game both fun and accurate. To reflect a relatively gradual reconstruction, SR:CW creates an artificial shortage of industrial goods, which are needed to
make factories to produce both more industrial goods and other things.

**Multiplier Balance**

In multiplayer gameplay, it is difficult to find multiple countries that one could say are “balanced” against each other. The closest three are probably France, the United Kingdom, and Italy all having comparable GDP and populations, with Turkey, Spain, and Germany being close, but outliers. Another possible pair is Egypt and Ethiopia (Central Intelligence Agency, data for 2011). There are a few others, but if you want them to be reasonably close to each other geographically, there are relatively few countries that could be called balanced based on population, GDP and resources. This creates an unfortunate trade off, as an equal balance provides more fair and enjoyable gameplay to players, but providing this balance would by historically inaccurate.

Starcraft 2 (Blizzard 2010), while not a historical game, deals with many of the challenges faced in balancing units. Some of these changes are discussed on the official Blizzard forums, some not. Testing if a unit is balanced is not trivial, and may involve things such as automated testing, or analysing real world player data. It is important to note that two sides (in the case of Starcraft, all 3 sides) can be balanced, but have individual units which are not, and those units will tend to be over, or under represented. A faction can also be deficient at a specific set of circumstances, on specific terrain for example.

There are numerous ways to assess balance, either through simulation, automated testing, or play testing. The goal with balancing a game is that on one hand, it should never be cheaper to build a better army, all else being equal than the nearest reasonable competitor. That presents the problem of how one defines “cheaper”, either as a percent of GDP, on a nominal basis, or purchasing parity and so on, and how much you want to factor in technology. In SR:CW the choice was made to stick to historical accuracy as close as possible for unit statistics. Some of those statistics, such as weapon range, travel range, mass, and so on are easily found, and the rest are chosen to reflect their expected capabilities given the combat model. This is not intended to be balanced; the feeling being that multiplayer is a relatively small segment of their customer base, and given the relatively limited set of options for balanced country play, it seemed impractical. Multiplayer gamers have proven inventive in trying to, with the historical model,

come up with fair scenarios or self-enforced rules people can play.

**LEGAL AND SOCIAL ISSUES**

SR: CW has nuclear weapons to kill millions, which are, bizarrely, not all that controversial in the ESRB and PEGI ratings applied to the game, whereas a depiction of direct person on person tactical violence warrant an older suitability. Supreme Ruler 2020 and SR: CW have a PEGI 7+ and ESRB E 10 for everyone rating, as does Hearts of Iron, but the Total War series rate T for teen with ratings variously for Blood and Gore, Violence, alcohol, and sexual references. However, there are still controversial choices, notably on country borders and who is defined as a colony or satellite state. This is a relatively complex topic.

Where is the border between India, Pakistan and China in Kashmir? Territory that is clearly disputed, but also clearly under the control of one party, The Falklands for example, are relatively easy – the controller is the owner. On the other hand, the more murky areas, especially in the colonial era pose other problems. Who is in charge of Rhodesia in 1949? Should it be independent in some way, a satellite state, or something else? The British reorganized the territory several times after 1949, and there is no particular reason that the current arrangement would have been the final one if different choices were made (by, in this case, the player). Algeria was part of France, to them an integral part, for several years after the start of the game, and a different evolution of history could have seen Algerian Independence play out very differently. Tibet is always a great source of animosity; is it a satellite, independent, part of or something else with Communist China (who are themselves an interesting case). There are a number of conflicts that were largely internally driven, by the people so to speak, rather than by the state. Assuming one would even want to, how do you model an apartheid state? What about Turkish and Greek populations in Cyprus? The list goes on and on. Often it is not clear what is the most accurate portrayal should be for a game, and when one factors in the sensitivity of these matters, these are formidable questions indeed. The best approach is often to select a model that is consistent with the accepted reality in the largest markets, or, if a developer is big enough, making different versions for each locale.

---

8 These are not necessarily actual scenarios, but simply agreed rules or victory conditions they play to. For example, the first player as a European state to conquer Australia wins.
Trademark and copyright is another great legal question in historical games (Rosenthal 2009). Do car simulators need rights to use specific vehicles? Gran Turismo advertises licenced cars from top manufacturers. But then who owns the rights to the image of an F22 or the like? What about something historical, like a ship from 1940? How about a ship that is now a museum? In SR:CW the units are all modelled by the team, and many are fictionalized similar but not identical for gameplay reasons, so as to not have, for example, 15 different versions of what is basically the same aircraft. Typically, government equipment falls in the public domain, but one has to be careful on what is being depicted and when. In a strategy game, one must be careful about depicting military organizational units (such as regiments, Platoons and divisions) as well, rather than just equipment. Basing a game on the activities of the Irish 1st Southern Brigade, and use of their flags and so on may run into conflict with the official use of those images.

Depicting real people poses a considerable number of problems. Homefront (Kaos Studios 2010) encountered legal problems in Japan and the Republic of Korea (South Korea) over portrayal of real people (Owen 2011). The game was outright banned in South Korea, so as to not antagonize the North, and changed in Japan to not be malicious to real people or countries (Parker 2011). Depictions of various fascist leaders risk getting a game banned, especially in Germany, and even if they are portrayed in a negative light (Stebbauser 2007). The political system in SR:CW is, for the most part, sufficiently abstract to avoid this, and starting in 1949, most of the world has changed. However there are still important people in the world from that period, and as the game gets deeper in, the player could find more and more people who are, in turn, relevant today if real people were portrayed.

Homefront also had to change the enemy they were trying to portray, which is obviously Communist China. Having the PRC as the enemy would get the game banned in the PRC, cause political tensions, and so on. For a game like Hearts of Iron, or Supreme Ruler, being banned by the People’s Republic of China may actually benefit sales, due to the free press coverage, and the lack of existing sales in China anyways. For a product like Homefront however, with a major publisher like THQ they obviously chose a different route.

SANDBOX VS. HISTORICAL SIMULATOR

Where other Paradox-published games tend more towards historical simulators, with heavily scripted events to lead the world towards something like what actually happened, BattleGoat Studios has taken the route of setting up the world in something reasonably historical and letting the player have at it, to radically transform the way history unfolds. The goal here is to empower the player to make interesting choices if they want. That is prohibitively hard if they choose to play the Comoros, as they can choose to do, but a player as Indonesia, Nigeria, or Vietnam should have a lot of choice on how the world plays out, even if they were, in October 8, 1949 not entirely free. At the same time, the world should behave somewhat authentically, and trying to build a nuclear aircraft carrier as an independent Vietnam in November 1949 would seem somewhat unrealistic.

The aim for us was to build a world that as realistically as possible depicts the start date. Where a historical simulation diverges from a sandbox is in how they make the system evolve. Forcing France, and then the United States into the decolonization and war scenario in Vietnam would guarantee history evolves with major defining events for both parties. Doing so, however, may not have any connection to how the player is evolving the game. A historical simulator attempts to present the player with authentic historical choices, and then believable historical consequences. A sandbox aims to present the player, at least initially, with authentic historical choices, but then shape how the world forms through their choices, and have random, unexpected things happen. Imagine a World War 2 game where the Nazis never invaded Poland. Suddenly, it ceases to be much of a World War 2 as we know it. SR:CW lets the cold war go hot, the various smouldering insurgencies and proxy wars move and pop up in different places. The different styles require different tools. A sandbox needs a more general artificial intelligence, whereas a simulator needs more robust scripting, and artificial intelligence that behaves more historically.

PRE-LAUNCH THOUGHTS ON SR:CW

As with any game design, an enormous number of decisions are made before launch; some big, some small. One never knows how the customer base is going to respond to this work until it has been released and in their hands. In this section, we briefly summarize some of the choices made (as discussed in previous sections), for easy comparison to the post-launch reception.

On the cosmetic side, BattleGoat Studios has tried to be as authentic as possible with SR:CW. With events to change flags to historical norms, with names of places all as close to their actual names as possible. The overall gameplay model of building, production, and combat is very much the same as previous versions, so the presumption is that the
target customer base will be satisfied with what works and what they know.

Where things are likely to get interesting is in colonies, satellite states and the new geopolitical models of diplomacy, and proxy wars and so on. How the player base will respond to some of these new features remains to be seen. No one launches a game hoping for a negative reception, and that is not likely, but it was interesting to see how the players respond and what they want tweaked for the major patches.

Multiplayer was another unknown. The Supreme Ruler series has supported multiplayer for some time, and it is a relatively small part of the audience, which makes it hard to know what exactly they want. There is not a major attempt to make a balanced multiplayer game; while a balanced multiplayer scenario probably could be made, the expectation is that players will prefer the historical route, or will add whatever they want through various mods to the game.

As of time of submission for review, a hot topic on the BattleGoat forums was the space race, and how technology will be tied into that\(^9\). The game certainly has technologies tied to the space programmes, and there is a fairly abstract model of orbiting satellites, and a whole space race victory condition, fortunately we had anticipated this one, though players would have liked a less abstract space race.

**POST LAUNCH ANALYSIS**

The main mechanism for feedback on SR:CW is on the BattleGoat and Paradox forums, with other feedback arriving through forums for various retailers, game websites, and other portals as well. Many of the issues that came up during launch have already been touched on elsewhere in this paper, such as the map, the economy, and some unit issues. Several areas deserve separate attention, however.

On the cosmetic side, Churchill and de Gaulle were not actually the leaders of the United Kingdom and France in 1949. The fans really noticed this issue, and pointed out a couple of flag errors we had as well. As mentioned earlier, the satellite maps missed a few geographic features that several users think we should have added.

Strategically, the diplomatic artificial intelligence seems to struggle with expanding spheres properly, especially as the United States, and it is not clear as a player how to do it. The United States should come into the time period friendly with a lot of people, but for gameplay reasons that momentum is not reflected; it would make the United States too powerful. Unfortunately, it creates a very poor Cold War when all of NATO joins the USSR and the United States does nothing about it.

Technology can be very unbalanced. Some units, especially 1960’s and early 70’s era do not really require any technology that did not exist in the early 50’s. Instead, it just took a long time for people to bother developing them. This gap, where you can jump ahead in technology and militarily is easily exploitable.

The world is round, the map in SR:CW is not, and the Pacific is bigger than portrayed. For much of the Cold War, the threat of missiles being lobbed over the pole with bombers in hot pursuit just does not fit right on a flat map. SR:CW created a strategic deployment option where a unit can be sent anywhere without seeing how it gets there (which is itself a system the player needs to learn). This has confused several people, and required some tweaking to unit ranges from historical accuracy. The Pacific had to be shrunk down a little for some path finding reasons. It is still big, although it looks a bit odd.

The SR:CW model of the United Nations is a fairly abstract notion that governs world trade, which is not really what the United Nation does. Being unpopular with the United Nations in SR:CW makes it impossible to buy goods, yet there are several countries in the game that were not even part of the United Nations for decades (notably the People’s Republic of China). In a game about waging war, it is a challenge to find a good role for an organization devoted to peace.

The United States has over 60 aircraft carriers in 1949, which is reasonably historical considering many are escort carriers. Unfortunately, this presents the player with a dizzying managerial task at the start of the game, and the artificial intelligence, which does not know how to disband units, can end up with an absurdly large navy of largely antiquated ships.

**SUMMARY**

As demonstrated in this paper, historical accuracy can be an interesting and important topic of discussion. Developers face many issues and challenges in this regard in the creation of their games, with far-reaching ramifications on the sale and reception of their games. This paper has highlighted many of these issues and challenges, using Supreme Ruler: Cold War as a source and reference for discussion.

---

\(^9\) [http://www.bgforums.com/forums/]
One area we have not discussed is tactics and doctrines. Tactics and doctrine tie heavily into the artificial intelligence system, and are a separate topic. Larger strategies, like strategic bombing (and its various euphemisms such as area bombing, or precision bombing) may have various abstract implementations, but more specific strategies like infiltration are somewhat different. Here, a believable model should try and deal with a historical strategy that is not successful, and try to change. The reactive nature of strategies and how they work with the artificial intelligence system is a large separate topic that requires further attention and study.
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ABSTRACT
The aim of this paper is to provide a brief review of research in the field of nonverbal communication as applied to ‘serious gaming’ applications. Serious games are designed with the primary purpose of applying simulation technologies to non-entertainment or ‘serious’ applications as opposed to solely entertainment applications. Although such applications may entertain, their primary purpose is to teach, train or investigate. One fine example is Microsoft Flight Simulator which has been used as the first step in training real pilots. Organizations are constantly intensifying their efforts to engage with their workforces and serious games offer a powerful approach to the training and skills development of a workforce.

An overview of virtual environments shall be outlined, along with a study of the natural processes of communication that exist between individuals in a face to face environment. Examining such processes leaves us with a greater understanding of the nonverbal aspects of group dynamics that should be supported in serious gaming applications to provide for more enriched interactions. Through such richer interactions group members can be better equipped to collaborate, train and learn in these ‘serious’ simulations.

INTRODUCTION
Serious games are a product of the convergence of game based methods and concepts with other ICT technologies and research areas. They can be applied to a broad spectrum of application domains ranging from training and simulation in industries such as education, military simulations, health care, emergency response management and planning, city planning, engineering and many other societal relevant topics and business areas (Sawyer and Smith 2008). In addressing pertinent literature, this review will aim to highlight relevant research regarding the virtual worlds and interaction environments in which these serious games are built. Also addressed in this review are the communication processes which should be supported in these applications, in order to provide an efficient communication framework which will foster the improvement of the learning process. This review will focus on group based serious simulations where positive group dynamics and intuitive nonverbal interaction are beneficial for effective negotiations and decision making.

The virtual worlds in which these serious games are constructed have become a critical aspect of social computing in the past few years, due to the latest technological advancements in user interfaces, graphics and networking technologies. Access to such environments has had critical implications for business, education, training applications, medical treatments and for society in general (Messingera et al. 2009). In such three dimensional spaces, members can engage in rich interactions with other inhabitants simultaneously through graphical representations of themselves (i.e. avatars) (Messingera et al. 2009). Many organizations and individuals have realised the potential uses and cost savings this alternative reality could incur, by enabling them to simply “step into the internet” to interact with their peers (Jarvenpaa 2007). The quality of these interactions is strongly correlated with the quality of the structures and software agents put in place to replicate the quality of real life interactions.

In discussing the use of serious gaming applications for task training in businesses where teamwork, collaboration and decision making are central, intuitive communication is paramount. Ideally, the perfect collaborative environment would cater for and support all channels and means of communication that are at the disposal of two individuals having a conversation face to face. Unfortunately this is implausible due to the technical nature of such systems and so most only support voice and text based communication. Other channels like gesture, expression and head orientation should be controlled subconsciously in order to reflect a real life communication scenario. Slater et al. (2000) outlines a number of explicit user interfaces that provide conscious control of non verbal cues. Unfortunately, such interfaces fail to reflect real life interactions where gestures are a subconsciously controlled.
VIRTUAL TRAINING ENVIRONMENTS

A virtual training environment is a system which is designed to support the training of a group, faced with a collaborative training task, or of individuals faced with training objectives in many virtual settings. It is important to provide an understanding of the collaborative training environments which support such virtual learning applications. They are essentially distributed virtual reality systems which support multi user access. The following definition describes these Collaborative Virtual Environments (CVEs) or Virtual Learning Environments (VLEs) as “…computer-based, distributed, virtual spaces or set of places. In these places, people can meet and interact with others, with agents or with virtual objects” (Churchill et al. 2001, pg. 4). These environments can also vary in representational richness, from 3D graphical spaces, to 2D environments and to text-based environments. These systems have become increasingly popular for their usefulness in collaborative serious gaming applications in which the sharing of information is central. One such serious game is 3DiTeams’ HumanSim (Virtual Heroes, 2007) which is used for medical education and the training groups. Fig 1 below provides a screenshot of the HumanSim application.

![Image](image_url)

**Fig 1**: The training of medical procedures and effective group work in HumanSim (Virtual Heroes, 2007).

Differentiating Space and Place

In order to create a suitable environment for human learning it is important to distinguish between space and place. Churchill et al. describes the space as a “physical (or digital) volume” that can house objects and where events can take place. (Churchill et al. 2001, pg. 6) The place, however, is determined by how that space is used to create the environment in which inhabitants will collaborate and learn e.g. the space may be a sports hall but it may also be a place for special functions or other meetings. So a space essentially becomes a place when it is appropriated and given social meaning. However, it is important not to simply endeavor to slavishly replicate a place or to replicate reality. Such resource heavy replication might not particularly improve the interactive experience, but restrict the use of resources that can. Real life collaborative training of groups involves the complex exchange of information between collaborators and therefore according to Churchill et al. (2001, pg. 9) the following key features should be the ones to be optimized to allow for meaningful interactions: shared context, awareness of others, negotiation & communication and finally flexible viewpoints.

Awareness and Interactions

In multi user serious games, awareness not only refers to the intentional awareness of the activities of participants around you but also of peripheral activities exclusive of the current task context. Such awareness, in turn paves the way for rich interactions and negotiations between fellow trainees. In order for a serious game to be successful, intuitive negotiation with fellow trainees of task related activities and also task structure in terms of responsibilities is essential (Churchill et al. 2001, pg. 10). In order to support this natural negotiation, tools must be put in place to support natural communication within the gaming application. To understand what these systems need to achieve, a deeper look at the natural process of communication is necessary.

COMMUNICATION IN TRAINING APPLICATIONS

Essentially communication can be described as the process of information exchange. Foulger (2004) describes communication as “the process by which people…construct representations of meaning such that other people can interpret those representations”. The reader can extract two important elements of communication from the above definition, namely meaning and interpretation. Communication can also be described as the process by which individuals interpret intended meaning, so without a meaning to interpret, and without the accurate interpretation of that meaning, the communication lacks integrity. In order for an individual to share meaning with another, there is always a certain gap to be bridged. When referring to serious games used for training groups, it is safe to assume that it is the communication structures that are put in place that will provide the bridges that will comprise the communication process between trainees (Foulger 2004).

There are two main categories of communication between individuals; these are verbal communication and non verbal communication. Ross Buck and C. Arthur Van Lear (2002) categorise verbal communication as the “intentional” use of language, be that signed, written or spoken and non verbal communication as the “non intentional” communication or underlying emotional states or meaning, through the processing of certain signals given “spontaneously” by the communicator. Social psychologists have argued
that more than 65% of the communicational information exchanged during a face to face encounter is carried on the nonverbal band (Fabri et al. 1999). Such a measure is difficult to calibrate and this can also depend on the context of communication which has resulted in varying percentages of the verbal/nonverbal ratio. However, it is given that there is a need to provide support for such channels of communication when designing a platform for remote group training of individuals.

**Nonverbal Communication in Collaboration**

Extensive studies have demonstrated and proven the extent to which facial expression, head nods, hand gestures, posture, eye gaze and eyebrow raises can determine how most utterances are interpreted or add underlying meaning to the obvious instrument of speech. It is these forms of bodily cues that can provide a background context for verbal negotiations and interactions in training applications (Beebe 1979). Training games are commonplace in many industries today. Military officers have been playing war games for a long time now, to learn tactical and strategic skills, and to learn from their failings in these mental contests. Training simulations and group learning has also been used by businesses around the world to train specific skills before practice. It is important to outline the role the non verbal communication plays in such a business or training context. Recent developments by Stefan Marks (2009) highlight the necessity to expand the support for non verbal channels of communication in serious games which is “still limited”. His work outlines the role that NVC can play in a surgical setting in serious games such as HumanSim and how gesture support can create a context for addressing people and objects (Fig 2). These concepts could potentially be applied to games such as America’s Army (Virtual Heroes, 2007) which aims to train military personnel teamwork and decision making skills.

![Fig 2: The non verbal addressing of an object (Marks, 2009).](image)

Whatever the task aim, or training goal, intuitive interaction with other participant(s) is crucial in establishing a shared and common understanding of the task or aim at hand. Beebe (1979) argues that this “meta-communication” or communication about communication can serve to repeat, contradict, substitute, complement, accent or regulate verbal communication. Should industry officials or training participants wish to ascribe truthful meaning from their trainee counterparts; much care should be taken in also interpreting the non verbal messages in their proper context.

**PROBLEM STATEMENT & CONCLUSION**

One of the most important features of training simulations is the presence of goals and objectives. In order to reach these goals and objectives, decision making is invariably a crucial part of the process. Caird-Daley et al. (2007) explain that many decision making problems in a naturalistic environment involve more than a single decision maker. Decision making teams, training cooperatively in a serious game, can comprise a number of individuals co-located or geographically dispersed. This can present challenges in terms of ensuring a sense of shared awareness and understanding of task specific information. Further research in psychology and neuroscience as conducted Zhang & Li (2006) has identified the critical role of emotion in decision-making and social interaction. Such games should aim to support conveyable emotion through their avatars, thereby aiding the decision making process.

In conveying emotion and nonverbal communication, Churchill et al. (2001, pg. 10), note that the gestures which would so greatly compliment verbal communication, are “often hard to achieve with embodiments where nuanced subtle gesturing is not easily supported”. To date many approaches taken to capture user data to recognize hand gestures have involved mountable sensors which are used for mapping a hand movement of to that of an avatar. (Fabri et al. 1999) In terms of capturing a participant’s emotional state or facial expression, which would be a great asset to interpreting accurate meaning, much research has been based on capturing fundamental human emotions as described in the works of emotional psychologists Robert Plutchik (1962) and Paul Ekman (1980). Most prototypic development of emotion capture solutions as applied to serious games to date, have solely been trained to capture a static and finite list of basic emotions, lacking the dynamic capacity of capturing other more subtle, unread emotions.

In reality there are many more human emotions that can only be recognized through a constant monitoring of a participants’ expression. Future research needs to address a more dynamic solution of monitoring all expressions, instead of searching for a trained few. The non-verbal channel of communication could be utilized to a greater potential, thus improving communication between participants of a serious game and carrying across a more natural process of communication, similar to that which exists between individuals in a face to face scenario. This enhanced nonverbal support, should in turn aid the decision making processes which are so central to most modern serious gaming applications.
FUTURE WORK

Given the preliminary nature of this research, there is much experimentation to be done. Quantifiable results are required in order to determine the usefulness of such dynamic emotion capture and its usefulness in group decision making. The design of such experiments should rely on strong reference from psychology literature in order to combine multi disciplinary research into a possible serious gaming contribution or application. Such an experiment may involve inducing emotion in a subject by undertaking a certain activity, while being concurrently assessed by a psychological standard for reading the emotion induced.
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ABSTRACT
Interactions such as discussion and negotiation in face-to-face work contexts strongly rely on non-verbal feedback. Such feedback provides indications of important negotiation states such as agreement or disagreement and understanding or confusion. The increasing popularity of groupware and its use by virtual teams for collaborative remote work necessitates the development of appropriate tools to manage the reality of distributed and remote work. Such remote collaboration is often hampered by a lack of social cohesion and such phenomena as participant multi-tasking. This paper outlines the experimental assessment of a proof of concept AI based software agent (Emotion Tracking Agent or ETA) for the real-time tracking of groupware user’s emotional expressions during virtual meetings. The software agent is designed as a novel approach to the removal of negative or unwanted effects of user multitasking and attention distracting behaviours in virtual collaboration and meeting environments.

INTRODUCTION
Groupware for remote collaboration has become increasingly important in recent years due to the growing number of businesses using distributed workers based in different locations around the world (Lojeski, Reilly and Dominick, 2007). Studies have established that companies such as Intel (70%), IBM (40%) and Sun Micro Systems (nearly 50%) already have high percentages of virtual and distributed workers (Lojeski, Reilly and Dominick, 2007). These workers can be based at home or abroad or may travel frequently making remote collaboration software the most convenient and economical means for these individuals to communicate with colleagues and clients.

In virtual and face-to-face meetings, one of the inherent problems described in the literature relates to the negative impact of multitasking in both traditional and virtual work environments (Appelbaum, Marchionni and Fernandez, 2008). Successful management of worker multitasking and the provision of appropriate solutions to specific problems caused by multitasking or inattention is of key importance to future work practices (Black and Hearne, 2008).

This paper briefly discusses the architecture and use of our prototype Emotion Tracking Software Agent (ETA) in tackling the negative impact of multitasking or task switching behaviours of users in virtual collaboration environments. The ETA is also used as a means to augment a user’s ability to communicate his/her non-verbal displays of emotional information to fellow collaborators, enriching their communication in environments which traditionally tend to provide poor support for non-verbal communication (Ekman and Friesen, 1975).

The research area of serious games is a diverse field, encapsulating any usage of game technology for purposes other than its primary entertainment use. Our developed ETA is designed for integration within many forms of virtual interaction environments, many of which are based on existing game technology and graphic engines. The environment which our ETA is integrated for testing is itself created with the Torque Game Engine developed by Garage Games. Further discussion of our agent and its usage in serious games application is described in (Smith and Redfern, 2010).

In the later part of this paper we describe a number of tests designed to assess the ETA’s usability and accuracy in recognising user’s facial expressions. An implementation study is then described where a number of subjects were tested in a communicative interaction in a Collaborative Virtual Environment (VRCGroups) in which the ETA was integrated, in order to provide feedback on the effect of inclusion of the agent in a groupware environment.

ETA ARCHITECTURE
The software agent was developed on a Windows operating system and the initial code for the neural network used in the project was taken from (Chopra, 2009) and is open source, written in C++ which has been extended and edited for our purposes. The completed neural network consists of three separate layers: the input layer which receives
numerical inputs, a single hidden layer and a final output layer in which a single emotion is identified as the dominant among Paul Ekman’s universal prototypic emotions (Ekman, 1980) (see Figure 1). As illustrated in Figure 1 there are 15 nodes in the input layer representing the angles computed using an input representation scheme, 15 nodes in the hidden layer and 6 nodes in the output layer (one for each of the prototypic emotions proposed by Ekman). The input representation scheme was chosen after a series of experiments were carried out using the marker coordinates recorded from the user’s face and an optimal scheme was determined through the use of cluster analysis which took the positions of the markers and computed 15 specific angles between them (see Figure 2).

The finished neural network was trained using 40 instances of each emotion (270 in all) and 10 instances were recorded separately for each emotion and used as validation sets for early stopping and prevention of over-fitting.

Figure 1. The basic structure of the ETA neural network, showing how raw marker coordinate data is processed through the network.

Figure 2. Illustration of 15 angles used in current analysis for the Angle Input Representation Scheme. Angles are labelled in order from a to o.

The data which is sent to our emotion recognition neural network for identification is recorded in real-time using an Optitrack FLEX:C120 optical motion capture camera (see Figure 3). This camera is an integrated image capture and processing unit which uses a B&W CMOS imager to captures 120 frames of video per second and an onboard image processor which transfers marker data over standard USB to a computer for display and post processing. The camera then preprocesses the record image frame, removing light from non-reflective surface which allows only the reflective markers to be detected in the correct lightening conditions.

Eleven tracking markers are placed on the user’s face at specific position to facilitate feature tracking and the coordinates of these markers are computed by the camera and sent to the ETA for categorization. Figure 4 shows the markers placed on a user’s face in their correct positions (Zhang, 1999). More information on the neural network behind our ETA is available in (Smith, and Redfern, 2010a)

Figure 3. Our chosen tracking solution, the Optitrack FLEX: C120 developed by Naturalpoint mounted on a standard tripod.

Figure 4. Tracking markers placed in specific positions on user’s face to facilitate feature extraction.

The ETA is developed in C++, and incorporates a Multi-Layer Perceptron (MLP), trained using back propagation (Stergiou and Signanos, 1996). Data is received from the Optitrack camera via the SDK. The MLP with backpropagation was chosen due to its prevalence in the facial tracking literature, and due to the flexibility it
afforded us in allowing users to record their own specific emotions and use them as training for the network (Pantic and Rothkrantz, 1999).

For the sake of experimental assessment of the prototype ETA, we integrated the agent within a Collaborative Virtual Environment (CVE) known as VRCGroups (developed previously by our research group) (Redfern et al, 2006). Inside this CVE, the agent tracks the user’s facial expressions at all times and prompts participants of the emotional changes of fellow collaborators inhabiting the same environment.

**ETA INFORMATION MODES**

Since the aim of the software agent is to increase users’ emotional awareness and attention in remote meeting or groupware environments, in VRCGroups when ETA functionality is enabled, the users are prompted with information relating to other participant’s emotional states in three separate communication modes. These modes are vocal (a recorded message prompts the user of fellow collaborator’s emotional states), textual (a chat message is sent to the user informing them of the emotion change of a fellow environment user) and visual (an emoticon icon appears over the head of the user whose emotional state has changed allowing easy identification of the user’s avatar). The user also has the ability to specify which co-workers they are interested in receiving information about, from the ETA to ensure that they are not bombarded with unwanted information which may detract from the interaction.

**EXPERIMENTAL ASSESSMENT OF ETA**

The neural network which forms the heart of the emotion recognition system for our ETA was evaluated in a number of experimental tests designed to gauge its ability to recognise each of the 6 primary emotions. The network’s abilities were also compared to the emotion recognition capacity of a group of human participants tested on videos of the same facial expressions as the network, in order to ascertain that it operated with at least the abilities of a human observer. This also ensured its performance was adequate for its real-time usage requirement, as a substitute for a user’s eyes, in keeping track of the non-verbal communication of other users outside his/her field of view. The final testing of the software agent took the form of an implementation study where the ETA was integrated in the VRCGroups environment in order to evaluate its contribution to reducing the negative effects of multitasking among users in such groupware.

**ETA Accuracy Experiments**

In order to determine if the ETA was as (or more) effective at classifying emotion from facial movements than human subjects, two tests were carried out. Firstly, we sought to discover how well a human subject could correctly interpret an emotion from the facial expression of another human being recorded displaying a number of expressions on video. This test entailed the simultaneous recording of a specific user’s facial movements using the FLEX:C120 camera and a digital video camera. The experiment sought to evaluate the recognition ability of the ETA neural network in comparison with human subjects. The videos recorded using the digital camera were displayed to a group of 15 subjects instructed to identify which of the 6 primary emotions (the 6 prototypic emotions proposed by Ekman were Anger, Disgust, Sadness, Happiness, Fear and Surprise) each video portrayed. The data recorded by the motion tracking camera (2D coordinates of facial markers) was sent as input to the ETA neural network in the same order as the videos were given to the experiment subjects. The results were then analysed and compared (accuracy was computed using percentage of correctly identified emotions from data and video).

Analysis of the results for the first stage of this test, which involved human subjects identifying emotions depicted in videos indicated that a high percentage of the test participants had a strong ability for emotional recognition. A 78% recognition rate was recorded surging this test which was in line with previous tests carried out in the literature such as the high average recognition accuracy of 89% published in (Susskind et al, 2007) and the relatively low accuracy of 69% published in (Zucker et al, 2008). The results appeared to be in the midpoint between both these previous studies which is verified further by a Chi Squared analysis of the results.

Analysis of the results of the second stage of this experiment, which involved the testing of the ETA neural network on the same data used in stage 1 to test human subjects, indicated that the network is strongest in the recognition of fear, surprise, happiness and sadness. The neural network displayed problems mainly with data sets representing anger and to a far lesser degree disgust. The overall recognition rate recorded during the test was 96% (that is 96% of all 270 facial expression were correctly identified), indicating that the neural network was superior to the performance of the human subjects in stage 1. This result was again verified statistically using a Chi Squared analysis.

**Implementation Study**

After accuracy of the ETA neural network was determined, an implementation study was then conducted with the objectives of illustrating the use of the ETA agent in its intended role and performing an evaluation of the completed prototype agent. The study involved evaluation of the provided benefits of the ETA software agent to a multitasking user’s understanding of information presented to him/her in the course of the study and his/her perceived effectiveness of the agent in enhancing emotional awareness and attention in the virtual test environment. The study involved the integration of the agent into VRCGroups. VRCGroups is a fully functional LAN based collaborative interaction environment which provides text and voice chat facilities along with application and work sharing tools for user collaboration.
By analysing the experiences of a number of individuals in the VRGroups environment, both with and without the use of the ETA, we intended to measure their emotional awareness under a multitasking remote meeting situation and evaluate the impact of the agent on their communication abilities in such environments.

The study comprised of two stages, involving a number of participants engaging in a remote meeting requiring them to juggle multiple tasks in parallel while simultaneously paying attention to another user’s presentation. The first of these stages required the participants to complete all tasks without the help of the ETA and the second repeated these tasks a month later with the ETA functionality included (a month between stages monied the learning effects which may have skewed the results of the study). A mixed quantitative and qualitative questionnaire was used to determine a participant’s emotional awareness in both stages and to determine the participant’s perception of the meaning of presented messages during the study. Another survey was used at the end of the second stage to allow participants to give feedback on the perceived benefits or disadvantages instigated by the introduction of ETA functionality. A side-task in the form of a short ten question IQ-style test was also given to the participants to complete in parallel with the main emotion identification and perception survey to induce multitasking. The results of this side-task were not important but the effect it had on the participants of the study was imperative.

Implementation Study Results

During the analysis of the study results a number of interesting observations were made regarding the effect of the ETA on subject’s attention and awareness in a remote collaborative and communicative interaction. During the study the subjects were required to identify the emotions portrayed in the voice of the presenter (who relayed information to the subjects from the CVE) at set points in the course of the each stage. The subjects were also instructed to describe the meaning of what the presenter was saying at these set points in order ascertain how well they understood the underlying messages portrayed. There were 19 of these points in total during each stage of the study. In the first stage, where the ETA was not used to help participants, the overall average emotion identification accuracy observed was 60 percent, which is considerably lower than the accuracy observed in the previous experiments from facial expressions. The results from the emotion identification portion of this stage are shown in Table 1 in terms of correctly identified, logically misidentified (such as anger mistaken for disgust), entirely incorrect and totally misidentified emotions. Although the number of participants in this study is too few to make any definitive conclusions regarding the ability of humans to recognise emotion from speech, this result still implies that the level of emotion conveyed from a person’s voice is considerably lower than that conveyed through facial displays.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Total Correct</th>
<th>Total Incorrect</th>
<th>Logically Incorrect</th>
<th>Incorrect Entirely</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject 1</td>
<td>11</td>
<td>8</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Subject 2</td>
<td>8</td>
<td>11</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>Subject 3</td>
<td>10</td>
<td>9</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Subject 4</td>
<td>13</td>
<td>6</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Subject 5</td>
<td>15</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1: Compiled results for individual subjects during initial emotion identification stage of Implementation study

Emotional Awareness and Understanding Observations

It is clear from the results displayed in Table 1 that the best performing participants of the study were Subjects 4 and 5, who incidentally were both of Chinese nationality. From further analysis of their descriptions recorded during this study stage, it became apparent that although their emotion accuracy from vocal tone was superior to the remaining subjects, their understanding of the underlying meaning of the messages was in fact inferior. This was likely due to the fact that English was not their first language which may have left them at a disadvantage. Comparisons made between these subject’s first stage descriptions and those recorded in the second stage, show a considerable increase in understanding, suggesting that the inclusion of the ETA was of significant benefit to these two subjects. Although the small number of subjects used in this study is not enough to make definite conclusions, this result still suggests that there may be possible augmented usefulness of such an emotion tracking agent in online interactions for non native English speakers.

In relation to emotional awareness, a number of subjects remarked in interviews that once the ETA informed them of the emotion being portrayed on the presenter’s face during the interaction, they were more aware of that emotion in the presenter’s vocal tone and the emotions in his voice seemed clearer and more pronounced. It was also noted that the ETA made it easier for them to recognise and distinguish problem emotions such as the negative emotions of anger, disgust and fear which were identified by subjects as being harder to differentiate or detect from the presenter’s vocal tone alone in stage 1 of this study. Positive emotions such as happiness and surprise were noted as easier to recognise from vocal tone than their negative counterparts.
The effect of the information offered by the ETA was evident from the descriptions given by the subjects in the second stage of this study. This was seen in the subject’s use of the names of emotions prompted by the ETA in their described meanings recorded in this stage. Analysis of participants’ descriptions in both stages of this study also indicated that certain linguistic modes were unfavourably influencing and complicating the subject’s interactions. The most dominant of these linguistic modes is the manifestation of sarcasm in the vocal tones of the presenter’s voice.

**Attention and Certainty Observations**

The use of more concise and detailed language during the second stage of this study by the majority of subjects also indicated an increase in understanding of the underlying message portrayed by the presenter. The usage of words such as “might be”, “seems”, “maybe” or “it appears to be” are prevalent in stage 1 giving the impression of a lack of certainty and sureness in the subject’s descriptions. During the second stage it was clear from the predominance of terms such as “definitely” or “does not” or “is not” or “is”, that there was a clear increase in the subject’s confidence and certainty in their answers. This improvement in the certainty levels of the study participants suggests a positive reaction to the inclusion of the ETA which complements the previously observed increases in the subject’s understanding and emotional awareness.

It was also observed that in stage 2, subjects tended to more often reference multiple elements of a section in their answers, and appeared to be more capable of describing the presenter’s attitude to these individual elements; this was not a phenomenon observed to such a degree in stage 1. An increased ability to break up the message into separate informational strings also indicated an increase in understanding of the underlying meaning which may be due to an improvement in the subject’s attention to particular details of the presented information. Many times in stage 1, the descriptions given by subjects, were unspecific and used general terms such as “this statement” to refer to the entire message as a whole. Such language use implied either the participants were not paying full attention or they were unable to adequately understand the information given.

**Multitasking Observations**

It became evident the further the implementation study progressed, that the experimental setup used may not have simulated multitasking to a sufficient degree since some subjects tended not to task switch, but rather to finish one task before starting another. This may have been due to the amount of concentration required for completion of the main task. This was apparent in the fact that some subjects noted in interview that the first stage without the use of the ETA, caused them to have to concentrate more on the presenters information task but in the second stage with the help of the ETA’s prompting, they were capable of concentrating on the side task more due to the abundance of emotional information provided which made the understanding of the meaning of the presented information much easier. Subjects stated that the juggling of two tasks was much easier if one of the tasks was aided by the ETA and it was clear when the increased accuracy of the subject’s descriptions in stage 2 is considered, that the overall interaction seems to have benefited significantly.

Another remark made by subjects in interview indicated that concentration was never really a large problem in either stage but they did note that it was definitely easier to focus and concentrate in the studies second stage. Some subjects revealed that their strategy for dealing with the side-task in the first stage consisted of choosing the easiest of the given questions to perform first, in order to allow more time to concentrate on the main presentation task. This was apparently not a problem during the second stage and most subjects stated that they tended to go from the first question sequentially to the last due to the lack of need to concentrate as much on the main task to the degree required in the initial stage.

**CONCLUSIONS**

We believe the the ETA solution has been successfully demonstrated to allow remote collaborators to more easily perform multiple tasks when one or more of these tasks involve a communicative interaction supported by the ETA. The results of this work and experiments have illustrated that the application of such an emotion tracking agent to remote collaboration tools has the capability to increase collaborating user’s understanding of vocal communication and increase their attention and ability to concentrate on the ETA supported interactions while engaged in side-tasks. Increased communicative abilities between collaborating users will help bridge the gap between real world and virtual world interactions and if such an agent is developed further to a commercially available product built on commonly available hardware then it would represent one step closer to ensuring the continued usage and growth of the remote collaboration industry.

The research related to the tracking and recognition of non-verbal displays of emotion carried out during this research project has demonstrated the importance of facial expression in the portrayal of emotion and meaning in an online communicative interaction between two or more collaborating persons. It was evident from observations made during the implementation study that without the accompaniment of facial expressions during a communicative interaction, the listening parties may exhibit difficulties in extracting the full meaning of vocally communicated messages. Clear improvements to user’s understanding and confidence in the correctness of extracted meaning were observed upon the introduction of the ETA prototype into the communicative process. During the implementation study it was also observed that the non-verbal feedback provided by the ETA adds to a user’s ability to more clearly understand messages from other participants where the person’s facial expressions are not directly in
view of the user.

**FUTURE RESEARCH**

A wide range of fields have been drawn upon and applied to this research and as a result a wide variety of important research problems have been uncovered. A number of these apply primarily to remote collaboration itself, while others are of more general interest to emotion recognition, non-verbal communication interfaces and cognitive science and psychology applications.

Uncovered limitations from assessment of the chosen research methodologies have highlighted a number of additional research studies which if conducted may benefit further assessment of the developed ETA in its use for tackling remote collaborator multitasking. Through analysis of the results, the implementation study appears to have been unsuccessful in its ability to fully simulate remote worker multitasking. To better analyse the agent’s benefits to multitasking remote interaction participants, a more detailed case study is proposed in which the ETA is employed in a real collaborative research situation over an extended time period.

In order to further assess the effects of the ETA on multitasking behaviours, it is proposed that a more realistic case study is performed in future work involving the use of the ETA in a full-scale online meeting between participants collaborating on a real-world unscripted task. Such a case study will also provide insight into the nature of current remote collaboration and help measure the extent in which multitasking truly effects such interactions.

Another more obvious direction to take in furthering this research is the replacement of the optical motion capture device with a webcam using robust image processing techniques to provide feature extraction and input for the ETA neural network. This would not only be more practical and less intrusive but also more economical if such an emotion recognition agent is to be eventually developed into a commercial product. Use of the ETA without specialised equipment beyond those required for remote work would minimise the boundaries which may arise from the extra expense and expertise needed to operate specialist technology. Much work has been done in developing efficient image processing algorithms for facial expression recognition in recent years and further research into the application of these algorithms for the ETA would undeniably benefit the future of our work.

It is also evident that future implementations of the ETA should apply greater focus on the support for tracking and recognition of non-universal emotions and states such as confusion, agreement and (dis)interest. The primary emotions used in the proof of concept prototype agent are od limited usefulness in real-life collaborative interactions, and thus research in order to extend the emotion recognition architecture to better deal with such states and emotions would be of great benefit.
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Abstract

Imagine yourself trying to interpret a theoretical sequence of actions for a given task from a procedures manual. The task implies doing a mental simulation of the spatial representation of all the theoretical actions. Visualizing complex spatial tasks is hard; practicing them in real life for the first time is even more complicated and many times involves correction via feedback from an instructor. We found that two systems that are under development as research projects that can be matched to improve instruction for cognitively complex tasks. Our objective in this paper is an attempt to combine a command and control system and a game-based ship simulator which will create an architecture for a powerful Live Virtual (LV) simulation system. Using this framework, we can bridge the gap between practical and theoretical instruction by providing instantaneous feedback to the instructor and After Action Review (AAR) to the student.

INTRODUCTION AND GOALS

The instructional cycle involved in a navigation and ship handling learning environment, such as a Naval Academy, requires many steps. The first happens inside a classroom where students make first contact with the theory behind how to handle a ship. In a typical a Naval Academy class students’ ages range from 18 to 22 years old; a group of young minds thirsty for more action than a slide show can provide inside a classroom. It is difficult to convey the principles of a large complex system floating in the water without brakes and tires moving on an imaginary highway in a classroom [7] [2]. In order to make the sometimes boring components of navigation and ship handling training understandable, hands on training is required. Most of the Naval Academies worldwide adopt hands on training aboard small Yard Patrol Boats (commonly known as YP) specifically designed for this type of instruction. They function as floating labs were students can experiment and put into practice the abstract concepts of the physics of a ship, and the procedures and rules of the road to safely move a ship from point A to B. Simulation can fill the gap between classroom instruction and hands-on training. This is exactly the concept that drives the design of Yard Patrol Simulator (YPSim), a game-based training system that is under development at the MOVES Department of the Naval Postgraduate School (NPS, Monterey, CA - USA) as a Master’s degree project. On the other hand, the Command and Control Support System (CCSS), another Master’s degree project developed at the PUC-Rio (Rio de Janeiro, RJ - Brazil), is a tool designed to provide Command and Control (C2) information in a 2D representation [4]. The CCSS design is based on the OODA loop (Observe-Orient-Decide-Act) [3], and presents a virtual environment rich with information necessary for decision makers act on the observation and orientation steps of the process. The type
of information that CCSS primarily handles is for battlefield situations, where unit positioning, weapon range, communications range, and valuable resources can be monitored. Managing this whole set of data rapidly can be crucial and decisive in the course of actions of a military campaign. The CCSS tool is a facilitator in the process, using computational and graphical techniques. To see the value of combining CCSS with YPSim into a new type of VE training tool, it is necessary to understand instruction from two geographically isolated perspectives. From the YP Boat perspective we have an instance of the CCSS onboard the YP, registering and streaming data from GPS, Radar, AIS, engine, rudder and audio/video. From the onshore classroom perspective we have a group of instructors and/or other students observing the training exercise in a close to real time 3D graphical representation of the YP, its state (engines and rudders), other contacts, and audio/video from the bridge, presented via an instance of YPSim. This architecture can optimize the flow of information feedback from the instructor, allow students to share experiences, and facilitate performance evaluation and AAR during a debriefing phase. Allowing the classroom instructor to view a virtual appraisal in a Live Virtual (LV) simulation is something new. Due to physical limitations of the YP and time constraints involved with being onboard, most of the time the classroom instructor is not present at the hands on training exercises, breaking a valuable link in the learning process. The integration between the two subsystems is possible via a 3G network connection using the commercial cellular infrastructure. The nature of the hands on training missions onboard the YPs allows good 3G coverage (less than 10km from urban coastal areas). The data exchange is handled by UDP packets in a Client/Server connection in a close to real time transmission rate.

This work will represent a completely new dynamic in the instruction of navigation and ship handling, where classroom instructors are able to effectively participate and observe students’ application of understanding theory.

RELATED WORKS

The use of Open Source software to develop visual simulation designed for naval training was described by Salvatore [14] and Ernst [5] in two Master’s degree theses at NPS. The Live Virtual (LV) simulation concept explored in this work is derived from Noseworthy’s [10] understanding of Live Virtual Constructive (LVC) simulation. The core of this paper is almost a continuation of Fruchey’s efforts to describe the possibilities of integration between LVC simulators for training [6]. In his work, Fruchey describes a very large scenario for battlefield training simulation where LVC instances would be connected to improve the training capabilities of the exercise. He believed that collecting sensor information from real components in the simulation would be a valuable tool for instructors’ and students’ analyses during an exercise. The challenge, described by Fruchey as "the most critical", would be the integration of all the components exchanging the data collected. Our work is a simplified extension of Fruchey’s approach.

TASK ANALYSIS

It is necessary to provide an overview of what kinds of tasks are performed during hands on training onboard the YPs. Having this concept cemented in the reader’s mind will lead to a better understanding of why the proposed integration is important. In order to achieve this goal, we decided to design a very brief task analysis of a general basic instruction at sea, using the Brazilian Naval Academy’s (BNA) framework as a base case. The YPs are the laboratory where students will experiment and effectively learn how the ship’s dynamics work, the forces and responses coming from the engine and rudder, how wind and sea currents will affect ship’s behavior, and so on. We can observe an example of this kind of vessel in Figure 1. The common situations trained onboard the YPs at the Brazilian Naval Academy are Navigation, Man Overboard (MOB), Mooring, Anchoring and Replenishment at Sea (RAS). These represent the very basic skills that a young line officers need to be proficient in when graduating from any Naval Academy. The focus of the present work is not on the use of YPSim as a tool for the student, but helping the instructor in visualizing and virtually participating in the hands on training process.

Figure 1: The Brazilian Naval Academy’s YP (left) and midshipmen at hands on training onboard (right).

Among the training situations listed above, hereafter called "missions," the restricted waters Navigation is the most interesting. Understanding what kinds of tasks are performed, by both student and instructor, during the Navigation mission will guide the analysis of the proposed system architecture (further detailed). Even though students go onboard as a group with different roles for each one of them (representing a navigation team at a ship’s bridge), this paper is more focused on the Conning Officer duty. The Conning Officer role is played by one of the students (usually senior grade) who is responsible for maneuvering the ship. He will issue
commands for the helmsman and lee-helmsman concerning engines and rudder respectively. The major goal of the student during Navigation mission is to move the YP from point A to point B, following a given route and respecting the rules of the road applied to general navigation to avoid collision with other contacts. The Conning Officer (our student) will receive suggestions for course and speed from the navigation team (who are responsible for accurately establishing the YP’s position on a nautical chart). He/she then decides to act or not by changing engine and rudder status, reflecting on speed and course changes in order to achieve his/her current sub-goal: reaching the next waypoint in the route or avoiding contacts deemed risky. This process is continuously repeated until sub-goals are achieved and eventually the YP reaches the end of the navigation route.

![Figure 2: Yard Patrol Simulator](image)

At the other side of the instruction process is the instructor. His/her role during the hands on training is a valuable resource to the student in case of doubt or an emergency situation. The instructor’s role is not limited to correction of the student’s actions or assistance during an unexpected situation. The instructor also observes the student executing his/her plan for conducting the YP from point A to point B. The expertise of the instructor gives him/her sufficient background to qualitatively judge the performance of the student. After every training mission onboard the YP, there is a rich list of topics (both positive and negative) that could, and should, be explored by instructor in an After Action Review (AAR) debriefing. Some cognitive scientists identify this phase of training as one of the most important in the learning process, when the student is able to explore mistakes made during intense cognitive processing and correct his/her actions in the future [1] [12]. Positive reinforcement coming from the instructor is also present during AAR and serves as an important motivational component. One of the biggest problems for conducting the AAR onboard the YP is the lack of a visualization environment where both instructor and student can review a specific situation early in the mission and observe detailed information, such as a turn that was made a few seconds after the ideal time. The heavy cognitive workload that a student, especially a novice, is subject to during missions makes it even harder to remember and associate exact situations with the reinforcements coming from the instructor. The use of a VE representing the mission scenario during AAR would be a valuable tool that could help the student’s recall, using spatial information for an enhanced debriefing. CCSS is a system that is primarily designed to control the flow of information in a saturated complex environment, such as a battlefield [4]. Using CCSS’ functionality aboard the YP, instructors would be able to filter, organize and share training information, addressing some common issues faced by both instructor and student. Both instructor and student actions are following an OODA cycle that could be enhanced using CCSS. Another important aspect of the tasks conducted by the instructor during hands on training is real time feedback. This type of reinforcement is provided by the instructor a short time after or before a given situation. Usually real time feedback is given in situations where safety is a concern and a student’s actions lead to negative training.

**ARCHITECTURE**

This section introduces a detailed description of the YPSim and CCSS systems, and the proposed Integration Interface. The operation, capabilities and limitations found in both systems will be discussed, focusing on their use as an instructional tool as an integrated package.

**Yard Patrol Simulator**

Yard Patrol Simulator (YPSim) is a game-based system that is under development as part of a Master’s degree thesis at the Modeling in Virtual Environments and Simulation (MOVES) Department at the Naval Postgraduate School (NPS). The application is designed to provide a 3D Virtual Environment using Delta3D [8] [14] [5] open source game engine with a real time physics model of a Naval Academy Training Ship having multiple scenarios as shown in Figure 2. The software’s main use is focused on single-user missions where Naval Academy midshipmen (the primary user population) can practice and experiment navigation and ship handling concepts previously acquired in classroom instruction. YPSim hardware requirements allow it to be used on a regular PC with graphics cards supporting OpenGL 2.1 or above and CPU greater than 2.0 GHz. Users can practice some of the maneuvers they will be tested on during the hands on part of their education. From a regular navigation mission, where you can learn about ship dynamics and rules of the road, to a complex Replenishment at Sea (RAS) type of maneuver, YPSim offers an experimental lab where midshipmen can learn practical concepts at a level between classroom and hands on training. Regular LCD monitors are used to provide visual output to the system while regular keyboards/mice are used as default input devices. Using UDP packets under a Client/Server architecture, YPSim provides multi-player capabilities, allowing students to play missions where two or more units are re-
Features of YPSim of special interest to an instructor are a remote 3D scene representation of hands on training. YPSim has a built-in radar module that simulates the YP’s navigation radar, being able to receive and plot Radar/AIS (Automatic Identification System) contacts information coming from the real YP. In this way, instructors would be able to share the same contact lists, facilitating the understanding of student’s current plan of action. Another valuable source of information is the camera positioning flexibility provided by YPSim, where user can toggle between 4 modes: first-person (inside the bridge), third-person following the ship at a fixed position, third-person orbiting around the ship, and third-person using a fly motion model. Analyzing the scenario from different perspectives is a very important feature regarding AAR in a debriefing phase, when instructors can point out students mistakes from different perspectives. Accurate 3D models of the area of operation can represent position of aids to navigation (buoys, lighthouses, alignments, and land marks) replicating the real world scenario. YPSim uses OSGOcean to render the ocean surface and affect ship’s dynamic response to swell. A situation display constantly presents information about the engines’ RPM, rudder angle, heading and depth – providing a good understanding of the ship’s status.

**Command and Control Support System**

The Command and Control theory of John Boyd [3], a 20th century military strategist, allow us to introduce computing techniques that are able to speed up the OODA loop (Observe–Orient–Decide–Act), especially on observing and orienteering steps. Command and Control Support System introduces a low cost framework capable of monitoring people, vehicles, boats, or any other elements of interest, almost in real time. The goal of this design is to gather and present the best possible information for decision makers.

For a better understanding about Command and Control Support System, it is essential to explain its pipeline. Looking at the Figure 4 we can identify two main blocks: monitored element(s) and stateful station. The monitored element contains some portable electronics devices such as a small computer, a 3G modem and a GPS logger.

As the proposed framework must be able to monitor from military vehicles or vessels to a soldier, we had to look for hardware that possessed the following characteristics: (a) light, (b) small, and (c) good battery life. So, we found on the market the Igot-U GT-600 GPS logger, the PC2 computer, the Tekkeon MP3450 R2 battery, and the MIMO monitor according to these requirements.

We should note that these characteristics are mainly required by “monitored elements”, as the “stateful station” could be installed in a room. In this case, the devices used need not be light or use external batteries.

Figure 7 shows the hardware used by Monitored Element(s).

The main idea was to write a script, in our case we use Lua [9], able to do the parsing of National Marine Electronics Association (NMEA) data, received by the GPS logger, and transmit/store a record with information such as current speed, latitude, longitude and travel direction. After the parsing we insert all this information in two databases: local (monitored element) and remote (stateful station). The connection with the remote databases is established through a 3G modem. Actually, any remote connection technology can be used (wi-fi, radio, satellite...).
Using a specific application built to handle such data, both members of the system (monitored element and stateful station) can access a display that shows an icon representative of the georeferenced monitored element. The framework is still able to keep audio and video communication between the monitored element and the stateful station through any communication software such as Skype, MSN, Ekiga...

An example use case can be found in [4]. In this case, the application developed has the goal of providing, in a unique environment, some relevant information to the high command, such as:

- 1– Sketch graphically, in interactive time (near real time), the monitored elements of a force deployed in theater operations as well as the information about speed and direction of travel of these elements;
- 2– Provide information graphically, about the line-of-sight, the weapon range and the radio range of the monitored elements;
- 3– Present thematic layers with various coordination and control measures used in military operations, such as goals, boundaries, landing beaches, among others;
- 4– Record in a database positions occupied by monitored elements allowing the reconstruction of their itinerary;
- 5– Enable virtual position simulation of monitored elements, allowing the establishment of retransmission stations.

We can observe a screenshot of this application on Figure 5.

**Integration Interface**

Despite both systems’ (CCSS and YPSim) network capabilities, they are not primarily designed for this interoperability mode. YPSim and CCSS do not share the same network protocol for message traffic and this is the major issue to be addressed in this work. Another consideration needs to be made regarding both applications’ handling new data fields that are required for this integration. In this subsection we will present solutions for a common protocol and what changes need to be made in both applications, such that the integration is possible for this specific use as a training tool.

The first consideration is about the audio and video connection. CCSS relies on freeware VoIP applications such as Skype or MSN to handle this communication between instances [4]. This work is not intended to modify this simple, but efficient solution preserving the same concept to the proposed architecture. Regarding the YP state data package (position, course, speed, engine RPM, rudder angle, etc), CCSS originally used TCP socket connections between its instances for messages exchange. This approach assures reliability in the network but has the drawback of higher latency, a big issue for real time simulations [11]. YPSim, at the other hand, adopts a UDP socket connection using a very simple and fast protocol composed of two types of data packets in a Client/Server connection. It is clear that both systems cannot talk to each other without changes in the
network implementation following protocol standardization. Between the reliability and high latency of TCP and uncertainty and low latency of UDP, we opted to use UDP sockets in our integration. The system relies on a Client/Server architecture with very simple packets. The Server, represented by an instance of YPSim running in a classroom or office, opens UDP port 3000 and waits for a connection. The Client, represented by an instance of CCSS running on board the YP during the training exercise, requests a connection by sending a CONN_REQUEST packet containing its ID number. Once the Server acknowledges the request and accepts it by sending a CONN_ACCEPTED packet, the Client starts sending data packets containing information for the virtual simulation on YPSim. In order to represent the VE instance of the training exercise that is happening on board the YP, CCSS sends out two types of data packets: YP_DATA and CONTACT_DATA.

Figure 6: A block diagram representation of the integration

The first packet, YP_DATA, holds information about the YP state at a given moment that will make possible the virtual representation of the YP in YPSim. The virtual simulation needs information about what is happening at that moment inside the YP concerning the navigation/ship handling exercise. In order to do that, this packet contains the following fields:

- Header (packet name + YP’s international call sign);
- YP’s position (LAT/LONG);
- YP’s heading (0-359);
- Course (0-359);
- Speed (in knots);
- Turning rate (in degrees/sec.);
- Linear Acceleration (single value for speed);
- Angular Acceleration (single value for heading);
- Engine RPM (two floats, one for Port Engine and one for Stbd Engine);
- Rudder Angle (one float, assuming both rudders acting in sync);
- Apparent Wind (two floats, one for speed and one for direction).

YPSim uses a transmission rate of one data packet every 15 frames, or two packets per second considering an average of 35 frames per second under normal operating conditions. This heartbeat rate [13] was proven to be satisfactory in previous tests of YPSim thanks to the low velocities (linear and angular) involved in the simulation and second order dead reckoning algorithm used (accounting for velocity and acceleration) [13]. Using the information provided by CCSS running on board the YP, the instructor is able to understand and better visualize the YP’s location, its movements, and governing actions applied by the student (rudder and engines). The instructor virtually follows the student’s actions and qualitatively evaluates if his/her decisions meet the best practices according the theory of ship handling and navigation. The apparent wind information also provides a valuable resource to better understand the environment where the exercise is taking place.

The second packet, CONTACT_DATA, holds information about other ships in YP’s vicinity. This information can be extracted primarily from an Automatic Identification System (AIS) equipment, when installed on board the YP. Information about contacts close to the YP helps the instructor to visualize the scenario and understand student’s intentions while maneuvering. This data packet can be less complete and contains only the basic information necessary to make corrections in YPSim, applying only a first level of dead reckoning via velocities (speed and turning rate). The following fields will represent our CONTACT_DATA packet:

- Header (packet name + contact’s international call sign + type of ship);
- Dimensions (length and beam);
- Position (LAT/LONG);
- Heading (0-359);
- Course (0-359);
- Speed (in knots);
- Turning rate (in degrees/min.).

A secondary source of contact information, for building a CONTACT_DATA packet, can be navigation radar equipped with Automatic Radar Plotting Aid (ARPA) capabilities. When using Radar as a data source, the Tracked Target Message (TTM) NMEA sentence is parsed and position is converted from bearing and range to Lat/Long. TTM sentences coming from radars do not provide as detailed information about the target as the AIS does, therefore these fields (call sign, type, dimensions and turning rate) in this package will be filled with 9, flagging radar as the source. Because of the nature of the source of information (AIS or Radar), contacts are not updated as frequently as the YP itself. This implementation will consider a fixed heartbeat of 5 seconds.
between data transmissions of the same contact. Position and orientation of contacts between updates are calculated using a first order dead reckoning algorithm that uses only course and speed as parameters [13]. Contacts that are not updated after a timeout of 120 seconds will be automatically removed from the virtual simulation running on YPSim.

Another auxiliary packet is required to remove entities, both YPs or contacts, from the simulation. The QUIT_REQUEST packet is responsible for this job, transmitting to the Server the ID of the entity to be removed, i.e. entity’s call sign. Upon receiving this packet, the Server (YPSim) automatically removes the entity from the world without sending any acknowledgment message back. After sending the QUIT_REQUEST packet, the Client automatically stops sending updates relative to that contact or itself. The QUIT_REQUEST is just an attempt to advise the Server that the contact’s updates will cease. If the Server does not receive this UDP packet, a timeout will fire and the entity will be removed after 120 seconds of inactivity.

CASE STUDY

A typical application of the proposed framework is for a student that needs to learn how to execute a precision anchoring task. As the Conning Officer of a YP, he/she learned a series of complex procedures to correctly move the YP from a given position A to the anchoring position B. Ship handling manuals could vary a little on how to execute this maneuver, but the precision anchoring task will be composed of basic navigation (as described in Task Analysis Section), with systematic speed reductions as the anchoring position approaches. A set of verbal instructions must be passed to the Boatswain, located in the YP’s bow, reporting readiness for anchoring as the ship approaches the goal position. Suppose a precision anchoring task is executed on board a given YP under local supervision of the YP’s Commanding Officer (CO) and remotely monitored by the student’s classroom instructor located at the Naval Academy’s navigation laboratory (NavLab). One week before, the Naval Academy Instructor taught all the procedures of the precision anchoring task to student and his classmates. The instructor is not confident that his class mastered this topic, since it has some complexity that is hard to memorize from classroom slides and procedure manual pictures. This week students will be tested on this topic during a hands on training exercise on board the CO’s YP. The instructor and a group of students will be able to remotely observe this activity by using a version of YPSim that is installed at the academy’s NavLab. This instance of YPSim is linked to a version of CCSS running on board the YP, transmitting data for position, engines, rudder, apparent wind and other contacts tracked from Radar or AIS. YPSim and CCSS will also be connected by audio and video streamed using the same link, a 3G commercial cell phone network. The instructor hopes to gather enough information to evaluate how well his instruction was retained from one week before, focusing on improvements for future classes. He also wants to give a chance to highly motivated students from other classes to remotely observe this maneuver, hoping to trigger discussions about the actions taken on board. Even though the YP is 5 Nautical Miles (NM) from the Naval Academy, the instructor can interact with his student and the YP’s CO.

Imagine now all of the many actions that occur in a given training exercise on a given day. In a debriefing with the instructor the next day of class, it is unlikely
that a sufficient part of the instruction will be retained. It is true that good and valuable feedback is provided by the YP’s Commanding Officer during the hands on training or even minutes after the exercise. The point explored in this framework is the possibility of recording exercise data in a database for later debriefing and a possibility of interaction in real time between the classroom instructor and his/her student, a key link in the instructional process. The instructor has now a chance to (at any later time) evaluate the level of instruction provided in the classroom, check if the methods used fit the hands on training expectations and also qualitatively evaluate how the students transfer the knowledge from the theory to the practice.

CONCLUSIONS

This work presents a framework that integrates two conceptually different systems that could work for the same purpose: improving navigation and ship handling instruction at Naval Academies. Integration between CCSS and YPSim is possible using UDP socket connections via a 3G cell phone network with a few changes both of the existing software infrastructures. An integration interface can be created, making data transfer possible from a YP engaged in a training exercise to the monitoring station at the Naval Academy. It is important to reinforce that the Live Virtual (LV) simulation framework presented in this work is generalizable. In this work we used an existing ship handling and navigation simulation (real YP + YPSim), however environments such as medical, battlefield or flight simulations, could also benefit. Virtual representation of the monitored student during hands on training expands the eyes of the instructor to a new horizon that extends beyond the walls of a classroom, providing a better instructional environment for complex tasks.

FUTURE WORK

The concept proposed in this work needs experimental proof. Higher levels of interoperability with other live Virtual Constructive (LVC) simulations could be achieved using DIS or HLA protocols, instead of a simple UDP. CCSS is not ready to handle AIS and TTM NMEA sentences, but an extension of the original parsing capabilities of CCSS could be made. There is no reason not to have multiple Client connections with the YPSim Server, although this work was focused on an architecture using a single instance of CCSS connected to YPSim. The use of multiple instances of CCSS and YPSim could be useful in future work exploring tactical maneuvers exercises, where more than one YP is engaged in the same task.
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ABSTRACT
The smartphone, enabled with GPS, accelerometer, compass, camera and 3D graphics capability has transformed how we use our mobile phones. One area that smartphone and smart 3D content can add significant value to is the area of communicating history and heritage. We can now develop apps that are akin to virtual time travel experiences. This paper discusses the deployment of the very first GPS guided full 3D reconstruction of an ancient environment on to iPhone and iPad, the Lost City of Clonmacnoise.

INTRODUCTION
Communicating the life and environments of past generations has until recently been largely done through written text. A picture says a thousand words because it is our visual sense that best helps us to understand concepts. First hand artistic records of historic environments are few and far between and so we rely on skilled artists to visually translate the interpretation of historians and archaeologists. Until recently, such interpretations have been still images. In the last 10 years, digital artists have been able to animate their 3D reconstructions and produce movie-like animations of past environments. Such animations are however passive viewing experiences. The gaming industry revolves around engagement and so has developed technologies to allow people to interact with highly realistic 3D virtual environments. When high fidelity game engine graphics, mobility, artistic skill and historical insight are combined, one can create a highly engaging way of communicating a past environment.

THE SMARTPHONE AS A HERITAGE AID
Heritage sites have been using technology to enhance visitor experiences long before the development of smartphones. The most common of such aids have been headsets with pre-recorded audio narratives which tell the story of an historical location. The visual screen associated with a smartphone now allows a picture to be relayed with that audio narrative. An application or app for short, is normally developed containing visual and audio information about the historical location.

Presently there are two main types of apps currently used for the communication of history and heritage, digital book apps and augmented reality apps. The app discussed here forms a new class of app, interactive 3D virtual world apps.

Digital book apps
A good example of such an app would be the Clare Ecclesiastical Trails iPhone and iPad app [1]. This app has transferred the information from a booklet of the same name (Harrison, 2007) about the rich collection of churches in County Clare, into a simple but engaging app. However, it has made use of the phones GPS and also provides an interactive map which can give the user direction and distances to points of interest.

An enhanced version of this sort of app would be the Dublin City Walls iPhone app [2] which has also incorporates voiceover and some pre-rendered 3D animations. The animations show the user how Dublin would have looked like at a point in time from a select number of locations.

Augmented Reality apps
These are becoming very popular and are simply layers of information superimposed on the live camera view of a user’s phone. The information relates to what the user is seeing through the camera. An innovative use of such technology would be the Haunted Planet apps [3], developed by the National Digital Research Centre associated with Trinity college in Dublin. They use ghostly characters superimposed on the live camera view to tell a story and instruct the user to collect clues as they travel around a site.
Interactive 3D Virtual World apps

This is the new category of heritage app discussed in this paper. It has not yet become established largely due to the technical challenges that a phone has in rendering 3-dimensional virtual real world environments in real-time. It does not rely on a phone camera as the entire ancient environment has been re-constructed in 3D. The virtual environment is geo-referenced enabling the use of the phones GPS and gyroscope. This means that when a user is on site, their movement on the ground controls their movement through the virtual environment on screen. When a user is not on site the app can disengage the use of GPS and use simple touch screen controls. This is its major advantage over augmented reality apps which require users to be on site as they require the live view from the camera to add context to the background. This sort of app offers far more user engagement than a digital book app and allows a user to virtually explore an ancient world. One can explore either aided by helpful guides or unaided where the user can enjoy the process of discovery as tourists do in the real world.

MAKING THE LOST CITY OF CLONMACNOISE APP

Clonmacnoise today bears little or no resemblance to the bustling early medieval city that existed between the 9th and 11th centuries. Today it is a quiet rural township in the centre of Ireland. A 1000 years ago, however, it was on the crossroads of the two most important travel routes in ancient Ireland, the River Shannon and the Eiscir Riada (a long winding glacial esker ridge which traverses the country east-west). The Monastic City of Clonmacnoise had a Cathedral and up to 9 churches, the ruins of which remain today. The settlement was spread over several kilometres with a population of several 1000 people. It went into decline, however, from the 12th century onwards, with successive raids by the Normans and eventually Cromwellian forces in the 16th century ransacked Clonmacnoise. It never recovered from this and since then it has never again functioned as a working monastery.

The challenge was to reconstruct this Lost City of Clonmacnoise and make it available on an engaging and informative iPhone and iPad app. The app development process involved 3 main elements;
1. Digitally re-constructing in 3D the City of Clonmacnoise
2. Optimisation and Level of Detail work.
3. Porting the model on to OGRE, an open source 3D rendering engine.
4. Adding user interface elements, which include pop-up information on some selectable buildings.

Reconstructing the City of Clonmacnoise

This phase involved 3 main stages;
i) Research and consultation with known experts on the history and archaeology of Clonmacnoise to assemble a layout map (Murphy 1998, MacGowan 1985, and Manning 1998) see Figure 2.

ii) Graphically model in 3D all known buildings, tools and artefacts from the time. This was a slow iterative process with significant consultation with experts to insure that the buildings represented the best accepted knowledge of the time.

iii) Assemble a geo-referenced terrain surface and re-create surface textures of rough grass and roadways and minor pathways.

Optimisation and Level of Detail

The memory limitations of the iPhone and iPad are such that the efficient use of level of detail (LOD) was absolutely necessary. It was also an aim to keep the frames per second (fps) as constant as possible. On average 20fps were achieved with no less than 10 fps at any given time. Each 3D object in the app contains four LOD as shown in Figure 3 below.
iOS DEVELOPMENT

The *Lost City of Clonmacnoise* app is written for iPad, iPhone 4, and any iOS device of the same or later generation. It is written in a mixture of Objective-C, C++ and C and uses many different frameworks and libraries to achieve its functionality.

In this section, the technology used will be discussed, followed by the various stages of development and finally challenges encountered in writing a 3D app for iOS and some of the solutions devised will be presented.

Survey of Graphics Engines

There is only one way to render a 3D environment on iOS: OpenGL ES [4]. However, a programmer can decide how much support is available by choosing appropriate libraries. Some libraries provide full game engines, including audio engines and physics simulation engines, and others provide only simple graphics engines.

For example, the PowerVR Insider SDK, provided by Imagination (the maker of the iPhone’s GPU), provides support for 3D arithmetic, loading 3D model data, loading texture data and text rendering. This SDK is relatively simplistic and still requires the user to interact directly with OpenGL.

At the other extreme are game development tools such as Unity [5], which go beyond simple 3D programming support and include features such as 3D world building tools, user input processing, audio output, scripting, and app publishing tools.

In the middle of this broad spectrum various commercial and open source graphics engines exist, such as OGRE [6] and Irrlicht [7].

The requirements for the graphics engine were as follows:

1. **Strong iOS Support** Many great engines do not support iOS or OpenGL ES. Others have been ported to iOS but are poorly maintained.

2. **3ds Max Integration** As 3ds Max is the tool used to create the Clonmacnoise environment, it was important to choose an engine that allowed the environment to be exported from 3ds Max with ease.

3. **Customisation and Flexibility** The ability to quickly fix bugs and make improvements through updates is essential for any app. Open source libraries provide this freedom, as the programmer does not have to rely on the library’s vendor to make the necessary changes.

OGRE was identified as best meeting these criteria. Low-level libraries such as the PowerVR SDK do not provide any integration with 3ds Max, and closed sourced, high-level tools with limited programming APIs such as Unity do not provide the flexibility required. Ogre strikes a good balance in this area, and compared with other open source options it is well maintained by its community and has a good variety of commercial and free third-party tools and extensions available.

Designing the Content Pipeline

The content pipeline is the set of processes that are applied to an artist’s content to compile it into a format loadable by the application at runtime. In this project we decided to use the commercial third-party library OgreMax [8] to export content from 3ds Max to files. These files are then processed by a set of Ruby scripts that identify and remove unused materials, as well as to convert textures to the required dimensions and format. These resources are then output to a directory that is archived into a ZIP file to be loaded by OGRE.

Handling User Input

To encourage a high level of interactivity, many different input sources were used. These are listed below in detail.

1. **Touch** The user can touch terrain to mark their desired destination. The app’s camera will then begin moving to the position on the ground that the user touched. To move the camera orientation the user can drag a finger across the screen.

2. **Accelerometer** The user can opt to use the accelerometer in place of touch to change the camera’s direction. By using the accelerometer, the direction of the force of gravity on the device can be measured and translated into a rotation on the horizontal axis (i.e., the user can look up and down).

3. **Magnetometer** To allow the user to look about the vertical axis (i.e., left and right), the magnetometer is used. This is a digital compass embedded in recent iOS devices that can give the device’s azimuth as it rotates. The iOS SDK provides functionality to approximate true north based on the magnetometer’s reading of magnetic north and the GPS’s reading of the user’s position.

4. **GPS** GPS input is used to control the user’s position automatically. When using this functionality, the user does not touch the screen to move around in the environment, but as they walk about their position in the 3D world is constantly updated to reflect their position in the real world.

Terrain and GPS

As mentioned previously, there are two ways for the user to indicate their position in the world: direct touch input, or GPS input. Direct input is relatively easy to implement. When a user touches the screen, a raycast is performed to discover where in the environment they touched. This point is then set as the camera’s position, and is transitioned to with a walk animation.

The GPS input is more challenging because GPS coordinates must be translated to a position in the 3D environment. First we define a coordinate to be the origin of the virtual world. The origin (0,0) was chosen to be an easily identifiable point on the ground, in this case, the northwest corner of the cathedral.
Degrees of latitude are parallel so the distance between each degree remains almost constant at approximately 111 kilometres apart. The range varies slightly between the equator and the poles due to the earth’s slightly ellipsoid shape but the effect is so small over just a few hundred metres to render its effect insignificant for the purposes of geo-referencing the virtual city of Clonmacnoise.

However, longitudinal angles result in different ground distances depending on their latitude: one degree at the equator is a 111.321 kilometres which gradually shrinks to zero at the poles. However given the small longitudinal area covered by the 3D model, it was decided to use a constant as with the latitudinal conversion. The constant used is exact at the origin, but does introduce a slight decrease in the model’s longitudinal accuracy as the user moves north or south of the cathedral. This error, however, is well within the +/-10m accuracy of an iPhone’s GPS sensor.

Equation 1 below shows the calculation for approximating the user’s position in the virtual world. \( pos \) refers to the user’s position; the coordinates read from the GPS sensor. \( offset \) is the latitude/longitude of the origin of the 3D environment. \( k \) refers to the pre-calculated constants discussed above.

\[
(x, y) = (k_{lat} \cdot (pos_{lat} - offset_{lat}), k_{lng} \cdot (pos_{lng} - offset_{lng}))
\]

Equation 1 Calculation of the user’s position in the virtual environment from the GPS coordinates

Of course, these calculations only provide the user’s position on a flat plane. In order to calculate the user’s position in a 3D world it is necessary to calculate an appropriate \( Z \) value too. This could be done by performing a raycast of every frame to find the height of the terrain under the user but this is a very expensive operation to perform. Instead, a height map was generated from 3ds Max which is loaded by the app at runtime. The user’s position on the horizontal plane is used to identify a pixel in the height map image, and the colour value of that pixel determines the user’s height, where black is low and white is high as shown in Figure 4.

Enriching the Environment

Graphical content alone is not enough to make a virtual world come alive. Audio and text were added to create a true multimedia experience. Audio is powered by OpenAL and comes from many sources in the environment: gospel readings in Latin can be heard coming from the cathedral; the sounds of hammer and anvil can be heard from workshops; and farm animals make sounds from their pens.

Some objects in the world contain multimedia annotation. When these objects are tapped, the user has the option to display a multimedia document describing the object. These documents are written in HTML and are limited only by iOS’s very advanced web browser engine (WebKit). These documents are loaded and displayed within the app and are stored offline so that network connectivity is not a prerequisite for enjoying the tour.

Optimising Performance

The final stage in iOS development was optimisation. Four main categories were identified as targets for performance enhancement:

1. Frame-rate The biggest optimisation challenge was frame-rate optimisation. This required creating LOD (Level of Detail) meshes for each object in the world, as previously. Furthermore, the far clip distance was set to an empirically determined value to skip rendering of far objects. Fog was added to make this clipping appear more natural.

2. Memory usage As the environment is quite large, original prototypes often crashed when the iPad/iPhone ran out of memory. By reducing the size of texture data, the amount of memory used was greatly reduced. We also decided to preprocess texture data into a format that can be loaded directly into video memory. By doing this the system memory does not need to be used to decompress and convert texture data before loading to video memory.

3. Load time Load time may take up to 20 seconds, and as the scale of the environment is not large enough to facilitate a lazy loading of resources, there were no realistic solutions to reducing this load time. By adding a loading screen, however, with real-time updates of percentage of content loaded, it is hoped that users will have more patience with the software.
4. File size The App Store only delivers apps under 20MB to devices connected via a mobile network. Larger apps require a Wi-Fi connection for deployment. With this in mind it was very important to keep the file size below 20MB. To do this support for the ARMv6 instruction set required by old iOS devices was removed, duplicate geometry was instanced to remove redundant mesh data, texture resolution was scaled down, image resources such as loading screens and maps were optimised, and the length of audio was limited.

CONCLUSIONS

Although testing has been limited to a small number of private beta testers so far, the overwhelmingly positive reaction thus far indicates that this type of smartphone heritage app provides a new way for people to engage with history, be it for tourist or educational purposes.

It does however require a lot more effort to put together than the existing digital book or augmented reality apps, and whether the users feel that this is merited in the enhanced experience waits to be seen.

From a technical standpoint, libraries such as OGRE significantly ease the development process but iOS devices still have comparatively limited hardware that demands a lot of work in order to deliver an enjoyable user experience, especially with such an ambitious project. However, with an intimate knowledge of iOS, the iOS SDK and supporting frameworks, and the C family of languages supported by iOS, it is possible to achieve impressive results.

FUTURE WORK

The app is currently set as a virtual ancient world explorer tool. Adding game play elements to the app was explored but it was felt that the scale and dimensions of the virtual environment was not conducive for an engaging game. For this reason, it has been decided to leave it as a virtual ancient world exploration tool. A separate 2-dimensional resource management game based on Clonmacnoise, is currently being created for Facebook which will eventually have links with the app and allow users to go from educational to gaming experience and visa-versa.
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ABSTRACT
This paper proposes a framework for human interface device for Video Games. Generally, a certain input device is designed to transmit its input data to its designated output devices. However, in some cases, it would be necessary to transmit the input data to other types of devices besides such designated output devices. For such situations, the proposed framework provides common protocols to exchange data among input and output devices based on Server-Client mechanism. Therefore, even when different developers individually make programs for each input and output devices, with the use of the framework, data communication among them will be possible without any modifications of the programs. To clarify the usefulness of the framework, this paper shows a serious game example, i.e., a rehabilitation game, developed using the framework.
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INTRODUCTION
Recently, various types of mobile devices like iPad, iPod and Android tablets besides smart phones have become available and popular. Since these devices have various functionalities, it is possible to use them in many cases instead of PC. Furthermore, these devices can be used as human interface devices (HID) such as a mouse device, game controllers like Wii Remote Controller because they have various types of sensors. This usage is technologically possible but practically not easy because originally these mobile devices are not considered to be used as such. For example, usually we cannot use iPod touch as a touch interface device of PC. Opposite cases have the same situation that usually we cannot use Wii Remote Controller as an input device of iPad. To do so practically, we have to create an interface program. If there is a very transparent interface program among such PC, mobile devices and human interface devices, we would be able to develop exciting and interesting applications more easily using such interface programs. In order to achieve this, we have been developing a HID framework, Open Device Control (OpenDC) as shown in Figure 1. OpenDC provides a dedicated framework for helping programmers to more easily develop application software like video games that support various types of human interface devices. In Fig. 1, input devices mean human interface devices like Wii Remote Controller and iPod touch that can capture user operation event data, and output devices mean display devices like PC, iPad and iPod on which any application software runs. The goal of our proposed framework is to provide transparent communication mechanisms among input and output devices as higher level programs. To do so, the standardization of communication protocols is significant.

Figure 1: Framework of Open Device Control

In this paper, we propose such standardized communication protocols and several modules provided by our proposed framework to support the protocols. We also clarify the usefulness of the proposed framework by showing an actual application program that uses the framework.

First of all, we introduce our serious game project that motivates us to develop OpenDC. Serious game means one of the game genres. A serious game is a game designed for a primary purpose other than pure entertainment. This game genre includes educational games, training games, rehabilitation games, and so on. Last year, we tried to make one rehabilitation game as an achievement of our project to support rehabilitation training of actual patients. Rehabilitation training is a painful and tedious routine because most of the trainings are simple repetitive actions. Therefore, rehabilitation therapists in our project team wanted any method that enabled to make their patients do rehabilitation training with delight and joy. We thought a serious game might be one of the solutions for that and tried to make such a serious game. The purpose of the project team is to investigate how serious games are efficient for the rehabilitation of patients. We have a plan to develop various serious games for the rehabilitation training. Such serious games always need certain types of input devices for capturing patients’ actions because in conventional rehabilitation training, in order to make a rehabilitant effectively move his/her body, a therapist uses some real devices like ring-toss and balance ball for their patient. Thus, we have to use various types of input devices to capture such a body action data as digital data in corresponding serious games. This motivated us to develop OpenDC.
The framework of OpenDC considers the following remarks.

1. OpenDC exchanges any digital data among input and output devices
2. OpenDC provides developers with a transparent framework for communications among input and output devices
3. OpenDC should support simultaneous multiple input and output
4. OpenDC should be suitable for Cloud Computing Environments

The remarks 1 and 2 are already mentioned above. About the remark 3, OpenDC can distinguish input devices and output devices completely so that it can accept multiple data simultaneously input from each input device and also can output them simultaneously to each output device. About remark 4, our proposed HID framework is available not only for video games but also for various applications controlling website, robot, IPTV and so on because we provide Server-Client based communication mechanisms using the Websocket Protocol, not Bluetooth Protocol, in our HID framework to exchange data between input devices and output devices. By achieving the above remarkable points, we can provide a HID framework very useful for software developers to make more exciting applications more easily.

The remainder of this paper is organized as follows: in the following sections, we explain the architecture of OpenDC and introduce actual example game that uses OpenDC framework. Before that, we introduce related work in the next section. Finally we conclude the paper in the last section.

RELATED WORK

In entertainment fields, there are various HIDs to make corresponding applications more exciting. Especially, Nintendo Wii Remote Controller is one of the most famous HIDs. Since the device has a 3-axis acceleration sensor, using it we can transmit our arm locomotion data into application software. Kinect, the motion capture device produced by Microsoft Inc., is one of the recent attractive HIDs. The device directly captures human actions using its two cameras and one depth sensor and applies them into the game world without holding any real device [Shotton, J.]. It is also possible to use smart phones as HIDs because at present smart phones like iPhone and Android phone have various sensors to obtain real-world data, e.g., an acceleration sensor, a gyroscope and so on. In this way, it will be possible to rapidly develop new HIDs with various sensors and to make them available in the near future.

OpenDC is a framework for an application using HID. There are some researches to use a specific HID like Phantom Device [Miyahara, K., 2005]. OpenDC can support such specific HID. OpenDC also supports multiple input devices under Cloud Computing Environment. So we can employ OpenDC for development of applications that use various HIDs remotely shared by multiple users [Hutchins, M.] [Miyahara, K., 2009].

We started this research from the result of the previous research [Takasugi, S.] about a serious game for rehabilitation training. As explained in previous section, serious game is a game designed for a primary purpose other than pure entertainment, i.e., education, healthcare and so on. Recently, some game researchers call such approaches that take game mechanics into non-game applications, “Gamification” [Deterding, S.] [McGonigal, J.]. Some research of serious games uses virtual reality or augmented reality technologies besides standard ICT technologies [Broeren, J.] [Burke, J.]. There are some researches about serious games for health care [Thompson, D.]. We are applying our serious game for rehabilitants. We are investigating how the game works effectively for rehabilitants. We have applied the game to 48 rehabilitants for 3 months and obtained several good results although the results will be reported in another paper.

ARCHITECTURE

In this section, we explain the architecture of OpenDC. First of all, we introduce the components of OpenDC. OpenDC consists of mainly three modules, i.e., Input Client Module, Output Client Module and Server Module as shown in Figure 2. Input and Output Client Module work on a client application. Server Module works as a server for exchanging data between input client and output client applications. This module also works with Input Client Module on an input device or with Output Client Module on an output device in cases that there is no server. Exchanges of data between Input Client Module/Output Client Module and Server Module are carried out by IP communications on the Internet. Indeed, we use Websocket Protocol in OpenDC for the communications.

![OpenDC Architecture](image)

**Figure 2:** Overview of OpenDC architecture

**Websocket Protocol and JSON Message Format**

Websocket is one of the communication standards for computer networks, and its API and Protocol are standardized by W3C and IETF respectively. Websocket supports bidirectional, full-duplex TCP communications. This communication standard is originally designed for communications between a web client and a web server. But we can use it for any server-client applications besides web services. The reason why we employ Websocket Protocol for our OpenDC is that it is suitable for Cloud Computing Environments.
We employ JSON (JavaScript Object Notation) format for exchange data between Input and Output Client Module in OpenDC. JSON is compliant with ECMA-262, revision 3 and extensible like XML (Extensible Markup Language). JSON represents data as a set of several pairs of attribute name and its value. The reason why we select JSON format among extensible data formats is that JSON is simple and easy to handle data in its format.

The message format based on JSON has several elements. IP address is used to identify one of the computer devices. Application Name is used to identify one of the applications simultaneously run on a common computer device identified by its IP address. Device ID is used to identify one of the input/output devices simultaneously connected to the common computer device that works in the application identified by its Application Name. OpenDC assigns any unique number to each device as its device ID. Device Name is used to identify one of input/output devices by specific names. This is an optional element. Other elements are input data sent from the corresponding input device.

```
{
    "IP Address": "133.5.X.XX",
    "Application Name": "Example",
    "Device ID": 5,
    "Device Name": "iPad",
    "Data": {
        "Acceleration Sensor": {
            "X": 0.2, "Y": 0.3, "Z": 0.01
        }
    }
}
```

Message format used by communications in OpenDC

**Output Client Module**

Output Client Module runs on an output device on which generally a certain client application runs. Output Client Module communicates with Server Module according to the several steps shown in Figure 3. When Output Client Module connects to Server Module, the Output Client Module sends a request massage to Server Module. The message includes the information about data types which mean what kinds of input data the Output Client Module can accept. The massage consists of sets of data types with logical add (OR) or logical product (AND), e.g., “ACCELERATION SENSOR | GYROSCOPE”. Such a representation of data types is useful in cases that an input device can support various types of input data. In OpenDC, when Output Client Module receives assigned types of data, Output Client Module calls each event handlers corresponding to the data types. If an input device supports two types, Output Client Module calls both event handlers. If an output device needs only one of Acceleration sensor data or Gyroscope data and an input device supports both types of data, the representation for that should be “ACCELERATION SENSOR | GYROSCOPE” using a logical add. In this case “ACCELERATION SENSOR” has a higher priority than “GYROSCOPE”. Then, Output Client Module calls only one corresponding event handler. If an output device accepts two types of data simultaneously in the application run on it, the representation for that should be “ACCELERATION SENSOR & GYROSCOPE” using a logical product. Output Client Module sends the message about data types with the information about their minimum and maximum values which Output Client Module can accept. These values are necessary for Server Module to adjust input data sent from Input Client Module and send the appropriate data to Output Client Module. This enables developers to individually develop applications run on an output device from those on an input device. This feature of OpenDC provides transparent development framework among input and output devices.

**Input Client Module**

Input Client Module runs on an input device on which generally a certain client application runs. Input Client Module communicates with Server Modules according to the several steps shown in Figure 3. When Input Client Module connects to Server Module, the Input Client Module sends a request message to the Server Module. As well as Output Client Module, the message includes the information about data types which mean what kinds of input data the Input Client Module can send. The message representation is similar to that of Output Client Module. The request message is significant for making matching between data sent from input devices and data requested by output devices to reduce the overhead about data transmission between Input Client Module and Server Module and between Output Client Module and Server Module.

**Server Module**

Server Module works as a server for exchanging data between input and output client applications. This module also works with Input Client Module on an input device or with Output Client Module on an output device in cases that there is no server. As shown in Figure 3, Server Module mainly plays a role to make pairing requests which Input and Output Client Modules send to. Server Module registers the
request pairs into a database. We make Server Module using Node.js. Node.js is JavaScript programming framework dedicated for web servers. The framework runs on Google V8 JavaScript Engine. The reason why we select Node.js for server side programs is that using the framework, it is easy to build servers of client-server applications besides web servers those are very light-weight and those can treat large data simultaneously requested from many clients.

EXAMPLE VIDEO GAME

In this section, we introduce a video game using OpenDC as shown in Figure 4. We have already developed the video game for rehabilitation training as one of the achievements of our serious game project. There are various patients having a different symptom in rehabilitation institution. Their rehabilitation trainings are also different styles. In the trainings, we choose "Standing-up Training", one of the basic trainings for all rehabiltant as assigned "grade A" training in Japanese Rehabilitation Guideline [Japanese Stroke Therapy Guideline Committee], i.e., repeats of one cycle that are sitting on a chair and standing up slowly. Ideally, a rehabilitant should perform the cycle in 4 seconds according to Japanese Rehabilitation Guideline. One set of the training includes 40 cycles. A rehabilitant has to perform 3 to 5 sets of the training every day. As a result, a rehabilitant takes this simple repetitive action 100-200 times every day. This is a very tedious training. Thus, we have developed the serious game for this training. Although it is very difficult to define roles which effectively motivate rehabilitants about the training because there are various symptoms levels of rehabilitants, complex roles are not suitable. We decided to employ a simple role of the game in that a rehabilitant grows a tree represented as CG on a screen by his/her stand-up and sit-down actions. The tree is shown in the third picture in Fig. 4. In this video game, rehabilitants can receive some rewards, i.e., medals or cards according to the height of their tree. This is important to enhance patient’s motivation. The goal of the game is to grow the tree until its height specified by a therapist.

The game system obtains rehabilitant’ motion data of his/her standing-up and sitting-down using Wii Fit which is a balance board produced by Nintendo Inc. We originally designed the game to support only Wii Fit as its input device. Because of the use of OpenDC, we can employ other devices like iPhone and Android mobile phone as an input device of the game without any modifications of the game programs. In this case, we can use an acceleration sensor of iPhone for capturing the standing-up and sitting-down motion data. The output client application, i.e., the serious game just receives input data sent from Server Module that negotiates with Input Client Module on a server. We can also use multiple input devices because OpenDC can distinguish each of these devices and handle their input data individually. For example, we can play the serious game using Wii Fit and iPhone simultaneously as input devices. Similarly, we can also use multiple output devices. In this case, we can check input data on a certain output device during the play of the game runs on another device.

Figure 4: A video game example using OpenDC
This functionality is very significant for the case that therapist wants to check input data of the game using any portable device separately from the game. This is one of the remarkable features of OpenDC.

Results of actual training performed by rehabilitants using the serious game introduced in this paper indicate higher efficiency for the rehabilitation. We will report about it in other conferences of more suitable topics in the near future.

CONCLUSION AND FUTURE WORK

In this paper, we proposed OpenDC and introduced its architecture. Furthermore, we showed one actual rehabilitation game developed using OpenDC. We have been developing OpenDC to provide transparent programming framework that allows developers to develop various types of applications including video games those support various types of human interface devices. The features of OpenDC provide the standardized communication protocol for enabling human interface devices to exchange their data each other derived from the use of Websocket IP communication, JSON message format and Node.js.

OpenDC can be used for various types of applications besides video games, e.g., websites, digital signage applications, IPTV, remote control for robots and so on. We will develop various applications using OpenDC to clarify its usefulness as one of our future works.
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