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PREFACE

Dear participants,

On behalf of all the people and institutions that made this conference possible,
| wish to welcome you all here to NUI, Galway, Ireland for the 12th edition of
the Annual Conference on Simulation and Al in Games. (GAMEONg2011)

In addition to the interesting and varied submitted papers, we are very grateful
to our two invited keynote speakers - Andre Gagalowicz and Nathan Griffiths
for their talks on 3D face tracking and trust In multi-agent systems.

| wish to thank everyone who has contributed his or her time and effort in
organising this conference. This includes all the authors who prepared and
submitted papers and the international Programme Committee members who
were involved in the review process.

| wish to also acknowledge the huge effort and contributions of Philippe Geril
who is responsible for organising this conference this year and over the past
couple of years.

Furthermore, | would like to express my gratitude to our industry visitors for
dedicating their time and for sharing their expertise.

| wish to also acknowledge our sponsors for supporting the conference. |
would like to thank the Discipline of Information Technology and the University
Millennium Fund for financial support.

Finally, | hope you enjoy your stay here in Galway.

Colm O’Riordan

General Conference Chair GAMEON’2011
National University of Ireland
Galway, Ireland
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PRESENCE IN COMPUTER GAMES: DESIGN REQUIREMENTS

Barbaros Bostan
Yeditepe University

Kayisdagi Cad. 26 Agustos Campus

Atasehir, Istanbul / Turkey, 34755
E-mail: bbostan@yeditepe.edu.tr

INTRODUCTION

Presence or the sense of 'being there' is an important and
critical concept of computer gaming which relies on several
factors. When we look at presence from a bottom-up
approach to define its components, it is important to identify
the design requirements for virtual environments and their
effects on presence (Bostan, 2009). It is also imperative to
define how much each requirement correlates with presence
and how designers should address these. This study aims to
solve these issues by using a presence questionnaire based
on virtual environment design requirements defined by
Stuart (2001).

Data collected from a survey study on a computer role
playing game (RPG), which 1is available for 3663
participants, is used to identify the relationship between
these design requirements and presence. Among the selected
requirements; sociability, veridicality, autonomy and physics
of the virtual world have the highest correlations with
presence respectively; and interactivity is a separately
analyzed requirement that has special focus on it. Results of
the study indicated that, storyline, NPC (non-player
character) characteristics and communication with these
virtual characters are the most important factors that
influence interactivity.

PRESENCE AND DESIGN REQUIREMENTS

Presence, which is defined as the subjective experience of
being there, is a construct with various dimensions. In order
to define the determinants of presence, Insko (2003) defined
three categories of methods commonly used for measuring
presence: Subjective measures, behavioral measures and
physiological measures. Subjective measures rely on user
responses obtained from questionnaires. Various conceptual
studies on the nature of presence have been conducted by
researchers (Sheridan, 1992; Held & Durlach, 1992) and
several of them have used questionnaires to shed light on
the dimensions of presence. Lombard & Ditton (1997)
defined six interrelated but distinct dimensions of presence:
Social richness, realism, transportation, immersion, social
actor within medium and medium as social actor. Witmer &
Singer (1998) presented 4 factors that contributed to a sense
of presence: Control factors, sensory factors, distraction
factors and realism factors. Regenbrecht (1998) defined a 3-
factor solution for presence: Spatial presence, involvement
and realness. Lessiter (2001) extracted 4 factors that
influence presence: Physical presence, engagement,
naturalness and negative effects.

Sertac Ogut
Marmara University
Faculty of Communication, Nisantasi
Campus
Sisli, Istanbul / Turkey, 34365
E-mail: sertacogut@marun.edu.tr

These studies focus on the hypothesized factors that
influence presence in virtual environments. Virtual
environment design, however, relies on several
requirements. When we look at presence from a
requirements perspective, it is important to identify the
design requirements for virtual environments and their
effect on presence. This study aims to solve these issues by
using a presence questionnaire based on virtual environment
design requirements defined by Stuart (2001). Participants
of this study are computer game players. According to
Steinkuehler (2006), computer games are a productive
context for research about cognition and culture in a world
that is increasingly globalized and networked. According to
Ondrejka (2006), since computer game players spend
significant portions of their lives immersed within virtual
worlds, computer games provide virtually limitless
opportunities for research and study. The computer game
selected for this study is a role playing game (RPG).

A RPG is an interactive story where the game player
controls an avatar called a player character (PC). The
ancestors of RPGs are MUDs, which are text based fantasy
worlds that were very popular in the past. Over time, MUDs
evolved into standalone RPGs and MMORPGs. Since
Towell & Towell (1997) stated that research on MUDs may
be helpful in understanding the contribution to presence by
social interaction in other virtual environments, studies on
RPGs may also provide new insights on the concept of
presence. Supported by the story, settings and combat
systems of tabletop role-playing games, computer RPGs
provide interesting interactivity and openness opportunities
to players. Selected RPG, Elder Scrolls IV: Oblivion, is an
outstanding game of the genre, combining real world
physics with 1500 Al supported virtual characters that have
a 24- hour schedule of their own.

Stuart (2001) defined 22 functional requirements for
designing virtual environments. All these requirements are
of varying degree of importance depending upon the
application in question. Stuart’s framework is applicable to
virtual environments and computer games since it explains
important parameters for virtual environment design, but it
fails to cover some important characteristics of virtual
environments which require special attention and further
explanation.

The three I’s of virtual reality defined by Heim (1998):
Information Density, Interactivity and Immersion, are
crucial parameters for virtual environment designers.
Information intensity, similar to the requirement of



resolution in Stuart’s framework, represents the level of
detail resulting from the continuous information transfer
from the virtual world.

Interactivity is defined by Rafaeli (1988) as an underdefined
concept that has little consensus on its meaning, but
researchers stated that interaction and interactivity have an
important role in creating a sense of presence (Zahorik &
Jenison, 1998 ; Sheridan 1992). According to Laurel (1993),
interactivity is characterized with three variables: frequency,
range and significance of interactions. According to Friedl
(2003), interactivity in computer games has three
dimensions: player-to-player, player-to-computer and
player-to-game interactions. Player-to-player interaction is
unique for multiplayer games.

Immersion is defined by Slater & Wilbur (1997) as a VR
system's ability to deliver a surrounding environment,
capable of shutting down the sensations from the real world.
According to Ermi & Méyrd (2005), immersion in computer
games has three dimensions. Sensory immersion is related
to audiovisual properties of the virtual world, challenge-
based immersion is related with mental skills such as
strategic thinking or logical problem solving, and
imaginative immersion is related with the storyline and
virtual characters. Comments of a 48 year old gamer
obtained by this study can better emphasize the degree of
mental immersion experienced by an Oblivion fan: “ / suffer
from an immune disease that causes a considerable amount
of pain. In the evenings after work, I use Oblivion to detach
my mind from the pain and in turn do not require
medication while immersed in the game environment.”

Since the requirements defined by Stuart do not need to be
addressed in every application and system, they are
classified into two groups: General requirements and special
requirements. General requirements are mandatory for every
virtual environment and special requirements are optional
considerations for the designer. Requirements of Stuart’s
framework are given below. Only those with an asterisk are
taken into consideration for this study. Discussing the
specifics of each variable is beyond the scope of this article,
but those interested in them can consult (Bostan, 2009) who
discussed these requirements in relation to presence.

Table 1: Design Requirements of Stuart (2001)

General requirements Special Requirements

Interactivity * Responsiveness
Sociability * Stability
Veridicality * Robustness
Presence * Registration
Resolution * Calibration and
Representation of User * Customization
Navigation Techniques * Reconfigurability

Physics of the Virtual World * Degree of Virtuality

Viewpoint Connectivity *
Autonomy * I/O Bandwidth
Locus of Control * Safety and Hygiene

Multisensory Requirements Choice of Representation

RESEARCH FINDINGS

The presence questionnaire developed for this study consists
of 10 questions, one of which measures presence as the core
concept of this research and the other 9 questions are used
to measure the relevancy of selected application
requirements with presence. According to Slater (1999), in
order to study the factors that influence presence and their
relationships with it, presence questionnaires shall include a
direct question about presence. Otherwise, questions will
give no information about the influence of variables on
presence.

The questionnaire, which uses a 5-point likert scale, was
posted on the Web. Messages about this study were posted
on 13 forums and administrators of various Oblivion fan
sites are contacted via e-mail. Several websites announced
the questionnaire in their websites, requesting their visitors
to participate in this study. The questionnaire was online for
23 days, after which it gets a total of 8065 views and 258
posts in 13 forums. At the end of 23 days, data are available
for 3663 participants. Web server statistics show that 6256
people visited the web page of the questionnaire, indicating
a 58% response rate.

Table 2: Forum Statistics

Forum Website Views | Posts
Official Forums 4981 118
Cyrodiil Forums 337 19
Planet Elder Scrolls 962 43
Elder Scrolls (co.uk) 58 3
Dark Brotherhood 313 32
FileFront 221 4
Oblivion Files 72 3
Rough Guide to Cyrodiil 78 4
Elderscrolls Oblivion 242 9
Canadian Ice 153 9
Blood and Shadows 93 4
Gaming Source 305 4
RPGDot 250 6
TOTAL | 8065 |258

Demographic Variables

When we take a look at the demographic variables, we see
that approximately 5% of the respondents is female, 95%
male. The mean age was 24.2, ranging from 10 to 71 years.
19.5% of the respondents are married, 80.5% single.
Education levels are, 32.2% high school or below, 31.8%
some college or vocational school, 24.3% bachelors degree
and 11.7% with a graduate degree.

One-way ANOVA test performed on demographic variables
show that age and educational level differences between
groups of participants are significant in terms of presence.
Levene’s test is used as a post-hoc test to validate the
assumption of homogenity of variances between groups.
This assumption is not violated since Levene’s test is



insignificant for age (p=.227) and education level (p=.544).
ANOVA is significant for age (p<.001) and education levels
(p<.001), showing that degree of presence decreases as age
and education levels increase.

When we analyze correlations, significant Pearson
correlation coefficient (r= -.064, p (two-tailed)<.001) shows
that there is a significant negative relationship between age
and presence. Nonparametric correlation tests, Spearman
correlation (rs = -.104, p (two tailed) < .001) and Kendall’s
tau (t = -.078, p (two tailed) <.001), are also significant. So,
presence decreases with age. Chi-square test between
presence and education level is also significant (p<.001)
indicating that presence decreases with education level.

Correlation of Design Requirements

In order to define the relationships between the design
requirements and presence, parametric and non-parametric
correlations of these variables are calculated. Pearson
correlation is a parametric statistic with an underlying
assumption of normality. When linear correlations are not
strong enough, non-parametric correlations give more
meaningful but less powerful results. Given below is the
correlation table showing that, 8 of the 9 requirements are
significantly correlated with presence, confirming their
relationships. Among these, sociability, autonomy,
veridicality and physics of the virtual world, are the most
influencing requirements respectively.

Table 3: Correlation of Design Requirements with Presence

Table 4: User Defined Determinants of Interactivity

19,8% NPC Communication

19,3% NPC Characteristics

19,1% Storyline

13% Artificial Intelligence

12,6% Physics of the VE

9,6% Object Design

9,1% Small Scale Connectivity
7,7% Nature Design
7% World Design

6,4% Guilds & Factions

5,7% No Level Scaling

4,6% Autonomy

4,3% No Large Scale Connectivity

4,3% Destructible Environments

4% User Interface & Navigation Design
3,8% 3D Animations

3,7% Large Scale Connectivity

3,2% Companionship

3,2% Combat Design

2,3% Responsiveness
2,3% Reputation
2% World Economy

Design Pearson | Kendall’s | Spearman’
Requirement (r) tau (1) s rho (ry)
Sociability 466 ** 385 ** 457 **
Veridicality 348 ** .289 ** 344 **
Autonomy 294 ** 240 ** 286 **
Physics of the 226 ** .188 ** 222 **
Virtual World

Representation of 140 ** .108 ** 125 **
the User

Connectivity 123 ** .095 ** 116 **
Resolution 065 ** .066 ** 077 **
Navigation 053 ** .044 ** .053 **
Techniques

Locus of Control

** p (two tailed) < .001
Determinants of Interactivity

In this study, interactivity is not a direct question and is
assumed to be a complex combination of the design
requirements defined by Stuart (2001). In order to define the
determinants of interactivity, a comment box is included in
the questionnaire, which is not compulsory for respondents.
Users were requested to identify the factors that will make
this virtual environment more interactive. 942 respondents
leave their comments willingly. User defined factors are
subject to a frequency analysis and the results are given
below.

According to users, three most important factors for
increasing interactivity are: NPC communication, NPC
characteristics and storyline. NPC communication consists
of facial expressions, non-verbal and verbal communication
with the NPCs. These three user defined elements of
communication are also components of the ‘Rich Interaction
Model” for virtual environments defined by Manninen
(2003). According to user comments, designers should also
implement more voice actors for the NPCs and avoid
repetitive dialogue options. Given below is a gamer
comment on voice acting, showing us the complexity of
NPC communication.

“One of the most immersion-breaking parts of Oblivion was
the terrible voice acting. Unlike Morrowind, many voice
actors were re-used across races (Orcs and Nords, for
instance), and voice actors that I came to strongly associate
with certain races were reused improperly or not at all--for
instance, the old Orc voice entirely disappeared, as far as [
can hear, replaced very obviously with the Nord voice
actor. Also, the performance given by the new voice actors
was, I felt, not up to the level of that of the performances
they gave for Morrowind. The delta between the old and
new voices, both in usage and in quality of acting, was so
extremely jarring--especially with the massively increased
amount of voice in the game--that nearly every NPC to
whom 1 talk breaks my immersion to some degree.”

NPC characteristics primarily consists of depth and
personality in non-player characters (NPCs). Synthetic
characters must be responsive to their physical interactions
with the environment, their aims, their knowledge of the
virtual world, their personality and their interactions with



human players (Magerko et al., 2004). According to player
comments, designers should create NPCs from all ages and
goal-driven non-player characters. Given below is one of the
many gamer criticisms obtained by this study on character
personality and autonomy in Oblivion:

“The key failing: Context sensitivity. NPCs, superficially,
act in lifelike manners. However, they methods of reacting
to the environments are limited to direct interaction with
objects they are programmed to interact with; they sit on
Sfurniture, sleep in beds, eat food, and talk with other NPCs
or the player. This seems realistic, until more exotic
situations are presented, these behaviors are not changed
whatsoever by numerous factors that would impact the
behavior of real people, such as weather, crime, etc. As an
example, when nearby an open Oblivion gate, one would
reasonably expect nearby people to be responding to it,
possibly with emotions such as panic, fear, or perhaps even
curiosity. The game's NPCs have no different reactions.
Likewise, NPCs are not reactive to the events that take
place around them; major game-related events, such as the
completion of a quest, may alter what dialogue they have
available, but their behavior is unaffected. As an example,
if the player enters a busy city street, and one NPC
suddenly attacks the player, the NPCs may respond to the
attack by aiding the player, but after the battle has
concluded, the NPC's behavior, and even dialogue, is not
affected. This would appear to be a keystone in the elements
of Artificial Intelligence that is lacking in the game of
Oblivion, that would've added the realism level sufficient to
truly make the NPCs seem as lifelike characters, rather
than as flat ‘simulation bots.””

User defined components of storyline are meaningful play
and user freedom of choice. Storyline is closely related to
the description of plot given by Slater and Wilbur (1997)
and freedom in the users’ actions within a virtual
environment is also highlighted by Mantovani & Riva
(1999). According to Salen & Zimmerman (2004), user
freedom of choice is an important requirement of game
design and meaningful play is the relationship between
player’s actions and system outcome. Users also commented
that they would like to see non-linear quests, consequences
for their actions and moral choices in the gaming
environment. Comments of gamers obtained by this study
shed light on different dimensions of freedom. Given below
is an example comment:

“I feel that in Oblivion's current form it offers much
freedom of action (e.g. you may approach a problem as you
wish, by using stealth magic or diplomacy) but not much
freedom of morality and few consequences for moral
choices. I would like oblivion and games in general to make
me care and understand how I alter the world and why I
should be careful about my morality.”

CONCLUSION

The extent of this paper is to indicate a number of variables
that need to be considered in order to maximize presence in

virtual environments, especially in computer games. This
study does not claim to have identified all of the design
requirements that affect presence but it addresses how
certain requirements shall be addressed by designers.
Research findings show that sociability has the highest
correlation with presence. Computer games, regardless of
their multiplayer capabilities, should be capable of creating
social virtual environments. Since Heeter (1992) defined
sociability as one of the three dimensions of presence, game
designers should support social virtual characters that build
communities and groups. Oblivion is a single player
computer game and sociability primarily consists of PC-
NPC interactions. Players commented that sociable non-
player characters shall have entertaining and non-repetitive
dialogue options, believable behaviors, and near-realistic 3D
appearance and animations. Players also indicated that
guilds, NPC companions and character reputation are
important social characteristics.

The virtual environment, with its physical appearance and
object behaviors, should accurately represent the real world
we are living in. Thus, veridicality is the consistency of
information with the objective world and is one of the
hypothesized realism factors that contribute to a sense of
presence (Witmer & Singer, 1998). In this sense, players
indicated that object design, world design, nature design
and destructible environments are important characteristics
of veridicality. According to Sutcliffe (2003), user
interaction with the virtual world objects should conform to
the laws of physics that constrain real-world interaction, yet
players commented that real-world physics enhances the
sense of presence experienced but without touch and force
feedback, too much realism in world physics breaks the
sense of presence.

Autonomy is the third best requirement correlating with
presence. To sustain the feeling of presence in a virtual
world, virtual agents should be able to make autonomous
decisions independent of other entities in the environment
and behave like real persons (Aylett & Luck, 2000).
Designers should implement autonomy with caution,
bearing in mind that autonomous characters are more life-
like if their behaviors are consistent and sociable. Players
commented that, NPCs of Oblivion who have a 24 hour
schedule of their own, are less life-like than the NPCs who
stand around in Morrowind: the predecessor of Oblivion.

Connectivity is the opportunity to share the virtual world
together by connecting multiple computers via a network,
usually either a LAN or the Internet. User defined
interactivity requirements indicate an important difference
in terms of connectivity. According to user comments, local
area network (LAN) multiplayer capabilities and massive
multiplayer capabilities are two different predictors of
presence. Frequency analysis shows that, 4.3% does not
want massive multiplayer capabilities, 3.7% wants massive
multiplayer capabilities and 9.1% wants LAN multiplayer
capabilities. This study used large scale connectivity as an
independent variable but user comments indicated that large
scale connectivity is not a good predictor of presence.
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ABSTRACT

In this paper we outline a new model of concurrency
that is specifically designed for the specialized domain
of game scripting. Scripting is used extensively in game
development both for the implementation of AI based
behaviors and for providing game players with the abil-
ity to customize commercial games. Scripting languages
have not, as yet, benefited from the move to multicore
architectures. We discuss the properties unique to game
scripting that any proposed model must satisfy. Then
we propose a model of concurrency particular to games
that addresses these issues while allowing game scripting
languages to fully utilize multicore processors. The next
steps in developing this model further are discussed.

INTRODUCTION

Game scripting is an integral part of computer game
development. Scripting is essential for two reasons, the
nature of the game development process and the type of
game developers who write game behaviors.

The game development process is an iterative one. This
is particularly true for entity behavior design and im-
plementation. Entities in games are any objects that
can interact with their surroundings and the player of
the game. They range from pretty trivial items such
as doors to non player characters that can form their
own plans. Game entity behaviors can really only be
properly assessed by actually playing the game with the
entity behaviors in situ. This leads to the employment
of rapid design-implement-playtest iterations. For this
to be a viable process each iteration needs to be as short
as possible. It can take many iterations before a behav-
ior becomes acceptable within a particular game. These
rapid iterations presume the use of a scripting language.
Scripting languages are high level languages that allow
for rapid implementation (or prototyping) of behaviors.
As these languages are almost always interpreted rather
than compiled they can be rapidly deployed, usually
without requiring a recompilation of the surrounding
game framework.

The second aspect of the development process that is
applicable here is the programming ability of game de-
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signers. Behavior design is the domain of game designers
in that they know best what behaviors are suitable for
each game scenario. Game designers, however, are not
game programmers. They do not have the full range
of programming skills that are available to professional
programmers.

Forcing game designers to pass their behavior designs
onto professional programmers for implementation is
not a viable option. It would tie up an expensive pro-
fessional programmer who could be employed on other
parts of the game while also slowing down the design-
implement-playtest cycle by an unacceptable amount of
time. Ideally, the game designer herself, as the per-
son who fully understands the required behavior, should
be able to implement the behaviors directly. To make
this possible a simple high level scripting language is
required.

Processor power (and speed) has been increasing at an
almost constant rate, following Moore’s law, since the
introduction of the integrated circuit. Future increases
in speed will be through the use of multicore processors,
(Blake et al. (2009)). More speed will mean more cores
on each processor. Processors which used to contain
a single complex core will now be replaced by proces-
sors containing many cores (J. Held and Koehl (2006),
Borkar et al. (2006)).

The only way for software to take advantage of these
new architectures is by simultaneously using as many
of the cores as possible. In other words software must
switch from being sequential to concurrent. Unfortu-
nately, writing concurrent code is more difficult than
writing sequential code, particularly when using pro-
gramming languages designed mainly for sequential pro-
gramming. New techniques for designing, writing and
testing concurrent software are needed and new pro-
gramming languages may also be required.

Our model of concurrency is specific to scripting in the
game development process. Scripting in games poses
some unique challenges. We have two competing issues.
Firstly, games are real time systems with hard time con-
straints. This implies the use of a low level language
where developers have complete control over hardware
resources. Secondly, and in opposition to this, it in-
volves the use of a high level scripting language that
will hide the details of the hardware from the program-
mer. Real time programming is a specialist skill that is
acquired by highly competent programmers only after



many years experience while scripting in games must be
open to non professional programmers.

Game developers are willing to accept the usage of
scripting languages in the development of games for the
reasons given in the previous subsections. Using con-
currency to help improve the efficiency of scripting lan-
guages is one way of tackling this issue.

Overview of paper

In the next section we give an overview of the model
we propose. We look at key features of this model of
concurrency and show how it fulfills the expectations
set out in the previous section. We follow by reviewing
related work in concurrency and game scripting. Finally
we finish with our conclusions and list further work that
needs to be completed.

PROPOSED CONCURRENCY MODEL

A game is a simulation that consists of a set of entities
interacting with each other in some world. Each entity
has its own state and a set of behaviors that determines
how it responds to various stimuli. The game world
that is being simulated has rules (gravity for example)
that determine how certain types of interaction between
entities take place. These world rules can be encoded in
the entities themselves. The global state of the game is
given by the sum of the states of all the entities that it
contains.

Games proceed in a stepwise manner as a sequence of
discrete moments in time. Each step represents a tick
of the clock, or one particular moment in time, and a
sequence of steps represents the passing of some dura-
tion of time. The step frequency can vary, with the
frequency representing the granularity of the represen-
tation of time in the game. Step frequency is ultimately
determined by hardware factors such as processor speed.
At each step the entities update their state based on the
events or stimuli that were generated during the previ-
ous step. Overall entity behavior through the lifetime of
a game comprises the sequence of step behaviors made
during that game. A play-through of a game is a finite
sequence of these steps.

In the next sections we will look at the basic structural
components of the model and how they fit together.
These components are: entities, messages, steps and
constraints.

Entities

The entity is the basic building block of game simu-
lations. Games consist of many different entities that
interact with each other under some game defined rules.
These rules may include, for example, physics based in-
teraction such as gravity and elasticity. Entities range
from the simple, like a bullet or item of furniture, to
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the more complex such as a non player character (NPC)
that has its own beliefs, desires, intentions and plans of
action.

In general, although entity types are varied we can
assume that they have some common attributes such
as geographical position in the game world, an associ-
ated model (a visual 3-D representation of the item)
and boundary dimensions (used for collision detection).
More complex games will also model mass, elasticity
and internal structure (a skeleton) for each entity as
well. Everything can be defined in terms of individual
entities and their rules of interaction. In our model only
entities exist in games.

Game design consists of (among other things not rele-
vant here such as ensuring game playability) identifying
all the entities that make up a game, deciding which of
their properties are relevant to the game and how they
are allowed to interact.

Every entity runs in its own thread. Concurrency is lim-
ited only by the number of entities in the game. Games
are simulations designed to be fun to play. Given the
nature of games it is unlikely that there will be only a
few entities in a game. Since the identification of entities
within a game is already part of game design this ap-
proach does not add any extra overhead to game design.
It is a natural way to identify concurrency and brings
identification of concurrency easily within the remit of
the game designer at no extra cost.

Every entity is composed of four components: state,
interface, constraints and message queue.

State is a non-empty set of named attributes. Each at-
tribute will have an associated value. A non-empty sub-
set of these attributes will be immutable. Immutable
attributes are given values when the entity is created
and these values remain unchanged until the entity is
destroyed. Each attribute is also labelled as either vis-
ible or hidden. The full set of named attributes with
associated labels belonging to an entity is called the en-
tity state. The particular value of a state is determined
by the values assigned to each attribute in the state.
Each entity contains at least one attribute as part of its
state. This is the ID attribute which uniquely identifies
the entity. This is both immutable and visible. The
value of the ID attribute is generated automatically on
entity creation and guaranteed to be unique for each
entity.

Entities know a non empty subset of the state belonging
to every other entity. This subset will contain all the at-
tributes that are labelled visible. If an entity knows the
attribute of another entity then it is allowed to read the
value contained by that attribute but it cannot write
to a attribute belonging to the state of any other en-
tity. Changes to an entity attribute value can only occur
through the entity interface.

Every entity has a defined set of message signatures.
Each message in this set represents the response of the
entity to a specific type of stimulus. Each stimulus event



triggers a specific message for each entity affected by
that stimulus. An entity can only respond to a stimulus
if that stimulus generates a message matching the signa-
ture of a message defined in its interface. The signature
of a message is determined by a message name and a
sequence of attributes.

Each signature must be unique within an interface. The
sequence of attributes is non empty and will include at
least the sender attribute. For any message instance
the value of this attribute will match the value of the
ID attribute of the entity that generated the message.
The set of message signatures is known as the interface.
Entities know the full interface of every other entity. An
entity is allowed send a message to any entity if it knows
the value of that entities ID attribute.

The set of local constraints determines the set of accept-
able combinations of values that the attributes belong-
ing to the entity state can hold.

The constraint set may also determine allowable com-
binations of values that different entities can simultane-
ously hold. That is, the allowable values of an entity
state can be determined by the values of other entity
states. For example, it may be the case that two enti-
ties cannot occupy the same position in space simulta-
neously.

The message queue contains the full set of outstand-
ing messages that the entity has to respond to during
the current step. This queue will contain all messages
generated for the entity during the previous step. Mes-
sages are processed by each entity in the order in which
they appear in the message queue. Each entity message
queue can only hold messages that match message sig-
natures defined in that entities interface. When an en-
tity is destroyed its associated message queue and any
remaining messages in that queue are also destroyed.

Messages

A message consists of a name, a receiver ID and a col-
lection of attributes and the values of those attributes.
A message generated (or sent) during one step will al-
ways be received during the next step. This guarantee
that all messages are processed during the succeeding
step means that, as a consequence, we cannot fix an up-
per limit on step duration in advance without limiting
the number of messages allowed to be generated in each
step. As the number of messages increases step duration
will also increase. A fixed step duration would be an ad-
vantage for any real time system but it has a number of
associated costs.

Most importantly by fixing step duration we would lose
computational determinism. Different processors are
able to accomplish different amounts of work in the same
duration. The overall result of any step would then be-
come dependent on the processor speed. We maintain
that determinism is more important than fixed step du-
ration.
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Determinism gives us independence from the underly-
ing processor executing the scripts. This greatly sim-
plifies the testing and debugging of scripts. If testing
and debugging depended on the processor used it would
become beyond the capabilities of many scripters and re-
duce the possibility of using the model in the high level
prototyping and rapid iterative development cycles used
in game development. Since we can decouple the step
rate from the frame rate any increase in step duration
can be handled in a graceful manner by the game engine.
The value of the Receiver ID is used to determine who
the receiver of the message should be. Each entity has
an associated message queue and messages are put in
the queue belonging to the entity whose ID attribute
value matches that of the receiver ID in the message.
Messages are processed in the order that they appear in
the message queue.

A message is acceptable only if it fulfills two conditions
Firstly, the receiver ID value matches the ID attribute
value of an existing entity and secondly that the mes-
sage name and attribute collection matches a message
signature defined in the interface of the entity whose ID
matches that of the receiver ID.

All unacceptable messages are discarded. Only accept-
able messages appear in message queues. In response to
a message an entity can do any or all of the following:

1. Send messages to other entities if it knows the val-
ues of those entities ID attribute;

2. Create one or more new entities;

3. Update any of its own mutable attributes provided
that these updates do not violate any of the con-
straints in its constraint set;

4. Destroy itself.
Steps

A complete computation consists of a sequence of two or
more steps where the first step is the initialization step,
the last step the shutdown step and all other steps are
intermediate steps. During the initialization step two
processes occur: entities are created and initial Messages
are generated. The final step consists of two parts: the
remaining messages are discarded and finally all entities
are destroyed.

For every intermediate step all acceptable messages that
were generated during the previous step are processed.
All acceptable messages generated during the previous
step will be present in the appropriate message queues
at the start of the current step.

Entity state is updated instantaneously and simultane-
ously at the end of each step. State update is defined
as the sequential composition of the messages contained
in the message queue, in order, modified by a conflict
resolution algorithm.



Any messages generated during this process are deliv-
ered instantaneously at step end. Delivered messages
are put in the message queue belonging to the entity
whose ID value matches that of the receiver ID value in
the message.

The order that messages are placed in the message queue
is defined by the message sorting algorithm. The mes-
sage sorting algorithm can be any algorithm that guar-
antees:

1. Messages generated by a single entity for the same
receiver are placed in the message queue in the same
order that they were generated in;

2. The final order of the message queue is determin-
istic. That is, for any given set of messages their
ordering is unique and will always be the same re-
gardless of how many times the ordering algorithm
is applied.

The default sorting algorithm orders message queues by
using the message Sender ID attribute as the primary
key and message generation order as the secondary key.
This ensures that both conditions hold. Any other al-
gorithm that fulfills our two guarantees is acceptable.
The message sorting has an associated cost. Between
steps sorting will have to be carried out. This overhead
is justifiable because the algorithm ensures determinism
in script execution.

Determinism is important because it isolates the script
and the scripter from the underlying processor archi-
tecture. As we have already stated this makes testing
and debugging feasible in the rapid development cycles
used in game development and also in the prototyping
environment of casual and hobbyist game development.

Conflict Resolution

That conflicts can arise between different entities is a
recognized problem in games. Entities exist in a com-
mon world. In this world rules will exist that govern how
these entities can interact with each other. Attempts to
perform certain actions will bring entities into conflict
with these rules. There are three possible approaches to
conflict resolution:

1. Put onus on scripters;

2. Handle constraints using other parts of the game
engine;

3. Let scripting system handle constraints automati-
cally.

The first option is, in many ways, the simplest. The
scripter should ensure that any code they write does
the proper error checking. This has the advantage that
it can be the most efficient technique. Scripters will
know when run time checks are required and when they
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are not. Although this is a common approach it has the
disadvantage of putting the burden on the individual
scripter. Under our model there is the extra complica-
tion that entities can only see the state of other entities
as they were at the start of the step making it difficult
to check for conflicts with other entities during a step.

The second option is suitable when the constraints log-
ically fall within the remit of some other specialized
subsystem. This is the case when the constraints be-
tween entities are real world constraints. In this case
the game physics engine can handle the constraints very
efficiently.

The final option covers cases where the first two options
are judged unsuitable. We use a predefined conflict res-
olution algorithm to determine how conflicts are dealt
with. The conflict resolution algorithm is any well de-
fined algorithm that ensures that state update does not
violate any constraints defined in the entities constraint
set. Constraints can be divided into two different types:
internal and external constraints. Internal constraints
are constraints that exist only within a particular entity.
External constraints are constraints that hold between
two or more different entities.

Internal, or local, constraints are the easier to deal with
than external constraints. They are, by definition, inter-
nal stand-alone constraints and so each entity can deal
with them independently of any other entity. Internal
constraints are state invariants that must hold through-
out the entity lifecycle. These constraints are defined at
entity creation and can be checked after each message
is processed. If a conflict is detected the algorithm can
take the appropriate corrective action.

The default algorithm simply discards any messages
that cause conflicts during message composition. Other
algorithms may be employed that take different error
correction measures.

External conflicts can only be detected once the step
is completed. This is because we cannot tell the final
state of each entity until the end of the step. Once all
entities have completed their state update the value of
each entity state needs to be checked for conflict with
every other entity. Once a conflict is found between two
or more entities a state rollback, of some predetermined
kind, of one or more of these entities will be required.
After rollback of an entity state we may have to recheck
the new value of the state against the global constraints.
This has the potential to be more costly than internal
constraint checking as one state rollback can raise more
new conflicts.

We do not feel that external constraints will be common
or form an essential part of any game script. Firstly,
most external constraints will be handled independently
by the physics engine. Secondly, remaining external con-
straints can be encoded as one or more equivalent inter-
nal constraints. For these reasons we do not have a sep-
arate default algorithm to handle external constraints.



RELATED WORK
BSP - Bulk Synchronous Processing

BSP has been proposed as a bridging model for gen-
eral purpose parallel computation by Valiant (1990). A
BSP computation consists of a sequence of super-steps.
In a super-step each component (a processor or core)
is allocated a task consisting of a combination of local
computation and, message transmission and reception
from other components. After L time units have passed
a check is made to see if the super-step has completed.
If it has, then the next super-step is started. Otherwise
the next L units are allocated to completing the current
super-step.

In simple terms, at each step a set of local computations
is undertaken concurrently. According to Skillicorn and
Talia (1998), the aims of BSP are to make it simple
to write concurrent code, be independent of target ar-
chitectures and make performance of a program on a
given architecture predictable. BSP allows you to put
an upper time bound on a computation for a particular
architecture. This makes the performance more pre-
dictable. In addition, deadlock using BSP is impossible.
BSP is also easier to debug in that computations can be
rearranged inside a superstep without affecting the out-
come. BSP has been successfully integrated in scripting
languages in the past by, for example, Hinsen (2007).

COOP - Concurrent Object Oriented Processing

Three types of concurrent object model have been iden-
tified: Orthogonal, Homogeneous and Heterogeneous
(Papathomas (1995)).

The Orthogonal model views the object model and the
concurrency model as two separate independent sys-
tems. In this case, locks are used to resolve any issues
raised by concurrency. The orthogonal approach does
not gain us any ground as it still retains explicit locking
and all the problems that this implies (Sutter and Larus
(2005)).

In the Homogeneous approach all objects are active 0b-
jects. An active object is an object that runs inside
its own thread. It represents a merging of process and
object (Briot et al. (1998), Hernandez et al. (1994)).
The internal state of an active object is private to that
object. Any interaction that must take place between
objects must take place via message passing. Gener-
ally, messages are asynchronous but there is variation
between explicit or implicit acceptance of messages by
objects.

The heterogeneous model contains both the active ob-
jects of the homogeneous approach and the passive ob-
jects of the orthogonal model. The most popular form of
concurrent object oriented programming model is based
on active objects.

Actor models of concurrency are closely based on active
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objects. An Actor is an active object that can send finite
set of messages to other actors, create a finite set of new
actors and define how it will behave in relation to the
next incoming message. - Corréa (2009)

Network Scripting Language

The Network Scripting Language described in Russell
et al. (2008) (NSL) is designed for distributed games de-
velopment. It runs across remote processors rather than
multiple cores and gives some assurances of determinism
and consistency maintenance between the various pro-
cessors during game execution.

NSL uses active objects and a frame based approach
similar to the approach advocated here. Because this
language is designed for multiple distributed processors
each processor will have its own copy of the state of the
objects in the other processors. If there are n processors
then there will be n copies of the overall state.

This approach, out of the three mentioned, is the most
similar to our approach but the programming language
is more complex. It is tightly coupled to the frame rate
with a step being run exactly once for every frame but
gives no guarantees as to when messages will be deliv-
ered.

CONCLUSION

We have outlined a model of concurrency developed
specifically for games development, specifically game
scripting. Game scripting is undertaken by game design-
ers who are not professional programmers and therefore
do not have an in-depth understanding of concurrency.
As the game entity behaviors they develop have to be
play tested to ensure they are appropriate they must use
many rapid design-implement-playtest iterations during
development. To enable them to make use of concur-
rency we developed a model that is easy to use, removes
as much of the burden from the designer as possible and
can be implemented in any standard game scripting lan-
guage.

Further Work

Some work remains to be done on developing algorithms
that can be used by the conflict resolver. Although a
simple conflict resolution algorithm has been proposed
it may be the case that different games will need to use
different or more sophisticated conflict resolving algo-
rithms.

We intend to produce a working implementation of our
model. This implementation will demonstrate the via-
bility of this approach. It will be incorporated into an
existing game scripting language to show how it fits into
already existing development tools and practices in the
games industry. This will also serve to show how trans-
parent this model is to game scripters in practice. As



well as demonstrating how simple the model is to use it
will also show how easy it is to incorporate into existing
game scripting languages.
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ABSTRACT

As graphics in modern computer games move closer
to photorealism, the emphasis for game developers is
switching towards improving the in-game Artificial In-
telligence (AI). Traditional scripting and rule-based sys-
tems are being replaced by more intelligent and immer-
sive approaches. The goal of Al in computer games is
to create intelligent autonomous agents that mimic hu-
man behaviour as closely as possible, in order to create a
challenging yet enjoyable experience for human players.
This paper describes the application of Reinforcement
Learning (RL), an approach inspired by how humans
learn, to the creation of intelligent “bots” in a First
Person Shooter (FPS) game.

INTRODUCTION
Artificial Intelligence in Computer Games

The task of designing and implementing an agent in
a game that appears to be both intelligent and make
human-like decisions is certainly a difficult one. A
variety of techniques have been proposed in order to
emulate human intelligence in computer games. Some
of these techniques, as detailed in Westra (2007), will
now be briefly described.

Hard coding is the most basic way of implement-
ing Al. A simple example would be to have a list of
conditional checks that have corresponding behaviours
associated with them. If an agent in a FPS game, for
instance, has very little health left, it should concen-
trate on finding “power ups”! as opposed to engaging
in combat with other players. Hard coding gives the
programmer full low level control of the agent. Scripting
involves a further abstraction of hard-coded behaviours
which are grouped into specific tasks. Scripted actions

In-game items that increase player health.
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can often become predictable and human players can
exploit this weakness.

A Finite State Machine (FSM) is usually combined with
the aforementioned techniques to create representations
of different scenarios. The other techniques can then be
used to make scenario specific choices. A finite series
of states exist and transitions between these states are
predefined. Some states cannot transition to others and
the transitions are initiated by either the internal state
of the agent or by a trigger from the environment.

Fuzzy set theory involves the use of fuzzy sets
whose elements have degrees of membership as opposed
to being assessed in binary terms. Fuzzy logic involves
the use of logical expressions for describing the mem-
bership in fuzzy sets (Russell and Norvig 2010). Fuzzy
logic is used when we would like to know the degree
of membership of an element as opposed to whether
its membership is true or false. For this reason, truth
values of between 0 and 1 are calculated. It can be
very complicated to manually produce fuzzy logic for
the complex interactions of all the values that make up
a computer game agent.

First Person Shooter (FPS) Games

FPS games take place in a fast-paced, three dimen-
sional environment in which the world is seen from the
first person perspective of the player. The most basic
game types are Death Match or Team Death Match in
which the objective is to kill the opposing players us-
ing either the weapons that the player spawns with, or
ones that are picked up from the environment. As the
names suggest, these game types involve either working
alone against all other players or forming part of a team
and fighting against another team. A large variety of
objective-based games also exist such as Domination?®
and Capture the Flag3. The team players and oppo-
sition players can be made up of human players over a
network, programmed bot players, or a mixture of both.

2Players gain control of Domination locations.
3Players capture flags and return them to their base.



RELATED RESEARCH

McPartland and Gallagher (2011) applied the tabu-
lar Sarsa()) (Sutton and Barto 1998) reinforcement
learning algorithm to a purpose-built first person
shooter game. The algorithm was used to learn
the controllers of navigation, item collection and
combat individually. The experimentation involved
three different setups of the RL algorithm, namely,
HierarchicalRL, RuleBasedRL and RL. The results
showed that reinforcement learning could be success-
fully applied to a simplified purpose-built FPS game.
While the results are promising, they do not address
the challenges evident in 3D commercial games with
complex environments and, unlike our work, do not in-
volve playing against human opposition to train the bot.

Smith et al. (2007) developed an algorithm called
RETALIATE (REinforced TActic Learning In Agent-
Team Environments) for Unreal Tournament*. The
authors used an RL algorithm called Q-learning
(Watkins and Dayan 1992) for learning winning poli-
cies in the Domination game type. That work was
concerned with co-ordinating the team behaviour, as
opposed to learning behaviours of the individual play-
ers, which is the focus of our work in this paper. They
carried out experiments against three different teams
with varying strategies. The results showed that the
algorithm adapted well to the changing environments.
Auslander et al. (2008) developed an agent called
CBRetaliate in Unreal Tournament. This work aimed
to enhance the use of the RETALIATE algorithm by
introducing the use of Case-Based Reasoning (CBR).
The results showed that the use of CBR could speed up
the adaption process of the RL algorithm.

Di Wang et al. (2009) proposed the use of FAL-
CON (Tan 2004) for developing a computer-controlled
agent in Unreal Tournament 2004. The authors built
two FALCON networks, one for weapon selection and
one for behaviour selection. The bot learned by using
cognitive nodes which could be translated into rules
by associating a state and a particular action with an
estimated reward. The bots created these rules in real
time. The bot was tested by entering it into a 2K
Bot Prize competition in which bots compete in order
to convince human judges that they are human by
engaging in human-like behaviour. While the proposed
bot did not win the competition, it did receive the
highest game score and managed to fool some of the
human judges.

4http://www.unrealtournament2003. com/ut2004/
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GAME AND DEVELOPMENT SOFTWARE
Unreal Tournament 2004

Unreal Tournament 2004 is a commercial first person
shooter game that was developed by Epic Games and
Digital Extremes. This multiplayer game allows play-
ers to compete with other human players and/or com-
puter controlled bots. The game is built upon the Un-
real Engine which has an open scripting language called
UnrealScript. The availability of UnrealScript, for sim-
ple high-level programming of the game, has lead to a
dedicated following of software modifiers (modders) and
new content developers. Almost everything, excluding
the graphical and physics part of the engine, can be
modified by the user.

Pogamut 3

Pogamut 3° is an open-source platform toolkit for cre-
ating virtual agents in the 3D environment of Unreal
Tournament 2004. It makes use of UnrealScript for de-
veloping external control mechanisms for the game. The
main objective of Pogamut 3 is to simplify the coding
of actions taken in the environment, such as path find-
ing, by providing a modular development platform. The
toolkit integrates the Unreal Tournament 2004 game,
GameBots2004 (Kaminka et al. 2002), the GaviaLib li-
brary (Pogamut Project Core), the Pogamut agent and
the NetBeans IDES. A detailed technical description can
be found in Gemrot et al. (2009).

REINFORCEMENT LEARNING

Reinforcement learning (Sutton and Barto 1998) is a
branch of Artificial Intelligence in which a learner, often
called an agent, interacts with an environment in order
to achieve an explicit goal. The agent receives feedback
for its actions in the form of numerical rewards. The
agent learns from its interactions with the environment
and aims to maximize the reward values that it receives
over time. The agent must make a trade-off between ez-
ploring novel actions and ezploiting the knowledge from
earlier exploration.

The Suitability of Reinforcement Learning

For a human, learning to effectively play a first person
shooter game is a difficult task that takes time and pa-
tience. In order to develop useful strategies and tactics,
the player must observe his or her success by monitoring
the outcomes of their individual actions. Over time,
they build up a knowledgebase of information which
helps guide them towards winning behaviours.

Shttp://diana.ms.mff.cuni.cz/main/tiki-index.php
Shttp://www.netbeans.org



In order to create human-like artificial opponents,
we believe that bots should learn in a manner that
closely mirrors how humans do. They should receive
positive feedback for actions that increase their chances
of winning the game and negative feedback for actions
that contribute to losing the game. In this way, the
bot receives valuable information from its experiences
playing against human players. This information can
then be used to improve its decision making in the
future. We hypothesize that this process will lead
to the creation of challenging, realistic opponents as
opposed to ones that are predictable and either too
strong or too weak.

Sarsa Algorithm

The Sarsa algorithm (Rummery and Niranjan 1994)
is an on-policy temporal-difference (TD) control algo-
rithm. TD methods learn directly from raw experience
without any model of the environment’s dynamics.
Being an on-policy method, it continually estimates
state-action values (Q-values) for a specific behaviour
policy m while, at the same time, changing = toward
greediness with respect to the Q-values. The algorithm,
as described in Sutton and Barto (1998), is shown below.

Algorithm 1 Sarsa, an on-policy TD control algorithm.

Initialise Q(s, a) arbitrarily
repeat
Initialise s
Choose a from s using policy derived from @
repeat
Take action a, observe r, s’
Choose a’ and s’ using policy derived from @
Q(s, a) <
Qs a) + o [r +Q(s) @) — Q(s, a)]
s< s’ a<=a’;
until (steps of single episode have finished)
until (all episodes have finished)

IMPLEMENTATION

In order to embed the Sarsa algorithm into the logic of
the bot, we had to design appropriate states, actions
and rewards. Owur initial implementation places an
emphasis on simplicity. The state, action, and reward
representations that we use are described in the subsec-
tions that follow.

For the experiments reported in this paper, we use Sarsa
algorithm settings of @« = 0.2 and v = 0.8. « is the step-
size parameter, which influences the rate of learning. ~
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Figure 1: A graphical representation of the state space

is the discount rate, which determines the present value
of future rewards. In our implementation, an episode
consists of one single lifetime of the bot. The episode
ends when the bot is killed. These episodes consist of
several steps in which an action is taken and a reward
and new state are observed. The Q-values are updated
during each step.

States

There are 50 states in which the bot can be in at any
given time. These states depend on whether or not the
bot can see an opposing player, the bot’s current am-
munition level and the bot’s current health. The levels
of health and ammunition have both been discretized to
include 5 levels for each. The values are calculated by
checking what range they currently lie in. For example,
if the bot has health greater than or equal to 100 it will
return 0, if it has health in the range of 80 to 99 it will
return 1, and so on. A 3D representation of the state
space is shown in Figure 1.

Actions

There are eight actions available to the bot. These are
listed and described in Table 1 below. The bot’s logic
method is called four times a second. The Sarsa algo-
rithm is implemented in this logic method; therefore,
actions are selected and evaluated in real-time, with Q-
values being updated simultaneously. Actions such as
jump and dodge must be allowed to complete once they
are started, as a result of the Pogamut logic syncing
mechanism. This prevents the bot, for example, from
starting a jump and then cutting it short and immedi-
ately performing the next selected action. When the bot
is looking for a player or a pick up item, it moves to the
nearest available NavPoint” until an opposing player or
an item is in view. The bot is also designed to only shoot
its weapon when it can see an opponent, to eliminate
pointless random shooting. Every gun in the game has
two different shooting modes; primary and secondary.

"Each map is made up of a series of NavPoints in which the
bot can use for movement.



Action The bot will:
lookForPlayer move through the map stop-
ping when it sees a player.
lookForPickup search for and move to the
nearest visible item.
shootPrimary shoot at any visible player in
primary mode.
shootSecondary shoot at any visible player in
secondary mode.
dodge perform a dodging maneuver
in a random direction.
Jump perform a jump to a random
height.
change Weapon change its weapon to another
from the inventory.
goToLastSeenPlayer | go to the location of the last
visible player.

Table 1: Actions that are available to the bot.

Status Reward:
seeOpposingPlayer +10
hasJustKilledOpposingPlayer | +10000
isCausingDamage 41000
hasDamageBonus 4100
isHealthy +10
hasCollected PickUp +50
1sNotHealthy -10
isColliding -10
hasJustDied -1000
isBeingDamaged -200

Table 2: Rewards received depending on current status.

Rewards

In Reinforcement Learning in general, the design of the
rewards is an important aspect which contributes to the
success of the learner. In our current implementation,
the reward signal is calculated by carrying out a series
of checks to see what the current status of the bot is.
For instance, the bot receives positive reward points for
seeing the opposing player, causing damage, killing, and
so on, whereas is receives negative reward points for be-
ing damaged, having low health, dying, and so on. The
overall reward signal is a summation of the positive and
negative reward points at any given time. A summary
of the reward point system is shown in Table 2. The
rewards are designed to reinforce the use of actions that
result in the opposing player being damaged or killed.

EARLY EXPERIMENTATION

The following section describes some of the experiments
that we have carried out in the current early stages of
this research. We also go on to discuss some of the
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Figure 2: The Training Day map.

challenges and issues which have been raised during this
time.

Experiment Details

All of the experiments consisted of 1 vs 1 death match
games. The sole objective of this game type is to kill
the opposing player using a variety of guns, some of
which can be picked up from the environment. These
games were played on the smallest map in the game,
called Training Day, which is designed for 2-3 players.
We believe that this is a good map to use as it removes
any large search times between players and encourages
almost constant combat. The layout of this map is
shown in Figure 2.

The first stage of the experimentation involved a human
playing against the reinforcement learning bot, which
will we call Sarsa-bot. Every time the Sarsa-bot died
(one episode) the current state of the Q-table was stored,
so that we could keep track of the learning that was oc-
curing as the Sarsa-bot was gaining experience. Sam-
pling from these human vs bot experiments, we took
the Q-tables from 0 to 140 episodes. The first of these
Q-tables corresponds to when the bot has no experience
at all whereas the last one corresponds to the bot’s Q-
table having played and died 140 times against a human
player. These Q-tables summarise all of the learning of
the Sarsa-bot, and any one of them can be loaded at the
beginning of games in order for the Sarsa-bot to start
the game with some experience. In order to identify if,
in fact, any learning was occurring, we play the Sarsa-
bot at different levels of experience (which we will call
XP8) against a fixed-strategy bot from the game. We
ran 5 games of 20 episodes with different levels of XP.
It is important to note that once we loaded the XP Q-
tables, we froze learning and did not allow the Sarsa-bot
to update the table during the game against the fixed
bot. The results are shown in the following section.

Results

The first measurement that we took from the games was
the total number of actions that the Sarsa-bot managed

81-XP corresponds to the experience gained after dying once



to take during the game. This was an accumulation of
all the steps taken for each episode of the game. These
results are shown in Figure 3. While we can notice an
increase in the total amount of steps during the games
which included XP, the results are not definitive and
could be caused by random elements of the game, the
small sized map and the possibility that the bots could
avoid each other by chance.

Game 5 {140-%P) 1228
Gams 4 (195-%P}

Garce 3 [70-%P] s per Game
Game 2 (35-XP)

1193

Game 1 (No-XP)

1409

Figure 3: Total actions taken during each game.

We also recorded the maximum number of actions
that the Sarsa-bot was able to take during one life
in the game. This essentially corresponds to the
maximum amount of time that the bot was able to
remain alive. These results are shown in Figure 4.
These results show a pattern in which the maximum
time alive is related to the amount of XP that the
bot has. This provides good evidence that the bot
is improving over time. Detailed examination of
performance traces shows that it acquires the ability to
look for a pick up (escaping the situation) when injured.

Game 5 {140-4P]

Game 4 {105-%P}

Game 3 {F0-XP)

Gare 2 (35-XP)

Game 1 {No-XP}

Figure 4: Maximum actions taken for one life.

We recorded the total reward received by the Sarsa-
bot during each game. This value is the total positive
rewards received minus the total negative rewards re-
ceived. These results are shown in Figure 5. The total
reward can be seen to be extremely negative for the bot
without any experience, as expected. The bots that had
XP all had positive total rewards for the game, albeit
in substantially varying degrees. This varies from game
to game based on how many times the Sarsa-bot actu-
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ally managed to kill the opponent bot, since it receives
a very large reward for killing. As noted earlier, the Q-
tables in these experiments are frozen, so the Sarsa-bot
does not have the ability to alter its behaviour in these
games. The fact that all of the Sarsa-bots with some ex-
perience end up with positive total awards demonstrates
that learning is occurring. There are, however, some is-
sues of learning while playing against a human player as
we will discuss later.

Gamé S (140%P) © 390

# Total Reward

10000 20000 30000 40000 50000

Figure 5: Total reward accumulated for each game.

The median reward per game is shown in Figure 6. The
values, which are all negative, are significantly reduced
when the Sarsa-bot has past experience. Once again,
this shows that learning is occurring. Given the element
of randomness associated with FPS games, we would not
expect these values to uniformly decrease as experience
in increased; in future work, we plan to have a much
larger number of rounds in each game, which we expect
will yield more uniformly progressing results.

Discussion

One challenging aspect of this work is in deciding how
best to evaluate the performance of the proposed bot.
Some issues arise when we begin to train the bot by play-
ing many games against a human player. The human
player for instance, can quickly became familiar with the
game controls and learn how to play well. This can lead
to instances in which the human player “goes easy” on
the bot in order to give it more of a chance when, in fact,
the bot is making poor decisions and inadvertently be-

# MedianiReward

-1600 -13090 -1200 -1000 -800 -600 -400 -200 a

Figure 6: The median reward per life during each game.



ing rewarded for them. Also, if the human player takes
a ruthless approach then they can kill the bot several
consecutive times without giving it a chance to learn,
for example, that shooting a player on sight is a good
strategy. From our experiences we now believe that ex-
periments involving human opposition would need to be
both extensive and varied. Connecting the bot, as if
it was human, to an online network could be a useful
approach in which we plan to investigate. However, we
were successful in using a fixed-strategy bot as a bench-
mark against which to assess the learning progress of
the Sarsa-bot.

CONCLUSIONS

The results presented here are from initial experiments
that took place in order to validate the use of a
reinforcement learning algorithm into the logic of an
agent in a FPS game. These results have given rise to
very interesting questions about meaningful evaluation
procedures and complex implementation issues.

In conventional RL settings, the agent can choose a
single action in each state, which leads to a new state
and a possible reward. However, in the setting we
are considering, the bot must make decisions in real
time (at a rate of 4 timesteps per second) and when
it decides to perform an action, it may take several
timesteps to complete, such as performing a dodge or
a jump. While one action is underway, the bot can
decide to take another action, so that two actions may
continue at once. Therefore, when a reward is received,
it may not relate to the most recently taken action. For
example, if the bot accidently jumps off of a ledge, then
fires its gun in the next timestep, and subsequently dies
from the jump, it will incorrectly associate the negative
reward from dying with the action of firing the gun.

While we have been able to demonstrate some success
in designing a bot that can learn from experience as it
plays against a human, we believe that it will be nec-
essary to extend the standard reinforcement learning
framework to deal with the real-time, multiple-action,
complex-reward setting that is required for these games.
To the best of our knowledge, this has not already been
done. Such developments would also be of value to other
real-time scenarios in which reinforcement learning can
be applied.

FUTURE WORK

As well as extending the standard reinforcement learn-
ing framework to suit our needs, we also aim to define
improved methods for evaluating the behaviour of the
bot, and in particular for evaluating user enjoyment of
games played against the bot. One possibility that we
will consider is to carry out blind tests using a large va-
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riety of human players with differing skill levels, using
Amazon’s Mechanical Turk?. Games would be set up
in which the human players would play against regular
bots, the Sarsa-bot and other human players without
knowing the true nature of their opponent. They could
then rate the experience of playing each of the games
and the results could be interpreted accordingly. Fu-
ture work will involve designing such experiments.
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ABSTRACT

This paper discusses the use of empirical cost-surfaces
derived from substantial amounts of player-traced
movements in an online vehicular combat game, for the
purposes of improving A* pathfinding by Al vehicles. The
fundamental concept is that we derive navigational meshes
from human-player movements, with each node weighted by
frequency of use. Our goals include the improvement of path
travel times, aesthetic improvements, and the reduction of
damage sustained while travelling across the map.

The results presented include quantifiable timings and
observational characteristics. Quantifiable improvements
include both algorithmic efficiency and travel time
efficiency, while observations include the improved ability to
avoid risky terrain features as well as other subtle human-like
behaviours.

A best-performing non-linear cost function for the A*
algorithm, based on player data, is suggested. Continued and
future work on the Al in the game is discussed.

INTRODUCTION

This paper discusses the development of empirically-derived
(player-mimicking) cost surfaces for Al pathfinding in the
online vehicular combat game "Darkwind: War on Wheels".
This game has been developed by the author since 2005 and,
since it provides a substantial player-base and thousands of
live games per week, is an ideal test-bed for Al research
(Redfern 2007, 2010).

Although pathfinding in general, and the A* (“A Star”)
algorithm in particular, are well established techniques in
computer games, improvements continue to be proposed in
terms of aesthetics (Coleman 2009) — producing believable
'human-like' routes — and in experimental refinements for
complex environments (Hale et al. 2010). The pathfinding
requirements of typical open-terrain First Person Shooter
(FPS) and Real Time Strategy (RTS) games, are
fundamentally simpler than those of a vehicular combat game
with realistic physics, tyre and chassis degradation, and
collision damage models. In Darkwind, a car's momentum is
critically important to its tactical movement and performance
during combat; cars receive damage from poor driving and
poor surfaces; various surface characteristics exist (e.g. sand,
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dirt, tarmac); and, effective routes across the terrain require
cover from enemy fire. Furthermore, it is often appropriate to
maintain a safe distance around dangerous obstacles such as
cliff edges rather than choose an absolute shortest route.

Our core hypotheses are that (i) there are a number of subtle
factors related to both effectiveness and aesthetic value,
which define optimal routes around the terrains, and that (ii)
it may not be feasible to deal with these factors
algorithmically. We aim to achieve efficient, believable
(‘human-like') routes which navigate terrain features and
surface types sensibly, are safe from collision damage and,
where possible, enemy fire. Since Darkwind is a well
established online multiplayer game, it provides substantial
amounts of empirical evidence about player-chosen routes.
This paper describes the use of this evidence to improve Al
pathfinding.

A* PATHFINDING

The A* algorithm was first proposed in 1968 (Hart et al.
1968) and has been the most widely used pathfinding
technique by games programmers, due to its effectiveness
and efficiency. Numerous introductory explanations are
available in the literature; a particularly good online
description, for example is (Lester 2005).

The fundamental operation of A* is to traverse a map by
exploring promising positions (nodes) beginning at a starting
location, with the goal of finding the best route to a target
location. Each node has four attributes other than its position
on the map:

» g is the cost of getting from the starting node to this
node
h is the estimated (heuristic) cost of getting from
this node to the target node. It is a best guess, since
the algorithm doesn't (yet) know the actual cost
fis the sum of g and 4, and is the algorithm's best
current estimate as to the total cost of travelling
from the starting location to the target location via
this node
parent is the identity of the node which connected to
this node along a potential solution path

The algorithm maintains two lists of nodes, the open list and
the closed list. The former consists of nodes to which the
algorithm has already found a route (i.e, one of its connected
neighbours has been evaluated or expanded) but which have
not themselves, yet, been expanded. The latter (closed) list
consists of nodes that have been expanded and which
therefore should not be revisited.



Progress is made by identifying the most promising node in
the open list (i.e., the one with the lowest f value) and
expanding it by adding each of its connected neighbours to
the open list, unless they are already closed. As nodes are
expanded, they are moved to the closed list. As nodes are
added to the open list, their f, g, / and parent values are
recorded. The g value of a node is, of course, equal to the g
value of its parent plus the cost of moving from the parent to
the node itself. If a node is already on the open list when it is
evaluated, its £, g, & and parent values are only updated if the
new f value is lower than the previously recorded one — this
means a better path to the node has been found than the
previous one.

The algorithm concludes when the target node is found, or
when the open list is empty — the latter case means that a path
does not exist from source to target, which is possible when
you consider that some positions on the map may be non-
traversable (e.g., mountains, lakes, walls, buildings).

There are various ways of calculating the cost of moving
from a node to a connected node — the simplest and most
common is to use Euclidean distance. It is also very common
to take into account factors such as terrain cover or elevation
changes. By applying a higher cost to difficult or steep
terrain, the algorithm will be encouraged to find cheaper
routes around these features rather than simply finding the
shortest path. The current paper is primarily concerned with
the identification of an appropriate mechanism for
calculating costs, based on recorded player behaviour.

The choice of heuristic function /(n), which estimates the 4
value for a node (the cost of getting from the node to the
target location), has a strong influence on the optimality and
accuracy of the identified solution. If () is always lower
than (or equal to) the cost of moving from a node to the
target, then A* is guaranteed to find a shortest path. The
lower A(n) is, the more nodes A* expands, making it slower.
If h(n) is sometimes greater than the cost of moving from # to
the goal, then A* is not guaranteed to find a shortest path, but
it can evaluate faster (Patel, 2011). In practice, therefore, it
may be possible to dynamically modify the heuristic function
in order to trade-off speed and accuracy as required during a
game, if this is appropriate to the game.

PREVIOUS WORK

In recent years, the research literature has increasingly
stressed the fact that game Al is not simply about winning the
game or discovering the most optimal solution, but more
critically is about making the game fun for the human player.
From a pathfinding perspective, this means avoiding
mechanical-looking routes in favour of believable, human-
like ones — straight lines look better and more plausible, for
example, than routes which zigzag and track around
obstacles (Coleman 2009). Rabin (2000) uses splines and
hierarchical approaches to introduce aesthetics into routes,
while Higgins (2002a) and others use a second pass through
a route in order to apply "aesthetic corrections". Coleman
(2007) proposes a metric based on second-order derivatives
and obstacle tracking in order to quantify the "beauty
intensity" of paths, and later refines this approach to include
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fractal dimensions and rescaled range analysis (Coleman
2009).

John et al. (2008) propose a novel approach based on
probabilistic pathfinding to produce varied high-quality
routes and thereby improve game replayability — their
examples presented provide a convincing argument for this
approach in a team-based AI combat in a maze-like
environment.

Few previous papers have discussed the use of recorded
player behaviours in order to train Al systems — one
exception is a case-based reasoning system developed to
learn high-level strategies by mining recordings of expert
human players playing a real time strategy game (Ji-Lung and
Chuen-Tsai 2008). No previous work that we are aware of
has taken this approach for navigation purposes. However,
the increasing industry emphasis on logging player
interactions and movements for other purposes, such as
player category modelling and game personalization
(Thawonmas et al 2009; Oda et al. 2009) is expected to be
reflected in an increased research interest in this area. Online
games are particularly suited to this approach, since the
server can easily record data centrally, and since regular
updates to the game are a normal part of the lifecycle after
initial release: we can gather data over a period of time and
use this to incrementally improve the Al in the live game.

One technique of interest is the 'heatmap' which can be used
to visualise regular patterns of player behaviour over a
spatial domain (Youngblood et al. 2011). Related work also
includes the use of graph-based discovery algorithms to
perform supervised learning (Cook et al., 2007), and the
dynamic modification of navigation meshes based on the
experiences of Al agents in complex game worlds (Hale et
al., 2010).

EMPIRICAL COST SURFACES FROM PLAYER
TRACES

Since 2008 we have been recording player movements on the
game maps of Darkwind, and constructing A* nodes from
these. However, a voting system was not established until
June 2010: prior to this our data simply recorded where
player vehicles had ever safely travelled. We now have 12
months of voting data collected: each time a node is revisited
safely, a vote is accumulated for it. There are an average of
about 3000 combats played per week, and an average of
about 4 player-controlled vehicles per combat, spread across
about 40 game maps. Vehicles typically travel 1-2km during
a combat.

In order to ensure that we record only suitable votes, a 5-
second cache of recently visited nodes is stored for player
vehicles; if any damage is received due to collisions with
terrain or other static obstacles, the cache is emptied without
committing its data.

Figure 1 provides a visualisation of the A* vote nodes stored
in the region of a desert mountain in the game. Each blue
square represents a node, with both size and brightness
proportional to the relative number of votes accumulated at
that node. In this case, the cost of travelling to a node which



has accumulated x votes, from a previous node at distance d
metres, is taken to be ¢ / \/; .

Figure 1: A Visualisation of the A* layer—Traced (Vote)
Nodes Stored in the Region of a Desert Mountain in the
Game

ADDITIONAL MODIFICATIONS TO THE A*
ALGORITHM

Our implementation of the A* algorithm includes a number
of modifications to improve efficiency and suitability for our
requirements.

In order to provide rapid identification of the node closest to
a world co-ordinate, nodes are pre-sorted into a world
location-indexed hash table. This is implemented as a two-
dimensional array of pointers to nodes, with one dimension
indexed as a binned world x coordinate, and the other
dimension indexed as a binned world y coordinate.

Long distance searches are calculated using a pessimistic
(high) heuristic — speeding up the search substantially, while
accepting sub-optimal routes. Since the Al drivers typically
re-evaluate their paths every few seconds, a guaranteed
shortest route is not needed on long routes.

We also maintain a sorted shortlist of 'promising' open nodes
(i.e., those with the lowest f values), which allows rapid
identification of the next node to expand without the need to
maintain all open nodes in a sorted list. When the shortlist is
emptied, the entire open list is searched in order to refill it,
and if a newly opened node has a lower fvalue than the worst
of the 'promising' nodes, it is added to the 'promising' list.
This latter performance improvement is discussed in
(Higgins 2002b).

We also treat separately by direction the edge (connection)
between two nodes — since in rough terrain a path may be
popular in one direction but unpopular (or impossible) in the
other. In figure 1, for example, the nodes on the steep sides
of the mountain are effectively only connected in the
downwards direction.

EVALUATION OF PLAYER-TRACED VERSUS
ELEVATION-BASED COSTING

The most obvious, and often well-performing function for
algorithmically defining a cost-surface is the slope (local
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change of elevation) of the terrain. For purposes of
comparison with our votes-based function, we therefore
computed costs at each node based on the average absolute
difference between that node's z position (i.e., on the world's
'up' axis), and the z position of its connected neighbours.
Figure 2 provides a visualisation of this scheme: the size of
the squares is inversely proportional to the node's cost.

Figure 2: A Visualisation of the A* Elevation-Based Nodes
Calculated Near the Same Desert Mountain

In many cases, the routes obtained when using elevation-
based costing appeared very similar to those taken by the
player-tracing approach. Although there were some
exceptions, the general rule upon running time-trials was that
the player-traced route was faster, on average by about 3%.

More importantly, however, the player-traced routes were
frequently safer: elevation-based costing tended to produce
routes closer to dangerous features such as cliff edges and
trees. In figure 3, the route taken by the elevation-based
approach was too close to the cliff, and the AI vehicle
tumbled over the edge; in figure 4, the route taken through
the garden caused a collision with both fencing and a tree,
leading to a poor travel time. In figure 5, the route taken
towards the town gates, while comparably fast, caused
damage to the vehicle as it collided with the terrain while
negotiating the small hills.

The game map illustrated in figure 4 consists of a ruined
town with a good, wide road through its centre. The
accumulation of votes indicates a very strong player
preference for driving along the centre of the road. Players
tend to drive fast on this road, and want to avoid collisions
with fences or trees if their car spins or loses control due to
weapons fire. This is a good example of subtle player
behaviour that would be very hard to produce with
algorithmic Al

In terms of aesthetics, sometimes the elevation-based routes
looked unnatural, especially on flat ground where features
such as pits were 'edge-hugged' rather than driven around in a
natural-looking way. It is probably also useful to note that,
due to the underlying physical simulation, vehicles in the
game are incapable of following zigzag paths due to their
momentum — therefore the unsmoothed appearance of the
routes illustrated in the images in this paper do not cause a
problem aesthetically in the live game: we had no need to
perform 'aesthetic improvement' calculations on them.
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Figure 3: Elevation (Red) and Player-Traced (Green) Routes Near a Cliff
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Figure 4: Elevation (Red) and Player-Traced (Green) Routes Around a Ruined House and Fenced Garden
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Figure 5: An Elevation (Red) Route Compared with Two Player-Traced (Green and White) Routes Which Use Different Non-
Linear g (Cost) Functions
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We frequently found the player-tracing costing approach to
be more computationally efficient than the elevation
approach, since it may direct the search far more tightly,
expanding less nodes. This is clearly because the elevation
approach often produces numerous almost-identically-
scoring nodes close together. From a number of randomly-
chosen tests across several maps, the performance benefit
versus elevation-based costing ranged from zero (on hilly
maps) to several hundred percent (on flat maps).

DEFINING THE A* PARAMETERS

We experimented with a variety of g cost functions, which is
used to define the cost of travelling to a node based on the
number of votes it has received. On safe, wide roads, it was
found that a function which discriminated weakly between
low amounts and high amounts of votes was more effective:
for example in figure 5, the function g=d/ x0'25 produced
a quicker (to travel) route than our generally best-performing
function g=d / x0'5 by about 4% - weak discrimination
has a tendency to choose a shorter path towards the inside
edge of corners. However, there is clearly a trade-off
between speed and safety, and on routes such as the
mountain in figure 1, the function g=d / x0'25 performed

poorly due to routing the car over rough terrain too close to
the base of the mountain, and losing momentum: in this case,

g=d/ xO‘S was quicker to travel by about 11%.

We found, again with some exceptions, that functions which
discriminated very strongly between low amounts and high
amounts of votes, such as g=d [x or g=d/ x2 , tended
to produce erratic behaviours as the Al focused too strongly
on finding 'popular' nodes, to the detriment of the overall
route. This is clearly a complex situation, where factors such
as the absolute number of votes cast on the map and the
frequency with which games have been played on the current
section of the map will have an effect. The general rule over
50 randomly-chosen test routes on various maps was that
g=d/ xO‘S performed the best, on average, in terms of
travel time, safety, and aesthetic value.

In order ensure an optimal path, we generally use a highly
optimistic heuristic: we calculate # = d * b, where d is the
Euclidean distance from the node to the target location and b
is the cost attributed to the best-scoring node on the map. As
mentioned previously, we do however vary this dynamically:
a more pessimistic heuristic is used for long paths, in order to
speed up the search process by expanding fewer nodes far
away from the target location. To achieve this, we simply
raise d to the power of 1.5 if it is larger than SOm.

CONCLUSIONS AND FUTURE WORK

We have described a novel use of player-traced navigation
information as part of a voting system to inform cost-surfaces
in Al A*-based navigation in a vehicular combat game with
accurate physics. Experimental tests have validated the
superiority of this approach over a cost-surface
implementation based on local elevation changes.
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We have also observed subtle behaviours in the player-traced
approach, for example the avoidance of cliff edges and the
preference for wide, flat routes rather than narrow gaps
between terrain features. While we acknowledge that
algorithmic terrain analysis could (with effort) provide some
of these behaviours, our contention is that every subtlety of
effective terrain navigation in this specific game has already
been taken into account implicitly in the player traces.

This paper describes what is essentially a work in progress;
although results are very promising and indeed Darkwind
players report that they have witnessed a substantial
improvement in Al navigational behaviour since the new cost
function was implemented, we still have more work to do.

We intend to work on algorithmic terrain analysis, in order to
produce comparable behaviours to those witnessed by the
player-tracing Al. This will allow for more challenging (and
therefore meaningful) comparisons between player-traced
navigation behaviour and purely algorithmic Al It will also,
we hope, provide some useful algorithms of interest to Al
navigation systems which cannot benefit from the wealth of
player data that Darkwind has available — for example,
offline single-player games and games with player-produced
maps.

This paper has focused purely on the low-level navigational
pathfinding task of the game AI — little has been said about
the higher-level decision making which decides what the
actual target locations for travel should be. The current
situation in Darkwind is that a mixture of algorithmic Al
techniques are used by a finite-state machine to, ultimately,
produce these target locations. These techniques include
simple terrain analysis (e.g. looking for 'sniper' points), group
behaviours (such as re-grouping when separated, or
scattering when receiving heavy ballistic damage), and
outflanking behaviours which identify and respond to a 'gun
line' by approaching enemies from the side. The latter tactic
is in direct response to a favourite player technique in
Darkwind by which a number of heavy vehicles form a static
line and ambush the AI vehicles at choke points in the
terrain. These techniques work reasonably in many cases, but
there is generally a lack of high-level strategy or group co-
ordination. The ability to navigate well across the terrain is
not much use if you don't know where you want to go in the
first place!

Generally, higher-level decision making needs to be
improved in Darkwind, with influence maps (Tozour 2001) a
likely candidate to supplement or replace the current rules-
based Al. We have recently started gathering data for 'danger’
influence maps, by logging the source and target positions of
all successful gunfire attempts, along with the type of weapon
and gunnery skill of the game character firing the weapon.
Not only will this provide the data needed for 'danger'
influence maps, but will also allow us to investigate our
belief that gunfire avoidance is one of the subtle behaviours
embedded in the player-traced data described in this paper.
Additionally, we intend to experiment with an interesting
approach to combining line-of-sight 'threats' into influence
maps and thereby directly informing the cost function in A*
path finding, as described in (van der Sterren 2002).
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ABSTRACT

This paper investigates the viability of using an
Evolutionary Artificial Neural Network (EANN) approach
as an alternative to standard Artificial Intelligence
techniques used in a racing game. Use of Neuro-Evolution
of Augmenting Topologies (NEAT) algorithms is compared
to a standard Al technique which employs steering
behaviours and a finite state machine to navigate an Al-
driver agent around a circuit. We present a comparison
between the NEAT algorithm and the standard Al
technique described. Our initial literature review of the
different available EANN approaches and the reasons for
the choice of the NEAT algorithmic approach for our
investigations is followed by the description of the
implementation of our modified NEAT algorithm based
EANN Al-driver agent and the racing simulation used for
testing. Finally comparison of the results achieved with the
implemented NEAT algorithm and the standard Al
technique is followed by our conclusion on the comparative
effectiveness of the NEAT and standard Al-driver agents
and how our reported results can be further improved by
future studies

INTRODUCTION

This paper focuses on developing a racing game Artificial
Intelligence (AI) that uses an Evolutionary Artificial Neural
Network (EANN) to train a racing game driver Al. This is
then compared to a standard technique used in racing games
to see how efficient, competent and viable EANN technique
is from a game developer’s perspective.

Throughout the history of video games Artificial
Intelligence (AI) has played an important part in their
success as evidenced from early games such as Space
Invaders [Taito, 1978] and Pac-Man [Namco, 1980].
Although the AI was simplistic still the games were
compelling, addictive and a huge success earning large
amounts of revenue [Kendall, 2008; Goldberg].

Presently increasing emphasis is given to the creation of
better (more advanced) Al. Games developers have been
looking for new techniques to implement from academic Al
research to improve the Al of their game agents [Rabin
2006], partly in response to the game playing public
wanting more sophistication within the games they play
[Baekkelund 2006, p. 78]. Focusing on learning algorithms
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Machine Learning (ML) is seen as one of the ways forward.
There is currently much research going into ML algorithms
to see how they can be implemented to produce Al agents
that can adapt to their environments, while remaining
challenging opponents to the player [Rabin, 2004, p. xii]
yet producing challenging, varied and fun game play.

One genre of commercial video games that has successfully
used ML techniques is the racing genre. A good example of
this is Colin McRae Rally 2.0, which successfully used
Artificial Neural Networks (ANN) to help Al agents learn
to drive around a circuit in an offline supervised process
[Hannan, 2001]. A criticism often cited against current
racing games is that their difficulty level is often too high or
low for the player of the game and has sometimes caused
games to be patched after it has been released to fix this
problem [Erickson, 2008]. Instead of fixing this problem
after a game’s release a ML technique could be used to
dynamically adjust the difficulty level of the Al agent to
meet the player’s demands while allowing the outcome of
races to be closer between the player and computer
controlled opponents creating more tension and hence more
fun.

Even though the racing game genre has quite successfully
used ML techniques in the past, not many different self
learning techniques have been explored [Woodcock, 2007].
On top of this there does not seem to be a great deal of
research into racing game Al that learns. This is evident
when compared to how much research and literature is
focussed on ML methods in other game genres such as the
real-time strategy genre [Lucas, 2003]. There is however a
lot of research from academia in computational intelligence
techniques on ML about racing robots and vehicle control.
A lot of this research is dedicated to improving vehicle
control using Evolutionary Artificial Neural Networks
(EANN) [Togelius, 2006].

An EANN is an evolutionary algorithm that operates on its
contained ANNs to produce a solution to a modelled
problem [Dewri, 2003]. The algorithm uses some
mechanisms inspired by biological evolution such as
reproduction (crossover), mutation and natural selection
[Buckland, 2002, p. 96-116]. In the context of ANNs an
evolutionary algorithm can be used to mate different ANNs
that contain different connection weights and or different
topologies to create new and different ANNs [Dewri,
2003]. By combining both ANNs and evolutionary
algorithms together, an EANN is produced.



EANNSs are an unsupervised ML technique that are good in

learning to control vehicles even when the exact physics

model used by the vehicles is not known or very complex,

such as in simulating radio controlled cars [Togelius, 2006]

and racing cars [Loiacono, 2008]. They can also avoid

some of the problems that supervised ML techniques have.

For example, in Colin McRae Rally 2.0 an ANN was used

to make the Al learn the optimal racing line for the physics

model used. The problem with using a standard ANN is that
as it is a supervised learning technique an external teacher
must train the ANN to actually drive a racing car. This is
usually achieved through the play testers of the game by
driving around every racing circuit many times. The data
collected by this process is then supplied to the ANN to
make it learn; this is a very time consuming process
[Schwab 2000, p. 460]. To avoid this problem an
unsupervised learning technique such as an EANN can be
used which means that the Al will “learn” how to race
around a circuit automatically without any external input
outside of the simulation which also have been shown to be
capable of producing complex Al behaviours by utilising
this self learning approach [Parker, 2007]. An advantage of
using such an EANN-AI is that a racing driver could
dynamically modify its driving ability according to how the
human opponent is doing, or to any other external race
conditions. However it is not worth developing an EANN if
it cannot at least compete with the traditional racing game

Al techniques within its ability to race. This is because an

EANN could then not compete against a good human

opponent, which would render the application of this

technique useless. In our investigations we have tried to
answer the following questions:

1. How computationally efficient is the EANN Al
compared to standard racing game Al techniques?

2. How effective is the EANN Al at racing around a
circuit compared to standard racing game Al
techniques?

3. How effective will the EANN Al be able to race across
multiple circuits? Therefore how good is its ability to
generalise?

We believe that the answers to the above questions will

allow games developers to make an informed choice about

whether or not to try and implement an EANN in a racing
game Al; for the desired benefits an EANN can provide
over conventional racing game Al.

EVOLUTIONARY ARTIFICIAL NEURAL

NETWORK ALGORITHMS

A number of EANN algorithms were considered when

deciding what particular algorithm was best suited to the

task of evolving an Al controller to race around a circuit.

The key qualities to be considered that the algorithm must

meet were:

1. How easy does the algorithm generalise?

2. How long does the algorithm take to evolve a
competent solution?

3. How computationally efficient is it?

4. How difficult or easy is it to implement?
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Although there are numerous EANN algorithms, also
referred to as Neuro-Evolution (NE) algorithms there are
only a few main NE algorithms that would be suitable for
the task of learning to drive. The NE algorithms we
considered in some detail were:
1. Conventional Neuro-Evolution (CNE) [Floreano, 2008]
2. Cooperative Synapse Neuro-Evolution (CoSyNE)
[Gomez, 2006]
3. Neuro-Evolution of Augmenting Topologies (NEAT)
The main benefit of NEAT over other NE algorithms is that
NEAT evolves the topology of the ANNs to yield an
optimal topology [Gomez, 2008; Stanley, 2005]. This is
highly beneficial as investigating through trial and error to
find the best topology takes a considerable amount of time
and might not be even possible depending on how complex
the problem is [Dewri, 2003]. NEAT should also produce
the minimal topology needed in order to solve the problem
at hand, which means an evolved solution should be as
computationally efficient as the problem allows.

Variants of NEAT

There are two other variations of the NEAT algorithm
called Hypercube NEAT (HyperNEAT) and Real-time
NEAT  (rtNEAT). HyperNEAT allows efficient
computation on thousands of neurons at once [Gauci,
2008]. This is not appropriate for this project as there are
not a large amount of inputs into the ANNs. rtNEAT on the
other hand would be directly applicable to this project since
it is essentially the same NEAT algorithm as above, but it
operates in real time. In other words, the evolution process
continues as the actual game is played. However, there are
two main issues with this. The first is that it requires the
algorithm to evolve during actual races and not just at the
end of these races. This means that the game design
becomes a lot more complex in order to incorporate the
algorithm, especially if the program has not been designed
with this in mind [Vanik, 2006]. The second issue which is
more serious is that tNEAT has a patent pending. This
means that in order to use the algorithm for commercial use
a license to use it must be purchased, which may lead to
undesirable financial pressures.

Standard Racing AI Techniques

Standard racing Al techniques usually comprise of two
main components for racing around a circuit. These are a
way for switching between driving states such as a finite
state machine, and a steering behaviour for guiding the car
around the circuit. A popular technique used to control a
computer controlled racing car is to represent the circuit’s
best racing line as a curve and have a steering behaviour to
follow the racing line [Charles, 2003]. This is usually
combined with a finite state machine or rules based system
in order to switch between different steering algorithms for
different behaviours, such as aggressive, pacifistic and
recovery driving [Azdima, 2001]. There are also variations
of this technique that do not use an optimal racing line.
These usually use the centre of the circuit and the curvature
of the circuit at the current point to compute where the Al
should drive to [Azdima, 2001]. This has the advantage that



no racing line information needs to be specified, but it
usually means that the optimal racing line is not represented
correctly. This can lead to an Al that is not as proficient at
driving as the technique that specifies a predefined racing
line.

Summary of Techniques

We have concluded from our literature review that the
EANN algorithm is most applicable to use in a racing game
Al is NEAT since the NEAT algorithm evolves the
topology of the contained ANNSs and not just the connection
weights. This means that a considerable amount of time
will be saved from a trial and error approach to finding the
best ANN topology. Although the NEAT algorithm is not
the quickest at evolving, it should still be fast enough for
this project. Therefore the chosen EANN algorithm to use
will be NEAT.

As for the comparison technique a standard finite state
machine combined with a set of steering behaviours that
does not use a predefined racing line will be used for
comparison. The reason why the technique will not use a
predetermined racing line is based on the decision of the
testing application that is used (see Testing Application).
This testing application comes with a standard racing Al
driver that does not use a predetermined racing line. Also
this choice was made to ensure a fair comparison between
the two algorithms since the NEAT algorithm will not have
any information relating to a specific racing line either.

METHODOLOGY

In this section a detailed description of the particular
choices for the game engine used are described, and why
the project was developed in this way. After the taken
approach has been discussed, an in depth look of how the
NEAT algorithm was created and what parameters were
used for evolution are described. Finally the choice of
statistical data to collect is reasoned.

Testing Application

In our investigations we have used an open source racing
game engine called The Open Source Racing Game
Simulator (TORCS) [TORCS, 2001], to evaluate the Al
techniques. This had numerous advantages, the main one
being that the overall game itself is very close to being a
commercial quality game. TORCS features multiple circuits
and racing cars, along with a complicated physics model
that could be found in most commercial racing games.
Therefore this is a highly accurate way of comparing both
techniques in commercial quality like game without
actually testing it in one.

Another advantage that using TORCS had was that it
shortened development time considerably, while still
allowing full access to the source code for modification.
The shortened development time was due to two main
factors. The first factor was that the actual game had been
built and therefore no development time was needed to
further develop the internal game engine. The second factor
was that the standard AI technique used is one of the
standard Al drivers that come with the TORCS. Therefore
the standard Al technique did not need to be created either,
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allowing more time to be focused on creation of the NEAT
algorithm.

Quite a few development problems led to seeking a better
implementation of TORCS. Fortunately a better
implementation has been created by Daniele Loiacono of
Politecnico di Milano, which was used in the WCCI 2008
competition [Loiacono, 2008]. This enhanced version
features a client server model which abstracts the Al driver
modules, detailed documentation, and also features a lot
more car sensors than in the original version of TORCS.
Although this version does not fix the majority of problems
with TORCS the server client model implementation just
avoids them. This decreased development time significantly
and also provided a debugged version of the framework.

Implementation of NEAT

The created NEAT algorithm was based on Matt
Buckland’s implementation instead of the original
implementation by Kenneth O. Stanley. This was because
there is a detailed description of how to create NEAT in
Mat Buckland’s book “Al Techniques For Game
Programming”. Also the differences between the two
implementations ~ were  negligible, therefore  the
implementation with the most documentation was chosen.

Evolution Parameters

A list of evolution parameters used throughout evolution of
the NEAT algorithm is listed in Table 1. For the sake of
brevity, a description of what each parameter actually does
is also listed. The values chosen for each parameter were
decided by a mixture of trial and error, and default values
that are used in Mat Buckland’s implementation of NEAT.
Recurrent neurons were allowed as it has been shown that
they can help to solve difficult problems more easily, hence
speeding up evolution [Stanley, 2002].

Parameter Value|Description

iPopSize 100 |The size of the population.

NumTicks 100 The time allowed in seponds for an Al
driver to race on a circuit.

. . Number of attempts to add a link.

g‘fsnAddL“ﬂ“ M€ 5 ISometimes it is difficult to find a link to

P members with different topologies.

Controls the percentage of the best]

dSurvivalRate 0.2 |[species members from which to spawn a
new member.

NumGensAllowe Number of generations that are allgwed

20 [for a species to exist when there is no

dNolmprovement . .
improvement in the fitness score.

iMaxPermittedNe The maximum number of neurons that

1000 o

urons can exist in an ANN.

dChanceAddLink | 0.07 |Chance a link is added during mutation.

dChanceAddNode | 0.04 |Chance node is added during mutation.

dChanceAddRecur The chance that a recurrent link is added

. 0.07 . .

rentLink during mutation.

dMutationRate 0.04 The chanf:e that mutation can happen on
a population member.

dMaxWeightPertu 05 The maximum amount a network

rbation "~ |weight can be perturbed.

dProbabilityWeigh The probability that a network weight

0.1
tReplaced can be completely replaced.




dActivationMutati
onRate

The probability that the sigmoid

0.1 S .
activation response will be mutated.

dMaxActivationPe
rturbation

The maximum amount that the

0.1 activation response can be perturbed by.

The percentage of different genes
species are allowed before being
classified as a different species.

dCompatibility Thr

eshold 0.26

Number of generations until a species is|

i0OldAgeThreshold| 50 classified as old.

dOldAgePenalty 0.7 The . o.ld age penalty fitness score
multiplier constant.

dYoungFitnessBo 13 The young fitness bonus score

nus "~ |multiplier constant.

. Number of generations for the bonus

1YoungBonusAge 10 [fitness score to apply to a newly created

Threshhold . PPy Y
species.

dCrossoverRate 07 How many of the population will
crossover with each other.

iMaxNumberOfSp 0 The maximum number of species to

ccies exist at once. 0 signifies no limit.

iMaxGenerations | 200 The number of generations to evolve

for.

Table 1: Evolution Parameters

Inputs and Outputs of NEAT

The inputs into the ANNs of NEAT are listed in Table 2.
All of the hidden and output neurons use the sigmoid
function while the input neurons were linear. The sigmoid
function was used instead of the hyperbolic tangent
function. This is because the sigmoid function works more
consistently for greater variety of applications, even though
the hyperbolic tangent function may help to accelerate
evolution [Bourg, 2004].

TORCS offers more possible inputs than the ones used but
it has been shown that a good racing ability could be
achieved with fewer inputs [Simmerson, 2008]. In fact
fewer inputs are used than in Matt Simmerson’s experiment
in the WCCI 2008 competition. In his experiment he
supplied 19 car sensors although only 5 were actually used.
Therefore only 13 car sensors were supplied in this
experiment as it was proven NEAT does not require them
all, but the opportunity was still there if it required more
than 5. Fewer inputs are also used than in Matt
Simmerson’s experiment because inputs for gear changing
were omitted. This ensures that NEAT is only concerned
with steering, acceleration and braking. The gear changing
policy used is from the standard AI. This makes the
comparison between the different techniques fairer as only
their steering and acceleration behaviours are compared. In
total there were 21 inputs and only 2 outputs, these are
listed in Tables 2 and 3 respectively.

Parameter |Quantity |Description
Speed 1 The current speed of the car.
Lateral The current lateral speed of the car.
1 Therefore this is a measure of how much the

Speed L

car is sliding.

How fast the wheels of the car are currently
Wheel L S .

. spinning. This is used to detect if the car
Spin 4 . . .
Sensors may be. start}ng to slide when used in

conjunction with the lateral speed.
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Sensors that are used to detect the edges of]
the circuit within a 100m radius. The 13
sensors sample the space in front of the car
every 15 degrees, spanning clockwise from
90 degrees to -90 degrees with respect to the
car axis.

Circuit

Sensors 13

Table 2: Inputs into NEAT

All of the inputs were scaled into the range of 0 to 1. The
inputs were scaled to prevent large input signals such as the
speed, overwhelming the smaller input signals [Simmerson,
2008]. A similar concept was used on the two output
parameters. Since the useful working range for the sigmoid
function is 0.1 to 0.9 [Bourg 2004, p. 279], the outputs are
scaled linearly from 0.1 to 0.9; to -1.0 to 1.0 to represent
minimum and maximum output for steering and
acceleration. If the outputs had not been scaled then it
would have taken a longer time for the evolutionary process
to approach the minimum and maximum values. Also since
the sigmoid function asymptotes at 0 and 1, a minimum
value of 0 and a maximum value of 1 can never be reached
without scaling of the outputs [Bourg 2004, p. 279].

Parameter Description

Acceleration Controls the ac.celerat.ion of the car. -1 denotes
maximum braking while 1 denotes full throttle.
Controls the steering of the car. -1 determines

Steering full steering to the right while 1 is full steering
to the left.

Table 3: Outputs from NEAT

Fitness Function

The fitness function (Figure 1) was designed to make small
changes in fitness values corresponding to small changes in
phenotype. It was designed in this way to avoid the fitness
landscape being too noisy, which increases the chance of
the NEAT algorithm getting stuck in local maxima
[Thomas, 2006].

Fitness = Distance + Constant - (Damage*5) - (TimeOffCircuit)?

Figure 1: Fitness Function

The “Constant” value was set at 5000 making most fitness
evaluations a positive value. The “Damage” was multiplied
by 5 to enforce the notion that colliding with barriers during
a race is undesirable. The same principle applies to the
“TimeOffCircuit” value. This was cubed to not punish
drivers that left the circuit for small periods of time (under a
second for instance), but to severely punish drivers that left
the circuit for larger periods of time as this is undesirable.
There are no speed variables in this equation because to
achieve an increase in distance the racing Al must have
been travelling faster. Therefore there is no need to over
complicate the fitness function with any speed variables.
Evaluation of the current member is aborted if the damage
was greater than 200 or the TimeOffCircuit was greater
than 15 seconds. This stopped unnecessary evaluation of a
poor performing member of the population resulting in less
time evaluating a generation.




Additions to NEAT

The NEAT algorithm was extended to have a saving feature
that allows a whole generation to be saved to disk and
loaded back into the program. There are two reasons behind
this. The first and the most obvious reason is that there
needs to be some way to save the best member of the
population, in order to actually use that member in a proper
race. The easiest method to do that was to save that member
to disk and then load that member for the appropriate race.
The second reason is that evolving a generation can take a
substantial amount of time and sometimes this evolution
needs to be interrupted. For example, evolution needs to be
interrupted to see how well visually the best member of a
population is doing in the current generation. This was
achieved by creating a system that automatically saves out
every member of each generation that is evolved.

There are a number of advantages to this. It protects against
losing all of the evolution data if something were to go
wrong with the test application as the last saved generation
state could be used to continue evolution. Another benefit is
that any previous generation state can be loaded in and
tested visually to actually see how a particular Al may have
evolved. One of the most important benefits is that all of
the statistical data of the generation is saved out along with
the generation state. This means data such as fitness
evaluation for a member of the population for any
generation can be viewed to graph how effective the
evolution process is going.

Statistical Collection of Data

The statistical data collected from the race to compare the
algorithms are: computation time, lap times, total race time,
damage received, maximum speed reached, average speed
reached and the time off the circuit. Most of these statistics
are obvious why they are required to compare the two
techniques, but two are not. The reason why time off the
circuit was needed was in order to see whether the drivers
were cutting corners and if so, by how much. A good
driving style does not require cutting corners therefore this
is a measure of how the algorithm behaves. A similar
principle applies to the damage received. The more damage
the car has taken the worse the driving ability of the Al
technique. For convenience TORCS was modified to output
the extra comparison data in the statistical xml files it
produces at the end of every race.

RESULTS

Test Conditions

The NEAT algorithm was evolved on two circuits. The first
evolution was an initial test to see that it was operating
correctly. This test was only allowed to evolve for 50
generations with a population size of 50 on a simple oval
shaped circuit; A-Speedway. The simulation time allowed
was equivalent to 60 seconds of real time; approximately
two laps on A-Speedway. The second circuit that NEAT
was evolved on was the circuit CG3; a complex circuit with
many different types of corner. In this test, evolution
occurred for 200 generations with a population size of 100.
The simulation time allowed was equivalent to 100 seconds
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of real time, approximately just over one lap on CG3. The
best member from this test was then tested on two other
circuits. This was to see how well the NEAT algorithm
would generalise and compare to the standard Al algorithm.

Results for Circuit A-Speedway

Results from the preliminary test show that the NEAT
algorithm out performs the standard based Al, Table 4. It is
more than 2 seconds quicker due to reaching a higher
average and maximum speed, and it does not manage to
take any damage. Also visually the NEAT algorithm takes a
much improved racing line than the standard based Al
using much more of the road surface to create a more
smooth racing line. The only downside from these results is
that the NEAT based algorithm is approximately 2.6 times
slower to compute than the standard based Al.

NEAT | Std. Al
Average Lap Time (Seconds) 26.19 | 28.69
Average Speed (km/h) 262.62 | 239.95
Maximum Speed (km/h) 272.32 | 264.6
Average Damage per Lap (%) 0 0.04
Time-off Circuit per Lap (Seconds) 0 0
Computation Time (Clock Ticks per Second) | 140465 | 53406
Table 4: Table of Results for Circuit A-Speedway

NEAT | Std. Al
Average Lap Time (Seconds) 77.40 | 64.52
Average Speed (km/h) 132.21 | 158.80
Maximum Speed (km/h) 169.31 | 228.9
Average Damage per Lap (%) 0.09 | 0.072
Time-off Circuit per Lap (Seconds) 2.44 0
Computation Time (Clock Ticks per Second) | 110213 | 22786

Table 5: Table of Results for Circuit CG3

Fitness Scores for Circuit A-Speedway
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Figure 2: Graph of Evolved Fitness Scores for Circuit
A-Speedway.

NEAT | Std. AI
Average Lap Time (Seconds) 179.05 | 132.26
Average Speed (km/h) 129.35| 17347
Maximum Speed (km/h) 170.70 | 282.46
Average Damage per Lap (%) 6.03 0
Time-off Circuit per Lap (Seconds) 0 0
Computation Time (Clock Ticks per Second) |141104| 28904

Table 6: Table of Results for Circuit Alpinel




In total the NEAT algorithm took approximately 3.7 hours
to evolve in this test. Figure 2 shows the fitness scores
produced from the NEAT algorithm per generation. From
this graph it is evident that the NEAT algorithm quickly
learns a solution to its problem. By the 10th generation it
has very good driving ability as confirmed by the fitness
score produced, which has been verified visually too. This
shows that the NEAT algorithm produced an exceptional
driver very quickly for this circuit. This is understandable
because the circuit is a very simple search domain, which
does not need any advanced behaviours. Another point is
that the driver is over specialised to this circuit and
therefore fails to complete a lap on any other circuit that is
not a left-handed oval.

Results for Circuit CG3

The results from this test show that the NEAT algorithm
does not compare favourably to the standard Al technique.
It is on average about 13 seconds slower than the standard
Al per lap. This is mainly due to the algorithm not evolving
the behaviour to accelerate rapidly in fast sections of the
circuit. For example, on the home straight it does not
achieve a maximum speed of greater than 170km/h. The
standard Al easily demonstrates that it is possible to reach
speeds of 225km/h and above. The low maximum speed is
probably due to the cautious behaviour that has been
evolved where it uses the left side of the circuit as a guide.
This is how the NEAT driver is able to follow the circuit by
using the left edge of the circuit as a guide. This suggests
that the NEAT algorithm is stuck in local maxima and
cannot evolve an optimal solution to the problem. Therefore
the fitness function may need to be adjusted to counteract
this problem. Another explanation could be that given the
inputs into the NEAT algorithm that this is close to an
optimal solution. Therefore extra inputs may need to be
provided to give the algorithm a more complete view of the
racing environment to produce better results.

Another area where the NEAT Al does not fair favourably
to the standard Al is in its computation time. It is over 4.8
times slower to compute than the standard Al, Table 5. This
is due to the fact that the evolved ANN is more complex
than in the previous test. This is understandable as the
circuit CG3 is a more complex domain than the previous
oval shaped circuit.

In total it took approximately 37 hours for the evolution of
200 generations with a population size of 100. This is a
substantial amount of time and the graph in Figure 3 shows
that it may have been unnecessary to evolve for 200
generations. This was because by generation 60 the NEAT
algorithm had already evolved a competent driver that
could complete a lap of the circuit within 81 seconds. This
is only 4 seconds difference from the best population
member, though its driving behaviour is not as refined.

Results for Circuits Alpinel and Streetl

As expected from the previous result the NEAT algorithm
is a lot slower than the standard AI, on average
approximately 47 seconds slower on the Alpinel circuit,
Table 6. It is expected that the NEAT algorithm would be
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slower as it had not been trained on this circuit, however
the difference is significant. Another interesting race
observation was that since there were no extremely long
straights on the circuit CG3, it does not exhibit accelerating
behaviour as fast as possible. This is evident because when
approaching speeds of 170km/h (the maximum speed
obtained on the circuit CG3), the NEAT based driver does
not accelerate any further.

There are no results for the circuit Streetl for the NEAT
algorithm. This is because there is an extremely tight corner
in one part of the circuit which follows on from a high
speed straight. Since the NEAT algorithm had never come
across this type of situation before it does not react in time
and veers off the circuit and into a wall. The impact leaves
the car against the wall with the front of the car facing the
wall and is unable to recover. Hence no results are
produced.

Fitness Scores for Circuit CG3
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Figure 3: Graph of Evolved Fitness Scores for Circuit CG3.

Discussion of Results

Overall the results show that the NEAT based Al is not as
competent a driver as the standard Al except in the first
test. In the first test the NEAT algorithm excelled in such a
simple search domain and produced a driver that was
exceptional. The racing line that it followed was perfect for
an oval shaped circuit and it achieved a higher average
speed, maximum speed and quicker lap times than the
standard Al driver. The only negative aspect was that the
NEAT based Al was 2.6 times more computational
expensive than the standard Al

However, even though the NEAT driver had performed
well in the first test, it only performed moderately well in
the second. The reason for this was that the search domain
that the NEAT algorithm had to find a solution was more
complex. The circuit CG3 contained many different types
of corners and as such the NEAT algorithm did not perform
as well. The standard Al outperformed the NEAT based Al
in every area. The most notable concern was that the NEAT
algorithm was now more than 4.8 times more
computationally expensive to evaluate than the standard Al



This was due to the increased neurons that were added
during “complexification” of the topology of the ANNs of
the NEAT algorithm. The increase neurons mean more
calculations are performed and as a result the Al driver
became more computation expensive to evaluate.

The final test showed how well the NEAT algorithm could
generalise. From being evolved on a completely different
type of circuit the NEAT algorithm managed to generalise
quite well. Its cautious driving style suited driving on
circuits it had no knowledge of. However, it performed very
badly compared to the standard Al technique, which is
somewhat to be expected. The NEAT algorithm had to
apply knowledge of driving from one domain into a
different domain. Hence, why it performed poorly against
the standard AI?

From the tests some interesting observations were made
about the NEAT based Al driver. The first observation is
that the NEAT AI driver has learnt to drive by following
the left edge of the circuit. This is similar to path following
steering behaviours that use the walls as guide in order to
navigate [Reynolds, 1999]. This would seem to suggest that
since there was no racing line to guide the NEAT driver, it
used the only type of data that was similar to a racing line,
and that was its position in relation to the centre of the
circuit. Why it chose to follow the left edge of the circuit
instead of the right edge is unknown. However, this is
probably due to the first corner in the CG3 circuit being a
right handed bend in which a racing driver would normally
approach it from the left hand side. Therefore in early
stages of evolution, this property may have been learnt and
retained throughout successive generations.

Another interesting observation which is easily
recognisable from the results obtained on the circuit Streetl
(Table 7), is that the Al has no ability to recover itself from
a crash. This is because the fitness function is geared
towards avoiding a crash and therefore does not learn the
behaviour needed to recover from a crash. This poses a
problem which needs to be solved in order for an EANN Al
driver to be a viable alternative to standard racing Al. There
are two possible ways to solve this problem. One way is to
use a finite state machine to check to see if the AI has
crashed and use some sort recovery driving algorithm. Or
the second method would be to create test cases in which
the Al will crash and then let the NEAT algorithm learn to
recover from such a situation. This would have to be done
separately from the main evolution, as a different fitness
function would have to be used in order to get correct
behaviour.

One more interesting visual observation made about the
NEAT based driver was that it was able to successfully
slide around corners without losing control of the car. This
is a significant observation as it is a complex behaviour.
This is because it is producing enough steering force to
maintain the slide, but not enough to lose control. It also
means that the NEAT algorithm was able to learn how to
use the lateral speed and wheel spin sensors inputs
combined with the normal driving inputs to produce a
complex behaviour.
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CONCLUSION

The results point to two main conclusions. The first
conclusion is that the NEAT algorithm can learn to navigate
a circuit quite well and even race around a simple circuit
such as A-Speedway better than the standard AI. The
second conclusion is that on complex circuits it takes a lot
longer to evolve a generic behaviour, and that this is not as
good as the standard Al technique.

From the analysis of the results it is quite clear that an
EANN is not more effective at racing a computer controlled
car around a circuit. There are three main reasons for this.
First and the most important reason is that the EANN Al
produced worse behaviour than the standard Al controller.
For example, the EANN Al was not as quick around the
circuits as the standard Al and it did not learn to take a
racing line as good as the standard Al technique. There
were also behaviours that the EANN failed to learn such as
accelerating as quickly as possible in straight sections of the
circuit, and being able to take very sharp corners
effectively. These effects were probably due to the EANN
being stuck in local maxima within the fitness landscape.
The second reason why the EANN is less effective than
standard Al techniques is that it is more computationally
expensive at runtime. This is exemplified when the EANN
was evolved on a more complex circuit and had to learn
more complex behaviour. It is nearly 5 times more
expensive to compute than the standard Al technique. This
computation cost could even go higher if the EANN were
to learn more complex behaviour, as the number of neurons
increase in the ANN, hence more calculation is required.
This would mean that if a racing game had many computer
controlled drivers, then an EANN is not an appropriate
choice, as too much computation would be devoted to the
Al drivers.

Finally, the EANN AI did not generalise very well. It was
competent enough to drive around most circuits, but slowly,
and in some circuits failed to complete a lap. This meant
that compared to the standard Al, the EANN Al was not
very effective.

Although this research shows EANN presently not as good
as the standard Al techniques, however they do have many
advantages. For example, they can learn complex
behaviours with relatively few inputs as demonstrated by
the sliding behaviour learnt by the NEAT algorithm. On top
of this they can offer real time learning to make game play
more varied and dynamic. This is their major advantage
over traditional standard Al techniques. Finally, as
demonstrated, an EANN can be more effective at racing
around a circuit as demonstrated by the results for the
circuit A-Speedway. Therefore they merit further
investigative effort, which we will detail in the final
section, in the search for a better Al technique than the
standard Al techniques used in current racing games.

FUTURE WORK

To improve upon the results obtained from this project a
number of possible future studies could be undertaken. The
main problem that the NEAT algorithm had was that the
produced driving style was cautious and slow. This was



probably due NEAT fitness function stuck in local maxima
and not finding the global maximum. Thus the effect of
different fitness functions, evolution, mutation parameters
and strategies could be looked at to see how they will affect
the evolved driving behaviours of the NEAT algorithm.
Although this project used the NEAT algorithm as the
EANN many others exist with their own characteristics.
Different EANN algorithms may produce better results than
what has been achieved by NEAT algorithm. Specifically
the CoSyNE or rtNEAT algorithms could be investigated to
see whether it can outperform the NEAT algorithm.
Another problem that the NEAT algorithm had was that it
was general enough to race on most other circuits but was
not able to race on them well. A possible way to improve
this would be to train the NEAT algorithm on multiple
circuits, with different types of straights and corners to
ensure that the NEAT algorithm encounters all of the
different possible types of circuits. This would be a lengthy
evolution process and require radical restructuring of the
TORCS game engine. However, this could be the only way
to find out whether a fully trained EANN algorithm could
be general enough to race on any circuit proficiently.

In this section we have detailed a few investigations, but
there are many others that could be carried out. We believe
that our results are promising enough for us and other
researchers to continue further studies to find out if it is
possible to create an EANN that can be more effective than
the currently used standard racing game Al

REFERENCES

Azdima, J. 2001. “Al Madness: Using Al to Bring Open-City
Racing to Life.” [Online] Gamasutra.

Baekkelund C. 2006. “Academic Al Research and Relations with
the Games Industry.” Al Game Programming Wisdom 3,
Boston: Charles River Media. pp. 77-88.

Bourg, D.M. and Seemann, G. 2004. “Al for Game Developers.”
Sebastopol: O'Reilly Media.

Buckland, M. 2002. “Al Techniques for Game Programming.”
Ohio: Premier Press.

Charles, D. 2003. “Enhancing Gameplay: Challenges for Artificial
Intelligence in Digital Games.” Proceedings of the 1st World
Conference on Digital Games.

Dewri, R. 2003. “Evolutionary Neural Design
Methodologies.” [Online] http://ai-
depot.com/articles/evolutionary-neural-networks-design-
methodologies/ [Accessed 12 December 2008].

Erickson, K. 2008. “Midnight Club LA Gets Al Patch.” [Online]
PS3  Informer,  http://www.ps3informer.com/playstation-
3/news/midnight-club-la-gets-ai-patch-009576.php  [Accessed
23 April 2009]

Floreano, D. et al, 2008. “Neuroevolution: from architectures to
learning” Evolutionary Intelligence vol 1, issue 1, pp. 47-62
[Online] http://dx.doi.org/10.1007/s12065-007-0002-4

Gauci, J and Stanley, K.O. 2008. “A Case Study on the Critical
Role of Geometric Regularity in Machine Learning.”
Proceedings of the Twenty-Third AAAI Conference on Artificial
Intelligence (AAAI-2008). California: AAAI Press.

Gomez, F. and Schmidhuber, J. and and Miikkulainen, R. 2006.
“Efficient Non-Linear Control through Neuroevolution.”
Proceedings of the European Conference on Machine
Learning.

Networks:

35

Gomez, F. and Schmidhuber, J. and and Miikkulainen, R. 2008.
“Accelerated Neural Evolution through Cooperatively
Coevolved Synapses” Journal of Machine Learning Research 9

Goldberg, M. [No Date]. “Pacman: The Phenomenon - Part 1”
[Online]
http://classicgaming.gamespy.com/View.php?view=Articles.De
tail&id=249 [Accessed 14 May 2009].

Hannan, Jeff, 2001. [Online] “generation5
http://www.generationS.org/content/2001/hannan.asp
[Accessed 23 October 2008].

Kendall, N. 2008. “Invade and conquer: Space Invaders thirty
years on.” [Online] Times Online.
http://technology.timesonline.co.uk/tol/news/tech_and web/ga
dgets_and_gaming/article4254644.ece [Accessed 14 May
2009].

Loiacono D et al. 2008. “The WCCI 2008 Simulated Car Racing
Competition.” IEEE Congress on Evolutionary Computation,
and Computational Intelligence and Games Symposium.

Lucas, S.M. and Kendall, G. 2003. “Evolutionary Computation
and Games.” IEEE Computational Intelligence Magazine.

Namco. 1980. Pacman. [Arcade Machine]. Midway and Namco.

Parker, M. and Parker G.B. 2007. “The evolution of Multi-Layer
Neural Networks for the Control of Xpilot Agents.”

Rabin, S. 2006. “Preface. In: Al Game Programming Wisdom 3.”
US: Charles River Media. pp. ix-Xii.

Reynolds, C.W. 1999. “Steering Behaviors For Autonomous
Characters.” The proceedings of the Game Developers
Conference 1999. California. pp. 763-782.

Schwab, B. 2004. “Al Game Engine Programming.” Boston:
Charles River Media.

Simmerson, M. 2008. “Car Racing Competition at WCCI2008.”
[Online] http://www.scribd.com/doc/3450373/Car-Racing-
Competition-at-WCCI2008-Matt-

Simmerson#document metadata [Accessed on 15 December
2008].

Stanley, K.O. and Miikkulainen, R 2002. “Evolving Neural<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>