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Preface

Dear Participants,

It gives me the greatest pleasure to welcome you to the School of Computer Science at the University of Lincoln, and to the 15th edition of GAMEON, which we are hosting between 9th and 11th of September 2014.

Computer games were already well established as the cornerstone of a global entertainment industry when the first GAMEON conference took place; since then they have have become not only a pervasive part of our everyday lives, but also an ever more exciting area of academic research. The range of topics presented this year, including AI, education, simulation and narrative, demonstrates the rich opportunities for study, which are already being undertaken in this field.

I would like to express my gratitude to all those who have contributed to this event: firstly to those who have submitted papers, and will present them over the next couple of days and; of course, to Philippe Geril who is the driving force behind GAMEON; and to the programme committe who have reviewed papers, and contributed to organising this event.

Finally, I would like to thank and highlight our prestigious keynote and invited speakers, and also workshop organisers, who together have put together an excellent and diverse set of talks and activities, which I hope you will find both interesting and enjoyable.

Lincoln, September 2014

Patrick Dickinson
GAMEON’2014 General Conference Chair
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GAME HEURISTICS
VOX POPULI - A Case Study of User Comments on Contemporary Video Games in Relation to Video Game Heuristics
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ABSTRACT

Video game reviews and user comments on released video games are common. Sales figures can often be related to the judgement from such comments. Before release, video game designers can refine their design by assessing it using different tools, such as heuristic evaluations or user tests. However, do heuristic lists designed for video games really measure the same issues that players react on? The answer might lie in the user comments online.

This paper presents a case study examines the relation between user comments and a set of heuristics designed to measure video gameplay. By conducting a linguistic analysis on video game user comments on three games of different user score, we matched common words and comments to a set of video game heuristics. Thus we could conclude which issues were most important to the users. The findings of this study can help designers and researchers to refine user studies.

INTRODUCTION

Sales figures are an undeniable measure of the success or failure of a video game production. The market outcome does not however tell us the underlying story. If we want to answer the “why”, we will have to study the “how” - how the player community receives the product. Pre-release, one way to gauge the quality of a video game is expert evaluations, such as heuristic evaluations. Heuristic evaluations will provide game developers with information on which pre-defined issues they should address. Post release, the finished product will inevitably be subject to online discussion and assessment. Expert reviews and player comments matter. According to Livingston et al. (2011), players will down rate games that have poor reviews or user comments, and they seem to trust negative reviews more than positive.

In a study conducted parallel to this paper, we examined which issues were most frequent in modern character based video games, such as role playing games, action adventure games and first person shooters. To that end, we used a heuristic evaluation method designed to find as many issues as possible in the gameplay of the aforementioned game genres. The result showed that one of the most frequent issue was loss of control of the game. We now need to examine if this view is shared by regular users.

Metacritic.com is a website where third-party reviews are gathered and weighted into a so-called metacritic score. The metacritic score will provide insight into how a game measures up from the point of view of professional reviewers as well as regular users/players. Apart from the rating, metacritic.com also allows contributors to write personal, free text comments on the game. By analysing the contents of these comments we will have an indication of which factors the users find to be critical for a quality video game, and also whether these critical success factors are connected to the issues that the heuristic evaluation tools are designed to find and remedy.

This paper is organized as follows. First we present the heuristic evaluation tools in more detail and confine these to a relatively short list without ambiguity. Following this we present the games selected using the metacritic scores. Then we used linguistic analysis to find the most common aspects commented by the users. Finally, we connect these to the heuristic evaluation list and present our conclusions.

PREVIOUS WORK

In Stråät et al. (2013) we examined the most commonly available video game design heuristics (detailed below in section Game Design Heuristics), and more specifically which of these heuristics that would be appropriate to measure the video game world itself. The study (ibid) produced a list of heuristics with focus on gameplay evaluations. We called this list the Net Heuristic List. The list contains 14 heuristics, derived from Desurvire et al (2004) Desurvire and Wiberg (2009) and Pinelle et al (2008).
Game Design Heuristics

The following authors and articles were all considered when we worked with the Net Heuristic List. Federoff (2002) was one of the first to publish a set of heuristics for games, in cooperation with a game developer team. Federoff collected heuristics from the 400 project list? and from literature on the subject. She compared her list with a real work place situation by following a team of game designers for a week. If the team used one of the heuristics on her list, she recorded a hit, and if they did something not on the list, she added it. This resulted in a list of 40 heuristics divided into three categories; Game Play, Game Mechanics and Game Interface.

Laitinen (2008) used Nielsen’s heuristics Nielsen (2005) to evaluate a computer game under production. He found that the Nielsen heuristic method did find more problems than an evaluation performed without heuristics. However, he points out that a heuristic list tailored for games would be even more efficient to use.

Desurvire et al. (2004) created the HEP (Heuristic Evaluation for Playability), where they refined the evaluation method by categorizing 43 heuristics into Game Play, Game Story, Mechanics, and Usability. The HEP list carries a strong focus on game design issues and learnability of the game (Ibister & Shaffer, 2008, pp. 79-88), and is, according to Desurvire et al. (2004), widely used by game designers.

Pinelle et al. (2008) identified usability issues based on game reviews on the GameSpot.com website. They grouped similar problems into categories, and created heuristics describing how to avoid the problems. Their list contains ten heuristics.

Desurvire and Wiberg (2010) used a survey method on a game convention to define the PLAY heuristic list based on the HEP study. It is “…a more refined and updated list of Game Playability Principles (PLAY).…” The authors wanted a generalized foundation, modifiable for each game. The PLAY list contains 48 heuristics.

The Net Heuristic List

The Net Heuristic List was compiled from the compilation of design principles by Pinelle et al. (2008), the HEP list by Desurvire et al. (2004) and the PLAY list by Desurvire and Wiberg (2010).

- Pinelle et al

1. Provide visual representations that are easy to interpret and that minimize the need for micromanagement. Visual representations, such as radar views, maps, icons, and avatars, are frequently used to convey information about the current status of the game. Visual representations should be designed so that they are easy to interpret, so that they minimize clutter and occlusion, and so that users can differentiate important elements from irrelevant elements. Further, representations should be designed to minimize the need for micromanagement, where users are forced to interactively search through the representation to find needed elements.

- HEP

1. Make effects of the Artificial Intelligence (AI) clearly visible to the player by ensuring they are consistent with the player’s reasonable expectations of the AI actor.
2. The Player has a sense of control over their character and is able to use tactics and strategies.
3. Provide consistency between the game elements and the overarching setting and story to suspend disbelief.
4. The game transports the player into a level of personal involvement emotionally (e.g., scare, threat, thrill, reward, punishment) and viscerally (e.g., sounds of environment).

- PLAY

1. The game is paced to apply pressure without frustrating the players. The difficulty level varies so the players experience greater challenges as they develop mastery
2. Changes the player make in the game world are persistent and noticeable if they back-track to where they have been before
3. There is an emotional connection between the player and the game world as well as with their “avatar.”
4. The game utilizes visceral, audio and visual content to further the players’ immersion in the game
5. Status score Indicators are seamless, obvious, available and do not interfere with game play
6. Game provides feedback and reacts in a consistent, immediate, challenging and exciting way to the players’ actions.
7. The game gives rewards that immerse the player more deeply in the game by increasing their capabilities, capacity or, for example, expanding their ability to customize.
8. Players should be given context sensitive help while playing so that they are not stuck and need to rely on a manual for help
9. Game story encourages immersion (If game has story component).
About AntConc

AntConc, by Anthony (2012), is a freeware concordance-and text analysis tool written in Perl 5.8. It runs under any windows environment, Linux and Macintosh OS X (up to 10.9) and fairly easy to use. It was created by Dr Laurence Anthony at the Faculty of Science and Engineering at Waseda University, Japan. Our primary use of AntConc is word frequency listing and the concordance Key-Word-In-Context (KWIC) function. The KWIC lists any selected word in the actual sentences it was used, which in turn allows for word-by-word analysis.

SELECTED GAMES

For the purpose of this study, we chose three games with similar interaction, play-style and genre. As we wanted to see whether player comments were different based on the ranking of the game, we selected a high, a medium and a low ranked video game, according to metacritic.com. All games were released in 2013, and all user comments were gathered in may 2014. Assassins Creed IV: Black Flag (ACIV). At the time of writing, ACIV the latest installation of the Assassins Creed franchise. The player can travel around and perform tasks (like assassinations) or follow to a pre-written storyline. The view is third - person / over the shoulder, that is, the player looks at the avatars back, and over the shoulder. The game-play encourages the player to use stealth techniques and alternative paths over running straight into the enemy. ACIV set in the world of Caribbean pirates, around the mid-1600s . ACIV got 90/100 on metacritic and thus is regarded as a highly ranked game.

DARK. DARK is a third - person / over the shoulder stealth game in a modern vampire environment. The player is encouraged to solve the task (infiltrate buildings et c.) with stealth. The game offers some aspects of character development, where the player can unlock special abilities as the game story progresses. The game was ranked 40/100 on metacritic and thus is viewed as a medium ranked game.

Ride to Hell : Retribution (RTHR) is a third person/over the shoulder games in outlaw motorcycle gang environment. The game missions vary between fighting enemies in close combat or fire fights and riding a motorcycle. There are some aspects character development, such as upgrades on both weapons and motorcycle. The game was ranked 14/100 on metacritic and thus becomes our low-ranked game.

RESULT

For each game we gathered all player comments from metacritic.com. The player comments were then used to generate word lists in AntConc for each game. Word lists contain all the words of a text listed in descending order of frequency. The word lists were filtered through a common-words stop list, to remove common words such as I, is, am, if et c. From the word lists, we picked the first five words according to the following categories:

- Words that were most frequently used to describe the players’ feelings towards the game.
- Words that were most frequently used to describe the game or aspects of the game.
- Words that describe specific actions and activities within the game.

The Words we found were:

- ACIV:
  - Adjective/Adverb: good, great, best, bad, repetitive
  - Game descriptive: story, graphics, storyline, control (controls), mechanics
  - Gameplay specifics/activity: combat, sailing, missions, battles, gameplay

- DARK:
  - Adjective/Adverb: good, bad, better, hard, fun
  - Game descriptive: story, graphics, animations (animation), difficulty, characters
  - Gameplay specifics/activity: stealth, powers, gameplay, kill, blood

- RTHR:
  - Adjective/Adverb: bad, worst, terrible, good, awful
  - Game descriptive: story, acting, sound, scenes, controls
  - Gameplay specifics/activity: gameplay, combat, gaming, enemies, effects

We then generated(KWIC) concordance lists for each of the words. The KWIC list shows, row by row, the selected word in its context. That way it is possible to analyse how the writer intended for the word to be interpreted.

Finally, we compared the KWIC with Net Heuristic List to see if we could detect any heuristic matches in the players’ comments. Each comment was classified as either positive or negative.

Table 1 shows the relative frequency of comments / heuristic, positive or negative, based on the player comments for the three games. The heuristics from the Net Heuristic List are abbreviated to category and number e.g. the second heuristic of HEP The Player has a sense of control over their character and is able to use tactics and strategies is called HEP 2 in Table 1.
Table 1: Results from the heuristic analysis of the KWIC list. Columns show positive and negative frequency of heuristics from the Net Heuristic list, per game.

<table>
<thead>
<tr>
<th>Game:</th>
<th>ACIV</th>
<th></th>
<th>DARK</th>
<th></th>
<th>RTHR</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Heuristic</td>
<td>Pos %</td>
<td>Neg %</td>
<td>Pos %</td>
<td>Neg %</td>
<td>Pos %</td>
</tr>
<tr>
<td>Pinelle et al 1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.8</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>HEP 1</td>
<td>0.4</td>
<td>0.0</td>
<td>0.0</td>
<td>2.5</td>
<td>0.0</td>
<td>3.7</td>
</tr>
<tr>
<td>HEP 2</td>
<td>3.4</td>
<td>9.6</td>
<td>5.8</td>
<td>5.8</td>
<td>0.0</td>
<td>12.2</td>
</tr>
<tr>
<td>HEP 3</td>
<td>10.0</td>
<td>3.6</td>
<td>0.8</td>
<td>4.1</td>
<td>0.4</td>
<td>12.2</td>
</tr>
<tr>
<td>HEP 4</td>
<td>8.4</td>
<td>7.2</td>
<td>1.7</td>
<td>5.8</td>
<td>0.0</td>
<td>37.1</td>
</tr>
<tr>
<td>PLAY 1</td>
<td>1.4</td>
<td>9.2</td>
<td>2.5</td>
<td>8.3</td>
<td>0.0</td>
<td>3.3</td>
</tr>
<tr>
<td>PLAY 2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>PLAY 3</td>
<td>2.6</td>
<td>0.8</td>
<td>0.8</td>
<td>2.5</td>
<td>0.0</td>
<td>0.4</td>
</tr>
<tr>
<td>PLAY 4</td>
<td>15.8</td>
<td>1.6</td>
<td>3.3</td>
<td>16.5</td>
<td>0.8</td>
<td>23.3</td>
</tr>
<tr>
<td>PLAY 5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.8</td>
<td>0.8</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>PLAY 6</td>
<td>0.0</td>
<td>4.8</td>
<td>0.0</td>
<td>4.1</td>
<td>0.0</td>
<td>0.4</td>
</tr>
<tr>
<td>PLAY 7</td>
<td>0.4</td>
<td>0.4</td>
<td>4.1</td>
<td>5.0</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>PLAY 8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>PLAY 9</td>
<td>13.2</td>
<td>6.2</td>
<td>5.0</td>
<td>12.4</td>
<td>0.0</td>
<td>9.0</td>
</tr>
</tbody>
</table>

CONCLUSION

As can be seen in table 1, HEP 4 - The game transports the player into a level of personal involvement emotionally, PLAY 4 The game utilizes visceral, audio and visual content to further the players’ immersion in the game and PLAY 9 Game story encourages immersion received the highest frequency total. In the high rated game, the positive values are slightly higher than the negative, but for the medium and low rated games the negative values are very strong compared to the positives. This indicates that the game story, the visual content and the personal immersion are strongly considered by the players. Players seem to be disappointed when these parts of the video game is poorly implemented and, in some what less degree, impressed when it is implemented in a good way.

The authors were surprised to see that HEP 2 The Player has a sense of control over their character and is able to use tactics and strategies did not receive stronger values. Comments about controls were predominantly negative, which indicates that players mention game controls when they are poorly implemented. If the controls are good, the players don’t seem to mention them much at all. It would be useful to know which heuristics share that notion; can a future study classify essential game design elements, that must not ever be poorly implemented, from other, less essential, game elements? Some of the heuristics were not mentioned at all. This might be because those heuristics are rarely violated, or that video game designers find it easy to adhere to them. For future studies, measuring the need for each heuristic would be valuable when trying to create new and improved evaluation tools.

The findings mentioned above can easily be developed into survey or interview questions. If a video game developer conducts user studies with focus groups et c. they can benefit from our findings. For future studies, it would be interesting to base interviews on our findings when interviewing players who beta test games before release.

Players are not expert evaluators. They don’t use heuristics to assess if a game is flawed or not, they just react to what they see. We believe that it is worth to take the players word into account even before creating a user study; what comments should we pay attention too, and where do players put their focus. As mentioned above, quite a few of the heuristics were not involved at all. Is this an indication that using a player focus group will give us parallel information to what we can gain from expert evaluations? Future studies should bring clarity to this.

Another aspect, which is not reflected in the heuristic analysis, is that many players commented on game and video graphic optimization. Comments on this aspect was often complaints; the users were disappointed that the game didn’t run well on their computers etc. This is interesting, even if it is not a real finding of the study; none of the heuristic lists we have been working with considers technical issues, such as described by the users in this case. This might open for a new venue of studies, where game optimization/technical issue heuristics might be detailed.

It should be taken into consideration that the players who write on metacritic.com not necessarily are representative for the entire population of players. With thin in mind, the metacritic.com website is a common source of information for consumers who are interested in new games, not unlike the IMDB.com site for movies. Reviews from regular users are sometimes even more trusted than reviews from professional writers, as the regular users do not stand anything to gain from writ-
ing reviews. Whether word-of-mouth and online reviews have a decisive impact on the purchase decision or may be debatable, but we found the method of using player comments as base for analysis of player values both intriguing and valuable. It seems that if players may choose between good interaction and a good gaming experience, they seem to put more value on the game itself.
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Abstract
This paper discusses the design and implementation of a gamified revision application based on a comprehensive literature review and in-depth analysis of previous case studies in the field of educational games. An experiment was devised to quantitatively compare the application with traditional paper-based revision methods, and an extensive set of results were collected and evaluated. It was concluded that not only can the use of gamified solutions provide superior motivation and engagement when used in an educational setting, but that they have the potential to provide through immediate feedback a system that encourages learning on a question-by-question basis, an aspect which cannot be rivalled by traditional techniques.

Introduction
Education is an ever-changing science, and new ways of creating motivation and improving learning are constantly being adopted in the classroom environment. At the same time, casual gaming has really picked up steam over the last few years, with more and more people of all ages playing games in their spare time, especially on mobile devices. In fact, figures show a year-on-year growth in mobile gaming revenue in the U.K of 63% last year (Casual Games Association, 2013, 4).

Taking these two main factors into account, it seems logical that if there was a way to utilise the captivating, motivating and encouraging nature of games in an educational setting, it would provide a rewarding and entertaining experience for pupils, but would it necessarily create a productive learning environment? That is the question that this paper aims to quantitatively answer, through the creation of an application which can be directly compared to traditional revision techniques.

Related Work
Borys and Laskowski (2013) used gamification in the form of a PBL system (Points, achievement Badges and Leader boards) to reward students for various tasks throughout a semester, like attending classes and completing tests, to determine whether the gamification had any impact on the student’s performance or attendance levels. Interestingly, they discovered that whilst the gamified group initially performed better, their motivation was shown to decrease towards the end of the semester. They also implemented a leader board, as did Domínguez et al. (2013), and both case studies found that whilst the creation of competition between students did create motivation for some, it caused more to lose motivation as they began to realise they could not keep up with the leaders.

In terms of designing the revision application, the work of Linehan et al. (2011) was extremely valuable, as they presented a series of ‘Practical, Appropriate, Empirically-Validated Guidelines for Designing Educational Games’ (p1). They focused on the merits of Applied Behaviour Analysis, a psychological framework which has had multiple previous successful implementations, most notably by Saville et al. (2006) and Olympia et al. (1994). Typically used to assist the teaching of children with learning difficulties such as Autism, Linehan et al. (2011) highlight the features of ABA that make it a good foundation for the design of a successful educational game.

The Method
Using these case-studies and guidelines, as well as a wealth of other literature, a carefully selected set of requirements for the game design was produced (see Table 1). In addition, an initial focus group was run with the pupils that would be involved in the
investigation, and data from that was also used for the requirements list.

<table>
<thead>
<tr>
<th>ID</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The design of the application should be performed from the ground-up, i.e. not an adaptation of an existing game.</td>
</tr>
<tr>
<td>2</td>
<td>The application should feature a competitive aspect, or at least a means of determining score for use in a leader board, high score competition, etc.</td>
</tr>
<tr>
<td>3</td>
<td>The learning elements of the application must be intrinsic to gameplay; answering questions correctly must allow the player to progress.</td>
</tr>
<tr>
<td>4</td>
<td>The answering of questions should be met with immediate feedback, either positive reinforcement via a gain in score/progression in the game or via positive/negative punishment via being unable to continue in the game or losing score previously gained respectively.</td>
</tr>
<tr>
<td>5</td>
<td>Questions presented to the player must be of a difficulty that adapts to the player’s performance in answering previous questions.</td>
</tr>
<tr>
<td>6</td>
<td>The design of the game must follow the four stages of the ABA framework as closely as possible.</td>
</tr>
<tr>
<td>7</td>
<td>Graphics should be bright and colourful to enhance the visual enjoyment of the application.</td>
</tr>
</tbody>
</table>

Table 1: Proposed Requirements List for the gamified application.

<table>
<thead>
<tr>
<th>ID</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>The question generation system must be able to swiftly evaluate a player’s ability and use it to encourage them to progress from that level upwards.</td>
</tr>
<tr>
<td>9</td>
<td>All four operations must be included, and questions must adhere to the national curriculum guidelines.</td>
</tr>
<tr>
<td>10</td>
<td>Multiple themed levels should be created, each with a different character for the player to control. The player should be able to choose from different themes at the start of the application.</td>
</tr>
</tbody>
</table>

Table 2: Further Requirements for the gamified application.

Using these requirements, two prototypes were developed, and the children were given the opportunity to play them and answer a questionnaire about them, which asked them to rate each prototype in terms of visual appeal, the amount of entertainment provided, and the game idea itself. They were also given space to provide any future improvements/changes that they would like to see.

Following the prototype feedback session, the top rated game overall was chosen to be carried forward, and three more requirements were proposed (See Table 2).

Using the prototype as a foundation, the final game was designed and developed and met all ten requirements. Three separate levels were created to give the children more variety and choice, each with a bright, vibrant and engaging colour scheme (See Figure 1).

Figure 1: The three themed levels in the final application.
The main feature of the game in terms of creating a successful learning environment was the adaptive question generation system. The player would be assigned a difficulty level for addition, subtraction, multiplication and division independently, based on how many questions they got correct before getting one wrong (questions got more difficult after each successful answer and more simplistic after an incorrect answer). The system therefore was able to calculate the level of an individual player and encourage them to progress their learning at the appropriate difficulty. In addition to this, the player can only progress through the level if they answer a question correctly, if they answer incorrectly the game lets them know and they have time to answer more than once, therefore encouraging them to immediately realise that they have made a mistake and learn from it.

The final experiment was designed as follows:

- Test all of the students on the chosen topic to begin with. Use their scores to set them into 2 even groups in terms of mathematical ability.

- The 2 groups will perform a different activity for the duration of the testing period.
  
  o Group 1 – Gamified application (10 minutes per day) and reading
  o (10 minutes per day).
  o Group 2 – Traditional revision (10 minutes per day) and a non-educational game (10 minutes per day).

- Students will then be tested again at the end of the testing period, with the same test.

**Results**

Whilst a wealth of results were collected including scores for each person per day on both games and on the traditional paper revision, this paper is primarily concerned with the direct comparison between the improvement in performance on the initial and final tests for both groups. As such, the most important results are the test results, specifically in terms of total questions attempted by each pupil, total questions answered correctly and accuracy of answers provided.

Firstly, when comparing the total number of questions answered (see Table 3), the results show that members of the control group improved the number of questions they answered between the tests by 29%, whereas the group using the gamified app improved by only 14%.

<table>
<thead>
<tr>
<th>Group:</th>
<th>A (Gamified)</th>
<th>B (Control)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Questions Answered:</td>
<td>35.0</td>
<td>40.9</td>
</tr>
<tr>
<td>Final Questions Answered:</td>
<td>39.4</td>
<td>49.3</td>
</tr>
<tr>
<td>Difference:</td>
<td>4.4</td>
<td>8.4</td>
</tr>
<tr>
<td>As Percentage:</td>
<td>14%</td>
<td>29%</td>
</tr>
</tbody>
</table>

Table 3: Test results in terms of total questions attempted.

We can suggest that this is due to the nature of the traditional revision, a sheet full of practice questions, which could be daunting for pupils as they attempt to answer as many of the questions as possible; they feel more urgency to answer questions than the pupils using the application who only see one question at a time.

As a way of confirming this theory, we can look at the accuracy results for the two groups (see Table 4). That is, the percentage of questions answered that were answered correctly.

<table>
<thead>
<tr>
<th>Group:</th>
<th>A (Gamified)</th>
<th>B (Control)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Accuracy:</td>
<td>85%</td>
<td>85%</td>
</tr>
<tr>
<td>Final Accuracy:</td>
<td>87%</td>
<td>80%</td>
</tr>
<tr>
<td>Difference:</td>
<td>2%</td>
<td>-5%</td>
</tr>
</tbody>
</table>

Table 4: Test results in terms of accuracy of questions answered.

Looking at these results, we can see that whilst the control group answered more questions, they answered them far less accurately. This shows that the traditional revision promotes speed rather than accuracy. In this respect, we can suggest that because the application provides immediate feedback to the player as to whether they have answered a question correctly or incorrectly, it encourages them to immediately learn from their mistakes and therefore maintain a higher level of accuracy.

Finally, we can compare the groups purely in terms of their scores on the tests (see Table 5). These results show great promise for the application, as in
our experiment the application actually improved pupil’s performance by more than the traditional revision.

<table>
<thead>
<tr>
<th>Group</th>
<th>A (Gamified)</th>
<th>B (Control)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Score:</td>
<td>29.8</td>
<td>34.4</td>
</tr>
<tr>
<td>Final Score:</td>
<td>34.5</td>
<td>39.6</td>
</tr>
<tr>
<td>Difference:</td>
<td>4.8</td>
<td>5.1</td>
</tr>
<tr>
<td>As Percentage:</td>
<td>19%</td>
<td>17%</td>
</tr>
</tbody>
</table>

Table 5: Test results in terms of scores.

This shows that although the pupils in the control group answered almost 20% more questions in the final test, they still performed worse because they had a lesser degree of accuracy.

**Conclusion**

Due to the ability of a well-designed revision application (such as the one created for this project) to provide immediate feedback to its user upon the answering of a question, an effect of ‘run-time learning’ can be engineered. Via a simple process of reinforcement, the user can be challenged at the exact moment when they make a mistake. This makes them stop, assess what they did wrong, and try again, all in the space of a couple of seconds after they provide their answer. This process cannot be replicated by traditional revision, and it suffers for it. With traditional revision methods, for example practise questions, feedback is only usually provided after all questions have been answered, which creates a long, drawn-out feedback cycle which is not efficient for learning as part of revision. Thus, this project can infer the conclusion that the gamification of revision, when approached systematically and scientifically, has the potential to encourage a higher degree of accuracy and fluency in its users than traditional revision methods.

Finally, with respect to how the findings of this research can be viewed in the wider context of using games and game design theory as an educational device, we can be confident that the results of this study demonstrate the real potential of educational games and gamified educational tools, especially in terms of revision. This study has found that at the very least the gamification of traditional methods can lead to solutions that are equally effective, but more interesting and motivational for the users. This study can make one final conclusion then, that if the educational world is ready to allow gamification in, gamification is ready to show its true prowess as a valid tool for providing motivating, encouraging, and innovative ways to enhance the education of children. It will take more than one study in one classroom to convince sceptics, but for now, this study has already convinced one classroom and its pupils that this new technology may one day be present in classrooms everywhere. The class involved intend to continue using the application as part of their mathematics revision, and given the hard time games have notoriously faced in breaking into the classroom environment, this has to be taken as one of the greatest successes of this project.
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ABSTRACT
This paper examines incidents of play, socialisation, fun and amusement to consider how these forms of social interaction relate to the serious gaming elements of the citizen science platform. Through an ethnographic study we reveal how participants of citizen science projects demonstrate aspects of ‘Gamised’ behaviour. ‘Gamised’ behaviour is defined as user generated play in a digital platform and contrasts to incidents of ‘gamification’ where a platform designer purposely embeds games into a computer platform. The paper therefore examines incidents of play, socialisation, fun and amusement and compares them with the serious gaming elements of the citizen science platform.

INTRODUCTION
This study explores aspects of gamification when interacting with fellow citizens in online citizen science projects. As a means of situating the work we define user generated play in a digital platform as a ‘Gamised’ activity. In particular we examine incidents of play, socialisation, fun and amusement and consider these forms of social interaction in relation to the serious gaming elements of the citizen science platform. Through an ethnographic study we reveal how participants of citizen science projects demonstrate aspects of gamification when interacting amongst online platforms and forums. The key question asked is what is the relationship between knowledge building - the overall objective of the site design and ‘play’ as a means for building interest and on-going commitment from the users. The specific platform under exploration is the crowdsourcing citizen science platform, Zooniverse.org; the specific projects discussed including Galaxy Zoo and Snapshot Serengeti. Other networked citizen science projects are drawn upon to broaden applied examples of the play and gamification.

Citizen science is the name given to scientific investigations conducted by amateur or non-professional scientists. Usually conducted by volunteers, citizen science has been implemented across a variety of scientific disciplines in order to provide a solution towards the demands of conducting data rich scientific research amongst professional scientists; some of these demands include time, material costs and labour incurred, particularly for tasks which are not suitable for analysis using computer algorithms (Silvertown, 2009). Citizen science provides opportunities for people to collectively contribute to investigating large data sets therefore easing the demands that would otherwise slow the research process (Raddick et al. 2009). Many examples of citizen science projects in action can be found on the Zooniverse.org platform, which utilises crowdsourcing to engage and bring together citizen scientists to actively contribute towards investigations and research.

Crowdsourcing is a term originally coined by Howe (2006) to describe the activity of a large group of people, usually an online community, to collectively contribute towards content, funding, a project or service. Examples of some of the more than 20 projects found at Zooniverse.org are Galaxy Zoo (www.galaxyzoo.org), Old Weather (www.oldweather.org) and Snapshot Serengeti (www.snapshotserengeti.org). Galaxy Zoo asks participants to classify galaxies appearing in images taken by professional astronomical facilities, such as the Hubble Space Telescope and the Sloan Digital Sky Survey. The interface of the website can be considered to be fairly self-explanatory, with an image of the galaxy to be classified on the right and multiple choice questions about the features and characteristics of the galaxy on the left. The questions are purposefully kept simple and do not require specialised scientific knowledge in order for
the participant to engage with the project. The Galaxy Zoo science team uses the information to search for rare types of galaxies or analyse the galaxy population statistically. Snapshot Serengeti displays images of animals gathered from camera traps at the Serengeti National Park in Tanzania. The purpose is to study how a variety of species interact with each other and how they are distributed across the landscape. This also relies on an interface similar to that of Galaxy Zoo, asking the participant a series of questions on the animals they can see on the photo. Snapshot Serengeti also has a support mechanism in place to assist participants if they are having trouble identifying the animals.

Contemporary interest in crowdsourcing, citizen science and online gaming all have one thing in common, they are enabled through the networked capacity of digitized human interaction. All three also tread a fine balance when it comes to keeping their specific community of users coming back and continuing to contribute to a final objective that is predefined by computer and platform developers. This paper considers this balancing and therefore the significance of the use of gamification to build and maintain motivation in terms of an online citizen science platform. Furthermore, we examine ‘Gamised’ activity as a means to explore user generated play and gaming as opposed to design embedded games and playing on a web platform. The site we examine is the Zooniverse.org with its stated objective “to produce projects that use the efforts and ability of volunteers to help scientists and researchers deal with the flood of data that confronts them” (Zooniverse, 2014). The Zooniverse currently has a registered over one million “Zoites”, who contribute to the serious objective of categorizing and processing data so it can then be applied to wider research projects and build towards scientific knowledge. The Zooniverse in its entirety not only contains a suite of citizen science projects, but also “Talk” platforms from which further interaction can take place, a schools project element for within the educations system (www.zooteach.org), and links to publications detailing some of the discoveries and subsequent discussion that emerge from the processed data. The question of serious or playful gaming swims just under the surface of the contribution pool that the citizen scientists provide. Firstly there is a balance between ‘real’ and ‘citizen’ science; and secondly there is a balance between ‘work’ and ‘play’.

Play and gamification

Abt (1987) argues that for something to be considered a game it must possess certain qualities, these are outlined as an activity, an aspect of decision-making, an objective, and rules to limit the structure and activity of the game. Although this definition may be limited, games as a form of entertainment evolve, progress and differ in meaning depending on the context. For example, serious gaming adapts the role of play by changing the role of the game. Serious gaming describes games for uses other than solely entertainment purposes (Michael and Chen, 2006); the use of serious gaming could be applied to education, planning, health and even scientific exploration. Serious games are platforms that have been specifically designed to be a game in order to achieve a serious output (Connolly et al, 2012). For example, scientists at the University of Exeter have developed a game for citizen scientists to play to collect data on camouflage called “Where is that Nightjar?” (Project Nightjar, 2014), which times participants as they attempt to find camouflaged birds. Another example is ‘Foldit’, which is an online puzzle game developed by The University of Washington, where players ‘fold’ the structure of virtual protein in order to discover new solutions that can be applied to scientific investigations (Khatib et al. 2009). Serious gaming differs from Gamification, which can be defined as “applying game-related ideas to non-game processes, issues and situations” (Shea, 2014 p. 4). This is supported by Deterding et al. (2011) who claims gamification is adding a sense of play and game design to something that is not a game. Therefore in regards to this study, it is important to make clear that the original intention of the Zooniverse interface was not designed as a serious game but as a tool to perform citizen science. This paper focuses on how users apply game like aspects to projects and tools within the Zooniverse as an online citizen science platform (examples of this can be found under section ‘Citizen science, play and gamification’ to illustrate this point further).

Burke (1971, p. 33) reminds us that the ‘Random House Dictionary’ lists fifty-three different definitions for “play” and thirty-nine for “work”. Furthermore that if both are defined in economic terms an unsatisfactory dichotomy emerges, where work is whatever you get paid for and play is everything else. Burke concludes that the only way to define either ‘play’ or ‘work’ is to find formulations which include as many of their usual uses as possible, especially the most common ones, under as few as possible clear, consistent concepts. To define either is a lengthy process. Gray (2008) on the other hand emphasises the importance of play for societies and in particular for children’ development, physically, intellectually, emotionally, socially, and morally. Furthermore, he stresses that it is important to have the freedom to quit in relation to play. In contrast to Burke (1971), Gray (2008) states there are five key characteristics
to play; firstly play is self chosen and self directed; secondly play is activity in which means are more valued than ends; thirdly play has structure or rules, which are not dedicated to physical necessity but emanate from the minds of the player; fourthly play is imaginative, non-literal, mentally removed in some what from “real” or “seriousness” of life; and lastly play involves an active, alert, but non-stressed frame of mind. For Gray (2008, p. 2) “play is actively conducted primarily for its own sake”, believing that all characteristics of play have to do with motivation and attitude.

There is a growing body of research examining the blurring of work and play. Yee (2005) for example discusses the blurring between videogames and work play boundaries, expressing that the user now can average 20 hours per week playing video games to a point where they describe their participation in terms of obligation and tedium, which are the antithesis of fun and enjoyment. Extending these blurring concepts are the considerations presented by Zhang & Fung (2014) who question the State’s role (in their case China) as an influencing force in consumer behaviour of both online game player in terms of labour being exploited and entrepreneurial invention as a secondary industry. A well considered and very reflexive paper that considers the economic significance of mass participation in games by Bundy (1992) also explores the notion of play as a leisure activity describing it as “a transaction or activity in which we engage only because we want to, not because we feel we must” (p. 217). However it is determined by the player whether something can be seen as a game and the circumstances in which the activity is carried out because “without playfulness, all activities become work” (Bundy, 1992, p. 217). The relationship between work and play has been explored by Greenhill and Fletcher (2013), who argue that as the difference between real and digital environments are becoming less apparent so are the differences between work and play. This argument is supported by Anderson et al. (2013) who explore how some online gaming platforms may be seen to subtly influence the player into enjoying the work undertaken. This is achieved by the careful use of in-game mechanics such as the timing and layering of reward systems. Reward systems can include badges to encourage the player to continue playing amongst simulated ecosystems. The result is that “work and play are starting to become indistinguishable from each other” (Yee, 2005, p. 70). According to Danbridge (1986) the value of organisations is to blur the boundaries between work and play to enable workers to experience the benefits of ‘flow’ associated with play activities. Danbridge argues that by de-emphasising the dichotomy between work and play within the workplace, workers are then able to draw upon ‘fun’ and ‘enjoyment’ into the ceremonies of work. This de-emphasizing therefore enables the incorporation of elements of playfulness into their daily working lives and improves job satisfaction. Danbridge (1986) goes on to explain that the work/ play dichotomy is enforced when we describe play as a ‘process’ and work as ‘the end product’ (p. 159).

With these thoughts in mind it might be argued that the seemingly blurred relationship between work and play may be applied in a similar manner to the participation and contributions towards citizen science. When a dichotomy is established between the ‘process’ of data categorization and science as ‘end product’, could an understanding of play as categorization and work as science emerge? If the definition is carried through in terms of understanding citizen science participation in an online crowdsourcing platform, a lowering of enjoyment must ensue and the sense of fun and enjoyment diminish. The blurring of the relationship between work and play is therefore a key consideration to this paper. The relationship and understanding of gamification as play should therefore equally not be considered as a dichotomy to that of the work towards the science outcome. We will return to these arguments later in the paper when we explore the complex relationship of seriousness and play elements to achieve as an end product. It is also important for our case to ask whether seriousness and play can coexist; i.e a serious outcome with play as a form of motivation? Or does play in the scientific ‘end product’ somehow reduce or lessen the validity of the outcome if play stimulates the activity? For the Zooniverse we ask ‘Are people playing when they are categorising on the Zooniverse? Could the Zooniverse legitimately use online gaming to build ‘real’ science? And can the online game be disentangled from the serious science outcomes?’

**Serious ‘Real’ Science**

Chalmers (1976) states;

“Science is highly esteemed. Apparently it is a widely held belief that there is something special about science and its methods. The naming of some claim or line of reasoning or piece of research "scientific" is done in a way that is intended to imply some kind of merit or special kind of reliability. But what, if anything, is so special about science?” (1976, p. i)

Ziman (2004) tells us science amongst other things is a social institution and that it produces quantities knowledge. He also states, “The peculiarity of science is that knowledge as such is deemed to be its principal product and service. This not only
shapes its internal structure and its place in society. It also strongly colours the type of knowledge that it actually produces” (p. 5). Ziman (2004) questions whether the confidence and respect once held for genuine scientific enquiry may be becoming less apparent and acknowledges that not all scientific practice may be revered as faultless. However, Ziman also argues that there are defining aspects to real science in that it must be rigorous in intent and command respect in regards to the methods it employs by legitimately making a contribution towards a body of knowledge. Jackson (2013) considers the practice of citizen science to lack in this approach, that it may be considered just a novelty or trend with too much emphasis on the gaming aspects making science appear trivial. Concluding, it may be precarious to rely on its findings without fully knowing the potential impact it may have.

Others highlight the issues of accessibility in regards to citizen science in that it is only available to people with the knowledge and access to the technological platforms such as computers and access to the Internet (Mathieson, 2013). According to Bonney et al. (2009) lack of specialist knowledge or misclassification may result in errors within the data produced, although within Galaxy Zoo great lengths are taken to ensure the quality of the galaxy classifications, which are released for use in the wider scientific community (Lintott et al. 2011, Willett et al. 2013)

Although the practice of citizen science may not be entirely without issue, there is an element of control in regards to the data produced by the participants as they work within a system created with them in mind. For example, the interface on Galaxy Zoo provides limited options as to how galaxies can be classified, and guides the participants therefore controlling the margin of error. Any unusual activity is then filtered and flagged for further review. For Cohn (2008), the issue of whether citizen scientists can conduct real research is questioned through the reliability of the data recorded/produced, concluding that work achieved through these methods can contribute towards scientific studies overall by helping to gather data, develop guidelines and save resources. Citizen scientists have also been known to serendipitously make discoveries as people involved in a classification task continue to look for anything unusual and it also provides a multifaceted approach to exploring the data (Christian et al. 2012). This indicates that the practise of citizen science can legitimately make a contribution towards real science.

**Citizen Science, play and gamification**

Eveleigh et al. (2011) explore the concept of gamification in regards to Zooniverse project Old Weather, a project that asks users to assist in the transcription of handwritten ship logs from the 19th century. The team behind the project realised that many users found the task repetitive and the handwriting difficult to read, so they developed a ranking system to encourage participation and sustain volunteer’s engagement. This system ranked volunteers by contribution from Cadet to Captain allowing for the “top transcribers in each ship to compete for captain” (p.1). The study discovered that some of volunteers enjoyed an aspect of gamification within citizen science for reasons such as to validate their work, motivate contributions and track personal progress. But they also found this particular system may have been too competitive and perhaps went against the ethos of collective achievement that encourages many to be part of a crowdsourced project in the first place.

Across a variety of online citizen science platforms multiple examples of play, socialisation, fun and amusement can be found which may be surprising considering the practice of science is usually regarded to be a serious discipline (van DijK, 2011). As previously stated, this study focuses on Galaxy Zoo and Snapshot Serengeti. These particular projects from the Zooniverse have been chosen to be studied for a variety of reasons. Galaxy Zoo was the first project of the Zooniverse and has since evolved over the years to meet the needs of the contributors. Galaxy Zoo has a strong and loyal following that consistently dedicate their time and labour to the project and as a result it has developed a rich history. Another reason why we decided to study the Galaxy Zoo project is because it focuses on a grand subject matter and by exploring the workings of this unique project it provides us with an exciting opportunity to be part of that. Much of the same reasoning can be applied as to why we decided to explore Snapshot Serengeti, as it is also allows us to be part of another unique project and allows us to view extraordinary photography of rare animals. It is something we consider to be fun and entertaining. We also feel that Snapshot Serengeti supports a noble cause by collecting information about wild animals in order to help protect them.

When exploring the surface of the Zooniverse it may at first appear to be a straightforward platform to conduct citizen science. However, due to the legions of committed contributors residing within an active and developed community, as well as the opportunities provided for rich social interactions throughout its forums, blogs and other examples of social media, it appears that there is far more hidden within the Zooniverse than an initial view may imply. It has been highlighted that some members have found the classification systems
within online citizen science projects to be dull and repetitive (Prestopnik and Crowston, 2011), so some members of the Zooniverse have been reported to invent their own games within the classification process to help motivate themselves and other users making it more interesting. For example, some members attempt to find and collect photos of all forty-eight animals listed within Snapshot Serengeti, while other participants have even been reported to attempt to find the rare Zorilla in order to complete their collection (Daily.zooniverse.org, 2014).

![Photo of Zorilla - Snapshot Sunday (2014)](image)

The team behind Snapshot Serengeti realised the popularity surrounding the element of play for their community. To encourage play, they drew on photographs that existed on the site and built a meme generator to allow contributors to create their own memes. The meme generator was designed to attract interest and encourage new users towards contributing to the project. The image below is a meme which has been created by a participant portraying a photo of a leopard looking like it is laughing with the caption “LOLZ”.

![LOLZ!](image)

Another example of play which has been adapted from the photos from The Zooniverse is a website called MyGalaxies (www.mygalaxies.co.uk), created by a Galaxy Zoo team scientist, and which allows participants to create messages from photos of galaxies that resemble letters. Below is an example created through the website spelling the word “Zooniverse” through images of galaxies:

![My Galaxies](image)

www.mygalaxies.co.uk (2014)

A further example of play using this format can be found in Pedbost et al. (2009) who for an April fool prank claimed that a new galaxy cluster had been discovered which spells “So long and thanks for all the fish”. These examples provide citizen scientists with opportunities to have fun and be creative with the images and data collected through the platform. They demonstrate how citizen scientists actively engage in play and gamification when participating within the Zooniverse. This study further explores aspects of gamification throughout online citizen science projects and discusses the relationship and impact this may have on real science.

RESEARCH DESIGN AND METHODOLOGY

To gain an in depth understanding of aspects of gamification within online citizen science projects we will be using multiple qualitative methods in order to collect data with an interpretivist approach. An ethnographic study is currently being carried out where the researchers are actively participating within the citizen science platform Zooniverse.org and keeping a daily diary of findings. This will also include content analysis of examples found across citizen science platforms such as games created specifically for the citizen science projects, blog posts, discussions on forums and other examples of play found within this domain. These examples will be used to further illustrate points and support arguments throughout the study.

RESEARCH AGENDA

We suggest such a research agenda shaped by the points raised above would have the following objectives:

1. To provide systematic empirical evidence concerning serious gaming and the relation play has
when motivating to a serious networked outcome and a critical examination of extant diverse secondary data

2. To develop an understanding of the processes of social interaction in the gaming context via:

i. In-depth interviews regarding the kinds of play citizen scientists and online contributors undertake in relation to other serious’ forms of scientific categorisations in similar online platforms,

ii. Narratives of (play) self motivation in relation to online gaming communities, science communities and other organizational communities via a series of visual ethnographies.

iii. Analysis of the resulting data sets in order to assess the importance of issues of fun, entertainment, satisfaction, motivation, volunteering continuity, pride in contribution, a sense of connection with other citizen scientists.

iv. Exploration of the resulting data set as to how these issues intersect with other demands on citizen scientists time and long term commitment and motivations.

3. To provide insights of practical and policy relevance to core social and scientific issues by communicating our assessment of the significance of citizen science and gaming in online environments as those agencies and business draw on the online platform to process manageable form of scientific data; and by providing evidence based recommendations which can be used to inform the development of strategies for organizing disparate citizen scientists.

CONCLUSION

Within the paper we have presented a number of examples of play, socialisation, fun and amusement that is happening in the Zooniverse citizen science platform. These examples are predominantly examples of ‘Gamised’ activity. It is also clear from the examples presented that play, amusement and entertainment, as a form of social interaction, is important for some of the participants of the citizen science platform. It is also clear that the question of serious or playful gaming swims just under the surface of the contribution pool that the citizen scientists provide within this serious platform. There is a need to consider the balance between ‘real’ and ‘citizen’ science; and secondly there is need to further consider the balance between ‘work’ and ‘play’ when attempting to design for a serious objective within an online platform. The research proposed will therefore help to provide clearer answers to what is the best way to achieve a balance between ‘play’ and ‘work’ both from the users and developers perspectives. It will also build a robust body of work to further understand the importance of ‘Gamised’ and or ‘Gamification’ for citizen science and others considering using crowdsourcing a platform for online engagement.
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ABSTRACT
We apply real time physics techniques from video game development to the simulation of rail vehicles for rapid analysis of the stability of the wheel rail interface. We introduce a fast simulation algorithm for the wheel rail interface, using a spline-based approach to approximate the gravitational stiffness force. We compare our simulation to results achieved from solving the Nadal equation for a range of rail vehicle speeds. We extend the technique to multiple railway bogies, and use the simulation to gather data on flange collisions. As we use a physics library and techniques designed for real time gaming, our results are achieved considerably more quickly than rail industry standard simulations, allowing for multiple scenarios to be modelled and analysed.

INTRODUCTION
The simulation of rolling stock on railway tracks is vitally important to the rail industry in terms of both safety and cost. New rail vehicle designs, and new track sections, undergo extensive simulation before being green-lit for construction. Traditional simulation techniques are slow and expensive (although still considerably cheaper than building rail vehicle prototypes). The time consuming nature of these simulations prohibits the number of different scenarios which can be considered, leading to conservative options being modelled from the outset. The video game industry employs physics simulation techniques which operate in real time for multiple agents on relatively lightweight computational platforms. Consequently simulation is both cheaper and faster than more traditional techniques. However this speed comes at the cost of the accuracy of the simulation results. It is our contention that real time video game simulation techniques can be used to model multiple scenarios quickly and cheaply in order to identify the parameters with the most promising results. These chosen scenarios can then be targeted for higher fidelity simulation. In this manner a much wider range of parameters can be included in the simulations at an early stage, with the high cost time-consuming simulations only targeting the most promising combinations.

A key aspect of rail vehicle simulation is the wheel rail interface. Analysing the contact point between each wheel and the rail leads to prediction techniques for when a piece of rolling stock will derail. Wheel climb derailment occurs when the gravitational stiffness force is unable to keep the rails on the track. This is usually caused by a rail vehicle travelling at too high a velocity around a curve in the track. Rail climb derailment is believed to be the cause of sixteen derailments in the USA between 1998 and 2000 [Iwnicki, 2003]. The Nadal formula [Nadal, 1896] describes wheel-climb behaviour of a flanged pair of wheels on a set of rails, calculating the minimum conditions at which derailment will occur. In this paper we utilise NVidia’s PhysX libraries to simulate railway bogies on tracks of different curvature, and employ a spline-based algorithm to simulate the gravitational stiffness force. We measure the speed at which the simulated wheel rail interface fails due to rail climb derailment, and compare the results to those calculated from the Nadal formula.

As our simulation runs in real time, it can be used to analyse many different scenarios in order to identify the parameters most worthy of high-fidelity simulation. Further to this, we show that the work can be extended to more complex scenarios involving multiple bogies and carriages. We also demonstrate that the simulation can be used to gather data on crucial indicators of rail degradation such as flange collisions. It is anticipated that this work will lead to a much wider range of simulation scenarios being considered when designing rolling stock and rail sections.

BACKGROUND
The wheel rail interface is described, and the Nadal formula for calculating wheel-climb behaviour is presented. Current techniques for simulating rail vehicle dynamics are then reviewed, which are not real time solutions. This leads to the contribution of the paper: utilising a commercial physics package from game development for real time simulation of the wheel rail interface.
Wheel Rail Interface

A wheel-set comprises wheels, flanges and axle, as shown in Figure 1. Flanges only prevent the derailment during normal operation and do not guide the wheels around bends. Instead, the conical shape of the wheels produces a self-centring effect. As the wheel drifts away from the centre of the track, the rolling radius becomes larger on the outer wheel than on the inner wheel, changing the effective size of the wheels and causing the wheel-set to yaw about the vertical axis and centre itself between the rails. This phenomenon is sometimes known as the Gravitational Stiffness Force [Iwnicki, 2003] and allows the wheel-set to corner without wear and tear on the flanges or rails, which would be potentially dangerous and expensive.

![Figure 1: The Wheel Rail Interface.](image)

When the gravitational stiffness force is not sufficient to keep the wheels on the rail, wheel climb will occur, leading to derailment if the wheel rises above the extent of the rail. The most common causes of wheel climb derailment are when the rail vehicle is travelling at too high a speed around a curve in the track, or as a result of hunting oscillation (which is a side effect of the gravitational stiffness force itself) [Marquis and Greif, 2011]. The Nadal formula describes wheel climb behaviour and represents the minimum conditions at which wheel climb derailment will occur [Nadal, 1896].

\[
\frac{L}{V} = \frac{\tan \delta - \mu}{1 + \mu \tan \delta}
\]

$L$ and $V$ represent the lateral and vertical forces acting on the wheelset, $\mu$ represents the coefficient of friction and $\delta$ represents the wheel’s maximum angle of attack. The angle of attack is the angle (from horizontal) between the wheel and the rail at the contact point. Figure 2 shows the angle of attack $\delta$ between the wheel and rail during normal operation.

![Figure 2: The Angle of Attack.](image)

Rail Vehicle Simulation Techniques

Little work has been carried out to date on developing real time solutions for rail simulation. The challenges involved in simulating rail vehicle dynamics are described in [Evans and Berg, 2009]. The work does not address real-time simulation directly, but rail vehicle dynamic simulation in general is discussed. The key challenges are identified as modelling the wheel rail contact surfaces, suspension components, car body flexibility, inter-vehicle connections and track models. It is also pointed out that validation of a model is important, but problematic due to the difficulties measuring real world force data at the required fidelity.

Existing work has focused on the contact surface between the rail and wheel, for application within a wider simulation for high fidelity results. [Polach, 2000] models the contact surface as an ellipsoid with normal stress distribution. This gives shorter computing time than previous approaches, and has been applied to multiple simulations successfully, but is not a real-time solution. A multi-layer spline function algorithm is described in [Shaban et al., 2001], for calculation of the third derivatives with respect to the contact surface parameters. A numerical integration method is employed in [Anyakwo et al., 2012] to solve first order differential equations representing a two degree of freedom model, taking into account the lateral displacement of the wheel-set and the yaw angle. The contact point between the rail and wheel is also the focus of [Wang and Li, 2012] which uses a technique to transform the three dimensional space of the wheel and rail surfaces into a curve of possible contact points for less complex computation. These are all computationally intense algorithms which are unlikely to be suited to real time simulation.

A method for designing and implementing real time simulation algorithms, based on the use of field-programmable gate array technology is presented in [Monga et al., 2012]. A high-performance reconfigurable platform was developed to run various simulations. Results from the simulation environment are successfully compared to a mathematical approach and the system meets the real-time constraints. This, however,
involved the use of specialised and expensive hardware; we hope that the use of PhysX will allow our simulations to run on a standard desktop PC.

Some studies have considered other applications of physics libraries for video games. In [Luo et al., 2009] a commercial physics middleware solution is employed to build a simulation and debugging environment for small, robotic cars. Two vehicles were successfully built with software that was developed in the environment, showing that the physics simulation worked well on this scale. Rail vehicles are much larger and heavier, but this work implies that video games physics software can produce meaningful results.

IMPLEMENTATION

We have produced a bespoke simulation tool called “Locomotion” for this work. The tool has been developed in C++, using the OpenGL and PhysX libraries. It simulates the progress of one or more train carriages along tracks of varying curvature at gradually increasing speed. The tool logs the number of flange collisions for each wheel, and the speed at which wheel climb derailment occurs. Figure 3 shows a screen-shot from Locomotion. The train model is based on the parameters of the Metro de Madrid 5000 Series, supplied to us by NewRail.

![De-railment Detected](image)

Figure 3: Screen Shot of Locomotion Simulation Tool.

To replicate the gravitational stiffness effect, we use a spline-based approach. Each section of track is represented by a spline which runs between the two rails. Each spline is defined by a Bezier curve. Every wheel/rail collision is registered, and then the nearest point on the spline to each wheel-set is calculated using an iterative search of the Bezier curve. A force is applied to the wheel-set, replicating the effect of the gravitational stiffness force. This is shown in Figure 4. The central line is the spline and the dot on the axle is the wheels global position. As the centrifugal force \( x \) causes the wheel to drift, a force \( y \) is applied to push it back towards the spline.

This force is a function of the distance to the central point (a vector), multiplied by the mass of the vehicle (divided by the number of wheel-sets) and the simulation time-step. This calculation is carried out for each wheel-set. The force is only applied while the wheels are in contact with the rails. The train will derail when the applied force is unable to counteract vehicle instability/centrifugal forces.

![Figure 4: The Spline Based Approach.](image)

The main body of the vehicle is constructed from a single rigid body. The mass and centre of gravity can be altered to simulate different load distributions. Each wheel is a rigid body to which the flanges are attached. The flanges are modelled as distinct rigid bodies to allow detection of flange collisions with the rails (a key signifier in rolling stock derailment and track degradation). The wheels are attached to the bogies (and the bogies to the rest of the vehicle) via revolute joints. Suspension is not currently modelled, but is approximated by an inherent, configurable flexibility in the joints. Derailment is detected by checking whether any wheel has left contact with the rail for more than a definable amount of time (in this case 0.5s), or if any component of the vehicle has come into contact with the ground. If derailment has occurred then the speed at which the vehicle was moving when last in contact with the rails is recorded as the derailment velocity.

SIMULATION RESULTS AND EVALUATION

The Nadal formula was used to predict the speed at which a single bogie is derailed, as a benchmark for comparison of our simulation results. Both the simulation and formula use the following values. Wheels have an angle of attack of 69.5°. We assume the wheel and rails are made of steel, with a coefficient of friction of 0.8. This results in a Nadal value of 0.597.

The vertical force \( V \) is calculated using acceleration due to gravity \( (9.806\text{m/s}^2) \) and the mass of the bogie, which is 7,000kg (including wheel-sets). Our calculations also assume even distribution of forces between the bogie’s two wheel-sets. We approximate the lateral force \( L \) using centrifugal force and calculate this for a range of speeds and curve radii.

The graph in Figure 5 shows how speed affects the \( L/V \) value. The Nadal value predicts the minimum derailment conditions (i.e. the points where the horizontal Nadal line crosses the other graphs). Solving these equations gives us the conditions for derailment shown in the table below.
Figure 5: L/V Ratios for Varying Speed and Curve Radii.

<table>
<thead>
<tr>
<th>Curve radius (m)</th>
<th>Predicted min derailment speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>20.95 m/s (46.87 mph)</td>
</tr>
<tr>
<td>100</td>
<td>24.19 m/s (54.12 mph)</td>
</tr>
<tr>
<td>125</td>
<td>27.05 m/s (60.52 mph)</td>
</tr>
<tr>
<td>150</td>
<td>29.63 m/s (66.29 mph)</td>
</tr>
<tr>
<td>175</td>
<td>32.01 m/s (71.6 mph)</td>
</tr>
<tr>
<td>200</td>
<td>34.22 m/s (76.55 mph)</td>
</tr>
</tbody>
</table>

The Locomotion software was used to construct a looped track consisting of two horizontal straight sections, and two uniformly curved sections joining them at each end. A bogie was simulated traversing this looped track, with the speed of the bogie increased by 0.5mph on each successful loop of the track until derailment occurred. The experiment was carried out with the curvature of the curved sections ranging from 75 metres to 200 metres. Each simulation was repeated 100 times, resulting in the average speed at which derailment was detected for each curvature of track. Figure 6 shows the results of these simulations, and the corresponding predicted result from solving the Nadal equation.

It can be seen from the graph that the simulated vehicle is capable of achieving higher speeds on wider curves, as expected. All simulated results are within 6mph of the predicted value from the Nadal equation. However, at higher speeds, the simulation becomes less capable of successfully traversing curved tracks than the formula predicts. The range of results and standard deviations from running 100 tests of each simulation are presented in the table below.

<table>
<thead>
<tr>
<th></th>
<th>75m</th>
<th>100m</th>
<th>125m</th>
<th>150m</th>
<th>175m</th>
<th>200m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>46.31</td>
<td>58.88</td>
<td>64.27</td>
<td>66.72</td>
<td>69.12</td>
<td>70.78</td>
</tr>
<tr>
<td>Nadal</td>
<td>46.87</td>
<td>54.12</td>
<td>60.52</td>
<td>66.29</td>
<td>71.6</td>
<td>76.55</td>
</tr>
<tr>
<td>Diff</td>
<td>-0.57</td>
<td>4.56</td>
<td>3.75</td>
<td>0.43</td>
<td>-2.48</td>
<td>-5.77</td>
</tr>
<tr>
<td>Range</td>
<td>5.0</td>
<td>16.0</td>
<td>11.0</td>
<td>11.0</td>
<td>8.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Std Dev</td>
<td>1.09</td>
<td>4.44</td>
<td>2.11</td>
<td>2.27</td>
<td>1.76</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Figure 6: Predicted Speed Versus Simulated Results.

Simulating Multiple Carriages

The Locomotion tool was further used to simulate scenarios with multiple train carriages. The results in Figure 7 combine the results already considered for a single bogie with those achieved from simulating a carriage with two bogies, two carriages and three carriages (with two bogies each). In the multiple carriage scenarios, the lead carriage was pulling the rest of the train (this parameter is configurable in our software). The prediction line is from the Nadal equation for a single bogie, and is included for completeness.

Figure 7: Derailment Speeds Compared to Bogie Predictions.

A single vehicle shows some correlation to the simulated results for a single bogie, but is less stable (and the range of derailment speeds was generally higher). Multiple vehicles are less stable due to the connection between the vehicles affecting each other’s stability. The simulation of a single bogie ran at 60 frames per second (FPS) and was therefore running in real-time. A
single carriage averaged 50 FPS, two carriages 40 FPS and three carriages 30 FPS. As we maintain a fixed time step for stability of the physics simulation, this means that the three carriage simulation is running at half speed. However, this is still significantly faster than the high fidelity simulation tools used conventionally.

**Flange Collisions**

As the Locomotion tool is a physical simulation of the bogie, wheels and rails, it can be utilized to collect additional data on the system. Our results for speed of derailment are sufficiently consistent with the predictions from the Nadal equation to consider the simulation as meaningful. Of particular interest to the rail industry is the number and frequency of flange collisions which occur with the track. When the flange hits the track, there is a risk of degradation to the track.

From our simulation we found that when the bogie is following a curved track to the right, 92.3% of flange collisions occur on the left side track. This is to be expected as the bogie is resting more heavily on the outside (left) wheel, creating greater likelihood of flange collisions on that side. In the case of the simulation with three carriages, it was found that the leading carriage accounted for 26.32% of flange collisions, the middle carriage 44.73%, and the trailing carriage 28.95%. This is consistent with real world expectations, as the central carriage has forces acted upon it from the two surrounding carriages.

**CONCLUSIONS AND FURTHER WORK**

We have successfully developed a rail dynamics simulation tool using NVidia’s PhysX library and techniques from the video games industry. Our tests have shown that our spline-based method of approximating the wheel-rail interface produces results that are close to those predicted using the Nadal formula; the averages over 100 tests were within ±6mph of the predictions. While we carried out 100 tests on each curvature of track to achieve confidence in the average values, this batch testing for the bogie simulations took less than 6 hours to run, which is a considerably faster turnaround than an individual test in the more sophisticated simulation tools used in the rail industry.

Further validation is needed from real train data to determine whether our bogie simulation is sufficiently accurate. However, we believe that our results show that physics libraries for video game simulation have the potential to produce real-time engineering simulations. Of particular interest is the "fast prototyping" aspect of the work. Utilising video game physics libraries and techniques allows us to simulate multiple scenarios in real time. This allows the rail industry to run simulations based on changing many different parameters in the design of the rolling stock and the track layout.

The most successful simulations can then be earmarked for high fidelity simulation. We do not envision our approach as a replacement for existing time-consuming techniques but as an initial step in targeting those techniques. Our partners at NewRail have identified a number of fields where these techniques could be applied, including accident investigation, noise abatement, effects of load distribution and explosion modelling.
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ABSTRACT
The paper describes an idea and technical approach of gaming technologies introduction in surgery training based on 3D simulation. Research is based on the authors' experience in the development of a specialized simulational training suite for laparotomy, laparoscopy and endovascular surgery, which was created in cooperation with Samara State Medical University. The proposed solution is based on the implementation of adaptive changes in logic and surgery scenes as a reaction to the student's acting in real time. This allows improving the usability and efficiency of training suite utilization in practice.

INTRODUCTION
Intensive application of simulation tools for surgery training at clinics and medical universities requires implementation of the most up-to-date technologies in robotics, 3D modeling, electronics and software engineering. Still the combination of the most realistic visualization of surgical field and adequate haptic feedback of manipulators that simulate surgery instruments can appear to be not enough for an effective educational process. At the same time some simple versions of training suites that are comparatively cheap and easy in use can give a significant improvement to a surgery training technique.

In this paper we propose a solution vision for a computer appliance based on virtual reality implementation and used for educational purpose. The proposed approach allows the developers of new training suites to better specify the requirements, concretize the scope, prepare effective tests and improve quality assurance. The basic challenge of this research is to identify a trade off between highly realistic but laborious 3D modeling and light solutions for computer-aided education easy to operate and enter the market.

STATE OF THE ART
Simulation technologies are intensively used in medical higher education nowadays. Students employ virtual simulators to improve practical skills and enrich theoretical knowledge. Implementation of new education technologies combined with clinical work can significantly speed up the process of a surgeon’s professional development.

Among the most widespread areas of simulation for surgery training there are laparoscopy, laparotomy and endovascular diagnostics and surgery (Bielser 2003, Lim 2007, Yiasemidou 2011, Zhou 2012). All the solutions in this area are based on visualization of 3D scenes that represent surgery fields for different cases and simulation of surgery intervention by means of specifically designed manipulators. The concept is pretty close to gaming simulation: the student has a certain situation described by visual model with predefined features and can perform a number of actions getting the response that simulates the real human body behavior.

Due to high complexity and uncertainty specific for real surgery intervention and uniqueness of every individual surgery scene the simulation is often simplified: the number of cases is limited to typical ones (normal and pathologic), and the possible behavior of the model is captured by a certain scenario. This helps implementing the simulation of not all the organs of a human body with realistic physiology and feedback, but only a fragment relevant to the current surgery case. Therefore the student can perform a limited number of actions at a certain moment of time; otherwise the system will terminate the game with an exception.

Besides there can be extracted two types of simulators both popular in the market:
– without force feedback: SIMENDO laparoscopy from SIMENDO and LAP-X from Epona Medical;
– providing force feedback: CAE Laparoscopy VR Simulator from CAE Healthcare, and LapSim Haptic System from Surgical Science Sweden AB.

Simbionix provides a LAP Mentor training suite with both options, either including or excluding force feedback.

There should be mentioned that each type of simulators has its own niche. Training suites without force feedback are constructively simple and relatively cheap. They allow surgeons to gain basic surgery skills and can help to evaluate a theoretical qualification and career potential of a medical student who is going to perform certain surgery interventions. Those that provide force feedback are able to offer a new range of educational techniques and bring the student closer to real life practice. One of the main problems here is to train the students to operate surgical instruments, which requires studying uncommon hand motions.
The problem of simulation-based surgery education efficiency is actively discussed in scientific community. The papers (Rodgers 2009, Munz 2004) demonstrate that in terms of educational outcome complex virtual simulators are more effective than simple models. An overview of 109 papers on simulation-based education is presented in (Issenberg 2005) that formulates key requirements for effective education. Top five requirements include realistic feedback, training repetitiveness, integration of a task to study, range of complexity levels and difference in learning strategies. Despite the fact that with no doubt the higher quality of simulation is better for educational efficiency, a number of factors is pointed out that have different impact on skills and knowledge obtained by the students. The challenges of their best combination in the process of educational process organization for various surgery specialties are studied in (Jordan 2000, Madan 2007, Hassan 2005).

**MOTIVATION**

However the trend in this area is to provide as much reality as possible. Modern technologies allow simulating the operating theatre with maximum possible resemblance and thereby to train novice surgeons in conditions that are as close to real life as possible. Our experience summarizes three years of development of hardware and software complex under the “Virtual surgeon” project (Ivashenko 2013, Kolsanov 2014), and have resulted in highly realistic 3D models of the human body and adequate force feedback.

At the final stage of this project devoted to acceptance tests, delivery and deployment there was brought up an issue concerned with training suite utilization in practice. In case of high flexibility of students’ actions and expansivity of scenarios how one could measure the success of surgery intervention? The training suite should provide automatic evaluation; otherwise it will require constant attendance of the trainer that reduces most of its benefits.

In real life the surgeon has to make the right decisions in real time, but in case of mistakes he can make the corresponding corrections. So the simulating software should support such a feature and introduce a sort of a point ranking system.

At the same time the simulating suite is expected to be used both for study and examination. The student who acts in training mode should have preparatory theoretical knowledge and practical skills, but a certain number of skills should be gained in the process of training. To provide this the simulated surgery intervention needs to be fascinating, i.e. attract the student’s interest in the process of acting. This makes it necessary to introduce gaming mechanics to the solution and provide original strategies that will help implementing it in practice.

**SOLUTION VISION**

Let us consider a surgery case that can be described by a certain clinical pattern and a disease pattern and has a corresponding 3D physical model simulating a human body for this case. Initially the student knows nothing about the current state except the clinical picture description and needs to perform a surgery intervention. Any mistake will cause damage and be visualized, so in case it can be mitigated the additional actions should be carried out.

For the considered case $c_j$, where $j = 1, \ldots, N_c$ is the case number there can be defined the consecutive order of necessary and obligatory actions, represented by Boolean variables $e_{j,k} = e_{j,k}(c_j, v_{j,k}, t_{j,k}) \in \{0, 1\}$, where the action $v_{j,k}$ should be ideally performed with average time interval $\Delta t_{j,k}$ after the previous action (or intervention start for the first one). Please note that the consequence $e_{j,k}$ does not specify the strict order of actions, but gives a certain number of milestones that are specific for the concerned case.

The factual surgery intervention training process can be formalized by the consecutive order of actions, represented by Boolean variables $e_{i,j,k} = e_{i,j,k}(u_i, c_j, v_{i,j,k}, t_{i,j,k}) \in \{0, 1\}$, where $c_j$ is the predefined case and $u_i$ is the user that performs actions $v_{i,j,k}$ at the corresponding moments of time $t_{i,j,k}$ from the intervention start. $k = 1, \ldots, N'_v$ and $N'_v$ is the number of actions.

The student’s mark given by a surgery simulator is usually a grade calculated on the basis of a number of key performance indicators (KPI) characterizing intrinsic factors like human body damage and blood loss and efficiency metric, which is evaluated on the basis of agility, length of the instruments’ movement track and intervention duration. In order to introduce the features of game mechanics the overall grade can be calculated in the form of a score summarizing the evaluation of student’s efforts and giving him an opportunity to improve his skills.

In addition to this we propose to specify one more grade that characterizes the variation of student’s actions from the original intervention scenario:

$$
\rho_{i,j} = \sum_{k=1}^{N} (e_{j,k}(c_j, v_{j,k}, t_{j,k})t_{j,k} - \\
- \sum_{l=1}^{N'_v} e_{i,j,k}(u_i, c_j, v_{i,j,l}, t_{i,j,l})[v_{j,k} = v_{i,j,l}, t_{i,j,l}]) \tag{1}
$$

where $[ ]$ defines the Iverson bracket, a notation that denotes a number that is 1 if the condition in square brackets is satisfied, and 0 otherwise; and the other designations are introduced above.

The statement (1) allows calculating the total deviation in time between the moments of expected actions and the moments of factual actions executed by the student. This KPI can be utilized either as a component of the summarizing grade, or as a separate indicator used by the training system to adapt the complexity of the scenario to the current student. It generalizes the idea of game mechanics being applied to the process of training based on simulation. It is proposed to adapt the complexity of simulation to the student’s intermediate success.
For example, in case the student is novice to work with manipulators and surgery scene he will spend much time on each action, even in case he is good in theory and knows the correct procedure. Using the statement (1) the system will identify it and simplify the case (by e.g. extending the accuracy of manipulators). In reverse for a student with enough experience of operating with manipulators the statement (1) will present negative values, and the system will also recognize the situation. In this case there can be introduced additional random events (like e.g. unexpected effusion of blood). The ways of simplification and types of unexpected events can be easily specified for certain surgical cases.

Such an approach allows obtaining the following benefits:
- the training suite becomes user friendly and adapts to different students with various experience and entry level;
- the simulated cases attract attention and interest of students in real time;
- the complexity of cases increases accordingly the student’s progress in training;
- the monotonicity of training decreases by means of incorporation of random component to the case script;
- during the process of simulation the fragments of scenarios that are familiar and therefore boring are reduced;
- the system combines the periods of getting pleasure from study and satisfaction from the achievements, which is critical for a good training suite.

IMPLEMENTATION

The described solution contains hardware, including specially designed manipulators to simulate the movements of real surgical instruments with force feedback, and software that provides a realistic simulation of surgical intervention.

Laparoscopic manipulators were built using 4 Dynamixel actuators (Robotis Dynamixel site) that provide four degrees-of-freedom feedback and movement. The main feature of the construction is that the entire outfit is integrated into the manipulator. This helps to reduce any transmission and as a result increases robustness and feedback sensitivity as compared with widely spread analogs. Such a solution entailed a necessity to develop specific algorithm of feedback force calculation based on transition of the physical model to forces and positions simulated by manipulators.

The software was developed in C++ using .NET C# as a platform for user interface and infrastructure support. To provide highly realistic visual and physical models there were built the scenes using PhysX (Nvidia PhysX developer site) and Bullet (Bullet physics library site) middleware. The inner parts of a human body are simulated in the scene by soft body models and surgery instruments are simulated by rigid bodies. The value of the feedback force is calculated on the basis of current geometrical position of soft and rigid bodies in the scene considering their deformation and/or topology distortion.

Both PhysX and Bullet are popular amongst 3D game developers and allow the development of highly realistic simulation scenes. These engines feature 3D collision detection, soft body dynamics, and rigid body dynamics. On the basis of this functionality there were developed special algorithms to simulate the cutting of pipes, conjoint layers and soft bodies with topology deformation, provide realistic flexibility resembling the inner parts of a human body, which is perceived in visual representation and manual feedback, and simulate liquids like blood, bile and water and their interaction with soft and rigid bodies.

The surgical cases are described by means of Lua script language. This description was separated from the simulation code. An ontology knowledge base was designed to capture basic medical knowledge about the surgical intervention stages and possible actions. In case a new event occurs that corresponds to the action in the operating scene the system checks possible actions and proceeds to the next stage. In order to provide the required performance level, the sensitivity of the operating scene is limited and differs at different stages depending on the specific skills being trained at that moment.

The developed training suite is presented in Fig. 1 - 3.

![Figure 1: Laparoscopy Surgery Training Suite](image)
The idea of game mechanics incorporation is based on the following principle. The complexity of performing of a certain training case is implemented as a dynamic value. Game logic module analyzes a consequence of student’s performed actions, considering the history student’s previous actions on the case and real time events. In terms of this data, Game dynamics module increases the complexity of certain training case for this student. For instance, if the student surpasses certain time threshold and his mistakes count on the case passing goes to zero at the same time, the complexity is increased by changing the calibration coefficients.

Furthermore, the level of feasibility is increased by means of incorporation of random component to the training case logic, thus making student prepared to unexpected complications of surgery intervention. According to this approach the consequence of student’s actions in two different episodes of a certain training case can be significantly different. As a result the studying cases become not predetermined.

Figure 2: Simulation of Laparoscopic Cholecystectomy

Figure 3: Simulation of Surgical Cutting

QUALITY ASSURANCE

A special hardware kit was designed and developed to provide quality assurance of the simulating suite according to the described above requirements. Firstly we need to provide a reliable behavior that depends on hardware quality and sensors adjustment. Secondly we have to test the approach based on game mechanics implementation, which is described above. Thirdly we need to test the integration of hardware and software components and configure all the elements of surgery training suite.

To solve these tasks there were developed several specialized inspection stands (see Fig. 4 – 5) that allow fulfilling test plans in automatic mode. The hardware is based on Dynamixel actuators and allows setting up the program according to which the system will perform a certain number of actions.

In order to test gaming capabilities there was carried out a number of tests with predefined student’s qualification – these tests were human-aided. There was detected the system capability for adaptation to the student’s behavior, which proves the technical feasibility of the provided approach. First results of deployment also illustrate an excited interest among the students’ environment and validate the benefits of implementing of game mechanics in simulation education.

The described suite was featured at several world-class exhibitions, such as MEDICA 2012 (Dusseldorf, Germany) and CeBIT 2013 (Hannover, Germany) and attracted the high interest of health professionals and engineers.

Figure 4: Inspection Stand and Framework for Laparoscopy Surgery Training Suite

Figure 5: Inspection Stand and Framework for Endovascular Surgery Training Suite
CONCLUSION

Despite the fact that most of the surgery training suites are implemented using the same technologies that are popular in game industry, gaming strategies are yet not so popular in simulation-based education. In this paper we have proposed an idea of how simple game mechanics can be used to improve the attractiveness of simulative education for students and their masters.

The introduced KPI and logic of its analysis allows adapting the complexity of surgical scenes according to individual student’s experience and qualification that results in higher usability, improved educational effect and allows to use simulative training suites for self study.

The developed training suite allows its users to obtain the necessary practical surgical skills at no risk for real patients in conditions bearing considerable resemblance to the real life operating room, significantly reduce the number of surgical errors by better training; carry out trainings of various types of operative interventions; and reconstruct the real life surgery process.
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ABSTRACT
On this paper, it is proposed a “syllabus” of simple and conventional activities that can aid children to become competent computer programmers with ease. Activities such that can be developed with the children to train the logical-mathematical way of thinking, preparing them not only to choose a major on the field of Information Technology, but, through the organization of thought process, to develop capabilities such as deduction, induction and dialectics of the professionals of the future. The goal of this paper is to gradually develop common activities focusing on both short and long-term progress, such as swimming classes, music, painting and even through toys and games to develop the potential abilities on children.

INTRODUCTION
Nowadays, most of child’s education is focused on the learning of the basic skills, instead of emphasizing a potential to be achieved. Through the idea that the way of thinking can be both learned and taught, it is believed that there is the possibility to raise the general level of intelligence of any child through mediation of a teacher or parent.
This can happen by teaching children not only the basics of a course, but giving them also an extra knowledge of the world to help them in their own knowledge and abilities to efficient problem solving matters, reasoning and thinking. Thus searching for specific ways that raise the individual level of intelligence, to quicken the cognitive development and to enhance a children’s capability to think and learn (Fisher 2005).
Several institutions are trying to become more focused on the students than on those who teach, to connect a school with real life situations, and encourage the students to focus on understanding and think other than just memorizing what is presented to them (Vosoiadou 2003).
Schools nowadays are concerned about children, that are the first generations that were grown on this new era of technology. They have spent their entire lives surrounded by computers, videogames, digital music players, digital cameras, mobile cellphones, and all the other toys of the digital era (Prensky 2001).
Barack Obama, president of the United States of America has recently motivated the Americans of all origins to learn how to master the technology of coding and also the computer science, which, accordingly to him, has been having huge influence on their lives.
“To learn to use these skills is not only important for your future, it is important for our country’s future. If we want for the Americans to be on top, we need young North-Americas that enjoy mastering the tools and technologies that would change the way of almost everything”, said President Obama on a video message to the young Americans (Free press journal 2014).
On another way, it is possible to notice young programmers among the mobile applications development. According to (Tecmundo 2014), intuitive tools can make even an 8 year child to code their own applications to any kind of platform known nowadays. Showing that there is not only motive coming from the government, but also the children and their families play a big part on it.
There are also initiatives such as “Lenoarmi”, which is an integral physical education center, where children are able, on their first years to have physical activities classes, and others such as the Super Geeks, a school that teaches robotics and computer programming to children and teenagers.
Beyond these activities proposed by the governments and private initiatives, there are simple methodologies, as the simple act of playing with some games that stimulate the thought process to develop itself, (Piaget, 1973) says that children develop their logical-mathematical reasoning supported by the sensorial-motor actions over material objects and through spontaneous repetition exercises.

RELATED WORKS
Some works discuss about the importance of children to learn code language the sooner the possible. The main idea, on the other hand, is to educate our children early on how to think in a more logical way, understanding how computer programs really work, not only learn logics. The greatness of this new approach is not measurable, for these children may influence new areas on several fields, not only into the
Information Technology world, but the power of abstraction goes way beyond the computers. Thus, which would be the best way to educate them? By analyzing previous works of great names of psychology, according to (Piaget 1989), childhood is divided into four steps, different ways of learning and notions of everything. The cognitive processes are named as motion sensor, pre-operational, formal operator and full operational. Following this line of thought, it is possible to develop the process of teaching computational logics, as of algorithms, data structure amongst others, by shaping the learner to the cognitive process level which each child should be. Children on the motion sensor step can play with pieces shaped in order to fit in a given order, simulating sorting algorithms. Children that are able to read or understand stories will be thrilled when introduced to the world of Role-Playing Games (RPG), proposed by Facebook’s engineer Carlos Bueno, on his book named Lauren Ipsum, which teaches computer science to children. Some countries, well developed have already motivated children on this field, big companies and universities fund the idea. It is of main importance that educational institutions and developers believe on this idea to the less developed countries to achieve this learning revolution (Alvarenga 2013).

**COMPUTER-FREE ACTIVITIES DIRECTED TO THE LEARNING OF COMPUTER SCIENCE**

Spreadsheet skills are important, but the biggest impact over economy will be of innovative services to be built over complex and safe computational services. Systems such as YouTube, Google, Facebook, and other big names and successful stories around technology, they rely on inventive developers who could use a series of skills, including coding, security, cloud computing, and other fields of domain of Computer Science and Engineering. Although the idea is not to teach too much of specifics (complexity of algorithms, graphs theory etc), some knowledge of computer science inside schools could be valuable, even to help the students to choose a career. Instead of trying to avoid these themes, it should be transparent to students that computers are not only about slides presentations. To introduce Computer Science to children in school is difficult for many reasons: most of the teaching professionals lack of a well formed base to teach children, the administrative part of a teaching institute is divided among other courses, thus not having much information about Computer Science itself. Not only students are leaving, the situation can be far worse when it comes to the female gender compared to the male population in this course, according to North-American statistics. And these tendencies repeat themselves in another countries such as New Zealand (Bell et al. 2009). Many programs were created in order to respond to such questions, including videos showing what a career in computer science and development is about. One way to approach this problem, that has found its place of importance internationally is, the “Computer Science, Unplugged” program, with its base at Canterbury University. The project provides free resources for Computer Science dissemination and education on its website, csunplugged.org. It takes the common approach of exposing children to great ideas about Computer Science, without the use of computers. Usually, unplugged activities are about problem solving to reach a goal, and on the process, to deal with fundamental concepts of Computer Science (Bell et al. 2009).

To learn and to achieve high cognitive development, to develop physically, emotionally and socially, children must have constant interaction with other children and adults, they must explore, manipulate objects, build objects, read, listen, play, talk and build relationships. This information about children’s needs is a fundamental reason why first grade teachers, many times believe that computers and “screen time” have no place in the first part of childhood, and that technology should never substitute these vital experiences. Instead of it, technology is far more productive in the lives of children when they get more enrolled with these activities, as their reflections about actions and experiences (Barron et al. 2011).

**HOW DO CHILDREN LEARN?**

Numerous schools are communities where children from various cultures learn together. There are cultural systematic differences about habits, doings, roles on society, etc, that usually influence the learning process. Sometimes, significant activities to the students from a social group are not that significant to students from other groups. The research shows that students, even unconsciously can relate what is new to what they already understand, and it also points out that they learn much faster when their attention is focused on the previous knowledge as a starting point to the new one. Children develop strategies to aid themselves into solving problems since their first years of life. These children have found that rehearsing is an efficient way to enhance their memories, without having been told to do so. Strategies are of great importance because they help students to solve problems with the most appropriate way to do so. Such strategies can enhance learning and make the process even faster. The wider the range of strategies that children may use, the most successful they will be at problem solving matters, reading, comprehension and memorizing (Vosoiadou 2003).

When dealing with small children, some factors should be taken into consideration, as an example of their physical capabilities, the development of their motor skills. Also the gender should be a matter to consider, boys are usually inclined to be stronger, while girls have more control over their motor skills. (Smith 1982).

**A SYLLABUS PROPOSAL**

The syllabus used for this work is presented throughout this chapter with the activities that can be easily developed.
<table>
<thead>
<tr>
<th>ACTIVITY</th>
<th>SIMILAR ACTIVITIES</th>
<th>ROLE IN THE DEVELOPMENT</th>
<th>DISCIPLINARY COMPETENCE IN COMPUTER SCIENCE LONG OR SHORT TERM ESTIMATED</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWIMING</td>
<td>Waterpolo, synchronized swimming, lifeguarding, jumping, Educational water games (Marin 2004).</td>
<td>motor skills; following orders; ability to control breathing; rightful movements of the limbs (Gladish 2002).</td>
<td>Algorithms; Compilators; Computer theory; Computer architecture.</td>
</tr>
<tr>
<td>MUSIC</td>
<td>reading, chess class, theater (Schellenberg 2005).</td>
<td>practice language patterns; interpreting books; develop comprehension through music and dramatization; learn to decode written language (Standley and Hughes 1997).</td>
<td>Algorithms; Programming languages; Artificial Intelligence; Computer graphics; Database.</td>
</tr>
<tr>
<td>ARTS</td>
<td>Dance, music and poetry (Samuelsson et al. 2009).</td>
<td>be more critic; development of understanding; make children more receptive to the instructions given to them (Samuelsson et al. 2009).</td>
<td>All of the disciplinary fields in Computer Science.</td>
</tr>
<tr>
<td>MARTIAL ARTS</td>
<td>boxing, wrestling, Full Contact and Kick boxing (de Oliveira 2009).</td>
<td>social psychological contribution; enhance on self-confidence; self-control on social skills; higher concentration rate while performing tasks (Theeboom et al. 2009).</td>
<td>All of the disciplinary fields in Computer Science.</td>
</tr>
<tr>
<td>TOYS</td>
<td>Puzzles, LEGO, mosaic, Rubik’s cube, puppets (Kishimoto 2001).</td>
<td>Cognitive skills; Develops verbal skills; Builds up social skills (Bomtempo 1999).</td>
<td>Digital circuits; Scientific methodology; Ethics and social responsibility.</td>
</tr>
<tr>
<td>ROLE-PLAYING GAMES (RPG)</td>
<td>Chess and card games (Passerino 1998).</td>
<td>Develops critical sense; Reasoning abilities; Abstraction (Simkins and Steinkuehler 2008).</td>
<td>All of the disciplinary fields in Computer Science.</td>
</tr>
<tr>
<td>LEGO MINDSTORMS</td>
<td>Robotics (Klassner 2002).</td>
<td>Develops hypothesis ; elaboration skills; Develops the skills to search for solutions; Develops the capability to establish relationships; Develops the skills of conclusion-taking (Benitti et al. 2009).</td>
<td>Algorithms; Programming languages; Artificial Intelligence.</td>
</tr>
<tr>
<td>SCRATCH</td>
<td></td>
<td>Aids on mathematical and computational learning factor; Teaches concepts related to projects in development; It is widely used in universities as the first step to programming (Resnick et al. 2009).</td>
<td>Algorithms; Programming languages.</td>
</tr>
<tr>
<td>ROBOCODE</td>
<td></td>
<td>Stimulates fun and creative ideas; Refines ideas into viable solutions; Transforms fragile knowledge into a concrete ability to be transferred to another scenario; Students develop competencies to each software developing step; Stimulates critical thought and Exchange of ideas (O’Kelly and Gibson 2006).</td>
<td>Algorithms; Programming languages.</td>
</tr>
</tbody>
</table>

Table 1: Syllabus

Swimming is an activity for life, but it will be taken into consideration only the first 12 years of one’s life, where children do not only develop motor skills but also the psychological part. LEGO Mindstorms is indicated to children of age above 10, but if they are following a syllabus that develops motor and cognitive capabilities, it is believed that they could work with the proposed activities of LEGO Mindstorms before that age. Robocode and Scratch are digital environments that integrate with the bases of programming, together with interactivity and fun, building so, a ludic way of learning, making the whole process bearable for children, because they will think of it as fun.

The graph that follows is related to the age that each activity should be practiced, and the amount of time to be spent on a week basis. It should though be considered that such activities will only take up to four hours per day, children should have their normal lives for the syllabus to be just a way to develop their intellect without spoiling their childhood.

The electronic environments introduced in this graph follow the research of (Pires 2009), and states that on a regular basis, children stay from 1 to 5 hours per week using a computer, based on this information, it is suggested an average of 2 hours of LEGO Mindstorms, 3 hours to the first level, that represents the foundation of learning of programming-based environments and 2 hours for the second and third levels, that are for children who already have some knowledge on programming. Further on this
paper each environment composed by the three levels will be explained.

![Figure 1: Syllabus by age](image)

Considering everything proposed so far, and the enthusiasm to learn in a digital era, the following table will show games and other tools that could be useful on the learning process:

<table>
<thead>
<tr>
<th>ENVIRONMENT</th>
<th>DESCRIPTION</th>
<th>LEVEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>APPINVENTOR</td>
<td>App Inventor: in a manner of weeks, beginners can create applications that are not only fun, but have utility in the real world. It allows to transform creative ideas into working, interactive applications that can be taken over by large companies, used by nonprofits, startups and turned into people. It has been successful, not only with children but as an initial module in a university course (Wolber 2011).</td>
<td>3</td>
</tr>
<tr>
<td>ARDUINO</td>
<td>Arduino is a widely accepted platform for physical computing. Therefore, people who want to program Arduino include designers, artists and amateur programmers. Moreover, as physical computing is an attractive tool for education, Arduino has been used in schools and universities (Kato 2010).</td>
<td>3</td>
</tr>
<tr>
<td>UNITY 3D</td>
<td>The Unity3D Game Engine has a very simple and friendly interface that facilitates the development of various genres of games and other image display systems (Passos et al. 2009).</td>
<td>3</td>
</tr>
<tr>
<td>ALICE 3D</td>
<td>The Alice Project aims to create new tools that would make creation accessible to a beginner on 3D graphics, something that current 3D tools are not able to do, since they require a prior knowledge of programming or even mathematical logic (Conway et al. 2000).</td>
<td>3</td>
</tr>
<tr>
<td>KODU</td>
<td>Kodu Game Lab, a constructionist educational software, where students can learn the concepts of logical reasoning, and playing with many objects in a three dimensional environment and multimedia elements, as an alternative to traditional teaching method (Souza and Dias 2012).</td>
<td>1</td>
</tr>
<tr>
<td>RPG MAKER</td>
<td>RPG Maker VX is a fairly inexpensive commercial application for creating video games. Intended mainly for amateurs and enthusiasts, is not a particularly robust platform for building game. Instead, it focuses on making it relatively easy to build a game based on the general conventions of the genre (Owens 2011).</td>
<td>2</td>
</tr>
<tr>
<td>PYGAME</td>
<td>Pygame is a graphically simpler program that require students to devote a large percentage of their time to the game logic (Ceder and Yergler 2003).</td>
<td>2</td>
</tr>
<tr>
<td>SCRATCH</td>
<td>The blocks are understandable and the environment allows you to explore its meaning interactively. The result is a proven success tool engaging with children and as an initial component of a university course (Wolber 2011).</td>
<td>1</td>
</tr>
<tr>
<td>BLOCKLY</td>
<td>Blockly is to encourage people who will want to become software engineers, and has a talent for it. It is a visual editor, not a language with generated code in JavaScript, Python and XML (McGettrick 2014).</td>
<td>2</td>
</tr>
<tr>
<td>MINIBLOQ</td>
<td>Minibloq is a graphical programming environment that facilitates the introducing of students to the world of programming. Students use colored blocks for programming physical computing devices very easily (Junior et al. 2013).</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>ROBOCODE</td>
<td>Robocode stimulates the fun element of creative ideas within the constraints of the Robocode environment with challenges to refine these ideas into a workable solution. This problem becomes fragile knowledge in a particular transferable skills that can be applied in new situations (O'Kelly and Gibson 2006).</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Stimulating environments

**CONCLUSION**

All factors above being considered, it is obvious to say that children nowadays have a completely different life from those who lived on the last century. They have much more contact with the technological universe that their grandparents had, for example. And for this reason they should be educated on a different way, but it is not healthy for them to spend much time encapsulated in their houses surrounded by electronic devices. For that reason, this work proposes a new approach about the education since the first year of one’s life. Intending to prepare them for the job market that they will be part of in the future, playing a big role on it, and being intensely involved with the Computer Science universe, having had all the motor and cognitive experiences needed to achieve such baseline.

**FUTURE WORK**

This paper shows a new way to teach children, by inserting them into the bases of Information Technology. This is still a new technique but it gets attention because of its wide approach. The usage of this method is shown through demonstrations and theoretical analysis.

As of the results of this research, classes will be given, applying the method and practical tests on children of the correct age, that now allows the automation of various analysis presented until now. In future works, it is of interest to develop these classes and tests by using the methodology here presented on a way to prove the efficiency of the method.
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ABSTRACT
Developing intelligent virtual agents (IVAs) is a great challenge for computer programmers. Lifelike virtual environments present various obstacles, especially on the lower AI level. Navigating through 3D worlds is notoriously difficult to handle properly as well as quick and appropriate reactions to rapid changes of the environment. When teaching basics of IVA development at our university, we noticed that students find the complexity of virtual environments intimidating. Although lectures on AI theory help, a substantial amount of hands-on experience is indispensable to gain proficiency. We thus searched for ways to start with very simple tasks and at the same time keep the students engaged and motivate them to experiment with AI development at home. In this paper we report on two 3D virtual environments we developed on top of Unreal Tournament 2004 for the introductory classes of our course. The environments are inspired by children's games and are focused primarily on combining simple high-level decisions with navigation. Tournaments of bots were held for both environments to conclude parts of the course. Evaluation over two years of the course shows that the environments helped students to focus on subparts of the IVA development and that the tournaments motivated the students to experiment with IVA behaviors outside the borders of the course.

INTRODUCTION
As the virtual entertainment industry grows, there is an increasing demand for education in game development and related fields. One of the very interesting areas in game development is AI and development of intelligent virtual agents (IVAs) in particular. In this context we run an IVA development course at our university since 2005 for a mix of undergraduate and postgraduate students. The course focuses on the modeling of IVA behaviors in complex 3D environments (partially observable, dynamic, continuous, non-deterministic, multi-agent) from both theoretical and practical perspective. The focus of the course is not on classical symbolic AI (A*, planning, etc.) as this is covered by prerequisite AI courses, but rather on reactive reasoning and "intelligence without representation". The theoretical part covers a broad range of topics from neuroscience and psychological background to reactive planning methodologies. In the practical part of the course, students develop bots for deathmatch mode of Unreal Tournament 2004 (Epic Games Inc. 2004). While the course was relatively successful, we noticed that the practical part of the course was overly challenging for the students who often felt lost and frustrated. One of the most problematic areas was navigation through the 3D environment and other low-level tasks related to geometry of the environment. This was intentional in a way, because our experience indicates that it is those difficulties involved in the 3D worlds that make game AI both hard and unsuitable for classical AI approaches. But we recognized the need for environments that would retain the delicate intricacies of 3D but would accept simple scenarios and require less sophisticated higher level reasoning. Such environments will let the students progress with smaller but quicker steps and experience a sense of success and reward more often. Furthermore, we knew that as in other areas of software development, practical experience — a lot of practical experience — is indispensable. Even more so for virtual environments, where even things that seem very easy at first sight (e.g. navigating correctly in the environment) often introduce unexpected difficulties and the actual implementation is at least as important as the general idea for the overall success of the behavior. We thus wanted to motivate students to experiment with the AI at home, as the time allocated for classes was far from sufficient to gain proficiency.
To summarize, we wanted to follow the long-known pedagogical principles: start with the simple; learning should be fun; practical experience promotes learning (Comenius 1648).
We sought inspiration in the way humans learn to navigate seamlessly in the real world. We realized that children master movement in the real world by playing simple games where fast movement in the environment is vital for victory. We found those games to be a great source of inspiration. They have simple rules and most of the students already know the rules, simple behavior is sufficient to achieve reasonable results and still there are plenty of possibilities to improve over the simple approach.
In this paper we report on our use of virtual counterparts of children games to teach navigation and basics of reactive
decision making. We chose two children games: Tag! and Hide & Seek. We implemented the games in UT 2004 and used them as test environments during the introductory part of our course. To further motivate students to play with the AI at home, we introduced non-obligatory tournaments of bots in both games. We report on feedback from the students and the implications of using similar games in course curriculum.

The rest of the paper is organized as follows: First, we discuss related work on teaching AI and programming in general, then we briefly detail the curriculum of our course and motivate our use of UT2004 in the classroom followed by the discussion of requirements we imposed on the environments and details of the individual environments. Finally, we report on the evaluation of the games during two years of the course.

RELATED WORK

Multiple approaches were tried to increase engagement in general computer science/programming courses. Insights from general pedagogic research are transferred to computer science education e.g., (Lockwood and Esselstein 2013, Porter and Simon 2013, Kafai et al. 2013). These efforts are orthogonal to our research as our educational games can be incorporated in virtually all teaching methodologies. Gamification of the course was proposed (Decker and Lawley 2013) — similarly to this approach, we have implemented a flexible grading system that allows students to score points for various activities. Developing games as part of a class has also been suggested (Bayzick et al. 2013). Bayliss (2009) shows that games have been successful in both attracting, motivating and retaining students of computer science. It is noted that correctly chosen open-ended assignments stimulate creativity and let students "play" with the task. She also reports on caveats of the approach, including the high requirements on the teacher side and possible technical problems with game technology. In the context of AI, educational scenarios based on Pac-Man and other simple game environments (DeNero and Klein 2010, McGovern et al. 2011, Bezakova et al. 2013) have been proposed. Those are, however not applicable to our case as they focus on classical AI techniques and do not involve an environment comparable in complexity to 3D computer games.

COURSE CLASS DETAILS

The course lectures cover various topics related to IVA development: reactive planning, subsumption architecture (Brooks 1991), behavior oriented design (Bryson 2001), steering, evolutionary algorithms, neural networks, background in ethology, neuroscience, psychology and psychophysics; belief-desire-intention architecture (Georgeff et al. 1999) and multiagent systems. We have reported on the curriculum of the course lectures in more detail in (Brom 2009). In the following text, we focus on the practical classes we have developed and evaluated since.

To provide students with hands on experience in IVA development we have created Pogamut (Gemrot et al. 2009) — a platform for prototyping of bots' behaviors for Unreal Tournament 2004 (UT2004) (Epic Games Inc. 2004) in the Java programming language. UT2004 is first-person shooter (FPS) that was very popular in the 2000s. Even though an older game today, the graphics of UT2004 still appeal to students and the game complexity does not differ from its sequel Unreal Tournament 3 (Epic Games Inc. 2007) or other recent FPS games.

During the practical classes, students are taught how to hierarchically decompose behaviors using behavior oriented design (BOD) in a top-down manner and then implement the behavior on top of Pogamut platform using a bottom-up approach.

Respective practical classes are focusing on different technical aspects of the Pogamut platform, teaching students only a limited set of behavior primitives (sensors and effectors) available to bots every class, allowing students to gradually explore different aspects of UT2004 bot behaviors. The task of the students is to implement simple behaviors using the newly learnt primitives and to incorporate them in a bot they incrementally create. As the set of behavior primitives grows, students are able to construct more complex behaviors, starting with a simple follow-me-bot to a bot covering all the aspects of a deathmatch game.

Practical classes cover the following behavior aspects: low-level movement, environmental reasoning, navigation, item collection, combat and team work.

The ultimate objective of the practical classes is to teach students how to structure IVA behaviors for game-like tasks within UT2004 environment. The final proof of their ability to do so is a successful implementation of a death-match (DM) bot that is able to beat less-skilled human players.

Students are graded based on points they can get for multiple types of activities. Those include: attendance, homeworks, quick tests in class and several optional tournaments of bots throughout the semester.

REQUESTS AND ANALYSIS

The initial course runs comprised of classes that focused on the DM mode too much. We were teaching students how to incrementally build their bots by introducing new behavior aspects that students were adding into an existing one. Even though we tried to mask as much complexity as we could in the Pogamut platform, AI for UT2004 simply needs to handle too many issues. There are numerous relevant sensory data messages UT2004 exports (21 messages, 189 attributes) that the bot has to handle as well as command messages the bot needs to use correctly (13 commands, 34 attributes). The bot has to reason about 10 weapon types and 17 item types that are available within the game.

Due to the high complexity, students could not create bots that would cope with at least the most important game aspects until late in the semester which was not very rewarding and it did not motivate students well for two reasons. Firstly, knowing that creation of DM behavior does not fit into single class and single homework, students were not experimenting with the behavior at home; they rather
waited before we explained them all behavior aspects required to create DM bot and then experimented with the DM bot only once. Secondly, students had become easily bored as the ultimate task was the same for every class even though details differed. Therefore, we decided to restructure the classes and devise new sets of tasks that are assigned to students.

From the teaching point of view, a task is characterized with knowledge (K) that is needed to solve the task and needs to be taught beforehand and with the logic (L) that the student should discover himself while solving the task. The knowledge can be further divided into three parts:

K1) the environmental mechanics involved in the task,
K2) set of behavior primitives (e.g. move, shoot, see-player) and/or higher-level actions provided by the platform (e.g. navigation) required by the solution and how to use them,
K3) reasoning techniques (e.g., non-trivial use of A*) required to solve the task.

To create the behavioral logic, a student should undergo following three steps:

L1) analyze the task,
L2) design the behavior structure,
L3) implement the behavior using the platform.

The (complicated) structure of knowledge and logic required for a deathmatch bot is shown in Fig. 1.

Figure 1: Structure of knowledge (full lines) and behavioral logic (dashed lines, italics) required for DM bot and their classroom dependencies.

The challenge is to choose the proper set of tasks. The tasks should be of increasing complexity and connected with each other so that students can consolidate their knowledge and skills by reusing them in portions of the more complex tasks.

The task also needs to allow for incremental buildup of the necessary knowledge and that lets the students to complete all logic development steps in reasonable time so that they stay focused and motivated. The knowledge and logic design for a task should be dealt with in the same class or in close succession: Separating the knowledge from its use in agent logic leads to poor learning performance as the theory is no longer supported by practice and separating the individual logic development steps prevents the student from getting immediate feedback on the quality of his design (e.g. wrong analysis may not be spotted until the student fails at implementing it).

We noted that the students struggled the most with the very introduction to the platform and with navigation and movement. Moreover, once classes on those topics were over, only few steps remained to their first attempts at DM bot — although there was still a lot of knowledge to master, students were already familiar with the overall design and philosophy of the Pogamut platform and thus progressed faster.

To conclude, we needed to devise tasks that would cover the basics of Pogamut and navigation and would need no other knowledge.

**THE ENVIRONMENTS**

Based on the requirements identified in the previous section, we have designed two environments inspired by children's games. Both environments were run in UT 2004 and the game logic was implemented as an extension to the Pogamut platform.

**Tag! Game**

Tag! is inspired by classical children game, where one player is the "chaser" and tries to catch other players (labeled here as "evaders") by touching them. Once a player is caught, the chaser role is passed to the caught player. The former chaser becomes an evader, but a "no-tags-back" rule is enforced: the former chaser is immune (cannot become chaser again) until the role is passed to yet another player.

Figure 2: Structure of knowledge (full lines) and behavioral logic (dashed lines, italics) required for Tag! bot and their classroom dependencies.
The game has many interesting properties. A) The simplest strategy for chaser resp. evader is to run directly to chosen evader resp. run directly away from the chaser, therefore students can create simple Tag! bots very quickly. B) The game works well with a very simple environment (e.g. flat square or rectangle), therefore students do not need to be taught about environment representation and navigation. C) Having move, dodge and jump commands is enough to create different chasing and evading strategies (even in the simple environments), thus it provides room for students’ creativity. D) The Tag! Game can be scored (how many times a bot has become the chaser, how fast a bot can pass the chaser role on) and therefore it is possible to conduct tournaments between student bots.

For reasons above, the Tag! Game makes a good candidate for the first real task for students. Technicalities required to solve the task (K1-3) can be explained quickly (45 minutes) along with coding the simplest Tag! bot implementation (L1-L3) together with students (45 minutes).

We played Tag! with four bots --- this is the minimum to allow for complex strategies to be taken: the chaser always has two possible targets (the last evader is immune to him).

Since all bots move at the same speed, "tactical movement" (computing move vectors based on positions of other bots and other context) is vital factor of success. The classroom dependencies of Tag! bot are shown in Fig. 2.

The students are shown basic vector math hints and asked to create "tactical movement" separately for the chaser and evader roles. Even though a simple game, students are very creative at this part. Interestingly, the move, dodge and jump commands create a very large space of strategies and counter-strategies. One of the keys to success is the ability to predict future positions of the other bots, which is especially beneficial to the chaser who may "cut corners" to catch the evader more quickly. On the other hand a bot may decide to exploit the opponent's prediction mechanism and gain advantage by behaving unpredictably.

For instance, the bot can speed its running using dodges and jumps. However, it cannot jump too frequently as the bot cannot control its movement while in the air, therefore the opponent can reliably predict the bots position as soon as it notices that the bot is in the air. While evading, the evader can try to run smoothly in circles, which creates an endless evading behavior a simple "direct running chaser" cannot beat. It is also beneficial to implement timeouts to chasing behavior or chase only those bots one has successfully tagged before.

The bots are not aware of other bots that they do not see directly — they only know the location where they were seen for the last time — so improvements can be made by controlling the direction of bot's gaze to maximize the amount of information available for decision making. Tag! also serves as a good exercise of basic vector math, which is necessary for many more complex decisions in 3D environments.

Another classical children game is Hide & Seek, where one player is the "seeker" and tries to seek out others that are hiding within the environment (labeled here as "hiders"). We have implemented the variant played most commonly in Czech Republic: All players start at a designated base. The hiders are given a short time to hide, while the seeker is blindfolded (does not receive vision data and cannot issue commands). To score a point, seeker needs to find another player (see him) and then return to the base to "ground" him. However, if a hider manages to reach the base before he is grounded, he scores a point and cannot be grounded anymore. The game ends once all hiders are grounded or have reached the base or due to timeout.

Whereas Tag! focuses on low-level movement, Hide & Seek focuses on the environment representation and reasoning (path-finding and line-of-sight) and navigation (path-following). Even though the game is more complex, it still retains interesting properties. A) The simplest strategy for a seeker is to run randomly around the environment until it spots a hider, then return to the base. Analogically, for a hider, the simplest strategy is to hide at a random place and try to reach the base as soon as hider finish counting. B) The environment reasoning complexity can be lowered by, again, designing a simple environment (e.g. grid-based 2D maze without rooms). C) The Hide & Seek Game can be scored (according to the number of found hiders or the number of escapes).

One of the maps we used is shown in Fig. 3.

Figure 3: A sample map for Hide & Seek. The base is at the crossroads in the center of the map.
Table 1: Categories of qualitative feedback on tournaments held during the course and count of answers that belong to the category.

<table>
<thead>
<tr>
<th>Category &amp; Sample Answers</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good motivation for the homework</td>
<td>6</td>
</tr>
<tr>
<td>The tournaments motivated me to try inventing unusual solutions to the problems.</td>
<td></td>
</tr>
<tr>
<td>Creates competitive environment (in a good sense of the word)</td>
<td>6</td>
</tr>
<tr>
<td>It was nice to see some results of my work on bots and have some comparison with other students.</td>
<td></td>
</tr>
<tr>
<td>It was an excellent idea to compare the bots. Everyone could see, what all can be achieved.</td>
<td></td>
</tr>
<tr>
<td>Some of the resulting videos were funny.</td>
<td></td>
</tr>
<tr>
<td>Spice the course up</td>
<td>5</td>
</tr>
<tr>
<td>Spiced the course up, nice to do a homework that is somewhat more practical.</td>
<td></td>
</tr>
<tr>
<td>Interesting, but no time to compete</td>
<td>4</td>
</tr>
<tr>
<td>Tournaments were interesting, but due to my other activities, I did not have a time to compete truly.</td>
<td></td>
</tr>
<tr>
<td>Interesting, but not motivating</td>
<td>1</td>
</tr>
<tr>
<td>Tournaments were interesting, but they did not motivate me really.</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>5</td>
</tr>
<tr>
<td>Comments about possible improvements of tournaments.</td>
<td></td>
</tr>
</tbody>
</table>

decide when there is a reasonable chance they will make it to the base. Thus in both roles, the bot needs to balance the risks and gains of its behavior.

**EVALUATION**

The Tag! and Hide & Seek Games were introduced to the course curriculum in 2013 and received positive feedback. Therefore, the course ran during 2014 without changes. Here we present data from these two years from the total of 27 students (26 males, 1 female, Czechs) out of which 7 were undergraduate and 20 were postgraduate students. Importantly, the overall performance of students during the classes and the final exam improved significantly. The final exam was almost the same for the last three runs of the course and involved coding of two complex behaviors in a lab. In 2012, the average time to complete the first behavior was 2 hours, 50 minutes (sd: 30 minutes) and only two students completed the second behavior. In 2013 and 2014, the average for first task dropped to 1 hour, 29 minutes (sd: 31 minutes). All students also finished the second behavior, on average in 3 hours, 15 minutes (sd: 47 minutes). Although multiple factors may be involved (most notably innovations to Pogamut platform and prior knowledge of the tasks gained from students from previous year), the results are encouraging.

Data about tournaments was gathered through questionnaires that were part of the final exam of the course. Students were asked three quantitative questions related to the tournaments held throughout the course:

1. Did you find tournaments (organized during the practice lessons) interesting? (11-Likert like scale, 0 - not at all, 5 - somewhat interesting, 10 - very interesting). The average score was 8.5 (sd: 1.69).

---

1 Tournament results including all compiled bots, UT2004 replays as well as some videos can be downloaded from: pogamut.cuni.cz/pogamut-devel/doku.php?id=human-like_artificial_agents_2013-14_summer_semester
2. Did you put extra effort into homeworks that were used for tournaments? (11-Likert like scale, 0 - not at all, 5 - some effort, 10 - I have tried my best) The average score was 6.5 (sd: 1.6).
3. How many extra hours have you invested into doing your homework for a single tournament (at average)? The average was 4.25 hours (sd: 1.51).

Qualitative feedback ("Give any comments on the tournaments") answers could have been clustered to categories displayed in Table 1. The qualitative answers were very positive, with only one student that explicitly stated that he was not motivated by tournaments and over 60% of students explicitly expressing positive impacts on motivation.

CONCLUSIONS

We have presented two educational games suitable for teaching basics of IVA development. We have shown that tournaments in both games helped to motivate students to spend extra hours (over 4 on average) working on the assignment. The games themselves were instrumental in keeping students’ attention and helped them learn how to navigate agents in virtual environments, reason about the environment and use vector math to calculate trajectories.

As a future work we intend to further ease development of bots for both games and start tournaments for high school student interested in game AI.
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ABSTRACT
New technologies help to think in a new way. How new technologies can help senior citizens suffering from memory problems? This paper introduces a web application tool to fill the gap of health care and technology. The prototype has isometric view as an environment and is designed like a computer game. It helps caregivers to monitor and give instructions to senior citizens. Caregiver can also guide the senior citizens by calling or sending a message. The communication is much easier with the communication tool and it can also help senior citizens with their daily tasks. Caregivers can use the application to access patients’ health profile. We also have developed support for a new navigation concept, smart glasses, to guide senior through the specified route.

INTRODUCTION
According to official statistics of Finland (2014) the amount of elderly people is growing quickly and the number of aging people is 83 percent of the total population. The percentage of elderly people will be double or more than double by year 2050 (United nations 2002). There are many reasons which causes the memory disorders and the aging is just a one of the reason. Many factors for example genetics and neural degeneration have a part in causing memory disorders (Rodrique, Kennedy & Park, 2009). Memory loss can disrupts daily life for example some forgets important dates or events, some may have trouble to follow familiar recipe or driving to a familiar location and other may lose track of dates (Kopelman, 2002).

In this paper we discuss about smart technologies and services, which supports senior citizens in their daily tasks. When the society and technology is progressing at fast speed, how could we provide this new technology to aid senior citizens suffering from memory disease. One of the answers is to provide and produce a new kind of system, which can help the senior citizens with their memory loss. Furthermore these new systems could be used to help the caregivers in their job. The Old Birds is a project concerning elderly people with a condition, which affects in their performing in their daily lives. It is a computer made simulation, which can be used to gain information about senior citizens. Gathered information can then be used to construct different kind of aiding systems to help them getting along with their everyday routines. The Old Birds interface also gives a possibility for the caregivers to take care of these older citizens. The prototype, which is presented in this paper provides caregivers a smart tool for tracing and taking care of senior citizens remotely. It gives caregivers to get information about senior citizens current location and also the detail of health condition. Also relatives of senior citizens can also participate in caretaking. The tool that is presented in this paper can be a solution to this issue.

As the environments differ, a simulation is good way to illustrate the senior citizen walking into a grocery shop, or making a coffee in the kitchen for example. The system like the Old Birds, can be also used to keep track of a senior if she/he gets lost in his/her way to the grocery shop. Furthermore, with the modern day technology it’s even possible to keep track of the elderly people’s health condition, wirelessly. More sophisticated systems can be produced, like smart glasses, which for example can be used to guide the elderly citizen to his/her destination. The system can also be used to enrich the elderly people’s social life, which is very important aspect. The system offers a solution to see if the senior falls down or gets hurt. This way the help is always near when the senior citizen needs it the most.

Yamamoto et al. (2010) describes in their studies about smart services among the elderly people. The
amounts of working aged population are growing fast in Finland. It doesn’t seem so realistic that there would be enough caretakers to fulfill the elderly needs or problems in the future. Also the amount of the illnesses caused by ageing for example dementia is also increasing. The social health care sector needs more new technologies, which can support the elderly people to survive with their daily tasks. The authors of the paper have been developing a ubiquitous technology for the elderly people who are suffering from various degrees of memory problems. They also describes that the purpose of the system is to motivate seniors and help them to maintain social communications. The system can be controlled by tapping the surface and this allows the elderly people to use the system without learning new control methods.

Pulli et al. (2012) have studied the safety navigation of senior citizens in their studies. The concept of smartphone-based navigation with easy-to-use functionality is dedicated to senior citizens and for their relatives. The system should be designed to use outside of the home environment to ease and to support the elderly people's life. The outdoor activities of senior citizens can be presented with the help of virtual safety borders. These borders can be determined in advance by people in charge, for example caregivers and relatives. Relatives and caregivers can observe and follow up movements of senior citizens via interfaces. These kind of proper interfaces can provide users browsing opportunities, abilities to see, review pictures and videos taken by senior citizens mobile cameras and abilities to communicate with the senior citizens. This will give a feeling of safety.

Ikeda et al. (2011) have studied about a smart kitchen system which supports the memory lost elderly people with cooking by remote supporter. The remote supporter could get a visual and verbal feature of the system to help the demented elderly people. There can be many places in the kitchen where even the best camera cannot cover it. The kitchen is also a complex environment and that is why it is hard to be monitored or controlled by a single method. Also remote supporters cannot know the kitchen environment well. Two elderly people participated in a test for making coffee in an unfamiliar place; the system gave them some instructions for making coffee. The instructions were given step by step and they were allowed to ask help from remote assistance, both participants succeeded to do their task by asking some questions from the remote assistance.

The tool of this paper is based on the work of Yamamoto et al. (2010), Pulli et al. (2012) and Ikeda et al. (2011). The game engine runs the 2.5D environment and the primary tool is GPS device, which records the data of senior citizen’s location. We added the communication tool as a new feature to the project. The communication tool allows the caregiver to make a single or multiple call to contact senior persons (Figure 2). Also to ease the communication in situations for example to remind the senior person what to buy from the shop is created with texting interface (Figure 4). Caregiver can call senior citizens to remind about some forgotten tasks and also the caregiver can send a message to senior citizens (Figure 2 and Figure 4). Caregiver can also get necessary information about the senior citizens by moving the mouse on to the avatars (Figure 1). The main idea of Old Birds avatar is to avoid privacy issues and to make the application more interesting for the caregivers. The avatars are designed cartoonish style and they demonstrate inside and outside views of senior citizens (Figure 1). The models of avatars are for both genders and different color options so that caregiver can recognize different avatars easily. We have also made the smart glasses simulation where is the scene of the Oulu city. The smart glasses simulation allows the user to see the map of Oulu as well as the bird’s moving (Figure 5). We felt also necessary to improve the movement system of Old Birds 1.0. The old movement was slow and not so intuitive. For the result to improve movements we created a waypoint system to make the movement much easier and the senior character to move in the Unity 3D environment.

IMPLEMENTATION

In this section, we describe the design and implementation process of the application. The section explains how we have used the resources from the older version of the project, and what we have changed or added in it.

The older version of the project was a Unity 3D project, which included readymade features. These features included 3D models of the birds, buildings, furniture and the indoors of Stockmann. There were some scripts for a basic movement of senior citizen “Marjatta”, represented by the Red Bird avatar, but it was decided that these scripts were insufficient and had to be replaced with a
better system to save some time in the future implementation. Old Birds 1.0 also introduced a senior citizen information box that appeared on top of the birds when the user mouse hovers over them. The feature contains information of the senior such as age, medical information, living status, memory status and technology skills. This feature is still used in Old Birds 2.0. The application environment is carried out with a 2.5D isometric environment simulation, in both Old Birds 1.0 and 2.0. (A monitoring tool to support remote caretaking of senior citizens, 2013)

The basic structure of the Old Birds 1.0 Unity project did not meet the qualifications of the Old Birds 2.0, so we did a major reconstruction of the project. All the JavaScript scripts were translated and rewritten into C#, and the simulations were transferred to their own individual scenes. The scenes were Marjatta’s house, Oulu city center and Stockmann department store. The Old Birds 2.0 also lacked in documentation, as there were lacking comments on the code and some of the function names were in foreign language. Because of this reason, it took some time to re-engineer the code. The new project includes extensive documentation of the project code, and the code is rigorously commented.

Old Birds 2.0 environment is done with 2.5D isometric simulation because using isometric view instead of 2D is considered as a part of future project. The environment is divided to home, map and city environment. In the home environment is designed to look like a real home decoration. The walls of the home environment are transparent walls because the user of the web application can monitor the senior citizen through the walls. The design of the environment is important to the caregivers because nothing should block the visibility when the caregivers are monitoring the elderly persons (Figure 7). The map view shows the caregiver where the avatars are located and the map of the city is designed with 2.5D view (Figure 1). The city environment shows the most important buildings in the city (Figure 4).

Information box

The information box will appear every time when moving the mouse over each avatar. It contains health and personal information about the senior citizens and in the current version of the application the following information is included: age, medical information, living status, and status of memory and also senior citizens technology skills (Figure 1).

![Figure 1: Information box appearing when the mouse is hovered over the chosen avatar](image1)

**Caregivers’ communication tool**

A new feature was added to the project, which allows the caregiver to contact the seniors through a caregiver communication tool. The tool allows the caregiver to call or text a senior person through a simulated situation (Figure 2). This tool is useful in situations where a senior is in need of assistance, for example if she/he is lost, hasn’t moved in a while or their relatives are worried about him/her.

![Figure 2: Making a call to a senior through the communication tool](image2)

The caregiver communication tool also allows the caregiver to make a call to many seniors at once (Figure 3). This allows the caregiver to contact groups of seniors for example in a situation where an announcement has to be made. In a situation where a storm is approaching, the caregiver can contact the seniors outdoors and tell them to go home or the nearest shelter. The green outline around the birds in figure 1, 2 and 3 indicates that the bird is selected for a call. The birds are also
shown as a list in the caregiver communication tool. The right hand side GUI is a simulation of the seniors phone (Figure 3). In a situation where a senior is demented and might not recall that he/she has a caregiver, we’ve implemented a simulated picture of the caregiver in the senior’s phone, when a call is answered.

![Figure 3: Making a call to multiple seniors](image)

The texting interface (Figure 4) allows easy communication in situations where the senior might not be in immediate need of assistance, but could for example need a reminder of the groceries he/she needs to buy. The senior’s phone is simulated in the answering of calls as well as answering a text message (Figure 4). Caregiver can make a call and text message to multiple seniors. This is a useful tool for the caregivers because they can give instructions anytime and anywhere to the senior citizens.

![Figure 4: Text messaging to a senior](image)

### Smart glasses for senior navigation

To more enhance the simulation of technology in development in the department of information processing in the University of Oulu, we developed a scene with where a senior uses smart glasses. The idea of the smart glasses is to guide the senior through a specified route to a place where he/she needs to be. There are four different LED lights in each lens of the glasses that indicate the direction where the senior needs to go (Figure 5).

![Figure 5: The smart glasses simulation](image)

The smart glasses simulation is done in the Oulu city scene, where the user can see the map of Oulu as well as the birds’ movement. There is a first person view with the glasses in the upper right corner of the picture to simulate the flashing LED lights.

### Waypoint system for character movement

We felt it necessary to improve the movement system of Old Birds 1.0 dramatically. The old movement system was hardcoded in the scripts, which was not intuitive and was slow to implement. A waypoint system was created to make it easier to create new simulation where the senior character needs to move in Unity 3D environment. As shown in figure 6, it is easy to place the waypoints for the character to follow. The waypoints are the black dots, which are only shown as gizmos in the scene editor, and not the actual simulation.

![Figure 6: Moving a character using the waypoints](image)

The waypoint system is used in both, the smart glasses and Marjatta’s Stockmann visit simulations. The scene changing, for example from Marjatta’s house to Oulu city scene is done through a trigger. When Marjatta touches the trigger (Figure 7), the scene is automatically changed to a scene defined in the trigger object.
CONCLUSIONS AND FUTURE WORK

New technologies offer hope for many issues and this paper’s web application tool fills the gap between health care and technology. In the future the waypoint system should be enhanced with new features. These features could include an editor tool where the developer could click on the ground to add a new waypoint which would automatically be assigned to the wanted character, rather than copying a waypoint object and assign it manually. The waypoints could also make the character go faster, slower or even stop for a while. In the future it is also important that the avatars are modified with a new look. The smart glass interface should be designed further and also the smartphone application for the communication tool should be also provided with a new design.
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ABSTRACT
The most current and profitable electronic games have great graphics, well prepared stories and strategies with varying levels of difficulty that instigate players from all ages. However, all of these features are irrelevant to the visually impaired, limiting the public regarding electronic games. Based on this fact, audio games started being developed aiming at enlarging the access of these people to the electronic games market and at the same time promoting inclusion. In this article we present, step by step, the development of the audio game “Fuga”, implemented in Unity3D with 3D sound techniques using Kinect, exploring a new perspective of assistive technology.

INTRODUCTION
The electronic games gradually have grown consequently with technology’s evolution in recent years, and with that, the existence of audio games started to become a reality, although not widespread.

According to (Cordeiro, 2011) “Different brands compete between themselves by presenting solutions to the level of physical interfaces, processing power, storage and resolution (sound and image), which impacts in the own games conception, allowing them to explore new forms of interaction and increase the levels of realism and immersion achieved so far.” This highlights the fact that the game industry invest in visually expensive and innovative games, but they’re not accessible.

“In 10 years, over 400 audiogames have been developed, which is very small as compared to video games.” affirm (Archambault et. al. 2007). With this statement, we notice that the collection of games geared for the blind are relatively small compared to other games with exclusively graphical interfaces.

Considering the small number of games already developed and that not all of the visually impaired have access to affordable technology, we notice that it would be a great challenge create a game for their entertainment. Therefore, based on research in the technological involvement of the visually impaired with accessible tools, we explored the basic of the sounds 3D concept for the development of the “Fuga” application.

Concepts about ergonomics for the correct use of Kinect were also studied, as well as the need of using basic graphical interface, quoted on the next subsection.

The existence of accessible electronic games is very important regarding technological inclusion, expanding the access of these resources visually impaired people, total impaired or partial. Such resources are included in the term of assistive technology, according to (Bersch and Tonolli 2006). Assistive Technology is still a new term, used to identify all of the resources and services that contribute to provide or enlarge functional abilities of the impaired and consequently promote independent living and inclusion.

According to WHO (World Health Organization), there are 39 million visually impaired people in the world and other 246 million suffer from moderate or severe loss of the sight. 90% of these people live in developing countries, thus highlighting that there’s a market that should be explored, even though not all of the visually impaired having access to technology.

This article proposes the development of the audio game controlled by Kinect called “Fuga” to fill a part of this underexplored industry.

Here we described the engineering system and main challenges and difficulties for its implementation. Lastly, we evaluated and tested the developed application. With this assignment we tried to promote the inclusion of users who, just like everyone, have the right of all kinds of digital fun.

RELATED WORK
In the field of audio games, even having a relatively small number compared to visual games, it’s possible to find a lot of categories of accessible games, educational games, simulators, musicals, reasoning, first-person, among others,
using concepts and varied tools to build a certain kind of game. Given that the use of auditory interface is essential, others tools become additional to the making of an audio game.

Works developed whose focus is to use the kinect, are important to be studied to observe pros and cons when you have two or more ways to play, despite the use of kinect not be the main focus of this work, has much importance in order to innovation, and will have a topic explaining the choice of the tool and selected movements.

In (Soares et al. 2013), a game (HIT CO-OP) collaborative, that is, a game in which two or more players play together benefiting one each other, was developed for use the Kinect. The goal of the game is getting the maximum points obtained collaboratively between the players. The authors state at the completion of the work that "The ability to keep players playing the longest owes much to the ability to interact with games. The Kinect has emerged as a new way to dominate them. "Just as mentioned by the authors of HIT CO-OP (Soares at. Alma 2013), in Fuga use the use of kinect also was thought this way because despite using only sound to guide, the player interacts directly with the imaginary scenario using the body as an action factor for the movement of the character.

Some existing accessible games like Finger Dance (Miller at al. 2007), Guitar Hero Enabling for Blind (Yuan and Folmer 2008), Dinobas (Alves at al. 2014) and Blind Counter-Strike (Costa 2013), share the same requirements for its constructions, which is the use of the audio. However, there are other technologies that can be integrated to extras tools for the development of the game.

For example, (Costa 2013) presents a FPS (First Person Shooter) audio game, whose goal is consisted in completing five levels and each level has a certain amount of enemies to be defeated. The player detects the enemies with the assistance of the 3D sound. For its development, the perspective of the character’s movement is related to the sound source of the enemy. According to the given steps, it’s possible to perceive the opponent’s position. In this same idea, the game “Fuga” uses the concept of 3D sound and dynamic movements for detecting the best path and identifying sound objects throughout the map that character must travel, including objects that identify obstacles.

Besides the games created from initial planning, there are adapted games generated from visual games that already exist, where there’s some increment to make them accessible. An example of adaptive game is the platform game quoted in (Oren 2007) which contains the maximum of elements from the existing platform classics, having features such as jumps through void places and obstacles. The work with the audio in (Oren 2007) is notorious throughout the whole course of its execution. When the user gets closer from the edge of a platform, a sound is generated indicating the movement that should be done next: jumping to the following edge or going down another platform. The creation of enemies in (Oren 2007) also uses audio tracks that are similar to the audio signals from the classic platform games. When an enemy approaches the character, horizontally or vertically, it emits a sound that increases the volume and the execution speed until a specific sound is activated, forcing the player to make the necessary decision.

In “Fuga”, the barriers also include inserted audio tracks, but it wasn’t necessary to use volume functions according to the distance between the character and the obstacles, because when a character encounter some, the timing is set for them to make a decision that’ll keep them in the game.

The obstacles in “Fuga” are the walls that form some kind of maze, and the audio tracks are inserted just in the paths that the character should travel. When the character gets to the end of a path, it’s possible that they may set which way to turn but there’s still the option to move the character forward, causing a collision with the object in front of them (which is the wall) and emitting a collision sound, showing them that they should choose another way.

DEVELOPMENT OF THE “FUGA” GAME

In this section, we’ll give the sequences of the game’s development, encompassing discussed methods, used software, auxiliary websites, definitions of the levels of each level and the choice of the game’s mechanics.

The Game’s Story

The purpose of the game is to leave a spot and get to another one while being guided by a sound, going through some obstacles and being aware of the time, simultaneously. With this guideline, we create a story that contextualizes with the original goals.

The character is a scientist who works in an unknown research for many years and that’s why he has access to all of the labs in the building. In the moment that he’s in the last lab, far from the exit, an accident happens in one of the sectors which causes a poisonous gas to be spread through the entire building. The lab the character is at is the only one that provides momentary protection until he can get a gas mask. However, when his eyes get exposed to the gas, he completely loses his sight. The decontamination system from the building is activated and sets the timing up for the decontamination of each lab. The character must find the exit of each lab, guided by the sound made by the sirens on the way to the exit.

This market of accessible games has as a positive point the ease of generating innovations that don’t demand major research efforts, given that it was largely unexplored around the world and mainly in Brazil. (de Oliveira 2008).

There are similar stories in the market, but we’re in the context of accessible games, where a lot of things that exist in the conventional games become original in the field of the 3D sound usage.
Tutorial Level

The primary process to start a game is to teach the user to execute the basic commands and present the interface to be used. This way, it is provided to those who are playing a greater control over the challenges they're going to face throughout the game.

Given that, the introduction level becomes essential on adapting the visually impaired to this new world of accessible games through the interface that explores their hearing.

As shown on figure 1, the tutorial level doesn't have a great difficulty because its main challenge is that the player control the movement's mechanic and understands the interface.

![Figure 1: Tutorial Level of the Fuga Game.](image)

3D Sound Usage

In a conventional electronic game, the 2D audio treatment helps us through some parts throughout the game, acting on the perspective of giving emotion to the levels, on alerting us when we get some special item and when we are hit by an enemy. It is not possible for all of these functions that use the 2D audio to find objects or even the character in the game, thus making a real perception of location of the character in the virtual context impossible.

Based on this idea, some developers adopted the use of the 3D sound concept to give a sense of location in their games, as assistance or as a crucial factor to the conclusion of their respective levels.

In the “Fuga” game, the use of 3D sound was vital for the making of the levels. The player’s goal is simple, he’s in a maze and he must find the exit, being guided by the audio emitted while he goes through the halls according to his route, as exemplified in Figure 2.

![Figure 2: Level one of “Fuga”.](image)

On the beginning of each level, the player evenly listens to the instructions of what he’s supposed to do or what he’ll find in the course of movements. The 3D sounds is fundamental because from the moment that the character moves, the uniform sound starts to vary and he must initiate his attempt of perception to guide himself and move the character from his spot till the exit.

To work with the idea of the 3D sound interacting according to the present graphic interface, we used the Unity 3D tool for its easy handling and for being a very intuitive tool.

Creation and Editing of the Game’s Audio

For the audio treatment, we adhere to the “MixCraft 6 ©” tool to edit, cut, add effects and leave the audio ready to be inserted in the making of the game on Unity.

There are two types of audio in the “Fuga” game: the auxiliary audio and the alert audio.

Auxiliary Audio

A voice that helps the player with all the necessary instructions, including information about the mechanics and menu options alternations that interact with the player and directly with the character during the levels.

For the making of this kind of audio, we created the lines giving total attention to the diction because the sentences need to be in perfect understanding, with reasonable pauses between the words. We used the “Soar Mp3” website, a free tool that converts texts into audios in Portuguese. All of the audio created in this website was loaded with normal quality.

After the conversion and loading of the audios, we used the MixCraft 6 © tool for the editing stage. The effects Classic Flanger, EZQ Equalizer and VocalZap e Acoustica – Reverb were applied in each auxiliary audio.
Alert Audio

This kind of audio includes uniform audios and 3D audios. From it, the player is forced to make his own decisions to win the game, after listening to the instructions in the beginning of each level.

The siren sound is the audio that works the ability of the player’s sound location. In the halls where the character has to pass till he finds the exit, the audios are inserted only in the path that leads him to victory, therefore, he'll always know which way to guide the character just by paying attention and being agile enough to fulfil the stipulated time and divert the obstacles.

In the game’s development, the alert siren audio was inserted in barriers created to occupy almost the whole width of the halls and when the object that represents the character passes these barriers, they disappear along with the audio. That makes possible that the following sound is perceived by the user.

There are also the uniform fire and electricity sounds, which are two obstacles on levels 3 and 4, respectively. These audios were extracted from YouTube videos that are free from copyrights, thus making the use of them in our application possible. After the extraction, we cut and edited them using the MixCraft 6 © tool.

Use of Kinect

"Pushing buttons on a joystick is replaced by the movement of a simplified control associated to the body movements. A natural evolution of this trend was the creation of the peripheral Kinect (Figure 3), constructed by Microsoft to be used with the XBOX 360 console”, says (Paula 2008). The use of Kinect makes it possible that we eliminate the need of using a physical control, because it returns, through a set of cameras, an information quite accurate of colour and depth associated to each point. “The apparatus also stands out for developing the position (x, y and z) of a set of points associated to the main joints of the human body (head, hands, elbows, legs, etc)”, complements (Paula 2008).

Figure 3: Microsoft Kinect Sensor

The choice of using Kinect for the “Fuga” game was an alternative that we picked to help expanding the access of this tool to the visually impaired because the existence of accessible games is already something not very available, and games that use this technology are even less disposable.

The use of Kinect is not viable in some games, according to the game’s context and genre, or even for the own gameplay. In “Fuga”, the theme and story of the game allow us the flexibility of developing both a game for joystick and Kinect.

Movement’s Mechanic

Kinect provides to the user a better interaction with the developed applications related to it, if compared to the applications that need a physical control. However, for the development of some program or game that uses this technology, it’s necessary to be alert to the final usability, like the repetition of gestures or gestures that demand too much from the user or player’s body.

The final version of an electronic game developed for Kinect must have practical and comfortable movements. The developer must conciliate practicality, fun and comfort for any person that might use their product.

In “Fuga”, the player must only move from a point x to a point y, going through some obstacles and having to divert them. Therefore, for the making of its movement’s mechanic, we used a simple gesture to the character's movement.

To move the character from a certain position to other, the player must slightly lift one of their arms forward, not requiring a very big angle regarding their body nor staying with their arms lifted for too long. While the player has their arms lifted forward and there’s no obstacle stopping them from keep going, the character will move (Figure 4).

During the character’s locomotion, the alert audio of steps is activated, informing the player that the character is moving.

Based on these modelling movements, the gestures to turn the character to the right or to the left were built. During the whole game, the player has the possibility of rotating the character to follow other paths or to make him turn around. Each time that one of the arms is lifted to its respective sides, the character turns in a ninety degrees angle just once, i.e., to turn the character around the player must lift their arms to the side twice. For each turn that the character takes, an alert audio of steps is activated, informing the player that the movement was performed. These are basic movements that can be done in an overly short amount of time of execution.

In the making of the options menu, the player can choose between “Quit Game”, “Start Game” and go to “Credits”, in which activates an audio where the names of the developers and a brief story of the game are announced. The changing of an option to another is activated using the same mechanics as rotating the character.
By lifting the arm to the left, the player will be moving the box of selection to the left (Figure 5), and that also works for the right side when the right arm is lifted (Figure 6). After listen to the option they want to pick, they simply lift one of the arms forward, using the same mechanics of moving the character forward.

On the levels two and three, the player faces two types of obstacles that lock the locomotion mechanics of the character. In the exact moment when the mechanic is locked, the audio related to each obstacle is activated and so, the character is forced to use another kind of mechanic: crouch or jump. We inserted, contextualizing with the story of the game, two types of obstacles to raise the difficulty level of the game. The first obstacle refers to a loose energy cable hanging on the hall where the character must pass to get to the exit. In this case, the mechanic is locked, the game establishes some certain amount of time for the player to pass the situation, and otherwise he’ll lose the game and restart the level. To unlock this movement, the player must quickly crouch in a small angle that doesn’t cause discomfort (Figure 7).

In the second obstacle, the auxiliary audio indicates the presence of fire in front of the character, also locking the player’s mechanics, just like the previous obstacle. However, the movement that unlocks this condition is a simple jump, that doesn’t require a very high height to be captured by Kinect (Figure 8).

The mechanics related to the obstacles were chosen aiming at changing the player’s movements, breaking out the routine of just lifting the arm forward or to the sides during all levels. A repetitive gesture, besides causing discomfort, can lead to the player’s disinterest on playing the game until the end. With these two mechanics, the player not only faces a change of movements, but also a higher level of difficulty regarding the agility to pass through the dangerous situations within a certain time in the game.

**Lateralization**

“Lateralization is the term used for the conduct of finding sounds to the left and to the right, having the head of the individual as reference. The intracranial localization (feeling of localization of sound inside the head) is called lateralization, opposed to the localization, which is
perceived outside the head, according to the direction and distance of the sound source". (Pereira and Schochat 1997).

The individual, having total or partial loss of the sight or not, has the ability to laterize the sound, subconsciously distinguishing what the sound represents, through the distance, frequency or time that the sound gets to each ear. In the game “Fuga”, this concept is extremely important to conclude the proposed challenges and complete its levels.

CHALLENGES

In this section, we’ll present the immersion concept, interface, requirements and conditions to create an audio game and the challenges faced in the creation of “Fuga”.

Immersion concept

Oftentimes, people search for electronic games as a form of escapism from the real world. They can allow people to take on situations and challenges that can’t be faced in real life. Therefore, it’s important that the developers create a high level of realism in their games, in order to create this illusion for the player. With the help of photography, realistic graphics, 3D expansive environments and spatial audio, this illusion would be possible.

This state of fake reality and feelings is known as “immersion” (Wolf and Perron 2013), that is present in our audio game, proposing to the final user a game that is closer to reality.

Interface

As stated by (Santella 2003), when two or more sources of information meet face-to-face, even if it’s the encounter of a person’s face with a screen’s face, a human user connects with the system and the computer becomes interactive. That is the big difference that separates the tools of a program (software). Tools are meant to be used. They won’t just adjust to our purposes, unless it’s in a primitive physical sense. A program, unlikely, is a point of contact in which programs connect the human player to the computer processors and these intensify and modify our power of thinking. For that, the human needs to be plugged. For its side, the technology incorporates us (Santella 2003).

The interface in a game is a bridge that connects the user to it, each command that the player activates through the present interface will modify something in the game’s progress. In “Fuga”, the main interface is the audio, the commands are spoken by the assistant and the user chooses the next step to be taken in the game just by moving according to the given instruction. However, we also use the visual graphic interface, which is useful just for the viewer devoid of visual impairment to track the progress of the game, not influencing in any way the gameplay of the user. Although this is an application for the blind, it can be played by anyone with a normal sight without any privileges to anyone.

Among the requirements to create a game for the visually impaired, the obligation of having a graphical interface is not included, but in certain audio games the use of the interface works as an interactive bridge between the visually impaired and the not visually impaired. This interaction is important because its impact results in the popularization of these kinds of games.

“Fuga” was developed aiming at not only the visually impaired as a public target, but also all of the people capable of sound judgment, even if they have a normal sight, as long as they play with a blindfold.

Tests and Observations

Throughout the development of the audio game, a load of tests were performed for the choice of the best interaction between the user and the interface. One of the difficulties faced was the selection and editing of the audios. This is a determinant factor for the quality of the game, since it’s an audio game.

In these tests, the choice of Kinect was right because it was possible to create a simple, effective and realistic mechanic in the moment of the gameplay, that just by using the movements of the body all the commands are accessed inside the game.

Figure 8: Experiments with game Fuga.

As well as the focus of this work is the inclusion of a tool in the technological universe that is an alternative for the visually impaired, tests were conducted with ten visually impaired in "Regional Association of people with disabilities of Barbacena" (Figure 9), where were observed all the important features cited above and properly evaluated. The visually impaired demonstrated ease in gameplay after the first phase followed by the tutorial stage and there was a good acceptance of ergonomics, and the use
of 3D sound was characterized as an training of auditory perceptions for them.

Figure 9: Visually impaired the “Associação Regional de Pessoas Portadoras de Deficiência de Barbacena” testing the Audio Game Fuga

Talking with the blind that tested the game, we reinforce our understanding that there really is a huge shortage of virtual applications that go beyond electronic games for them.

The "Audio Game Trail" was a novelty very well received by the blind and the directors of the Association that interested in the idea of having new games and applications developed by us for your benefit.

CONCLUSION AND FUTURE WORK

The idea of creating an audio game is a challenge for the developers, but it brings a lot of benefits for the visually impaired. Between the benefits, there’s the familiarization with virtual environments, causing an improved interaction with the technology, the integration of impaired people to the technological means and the diffusion of audio games.

In this application of the game “Fuga”, we obtained the previous view of the requirements necessary for its creation, considering the goals that result on the benefits of the creation of an audio game. With technologies such as Kinect, there was a simplification on the gameplay because with a basic body movement, the player doesn’t have the need of adaptation to any kind of joystick.

When “Fuga” was finished, we judged viable the creation of complementary levels with difficulty standards compatible with the game’s level.

In these new levels, it will be necessary the creation of new auxiliary and alert audios. New challenges will be implanted, still contextualizing with the story of the game and working together with the mechanics, in a way that the usability of this current version keep functioning just as fine.
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ABSTRACT

In this paper we describe a semantic structure based approach for AI for Real Time Strategy games. The semantic structures provide a shared knowledge base across the different components of an RTS AI. We outline how the a semantic structure works in conjunction with decision making algorithms such as utility systems. We also introduce a prototype implemented in StarCraft II to illustrate how the semantic structures may be used in practice, and provide some detail on how this is implemented in the chosen game platform. Tests demonstrate that the AI is able to choose actions according to high level strategies adapting according to the current game state. Additionally the test conditions used additionally involve human-AI cooperation. Finally, we present an evaluation of the AI, making a detailed study of a typical instance of game play, exploring the AI actions and decision making process.

HIGH-LEVEL PLANNING IN RTS GAMES

Real Time Strategy games offer many complex reasoning challenges for AI players. They are often split into two categories: The control of individual units or armies on the field, known as micro-management, and the large-scale strategy deployed, known as macro-management. For many games, micro-management can be approached using situational and reactive agents that don’t try to predict future game states and don’t require significant memory of past actions. For example, recent research applies potential-fields, such as the approach for unit navigation shwon in (Hagelbach 2012), and Bayesian models (Synnaeve 2011) to achieve effective unit control and motion. A similar potential-field pathing and formation approach, called flow-field (Treuille 2006), is for example used in the game Supreme Commander 2 to deal with large unit formations (Rabin 2013). Many commercial titles, such as StarCraft II, cover micro-management with situational approaches, such as state machines or hardcoded scripting (Robertson 2014). Macro-management is usually a higher-level planning problem, choosing the right strategy at the right time. For many games, an important element of a strategy is the build-order, deciding on which unit, building or research item to produce at a point of time (Churchill 2012). Predicting an enemy build-order should also be an important part of RTS AI (Park 2012). Algorithms used in RTS strategy planning include Monte Carlo methods (Ching 2005) or Goal-Oriented Planning (Orkin 2003).

SEMANTIC UNDERSTANDING OF GAME MECHANICS

A predetermined set of strategies and builds can cover many situations faced in an RTS game well. In competitive situations, where it can be expected that all players are exploiting game mechanics to achieve victory, an offline learning approach of macro-management builds may work well, as many assumptions about a game can be made. Yet, even in such competitive situations, there are strategies that are hard to predict at development time. Particularly strategies that aren’t very effective due to their game mechanics, but are very convenient for human players to execute due to usability, for example the way the user interface is set up.

Orkin described an interesting approach towards AI development in games especially regarding cooperative scenarios: Going away from behavior trees and state machines, but rather focusing on tagged, semantic descriptions of sample data. The job of an AI would be closer to a search engine than to a construct of algorithms (Orkin 2012). Our approach goes into a similar direction. In many games, the semantic knowledge about game mechanics is baked into the AI algorithms and therefore static during runtime. Consider an AI in a generic Real-Time Strategy game. There might be a top-level agent, perceiving the game world as a very simplified threat-grid-map on which it runs an algorithm on to find nice target grid cells for different goals. Doing so, it assigns a certain attack priority to the enemy base and a certain defense priority to the current combat perimeter. Another algorithm might now assign workers to the defense cells, and analyze them in greater detail. The algorithm awards higher defense priorities to narrow passages and that’s where the actual defense turrets are being built by the final layer of AI, which controls the individual units.

ARMY PREDICTOR PROTOTYPE

We implemented the proposed approach as a prototype in StarCraft II using a simplified version of the game, where only strategic decisions are made by players and the control over units in battle (micro management) is automated. Players are grouped in two teams and each human player is further teamed up with an AI ally with which they share technology progress and may agree on different strategies and roles. We chose to include cooperation into the prototype as we suppose that semantic structures used as
described above help solving this challenge by offering a centralized point to react on communication with a human player. Further detail on the challenges and opportunities of cooperation were illustrated in (Stiegler 2013).

The semantic structure was implemented using the StarCraft II scripting system. It contains 65 nodes, over 85 attributes and over 400 relations. The code sample below shows an example setting up the Reaper Node.

1  AddNode("Reaper")
2  AddRelation("Requires", "Reaper", "Barracks", c_requiersOwn)
3  AddRelation("Counters", "Reaper", "Marine", 18.513)
4  AddAttribute("Costs", "Reaper", (CatalogFieldValuetGetAsInt(c_gameCatalogUnit, Reaper, CostResource[0], c_playerAny)))
5  LinkConstructorToNode("Reaper", "BarracksTrain")

Line 1 creates the Reaper node and registers it in the semantic structure.
Line 2 represents a requires relation, pointing towards the construction building of the Reaper infantry. The final parameter of this relation represents that the Barracks have to be controlled by the current player to allow building reapers. As human and AI players share technology progress, it is possible to fulfill parts of the requirements with buildings built by the ally. There is also a constructs relation that points from the Barracks Node towards the Reaper Node, which could be translated automatically into Requires relations at compile time.
Line 3 shows a Counters relation, a very important relation for game mechanics, indicating that the Reaper is a good choice against a Marine. The strength of the Counters relation was determined by a series of tests and is simplified at the moment. The tests include several typical game scenarios measuring a units effectiveness against alone, in small and in large groups as well as different movement formations. Especially when micromanagement is added, the Counters Relation will have to be extended or split into several new relation types.

Line 4 adds the cost attribute to the Reaper node, with the costs taken directly from the game data.
Line 5, finally, is a special command registering the button-handler of the Reaper’s construction button with the Reaper node. We tried to tie the semantic structure as loosely to the actual StarCraft II internals as possible. This link allows the AI to execute the exactly same button handler that would be executed if a human pressed the “Build Reaper” button in the GUI.

This semantic structure serves as the input to all other components of the AI. The most important component is a utility system deciding which actions to pursue next. There are 11 different actions with various sub-actions, such as the “Construct Unit” action with a sub-action “Construct Reaper”. The utilities for each sub-action are calculated by functions operating on the semantic structure. As illustrated above, the utility of a “Construct Reaper” sub action is greatly influenced by counters relations and what is known of the enemy army composition.

Within these utility functions, further AI components are called, like hostile army predictors. These serve the purpose of predicting hostile unit counts based on units observed in the past by creating virtual unit counts added to the observed counts for utility prediction. To do so, the predictors infer all units that are definitely present from the set of observed units. An example is shown in Figure 1, where the AI observed a hostile Space Marine (shown in black) and directly infers that at least one Barracks must be present, as there is a “Constructs” relation between Barracks and Space Marines. Based on this knowledge, the Predictor can infer predicted units (shown striped with their predicted unit counts) by walking down construction relations. Each predictor is therefore defined by the speeds at which it predicts units along a certain relation.

![Figure 1: Simple Predictor example](image-url)
Other predictors, like the one pictured in Figure 2, have different speeds for propagating predicted vessels along relations, for example a Siege Tank rush, leading to very different predicted units. The current implementation uses 9 handcrafted predictors. As the efficiency of a predictor does highly depend on choosing the right one for an opponents strategy, they offer a good place to utilize machine learning to infer propagation speeds from recorded games. Another option would be to represent the propagation speeds in the semantic structure themselves and use a more abstract approach similar to the predictors, to predict their actual prediction speeds.

**PRELIMINARY EVALUATION**

A cooperative game AI can be evaluated according to a range of criteria including believability, user-interface and interaction, performance as well as the effectiveness of the AI strategies and behaviors. In due course we intend to evaluate our work according to these different criteria, but to date only a more limited evaluation has been completed. A first evaluation of the cooperative behavior of the AI, with particular attention on the interplay between human player actions and the AI player actions is presented in (Stiegler 2013), but here we consider the results more generally.

A semantic network AI player was implemented for StarCraft II using the included scripting environment and tools. This does not make use of the inbuilt AI components, and as it runs entirely in the interpreted scripting environment can not be considered to be highly optimised. Despite this, acceptable performance was achieved across a number of games with moderate complexity and with all of the strategic algorithms using a semantic structure as their input as illustrated above. The AI focusses on the top levels of planning in StarCraft II, and does not attempt to micromanage individual units - a commonplace division between strategic (player) and tactical (unit) AI.

![Prototype Screenshot](image)
Figure 3 shows a screenshot of the StarCraft II prototype with a human base (bottom) and an AI base (top) executing a cooperative strategy. The two panels on the right are used to agree on long-term strategic and short-term tactical decisions.

The test series with the SC2 Prototype consisted of 17 games of variable complexity, depending on the strategies deployed by the two opponent teams. There were typically between 20 and 30 units active per team, but some games led to battles with only few high-tech units. In one game, the winning team built only 7 units. The number of units under AI control within a team greatly varied depending on the role the AI took. If the AI fulfilled a completely supportive role, it might not build a single unit leaving the entire army production to its human ally while focusing on unlocking research and performing upgrades to strengthen the forces. The following log shows an example of the actions performed by an AI during one of the test games. It shows the strategic decisions the AI is evaluating in 5 second intervals. The human player chose to focus on the production of larger late-game units and the AI unit opted for supporting its human ally. As the human is focusing on fulfilling technology requirements in the early game stages, the AI also had to produce military forces to compensate.

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1s - 30s</td>
<td>Producing Building: Barracks Technology Lab</td>
</tr>
<tr>
<td>35s</td>
<td>Producing Worker</td>
</tr>
<tr>
<td>40s</td>
<td>Producing Unit: Marauder</td>
</tr>
<tr>
<td>45s - 75s</td>
<td>Saving for Research &amp; Researching: Concussive Shells</td>
</tr>
<tr>
<td>80s - 100s</td>
<td>Saving for Unit &amp; Producing: Marauder</td>
</tr>
<tr>
<td>105s - 120s</td>
<td>Saving for Unit &amp; Producing: Reaper</td>
</tr>
<tr>
<td>125s - 135s</td>
<td>Saving for Building &amp; Producing: Ghost Academy</td>
</tr>
<tr>
<td>140s - 150s</td>
<td>Saving for Unit: Ghost</td>
</tr>
<tr>
<td>155s</td>
<td>Producing Unit: Ghost</td>
</tr>
<tr>
<td>160s - 195s</td>
<td>Saving for Unit: Ghost</td>
</tr>
<tr>
<td>200s - 210s</td>
<td>Saving for Building: Engineering Bay</td>
</tr>
<tr>
<td>215s - 220s</td>
<td>Saving for Unit &amp; Producing: Ghost</td>
</tr>
<tr>
<td>230s - 280s</td>
<td>Saving for Research &amp; Researching: Personal Cloaking Device</td>
</tr>
<tr>
<td>290s - 325s</td>
<td>Saving for Unit: Ghost</td>
</tr>
<tr>
<td>330s - 335s</td>
<td>Saving for Building: Armory</td>
</tr>
<tr>
<td>340s - 350s</td>
<td>Saving for Unit: Marauder</td>
</tr>
<tr>
<td>355s</td>
<td>Producing Unit: Marauder</td>
</tr>
<tr>
<td>360s - 385s</td>
<td>Saving for Unit: Marauder</td>
</tr>
<tr>
<td>390s - 405s</td>
<td>Saving for Building: Armory</td>
</tr>
<tr>
<td>410s</td>
<td>Producing Unit: Marauder</td>
</tr>
</tbody>
</table>

Figure 4: Game Log Excerpt

The AI, although it was intended to be a supportive role. This could happen because the communication output is no hard switch within the AI scripts, but just an alteration of the semantic structure. The AI is still capable of doing actions outside its designated strategy part. Observing a growing enemy force, the AI decided to save for an additional Ghost, shortly interrupted when switching to save for a research building at 200s. Growing enemy forces, however, make the AI return to its original path and produce an additional Ghost at 225s. Now the first late-game unit its human ally is ready occupying the enemy forces and giving the AI time to research the Personal Cloaking Device for its Ghosts, greatly increasing their effectiveness. Its human ally is now also producing some Ghosts. The enemy, reacting on this new threat switches over to heavily armored units making Marauders a good choice.

The battle goes on for additional 6 minutes eventually leading to victory of the AI and its ally.

The semantic structures in these tests were handcrafted with most parameters, like counter strength, drawn from actual game mechanics tests. Within this range of strategies, from a personal evaluation, the AI performed reasonable actions as expected of its chosen strategy.

CONCLUSIONS

In this paper we have outlined an approach for developing AI for RTS games based on semantic networks, and discussed how this can build on existing approaches such as utility systems. A preliminary evaluation of the performance (in terms of speed and behavior) was presented, to be extended considerably in future work. However, our preliminary evaluation has demonstrated it is possible to implement high-level RTS AI using a semantic network, and that this is able to achieve acceptable performance across both criteria. In the near future we will be releasing the prototype to the public on Blizzard Arcade to allow others to test and evaluate, or simply play with, the AI presented here.

Considering the use of predictors, and the propagation of knowledge through the semantic network, we have also thought how the current work could be extended in future from the current strategy level focus to also encapsulate more aspects of the meta-game. The function detailing how such knowledge is propagated throughout the semantic structure could itself be contained in the semantic structure, with an algorithm like a utility system or a state machine choosing between different functions. We would like to experiment with utilizing this approach in greater detail than the army estimators and using it for all propagation functions. This allows the AI to cover part of the meta-game of StarCraft II, where certain established strategies are vary in popularity over time in the manner of trends, and appear more or less often in tournaments. An observation, like the early acquisition of a Vespine resources, could lead the AI to believe that the enemy is pursuing one of a particular, popular group of strategies. This would cause the AI to select a corresponding propagation function, that creates virtual units faster that correspond to this strategy. Ultimately, this strategy could be learned, probably in an offline way analyzing recorded games from tournaments. There has already research been done regarding finding strategies in...
recorded games using machine learning or other statistical approaches (Weber 2009; Hsieh 2008). While work on such extensions has yet to begin in earnest, from our initial work we believe that the semantic network approach is an effective one, and will be continuing to explore its use, particularly in the context of cooperative AI in strategy games.
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ABSTRACT
This paper presents the performance evaluation of a crowd-populated platform to be used in a serious game to simulate emergency evacuations. A multi-agent system is used to control autonomous members of the crowd, while interacting with user-controlled avatars. Several experiments are performed to test resource use as well as overall performance. Finally, a population cap for each game region will be decided from the evidence collected during the experiments.

INTRODUCTION
Much has been achieved in crowd simulation since the seminal works of Reynolds (1), where artificial birds — or boids — demonstrated the concept of complex flocking behaviours by aggregation of individual perceptions and actions.

To effectively model crowd behaviour, it is necessary to first model individual behavior that is coherent with the simulated virtual environment (2). Works by Perlin (3) and Ulicny (4) mention that in order to behave in a believable way these artificial actors must act according to their surrounding environment, being able to react to environmental changes and also to the actions of human-operated avatars in the virtual world. Virtual environments enhance the user experience by making it more immersive and compelling (5), and this perceived realism allows for learners to overlook the fact that they are working with artificial constructs and concentrate in the phenomena being simulated (6).

Previous work on benchmarking Multi-Agent Systems includes message-passing efficiency, responsiveness and access to databases (7). Of particular interest to us is the ability to concentrate database queries in a single agent which, in turn, provides this service to other agents.

Section describes the problem of creating realistic scenarios where agent crowds can interact with human-controlled avatars. Section presents the proposed approach for creating such scenarios. Section includes the experiment results as well as a general benchmarking of the architecture as a whole. Finally, section includes our concluding remarks and future work.

PROBLEM DESCRIPTION
We choose to create a 1-to-1 relationship between artificial humanoids in the serious game and JADE (8) agents. This choice was mostly conceptual at first, as thinking of an artificial humanoid in the game as an “agent” was very practical. When the need arose to implement several copies of the model running in parallel with the same virtual environment data, this decision proved to be correct, as migrating the code from stand-alone to agents was a very straightforward process given that it was initially conceived under the agent concept from the beginning.

![Figure 1: Multi-Agent System Architecture.](image)

As shown in Figure 1 only three types of agents are implemented: Region Manager agents handle specific scenarios or regions containing sections of the virtual environment, they provide an interface between users, artificial crowds populating the regions and the system database; Environment agents reside in each client’s agent container and handle the JME virtual environment; finally, Person agents represent individual artifi-
cial humanoids present in the region, usually as part of a crowd.

**Virtual environment**

The jMonkeyEngine platform (9) provides a very comprehensive virtual environment that is fully compatible with Java, which is very convenient given our use of JADE for the multi-agent system.

It includes an OpenGL-based graphics engine, a Bullet Physics Library engine and it is very friendly with different 3D modelling software, supporting several formats including OBJ, Collada, 3DS, OgreXML, etc. It also includes the NiftyGUI tool for creating graphical user interfaces on top of the 3D environment.

If we imagine the virtual environment as a gaming board with players, autonomous characters, smart objects and threats as game pieces; then the *environment agent* is responsible for setting up the board, assigning turns and moving the pieces around. It is also responsible for user input. It effectively translates events in the region database into meaningful events in the JME virtual environment.

The region manager is responsible of several important tasks, such as: acting as a gate-keeper for the region, only accepting new agents when the particular node has enough resources to handle it; guarantee that no agent has perfect knowledge of the environment; separate agent communication from the game environment; guarantee that only one agent per region is querying the database; and guarantee data consistency for all players across the region.

Perhaps the biggest disadvantage it creates is that the region manager agent can effectively become the system bottleneck. For this reason it is very important to assert that a particular region has enough resources to handle a new agent *before* the agent is admitted into the region.

**Data as the backbone of the system**

The system database acts as the backbone for the entire system preserving consistency across regions. Figure 2 shows the database schema for the system.

![Figure 2: Database architecture.](image)

**Regions**

The region table contains information regarding the base scenario such as its size, bounding coordinates, etc. It also contains information about the region manager, its IP address, port, etc.

**Assets**

Persistent objects do not change during gameplay, this is used to our advantage to reduce model and texture storage by making objects represented in the scenario merely instances of assets, static objects associated to 3D models, textures, etc. In case an asset references a non-existing model or texture, the system is prepared to load a placeholder box with a pre-loaded JME texture, so that the impact of the missing file is reduced.

**Lights and other dynamic props**

Lights and other dynamic props, such as fire, explosions and other particle-based effects have to be dynamically created in JME and thus can’t be instantiated from assets. For this purpose, particle-systems are stored in a different table, with relevant information such as location, orientation, intensity, type, color and transparency.

**Items**

Smart objects are implemented as bounding boxes around props: virtual sensors that detect proximity and collisions with other objects. The objects then execute their behaviour as appropriate.

**METHOD**

The first step to building the scenario is to create an empty space according to the region size, this can be achieved by running the following SQL query:

```sql
SELECT * FROM regions WHERE regionUID = 1
```
The resulting fields provide region-specific information such as region name, agent container address, agent container port and three pairs of X, Y, Z coordinates, indicating the size of the region. With this information, we can create a terrain to hold objects in the region. Populating the region is achieved in three steps: persistent objects, lights and smart objects. Persistent objects such as buildings, walls, trees and other props are stored in an object instances table and are retrieved as follows:

```sql
SELECT * 
FROM ( 
    objectinstances JOIN asset 
ON asset.AssetUID=objectinstances.objectUID 
) 
WHERE objectinstances.regionUID = 1 
GROUP BY objectinstances.oInstanceUID
```

Persistent objects are represented in the scenario by instantiating assets, each asset is independent of region, location, scale, rotation, and other environment concerns, such as lights; while instances are required to have such restrictions.

Lights and other particle-systems are retrieved using the following query:

```sql
SELECT * FROM lights WHERE regionUID = 1
```

The resulting fields contain information about the particle-system’s location, rotation, intensity, and type. The type is then used to build the appropriate JME representation: a PointLight from a lamp, a DirectionalLight from the Sun, a fire, explosion or water fountain particle-system.

Fire, explosions, rain, falling dust, and similar effects are all implemented in the same way in JME: particle systems. Particle systems are collections of small objects moving together and following simple rules such as gravity, time-related position, color and size. By using this JME feature, representing a burning fire, falling water, and falling debris is essentially the same code with different parameter for particle size, gravity, and orientation. This feature is available as part of the Bullet Physics Library.

Finally, smart objects are implemented as bounding boxes around props: virtual sensors detect proximity and collisions with other objects, including artificial humanoids and user-controlled avatars. The following query is used to retrieve the bounding boxes.

```sql
SELECT * FROM item WHERE regionUID = 1
```

The resulting fields also contain information used to link another prop with the bounding box, effectively transforming any prop into a smart object.

![Graph showing comparative performance between JME and JADE-managed JME](image)

**Figure 3:** Comparative performance when running JME only vs. JADE-managed JME.

### Equipment

All tests were performed on a MacBook Pro 2.26 GHz Intel Core 2 Duo Processor with 4 Gb of RAM, a NVIDIA GeForce 9400M graphical card with 256 Mb in VRAM and running Mac OS X 10.6.4. Using Java 1.6.0 with maximum heap size set to 1024 Mb.

### RESULTS

First we want to make sure that combining the JME and JADE technologies will not cause by itself a bottleneck in performance. While JME is a good choice for our graphical needs and that JADE itself does not create a significant overhead (7), we need to know that adding an environment agent managing the virtual environment will does not severely impact graphical performance. For this benchmark we loaded a predefined scenario in JME and measured CPU usage, memory utilization and frames per second and loaded the same scenario from an environment agent, which manages the JME environment. Figure 3 illustrates the results of this initial benchmark.

Second, as a control point, we took a previously created region that is devoid of agents and added “headless” models until the environment collapsed and registered CPU usage, memory utilization and animation frames per second, all of them standard measures of game performance. A headless model is an animated character under direct control of the environment agent which only plays a walking animation, but has no stored data and is not perceiving the environment or running any kind of behavior. Figure 4 shows the results of this control point.
Figure 4: Resource utilization with headless agents.

Figure 5: Resource utilization with complete agents.

Then we proceed to repeat the above benchmark but with “complete” agents which in addition to the animations are querying the environment agent for perceived data, updating their internal states, generating goals and running a single idle behavior. Figure 5 shows the result of this test.

Also, of special interest to the experiment is the time it takes for the region manager agent to process the environment-update queries from the artificial agents when under a stressful load. For this purpose, complete agents were used to constantly query the region manager for environment updates. Figure 6 shows the results of this test.

CONCLUSIONS

While our results clearly surpass those of Chmiel et. al. (7), this is easily explained by the difference in hardware resources available.

Our tests suggest that adding an environment agent does not severely impact graphical performance. Also, adding a region manager agent to concentrate database access does not inherently worsen performance. The complex behavior associated with the person agents clearly hinders the overall performance of the system, as shown in Figures 4 and 5.

From Figure 6 we can observe that the time to solve a specific query and send it’s result does not seem to be affected by the number of querying agents, or rather, the inflection point is still very far away from our current ability to create agents in the same region.

With the previous observations we conclude that the maximum number of agents that a region can contain and still be operative is 2000, but this number was not constant during our tests, sometimes running into java.lang.OutOfMemoryErrors even when manipulating the heap space, and even calling the Java Virtual Machine Garbage Collector before any additional agents are created did nothing to improve the performance, even hindering it in the database queries experiment.

Finally, and taking into account the known issue with the DirectoryFacilitator in JADE becoming a bottleneck (10), we have decided to cap the population of a region to 1000 agents, including both autonomous and human-controlled agents.
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ABSTRACT
Artificial intelligence has become a fundamental component of modern computer games as developers are producing ever more realistic experiences. This is particularly true of the racing game genre in which AI plays a fundamental role. Reinforcement learning (RL) techniques, notably Q-Learning (QL), have been growing as feasible methods for implementing AI in racing games in recent years. The focus of this research is on implementing QL to create a policy which the AI agents to utilise in a racing game using the Unity 3D game engine. QL is used (offline) to teach the agent appropriate throttle values around each part of the circuit whilst the steering is handled using a predefined racing line. Two variations of the QL algorithm were implemented to examine their effectiveness. The agents also make use of Steering Behaviours (including obstacle avoidance) to ensure that they can adapt their movements in real-time against other agents and players. Initial experiments showed that both types performed well and produced competitive lap times when compared to a player.

INTRODUCTION
Reinforcement learning (RL) techniques such as Q-Learning (QL, Watkins 1989) have grown in popularity in games in recent years. The drive for more realistic artificial intelligence (AI) has increased commensurably alongside the high fidelity of experience which is now possible with modern hardware. RL can produce an effective AI controller whilst removing the need for a programmer to hard-code the behaviour of the agent.

The racing game used for performing the QL experiments was built using the Unity game engine. The game was built as a side-project in conjunction with this research. The cars in the game were created so that the throttle and steering values could be easily manipulated to control the car.

The biggest challenge when considering implementing RL is to determine how to represent and simplify the agent’s state representation of the game world in an effective way to use as input for the algorithm. The information needs to be abstracted to a high level in order to ensure that only necessary details are provided. Two versions of the QL algorithm were implemented; an iterative approach and a traditional RL approach.

The results from the experiments demonstrate that when combined with steering behaviours both QL implementations produced an effective AI controller that could complete competitive lap times.

BACKGROUND
Reinforcement Learning and Steering Behaviours

RL is the method for teaching an AI agent to take actions in a given scenario. The goal is to maximise the cumulative reward, known as the utility (Sutton and Barto, 1988). The result of the RL process is a policy which provides the agent a roadmap of how to perform optimally. The RL process can be performed online or offline.

Online learning is the process of teaching the AI agent in real-time. Offline learning involves teaching the agent before releasing the game. Both methods have their merits and issues. For several reasons the offline version is most commonly used when RL is applied to games (and is used in this research). Primarily, it ensures that the agent will behave as expected when the game is finished. It also means there is less computational expense in real-time as the AI is behaving based on a saved policy and does not need to perform as many calculations in real-time. The offline RL process works by performing a large number of iterations (episodes) of a simulation in order to build up a data store of learned Q values relative to their state-action combination.
The concept of steering behaviours (SBs) was first introduced by Craig Reynolds (1999). SBs provide a mechanism of control for autonomous game agents. Reynolds proposed myriad behaviours which could be used independently of one another or holistically to achieve different behaviours.

There were three relevant SBs for this project; seek, obstacle avoidance and wall avoidance. Whilst SBs are not the focus of this paper, they were used to perform real-time avoidance techniques during the game when multiple agents were in the scene.

Q-Learning

Q-Learning is one of the most commonly used forms of RL and is a type of temporal difference learning (Sutton and Barto, 1988). QL is used to find the best action-selection policy for a finite number of states. It assigns utility values to state-action pairs based on previous actions which have led to a goal state. As the number of episodes increases, the utility estimates and predictions improve and become more reliable.

A state can comprise of any piece of information from the agent’s environment. An action is the operation that the agent can perform at each state. The action selection policy is a key component to the learning process. The two common types of action selection are greedy and ε-greedy (Sutton and Barto, 1988). Greedy always chooses the optimal available action according to the current utility estimates. In contrast, ε-greedy has a small probability of selecting a random action to explore instead of choosing the greedy option.

The QL formula (1) is performed upon reaching a state. The QL formula is defined as follows:

\[ Q(s, a) = (1 - \alpha)Q(s, a) + \alpha(r + \gamma \max \{Q(s', a')\}) \]  

Where:
- \( Q(s, a) \) – Q value of the current state-action pair
- \( Q(s', a') \) – Q value of the next state-action pair
- \( r \) – reward value associated with next state
- \( \alpha \) – learning rate parameter
- \( \gamma \) – discount value parameter

The learning rate and discount value parameters are crucial in defining the learning process. The learning rate determines to what extent newly acquired information will override the previously stored information. A learning rate value of 0 will mean that the agent will not learn anything whilst a rate of 1 means that the agent will only consider the most recently acquired data. The discount parameter defines the importance of future rewards to the agent. A factor of 0 creates a short-sighted agent which only considers current rewards, whilst a factor of 1 ensures the agent will aim for the highest possible long-term reward.

Q-Learning in Games

Patel et al (2011) used QL to create an AI agent for the popular first-person shooter game Counter-Strike. They used QL to train a simple AI agent in order to teach it how to fight and plant a bomb. A higher reward value was assigned to the AI if it accomplished the goal of the game. For example planting the bomb produced a higher reward than killing an enemy. Their results showed that the QL bots performed competitively against the traditionally programmed bots. However, they did note that this was not tested against players. This could identify further issues that would need to be resolved in the learning process.

A popular commercial racing game that makes heavy use of RL is the Forza series (Drivatars). The development team created a database of pre-generated racing lines for every corner on a race track (several slightly different lines per corner). For example, some racing lines will be optimal whilst others may go wide and miss the apex of the corner. The agent uses QL (offline) to learn the appropriate throttle values to follow each racing line as fast as possible. The cars also learn various overtaking manoeuvres at each part of the track. During a race, the racing lines at each corner are switched to vary the behaviour. This approach meant that the programmers were not required to hard-code the values for each track and corner and produced a reusable and effective tool for creating AI agents for each type of vehicle. This technique has resulted in the Forza series having one of the most realistic AI systems in the racing game market today.

IMPLEMENTING Q-LEARNING

Game World Representation

The first challenge was converting the three dimensional game world into a series of states for the algorithm to interpret. Firstly, a racing line was generated by positioning waypoints along the race track and creating a Catmull-Rom spline by interpolating between these points.

The states were then defined as track segments (points along the racing line). The region was implemented by placing a box collider at each of these points. The collider width was equal to that of the race track width and rotated based on the
direction of the spline. The quality of the state is evaluated based on the agent’s proximity to the centre of the racing line and time taken to reach the state.

Discrete Action Space

It was decided to focus the QL on learning the cars throttle values whilst using the racing line to generate the appropriate steering values. This helped to reduce the action space to an appropriate size in order to minimise the number of iterations required to perform the learning process. The action space was set to nine evenly spaced throttle values ranging from +1.0 to -1.0 (where +1.0 represents full throttle and -1.0 represents full braking or reversing).

Q-Store Data Structure

A data structure (the Q-Store) was implemented to store all of the data required by the learning algorithm. The Q-Store maintained a two-dimensional array of doubles. The first dimension in the array represented the state values whilst the second dimension represented the action values. This allowed for the Q value for each state-action pair to be easily stored and accessed.

Q-Learning Algorithm

As previously mentioned two versions of the QL algorithm were implemented. Both versions are very similar in nature but with some key differences as highlighted in the following sections. The algorithm works by applying each action (throttle values) at each state on the track. A reward was calculated if the car reached or did not reach the next state and the QL formula was calculated and stored. Both versions used the greedy action selection policy.

The action policy generated from each version of the algorithm was stored in a text file. This allowed the policy to be retrieved and utilised without having to re-perform the learning process each time.

First (Iterative) Version

The first version of the algorithm was based on an iterative approach. The learning agent was designed to evaluate each possible action for a state before moving on to the next state. The agent would continually reset to the starting state after each evaluation. This meant that the agent would gradually make its way along the racing line and during the process the agent would ultimately evaluate the actions between the penultimate state and the goal state. This iterative approach meant that the number of episodes could be predetermined (number of states * number of actions).

Second (Traditional) Version

The second version was based on a more traditional RL approach. Unlike the first version the learning process did not continually reset in an iterative manner. It gradually developed a policy over a number of episodes (ranging from 10 to 5000 in testing). Theoretically, an increased number of episodes will make the policy more likely to allow the agent to reach the goal in an effective way.

Reward Function

The reward function used for the agents produced a reward value based on the quality of the action performed at the current state. The value returned by the function was based on whether the action performed was good or bad. A good move would return a positive scaling reward value based on two key factors (proximity to the racing line and time taken between the two states). A final large multiplier would be added to the reward value if the car reached the goal state (the final point on the racing line). A bad move (eg crashing) would result in the function returning a negative reward value.

Execute Policy

The policy was stored in a text file that consisted of a single value (representing the action number) per line (the state). The agent would identify its current state and apply the corresponding action as specified in the file until reaching the next state.

TESTING AND RESULTS

This initial aim of this research was to investigate whether QL could be used to create a high quality controller for a racing game. Subsequent to this goal, the two versions of the QL algorithm suggested a further area of research in order to determine how they differed and which performed to a higher level. Each version of the agent was taught using the same racing line, race track and car properties. The two agents were taught using the same number of episodes (1,000) for the first two experiments. The third experiment involved varying the number of episodes for the second version of the algorithm.

State-Action Tables (Q Tables)

The first area of comparison was between the Q Tables produced by each version of the algorithm. These tables were produced after the learning process was completed by retrieving the data from the QStore. Tables 1 and 2 show that there was a difference in action selection at state 93 whilst the same action was picked at state 94.
Table 1: State-Action Table (Version 1)

<table>
<thead>
<tr>
<th>State</th>
<th>Action</th>
<th>Q Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>93</td>
<td>6</td>
<td>2805597255.12183</td>
</tr>
<tr>
<td>94</td>
<td>0</td>
<td>2920734984.09786</td>
</tr>
</tbody>
</table>

Table 2: State-Action Table (Version 2)

<table>
<thead>
<tr>
<th>State</th>
<th>Action</th>
<th>Q Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>93</td>
<td>0</td>
<td>730021813</td>
</tr>
<tr>
<td>94</td>
<td>0</td>
<td>531860033</td>
</tr>
</tbody>
</table>

Lap Times

The overall goal of this research was to produce a high quality AI controller for a racing game using the two variations of the QL algorithm. As a result the most tangible measurement of performance provided by the project was in terms of lap-times.

The same race track and racing line was used for each version and they both started from the same position at the beginning of each lap. Ten laps times were recorded for each version The average lap times are shown in Table 3. The lap times were performed with the obstacle avoidance and wall avoidance behaviours disabled as there were no obstacles present in the scene to check for in real-time.

Table 3: Average Lap Time Comparison

<table>
<thead>
<tr>
<th>Lap Number</th>
<th>Version 1</th>
<th>Version 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>42.73594</td>
<td>42.65832</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.52378007</td>
<td>1.597068</td>
</tr>
</tbody>
</table>

The lap times produced are very similar to the ones in the first version which, however, appeared to produce more consistent times.

Episode Variation

Unlike the first version of the implementation, the second version could be taught using an indefinite number of episodes. This raised the question of what effect would varying numbers of episodes have on the lap-time produced by the agent. Up to this point, the results produced for the second version was taught using the same number of episodes as the first version of the algorithm (approximately 1,000).

Table 4: Episode Variation Table

<table>
<thead>
<tr>
<th>Episodes</th>
<th>Lap Time / Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>44.33456 (crashed into wall)</td>
</tr>
<tr>
<td>100</td>
<td>44.96534 (crashed into wall)</td>
</tr>
<tr>
<td>1000</td>
<td>42.65832</td>
</tr>
<tr>
<td>1500</td>
<td>41.74825</td>
</tr>
<tr>
<td>2500</td>
<td>40.95938</td>
</tr>
<tr>
<td>5000</td>
<td>41.46755</td>
</tr>
</tbody>
</table>

The policies which caused the car to crash still managed to complete their laps as the car was built with a reset function to reset the car after 2.5 seconds to a point slightly further long the racing line. Table 4 shows that the fastest lap time was produced by the 2500 iteration version whilst similar lap times were produced by the 1000, 1500 and 5000 versions.

EVALUATION

State-Action Tables (Q Tables)

The state-action tables showed that the learning agents took a different approach entering the corner. The states chosen (93 and 94) were located before the tightest corner on the track. It is interesting to note the different actions selected for state 93. The first version selected a braking action whilst the second version selected the full throttle action. This was because the first version was focused on one individual state at a time. This meant it often braked at the latest possible state as it didn’t keep track of the reward based on the final end goal state. The second version had a more long-term view and as a result performed the braking action earlier (during states 89, 90 and 92) in order to achieve a better speed through the corner. This is because the QL function is aimed at achieving the highest possible long-term reward which is provided upon reaching the goal state. It would have been interesting to see the effect of different action-selection policies on the Q values produced.

Lap Times

The lap time comparison produced an interesting set of results. Table 3 shows the average and standard deviation between lap times for each version. The average lap time between the two algorithms was extremely close. The standard deviation, however, was very different. The first version appeared to produce very consistent lap times and results, whilst the second produced a wider range of very fast and relatively slow lap times. The slow lap times were often a result of going off track or hitting a wall. This would indicate that the number of episodes used to teach the second version was too low.

Episode Variation

This experiment was inspired by the standard deviation result in the lap-time test. The question raised was at what point was it that the number of episodes used cease to have an effect. Lap-times produced by the car were recorded for 10 laps. Table 5 highlights the average lap times produced and the standard deviation between them.
Table 5: Average and Standard Deviation for Episode Variation of Lap Times (Version 2 only)

<table>
<thead>
<tr>
<th>Episodes</th>
<th>Lap Time / Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>42.6889</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>1.62844</td>
</tr>
</tbody>
</table>

The results show that for 100 episodes or less, the car crashed or had an incident causing the lap-time to be increased. This was to be expected given the number of possible actions for the number of states in the game world. Interestingly, it also shows that the fastest lap time was produced from a policy created by 2500 episodes. In contrast the policies produced by 1500 and 5000 episodes produced relatively similar lap times.

One would have imagined that the lap time for 5000 episodes would have been at least as quick if not faster than the controller produced from 2500 episodes. This result is possibly due to the algorithm performing further learning and discovering that a policy for this type of lap-time would result in a crash in the tighter parts of the racetrack. Therefore it made safer choices whilst still maintaining a good overall speed.

Results Discussion

The lap-times produced by both versions are relatively competitive compared to player lap-times (with times ranging between 39 and 42 seconds on average depending on the type of player). The overall performance of the algorithm in terms of lap-time is restricted by the optimality of the racing line. The line was generated from waypoints that were implemented by hand and based on what appeared to be the best line around each corner. Better lap times would possibly have been achieved if this line was produced algorithmically to create a minimum-curvature line around the race track. It was also surprising to note that both versions produced relatively similar lap times despite the differing approach to the QL process.

CONCLUSIONS AND FUTURE WORK

This paper has presented the use of QL to produce an AI controller in a racing game. The results have shown that the controller produces reasonable lap-times and performance compared to a player. The QL formula used in this project was the standard QL approach. Other versions could have been used (eg SARSA) which may have produced differing or even improved policies for the AI controller.

There are several other areas that are open to investigation in the future. The most pertinent of these would be to utilise alternative reward functions. This could be used to create different types of AI controllers (ie varying difficulties or driving styles). A further development could have been to use multiple racing lines with differing lines into and out of corners. These lines could have been learnt and switched in real-time to produce more realistic and seemingly human behaviour. Another modification would be to increase the state-space of the game world. This would increase the size of the QStore but in turn increase the number of possible actions that can be taken around the race track. This could result in enhanced behaviour, in particular through tight or twisting corners. The state space could be expanded further by taking other factors into account such as the car velocity.

This project has shown that QL produces a reasonable controller without hard-coding a complex AI system. The racing line is the principle requirement to be implemented into the game world. In the future QL could be used to teach the agent how to steer based on its current position on the track and what lies ahead. This would then allow AI developers to focus their efforts on improving the agent’s steering behaviours to create more realistic real-time interactions.
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ABSTRACT
Game design patterns are valuable tools in understanding the effect of design decisions on player behaviour. This paper describes the identification and validation of game design patterns based around player movement in first/third person shooter multiplayer games, using a visual identification methodology. These patterns can aid level designers in creating multiplayer levels by eliciting desired actions/movement of the players. The pattern set provides a guide to key behaviours of gamers in this context, how to implement a design feature to evoke a specified behaviour, along with its predicted result. The validity of the approach is demonstrated through a level design case study. The proposed framework can be used alongside other design processes to allow for a more mature and structured approach to level design.

INTRODUCTION
An important focus of level design for multiplayer first/third person shooters is ensuring that the movement of the players around the map is fluid and enjoyable, and is one of the first considerations that is taken into account when designing a new level. Feil and Scattergood (2005) say that “As a level designer, it’s imperative that you consider player movement in all your designs.” (p.64).

Since a multiplayer shooter level is simply a 2D/3D environment, it holds to reason that the best way to experience it is to explore it. So designing with movement in mind will reduce the chance that it will have to be redone later because of major “flow” problems. In Jim Brown’s presentation entitled “Legacy of Fail” at the Game Developers Conference in 2012, he stated “You never really know for sure how something will turn out until you actually play it. It’s that in-game testing that allows for true iteration”.

Design patterns in general are very useful in aiding the development of a product. In most cases it doesn’t matter what that product is, because it will be one of three types: physical, electronic or a service, it will be directed at a user base and will be required to yield certain results. Björk and Holopainen (2005) say “The focus of architects is on the intended use of the place and the experiences people should have when crossing a bridge or being in a skyscraper” (p.33). This means that designers are always thinking about the end results of a product and the experiences that people will have with it, aiming for it to be as pleasant and memorable as possible. This will also hold true for designers of video games. Design patterns can help to achieve this, by informing an architect or designer as to the predicted results of a design implementation.

RELATED WORK
The concept of design patterns was introduced by Alexander et al, in the book “A Pattern Language: Towns, Buildings, Construction” (Alexander et al, 1977); and described patterns as:

“Each pattern describes a problem which occurs over and over again in our environment, and then describes the core of the solution to that problem, in such a way that you can use this solution a million times over, without ever doing it the same way twice.” (ibid) (p.x).

A key piece related to this work is the paper by Milam and Seif El Nasr (2010a) entitled “Design Patterns to Guide Player Movement in 3D Games”. Their paper proposes five patterns that “…serve as a contribution to understanding and evaluating level design” (ibid). They are intended to aid designers to ‘push’ and ‘pull’ players through a single player level. The proposed patterns are listed as: Collection, Path Target (PT), Pursue AI (PAI), Path Movement and
Resistance (PM-R) and player is Vulnerable (PV). The process taken to create and verify these patterns, took the form of visual identification, where the researchers would watch the first 10 minutes of gameplay and note when each pattern occurred. For example in one of the games they tested, Bioshock (2K Games, 2007), they noted when the player collected the wrench, radio, genetic tonic and pistol; which refers to the “Collection” pattern proposed. Having the ability to breakdown a sequence of events in this manner allows designers to better understand them. In terms of the collection pattern example, the designers may decide that they are giving the player too many items on a frequent basis; this would be seen through the visual identification process. The designers could then choose to either reduce the number of collectable items or increase the play time between them.

However, Milam and El Nasr’s work only extends to single player shooter games, but can benefit multiplayer games also. In the case of many multiplayer levels, they are inspired by or even taken directly from the single player campaign; and re-purposed for competitive multiplayer. Some examples of this are “Strike” and “Bog” from Call of Duty 4: Modern Warfare (Infinity Ward, 2007), and “Sword Base” and “Spire” from Halo: Reach (Bungie, 2010). Both singleplayer and multiplayer levels are designed to encourage specific movement from the player, the aims may vary between linear and sandbox formats, but the overall desire is the same. This link suggests that Milam and El Nasr’s work on single player games can be modified and added upon, to apply to multiplayer games.

**METHOD**

The first step in developing a set of design patterns for multiplayer shooter games, was to begin by identifying the extent at which the patterns suggested in single player games were seen in multiplayer games.

**Visual Identification**

Visual Identification (or Visual Analysis) in this context is where the behaviour of players is recorded. The procedure comprises of an expert researcher watching a gameplay video, and making notes of emergent behaviour patterns. The note would include the name (or abbreviated name) of the action, along with the time in which it occurred. An example of this is shown in table 1.

<table>
<thead>
<tr>
<th>Halo 4</th>
<th>Team Fortress 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0:21: PM-R</td>
<td>00:12: PPv</td>
</tr>
<tr>
<td>0:27: PTm, PM-R</td>
<td>00:15: PPv, PV</td>
</tr>
<tr>
<td>0:32: Co, PV</td>
<td>00:22: O, PTm</td>
</tr>
<tr>
<td>0:35: PT, PM-R</td>
<td>00:26: PV</td>
</tr>
<tr>
<td>0:44: PPv, PV</td>
<td>00:30: PPv, PV</td>
</tr>
</tbody>
</table>

This technique is based on those proposed by Milam and El Nasr (2010a and 2010b). In these papers the researchers imported gameplay video into the software ‘Nvivo8’. It was then used to annotate all instances of their proposed patterns throughout chosen videos. Where the techniques differ is in the representation of the data. As shown above, the time index is displayed alongside the pattern(s). This allows a researcher to go to the exact point where the player was performing the action, and see what the player was doing and where in the level the player was doing it. For example at 0:27 in the Halo 4 gameplay video, the player is heading towards the hill in the middle of the map (PTm). He jumps over a gap and runs up the hill (PM-R). Once there at 0:32, he collects the ‘Spartan Laser’ weapon (Co) and almost immediately starts getting shot (PV), in which he retreats to safety.

**Initial Pattern Set**

In order to comprise an initial set of patterns; preliminary research was conducted. This involved searching for patterns that have a distinct effect on a player’s movement. The patterns from the Milam and El Nasr (2010a) paper were the first. At this point the only changes were switching Pursue AI to Pursue Player (due to this work revolving around multiplayer and not singleplayer), and adding the ‘Camping’ pattern.

Visual identification of six gameplay videos was then conducted. The videos were selected from the most recent games in popular multiplayer series; each covering a specific play style. For example arena style gameplay (fast movement and jumping) and tactical style gameplay (slow movement and low health). During the analysis of these gameplay videos, gaps in the pattern set began occurring; where some of the actions performed by the players couldn’t be accurately categorised by any of the six current patterns. This admitted additional patterns, along with modifications of existing ones. The derived patterns included: Reloading, Objective Action, Killstreak and Controlling Air Support. These patterns were added because they have distinct effects on the movement of players. For example if a player engages an enemy and
wins the fight, they will very likely reload their weapon. Since the player will be vulnerable whilst reloading, they may slow down or completely stop and take cover.

Modified patterns included Pursue Player – visual and team (PPv and PPT), Path Target – movement and visual (PTm and PTv). These patterns were modified because they can cover two distinct behaviours each, and required extensions to illustrate which the player is performing. For example Path Target covers a player either looking at or moving towards architecture in the level. The player could be moving towards a section of the level or could be standing still and aiming at it, if they believe it is where enemy players are. Since movement is completely different in these two circumstances, the patterns should reflect this.

Results of Analysis

The finalised set of game design patterns for multiplayer shooter games was presented in a ‘score card’ style based on the style used by Björk and Holopainen (2005). Each score card listed the pattern’s name, description, usage, consequences of use and its relations. They were written in a manner that separates each one and doesn’t require the reader to understand one pattern to understand another.

The following is the full list of the finalised patterns, however to remain concise only the description is presented.

Path Movement and Resistance (PM-R)
A path movement goal that encourages players to move in a certain way, any obstruction to this movement goal is resistance that the player must overcome.

Path Target – visual (PTV)
Areas or objects in the map that stand out for players and that can be used to draw their attention through the use of a view finder e.g. a gun sight.

Path Target – movement (PTm)
Areas or objects in the map that stand out for players and that can be used to guide their movement.

Collection (Co)
Refers to the act of players exploring the map in search of collectables, such as health, armour, weapons, ammunition and objective items.

Reloading (R)
Refers to players altering their current movement path to allow them to safely reload their weapon.

Objective Action (O)
Requirements of a player to perform certain actions or be in a certain location in order to achieve an objective.

Player is Vulnerable (PV)
Anytime that the player is susceptible to injury, caused by enemy players or from environmental hazards.

Camping (Ca)
Strategically advantageous areas of the level that a player chooses to remain for a prolonged period of time.

Pursue Player (PP)
Player engagement through either direct combat or through chasing behaviour.

Pursue Player – visual (PPv)
Player engagement through visual acquisition of enemy players.

Pursue Player – team (PPT)
Friendly player engagement through flocking behaviour.

Killstreak (K)
Where a player reaches a high amount of kills or points, and then begins moving and behaving more cautiously.

Controlling Air Support (CAS)
Instances where the player stops moving and takes control of something other than their character, such as a drone, a chopper or an AC-130.

Emergence of Patterns in Different Titles

This section presents data recorded from gameplay videos of the following commercial games: Halo 4, Call of Duty: Ghosts, Battlefield 4, Team Fortress 2, Gears of War: Judgment and Unreal Tournament 3. As shown in figure 1, the proposed patterns can be used to determine what kind of architecture each level in these videos has, by simply looking at the chart. For example PM-R stands for Path Movement and Resistance, which is where the player is moving towards a goal but has to avoid physical obstacles such as walls, rocks, buildings, trees etc. The paths that the players took in the Call of Duty: Ghosts and Gears of War: Judgment videos; had more obstacles than that of Unreal Tournament 3. This shows that the level in UT3 was more open than the others.
Figure 1: Data collected for the Path Movement and Resistance pattern in round one of Visual Identification.

Similarly for the Collection pattern (which involves collecting any kind of pickup in a level), some levels/games have more frequently collected pickups. As shown in figure 2, the player in Gears of War: Judgment collected the most pickups, where the player in Battlefield 4 collected none.

Figure 2: Data collected for the Collection pattern in round one of Visual Identification.

As mentioned previously the games selected can be categorised as either arena or tactical style shooters. The data presented in figure 3 supports this. Three of the six games have a higher frequency of the Pursue Player pattern, which means that the players were more likely to be moving whilst engaging the enemy. These three games are the ‘arena’ style games mentioned. UT3 is slightly lower than Halo 4 and GoW due to its larger map. The other three are the tactical style games due to the more static player engagement and reduced chasing behaviour. This is also illustrated in figure 3 through a lower PP frequency for these games.

Figure 3: Data collected for the Pursue Player pattern in round one of Visual Identification.

VALIDATION

Although game design patterns are valuable in understanding player behaviour after the fact, they are also potentially useful tools for use in the design process itself. In order to effectively validate the pattern set, it was used in the iterative development of a multiplayer level. This “Testing Level” was then analysed to see if patterns led to the player behaviours predicted. The patterns were used as reference when looking at various levels in published games. For example on the level “Valhalla” featured in Halo 3 (Bungie, 2007), the focal point of the map is a hill centred mid map. This is an excellent application of the Path Target and Pursue Player patterns, as it can be used to guide movement (PTm) as well as used as a vantage point for acquiring targets (PPv). Figure 4 below illustrates the hill in Valhalla, along with the inspired creation in the Testing Level.
The level was created using the Unreal Development Kit (Epic Games, 2009) due to its ease of use and LAN features. However, the application of this framework is not dependant on the game engine nor a specific platform. The design adopted a “bare-bones” style, where the only aesthetic additions are those that influence gameplay; such as crates and team colours. Beyond that, the only texturing was done using UDK’s default texture. This also provided a virtual environment feel to the design.

User Questioning

To determine whether the patterns are accurately representing player behaviour and intentions, a questionnaire was created. It comprised of 20 questions, each based around an action related to a specific pattern(s). The scoring took the form of a 10 point Likert scale, allowing the users to answer how likely they are to perform the action presented in the question. For example one question comprised of: “In capture the flag style games do you mainly defend your team’s flag?”. This question related to the ‘Objective Action’ and ‘Camping’ patterns.

Play Testing (LANs)

To validate the pattern set, a multiplayer level was designed and created using the Unreal Development Kit. In this level several play sessions were held. The play testers consisted of volunteers from the University of Lincoln. They played multiple games of the Capture the Flag game type each session and their gameplay was recorded. At the end of each session they were asked to express their thoughts on the good/bad points of the level along with any suggested improvements. These suggestions were used with reference to the pattern set to make the relevant changes for the following session.

This play testing was used to apply the proposed pattern set to the level design/creation scenario that it could be used for. The gameplay recorded was used in another round of Visual Identification and was used to compare the latest iteration of the level to an earlier one. The following are some examples of the patterns observed in player behaviour, and how level changes can influence how frequently these patterns occur.

With regards to the Testing Level, the frequency of the PM-R pattern increases between iteration 2 and iteration 4. This is due to the addition of an underground section, providing a more closed-in environment and more obstacles i.e. resistance. Figure 6 below displays a summation of the data collected from six different user’s gameplay (three from each iteration). The PM-R pattern occurred a total of 54 times in iteration 2, and increased to 67 in iteration 4.

![Figure 6: Data collected for the Path Movement and Resistance pattern in round two of Visual Identification.](image-url)
The frequency of the Collection pattern also increased, rising from 39 to 71 as shown in figure 7 below. This was due to the increase in ammo, health and weapon pickups throughout the level.

Another possibility is to use the pattern set to analyse a multitude of games, other than the six already reviewed. This would further aid in validating the set, by considering how a variety of games of different styles effect its application. This is also how Milam and El Nasr continued their work (2010a), by reviewing a further 21 games on top their initial four (2010b).
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ABSTRACT
This paper presents a system for the procedural generation of race tracks, implemented in The Open Racing Car Simulator (TORCS). Race tracks that users perceive as fun are a key element of racing games. However, the process of hand-crafting a playable race track is time consuming. We create a system that procedurally generates new tracks that meet a given design specification and are perceived as fun by players. Assessment is conducted by quantitatively comparing generated tracks to the design specification (the default TORCS tracks), and by collecting user feedback on the level of fun and difficulty experienced with the generated tracks.

INTRODUCTION
Procedural content generation (PCG) in video games has been a point of interest for developers for almost as long as video game consoles have been in the home. A well-known early example of procedurally generated content in video games is Elite (Braben and Bell 1984), a space game for which many different solar systems are generated at run-time for the player. This allows every new game to widely vary, offering a vast increase in entertainment over static content. Furthermore, PCG simplifies the content creation process of video games and thus reduces the time consuming and intensive process of handcrafting in-game content (Yannakakis and Togelius 2011).

Recent research into procedurally generating race tracks has explored complex techniques to generate new tracks to exacting specifications (Togelius et al. 2007) (Cardamone et al. 2011). These methods are highly computationally expensive and do not provide players with the instant content – long wait times in video games breaks flow and interrupts the player’s experience (Johnson and Wiles 2003). Therefore it is desirable to develop PCG methods that provide players fun and exciting content delivered in the shortest possible time. This paper presents a race track generation system integrated with the open source racing game TORCS (Wymann et al. 2013). The system uses a justifiably chosen model and procedurally generates the gameplay aspects of new race tracks. An example of the race track output is observable in fig 2. The track is analytically assessed for similarity to the model. A qualitative assessment of their fun and difficulty is performed through user testing against random tracks, and the time taken for generation is recorded. The paper concludes with discussion of future work.

TORCS
The Open Racing Car Simulator (TORCS) is a cross-platform open source racing car simulator, written in C/C++. TORCS tracks are loaded as an ordered list of individual segments. A segment is an individual part of the track that has a number of properties affecting how it appears in-game. The first property is the type, which defines the segment as either a straight (str) or a curve (lft or rgt). The proceeding properties then depend on the type of segment. It is these values that are procedurally generated for the creation of a new track.

Curved segments are essentially sections of ovals. They take the properties (visualised by fig 1):
arc – the amount of curve, in degrees
start radius – the distance from the start point to the centre of the curve
end radius - the distance from the start point to the centre of the curve

Figure 1: A Representation of a Curved Segment, Where the Start Radius (Green) and End Radius (Blue) are Both 100, and the Arc (Pink) has a Value of 90

RELATED WORK
TORCS is a popular playground for researchers who deal with the topic of racing games, and it has been used for existing research on procedural track generation. One example is Interactive Evolution for the Procedural
Figure 2: (A) Shows an In-Game Screenshot of TORCS Running Our PCG Track. (B) A Full Overview of the Generated Track

Generation of Tracks in a High-End Racing Game, which uses evolutionary algorithms to generate new tracks (Cardamone et al. 2011).

A system of evolutionary generation for race tracks is detailed by Togelius et al. (2007). It uses a model to create a track segment by segment, and tests all possible values for each segment of the track. The track model used is based on player data, and adjusts the generated tracks to suit their individual play styles. The result is a track that suits the input track model very well, though the video game used is simple and two dimensional with limited physics.

Cardamone extends Togelius’ work, with implementation in TORCS. In their work, generation takes 20-30 minutes to generate 10 tracks. To avoid players having to wait in-game for tracks to generate, they have two separated aspects of their program: a web front end that a user interacts with to create the tracks, and a backend that deals with the time-consuming evolutionary computation. Users can queue tracks to be created and download them at a later time. There is also a bank of existing tracks that can be downloaded immediately to be played. The system provides generation of tracks with likeness to the model, but at the expense of time and with a large amount of computational power necessary.

TRACK MODEL & GENERATION

In order to quantify how fun a race track is and how difficulty is a factor, it must be understood how difficulty relates to fun. As mentioned in the previous section, existing PCG uses player data for their track models to create content suited to particular play styles. This differs from the design of commercial racing games, which almost universally have a number of pre-made tracks either crafted by a designer, or based on a real-world location. Players are not given tracks designed specifically for them, but are expected to adapt their play accordingly.

In the research for this paper, recognised definitions of fun were explored. A Theory of Fun (Koster 2013) states that fun is the mastery of a mental challenge, and Malone (1980) classifies fun as involving challenge, fantasy, and curiosity. By adapting tracks to player performance, there is a risk of removing the element of challenge, and if the model is predictable the curiosity is also compromised. Commercial racing games, with a variety of differing tracks, can invoke challenge through forcing the player to adapt themselves whilst also not compromising the integrity of curiosity. As a result of this, it is concluded that a track model without direct input of the player is desirable. Existing tracks proven to be fun could provide a worthwhile model to use.

Existing TORCS tracks are accessible for analysis as their data is presented in plain text. We use the popular and widely enjoyed tracks packaged with TORCS as our model and analyse the segment information. MATLAB (MathWorks 2013) is used for the analysis of data in this project. The existing data used to generate the model is analysed through histogram representations.

As TORCS is written in C/C++, this project’s artefact is a C++ application. The C++ standard library (STL) contains many different mathematical distributions that generate random numbers in a predictable pattern based on input values. These distributions are quantitatively compared to the existing data through the use of MATLAB functions that quantifies the fit of a distribution to input data.

Despite TORCS being able to handle various different segment heights and advanced track elements such as banking, we focus on finding suitable lengths, arcs, and radiiuses with the objective of the techniques being transferrable to other track attributes. To find the ideal values, the existing TORCS data was combined and analysed. MATLAB is used to generate histograms of the different attributes in our model (fig 3 shows the arc
The histogram data is then visually compared to the data in different distributions in the C++ STL. Distributions provided with the C++ STL are compared ad hoc to see which provided the closest fit to the existing data. The Weibull distribution (fig 4), a continuous probability distribution, is chosen as the closest fit for all track segment properties, providing a close approximate fit to the values gathered from TORCS.

The results from the C++ STL implementation of the Weibull distribution with seed value 0 shows a visually similar distribution to the model data in fig 3. The Weibull distribution has two values that affect its output – shape (2.0 in fig 4) that affects the curve, and scale (4.0 in fig 4) that affects the range. To determine which input values are suitable for the track generation, a MATLAB function – wblfit - returns estimated values for a Weibull distribution that matches input values provided. TORCS data was read into MATLAB and fit values were returned (table 1). The results of generation using these values are visible in fig 5.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Shape</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>49.40</td>
<td>1.34</td>
</tr>
<tr>
<td>Arc</td>
<td>67.57</td>
<td>1.70</td>
</tr>
<tr>
<td>Radius</td>
<td>52.21</td>
<td>0.79</td>
</tr>
</tbody>
</table>

The result of the generation in fig 5 is similar to that of the input data in fig 3. The resulting tracks are procedurally generated up to a track length value that is modifiable via a configuration text file. The resulting track using data formulated from this method is visible in fig 6, with the model accounting for the generation of the track from the green marker to the red marker.

Tracks in TORCS are required to be fully connected to function properly (with the final segment joining the first segment). If tracks are left open at both ends, the starting point for the track faces towards an open end hanging in mid-air (the crossing of which causes the game to immediately crash). This issue proved difficult to solve, and is resolved by performing a function to return to the starting point once the generation had ended. As a result, all tracks have a long straight section before returning to the start point (visible in the faded segments in fig 6). Ideally the entirety of the track would be procedurally generated, but there were difficulties in the implementation, so long straights remain to prevent the application crashing. There has been no recorded crash of the game caused by generated tracks, so the straight segment does serve its purpose.
RESULTS

To quantitatively assess the similarity of the PCG tracks against the packaged TORCS tracks that are used as the model, we use the same assessment strategy as used for their creation – the wbfit function in MATLAB (which generated the data in table 1). This shows how the data fits the expected distribution. With use of the fit function and by comparing the average values of each parameter, similarity between the model and the output can be quantified. Table 2 shows attributes of TORCS tracks and ten PCG tracks quantified for comparison.

Table 2: A Comparison of the TORCS Values to Those of the Generated Tracks

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>STD</th>
<th>Weibull Scale</th>
<th>Weibull Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>TORCS lengths</td>
<td>85.80</td>
<td>78.83</td>
<td>49.40</td>
<td>1.34</td>
</tr>
<tr>
<td>PCG lengths</td>
<td>71.62</td>
<td>94.88</td>
<td>39.78</td>
<td>1.46</td>
</tr>
<tr>
<td>TORCS arcs</td>
<td>47.61</td>
<td>34.34</td>
<td>67.57</td>
<td>1.70</td>
</tr>
<tr>
<td>PCG arcs</td>
<td>59.37</td>
<td>37.27</td>
<td>60.68</td>
<td>2.22</td>
</tr>
<tr>
<td>TORCS start radius</td>
<td>171.08</td>
<td>283.66</td>
<td>52.21</td>
<td>0.80</td>
</tr>
<tr>
<td>PCG start radius</td>
<td>69.74</td>
<td>82.05</td>
<td>62.14</td>
<td>1.33</td>
</tr>
</tbody>
</table>

The results demonstrate strong similarities between the input data and the generated tracks. The PCG tracks show shorter lengths, but with a greater standard deviation that provides balance. They particularly have a nearly identical distribution shape. The compared arc results are similar to those of the lengths, with nearly identical standard deviations. The mean and Weibull values also share a likeness. The largest disparity is with the corner radiiuses where TORCS tracks show an extreme mean and standard deviation. However, this is explained by observing from the raw input data that the input range is very wide, with the greatest input values appearing very few times (fig 7). The key similarity is that the shape parameter bears likeness to the original.

For qualitative analysis, user data was captured through a questionnaire with five participants, all of whom are avid gamers across a variety of genres. Users were asked to complete three different (to them, unlabelled) tracks:
- A PCG track using the method detailed in this paper
- A track that comes packaged with TORCS
- A pure random track that uses a uniform distribution for its values (fig 8)

The choice of a purely random track was to judge whether there is any qualitative difference in using a determined model versus a simple random number generator. In the questionnaire users were asked which track they enjoyed the most, which they found the most difficult, and whether the difficulty of the tracks increased the amount of fun they had.

Figure 8: A Track Made with Random Generation (Uniform Distribution) for User Testing

Users reported that they found the pure random tracks to be too difficult, noting the frequency of “twisty” corners that caused them issues. The procedural tracks were almost unanimously preferred to the random tracks, though the TORCS track was received the most favourably. The random track was noted as the most difficult by 80% of participants, but 60% stated that the added difficulty did not increase their enjoyment.

An objective of this project was to assess how players of different skill levels perceived the difficulty of tracks in correlation to the fun they experienced. Due to the low sample size with all participants assessing themselves as being similarly skilled, this assessment was not possible.

As speed of generation is a key aim for this project, the time for track creation was recorded. For these tests an Intel i5-2500K @ 3.3 GHz and an Nvidia GTX 560Ti were used. The resulting times include generation of the XML file and the 3D file, which make the track accessible in-game. Table 3 shows the time for 250 tracks, all of which were deemed playable (a track is invalid if it contains intersecting segments or does not have connecting ends). If a track is not classified as playable, the generation is retried.

Figure 7: A Normal Distribution of the Start Radius of the Model with the Range of Values Along X
<table>
<thead>
<tr>
<th>Total time (ms)</th>
<th>Mean (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>198211</td>
<td>792.84</td>
</tr>
</tbody>
</table>

When tracks generate on a first attempt, they are generally completed within 0.5-0.8 seconds. Cardamone’s research shows an output of 10 tracks in 20-30 minutes. Our system can generate 250 tracks in under four minutes, showing a significant increase in the speed of generation.

**CONCLUSION**

This system generates tracks to be played nearly instantly in TORCS at an average generation time of less than 0.8 seconds (table 3). Generated tracks are quantitatively similar to the input model and are received well by users.

This system shows a significantly faster generation time than previous work, generating tracks over 25 times the number of tracks in less than half the time. A fast system like this can be integrated with a video game without breaking the flow of the experience, removing the possibility of frustration a player may feel from long wait times. Other systems have advantages, providing a result closer to their models through the use of evolutionary computation. Though this project goes through as few processing stages as possible to save time, outputted tracks remain similar to the provided model.

Prior to user testing, it was expected that the unintentional long straight (prevalent on all tracks) would be poorly received, but it did not seem to greatly impact player’s perceptions. However, it would still be optimal to create an implementation that can fully close tracks with every segment being part of the input model. User testing showed that a model-based system does provide greater playability than a track based on uniform random numbers. This particularly validates this project for further development. The testing regarding whether player skill affects reception to PCG content was not assessed, in part due to the low number of testers, all of whom had extremely similar backgrounds in racing games. Testing with users who can give a variety of different opinions would benefit future iterations.

In summary, although the system does not provide tracks that are of an equal quality to the handcrafted tracks provided with TORCS, the results show promise for future developments. The generation does show that a considered approach to generating a model is worthwhile and has the potential to provide fun tracks. The initial aim of a speedy generation is met, allowing for a user experience that is different every time, and with a fun factor that beats completely random generation.

Further work can add more elements to the model, possibly including more factors that TORCS supports but were not included in the project. This project focused solely on gameplay, but the principles could be applied to the aesthetic properties of tracks. Different approaches could be made to eliminate the straight line artefact that is unique to this implementation, making as much of the tracks (or ideally, the entirety of them) procedurally generated according to a model.
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ABSTRACT
This paper examines the viability of using procedural stories in video-games, and investigates how these stories compare to traditional storytelling methods. A system for generating such narratives is developed, implemented and tested. The result is a system capable of simulating the actions of multiple characters and procedurally generating stories users find interesting. The experiments evaluated the feasibility and quality of procedurally generated stories, using user experiences to understand how they perceive the resulting narratives.

INTRODUCTION
When it comes to developing video-games that provide entertaining and engaging experiences for players, a good ‘replay value’ is desired. This value is an arbitrary way of describing how enjoyable it is to play a video-game multiple times, with the goal being a constant level of enjoyment every time. For story-driven video-games, however, this is challenging, as the narrative contributes to the main appeal. This means, after experiencing it once, the story can become less interesting, as the player already knows what will happen.

To overcome this, developers are incorporating multiple branching narratives into such video-games, allowing players to take different paths every time. However, this still leaves the player with a finite number of play sessions before they have experienced all stories the game has to offer. The use of procedurally generated narratives helps solve this issue, as the amount of variation they provide is easier to establish than comparable pre-planned narratives. These stories present their own challenges, as the absence of the designer’s planning means other measures are necessary to ensure the story is coherent.

This paper advances the research into procedurally generated narratives by developing and implementing a system capable of creating stories that users find interesting and engaging. These stories focus on using believable characters, and the interactions between them, to develop these narratives, with the generation system drawing from the existing game Façade (Mateas and Stern, 2005). User testing assesses the quality of the implemented generator and its stories, with both metric and questionnaire data evaluating the feasibility of using these procedural narratives to create engaging player experiences.

RELATED WORK

Story Generation

Procedural content generation is used in video-games for, amongst other things, producing purely random content, creating characters and quests, and generating content based on user actions (Togelius et al., 2011). This allows the developers to spend less time creating content and focus more on the development of the game itself. These approaches also benefit players by either providing unique experiences, or adapting the game to suit their preferences.

Research is also investigating procedurally generated narratives, often regarding the application of such stories to video-games. The Carnegie Mellon Oz Project (Carnegie Mellon University, 2001) developed a computer system to create ‘interactive dramas’. To do this, they utilised a ‘drama manager’ to handle the generation of the story by organising its important moments, or ‘plot points’. This drama manager can adapt the generated stories in response to the users’ interactions, but is not dependent on these interactions, allowing the story to continue without them.

Additionally, in order to maintain the user’s suspension of disbelief, ‘believable characters’ are used (Mateas, 1999). This is achieved by utilising the ‘Eliza effect’, an illusion in which a computer system seems more complex than it actually is (Bates, 1992; Wardrip-Fruin, 2009), to create characters capable of acting like people, instead of merely resembling them.

Façade (Mateas and Stern, 2005) demonstrates the potential for story generation systems to create interesting and enjoyable experiences for players. Narratives are generated using a ‘beat sequencer’ to select and organise the available plot points, creating a story that adapts to the players actions. The way Façade selects its beats is guided by a graphical representation of the desired tension values for the story at various points.
This ‘tension graph’ supplies the narrative’s structure, providing a template for how it should progress. The current level of tension represents the story’s state, with a function defining the desired level of tension at any time. The beat sequencer then selects plot points to match these target values as best as possible (Mateas and Stern, 2003). This allows the narratives to stay consistently satisfying, while maintaining some variety. These graphs are user-defined, with designers selecting target values that will result in the type of story they want the system to create.

**Representing Characters**

The Five Factor Model is a psychological model that defines the following traits as fundamental aspects of personality and behaviour: openness (to experience), conscientiousness, extraversion, agreeableness and neuroticism (Stangor, 2011, 601). This provides a solid foundation for representing characters as it can provide simple representations of complex personalities. Despite this, many psychologists acknowledge that this model is a flawed system for predicting human behaviour, as its traits are ‘highly general’ (Goldberg, 1981).

**METHOD**

To advance research concerning procedural storytelling, this paper proposes a solution that works within a videogame’s Artificial Intelligence module. While always using the same structure, the implementation of this solution is dependent on the video-game’s requirements, the engine used and the preferences of the developers.

Narratives are generated using two aspects of the story: its characters and their actions. Various models specify the capabilities of these areas, and a generation system utilises these models to build each narrative as the game progresses.

**Generation System**

The proposed story generation system treats stories as a sequence of actions between two points in time. Characters perform actions, and each action elicits a reaction from the other character involved (i.e. when character A talks to character B, character B reacts). The generator also uses these actions to create pre-scripted sequences, called events. These are then used as larger scale actions, with subsequent actions seeming like reactions to the event. By combining these events and actions, the generator can create narratives by organising events and simulating character actions between them (see Figure 2).

**Figure 2: Composition of a Story**

In order to arrange these events coherently, an ‘event organiser’ decides which event will happen every time a new event is needed. Each event has preconditions for when it can occur, called prerequisite and exclusive events, which allow the event organiser to ignore any invalid events. An event is only valid if its prerequisite events have already happened and its exclusive events have not.

To ensure each generated narrative is interesting for the user, the generator assigns the story a state. This state is updated with every action/reaction pair, allowing progress to be monitored. The generator ensures the narrative is ‘interesting’ by specifying a set of target values for the state, represented using a tension graph. When selecting the next event, the event organiser determines which events will change the story’s state to match the current target best. This leaves a set of possible events that will result in an interesting story for the user.

**Character Model**

Characters are important for generating compelling narratives, as the stories are derived from their behaviour. While some aspects are only necessary for differentiating between characters, others affect their actions (and therefore, the story). Figure 3 shows how these parameters interact when characters choose their actions.

**Figure 3: Interactions between Character Parameters When Making Decisions**

The characters’ personalities are the driving force behind their behaviour, as these values remain constant throughout
the story. The others, however, change frequently, in order to adjust the characters’ behaviour to suit the context. The implemented model uses five personality ‘traits’: kindness, confidence, extraversion, seriousness and aggression. These range from zero to one, with one meaning an excess of that trait and zero representing a lack of it.

The system uses a sliding scale of happiness to represent each character’s emotional state, as this method is simple and directly correlates to the character’s desired behaviour. Similarly, other characters’ actions have straightforward effects, as receiving ‘bad’ actions make the character feel worse, while ‘good’ actions cheer them up.

Characters’ relationships also use a sliding scale, with a value of one meaning they love the other character and zero meaning they hate them. Additionally, these values are independent of each other, such that one character’s feelings for another may not be mutual, encouraging emergent behaviour.

Memories are stored as a list of all actions involving the character. These are used to determine the history between two characters, allowing a character’s past actions to affect their current behaviour, as well as influencing other characters’ actions towards them. However, these values are only used to improve the coherency of the characters’ behaviour, with the other parameters having a larger influence over their decisions.

**Action Models**

Various models are used to control how actions interact with the story and its characters, as these comprise the bulk of the narrative and are crucial for making believable characters. The first model determines the probability a character will perform each type of action, allowing the character to choose their next action. To accomplish this, each action has a weighting corresponding to the values for the character’s personality, emotional state and relationship with the target character (Table 1). The total weighting for each action is equal to the total value of each weight multiplied by the character’s value for the corresponding trait.

<table>
<thead>
<tr>
<th>Personality</th>
<th>Emotional State</th>
<th>Relationship State</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Greet</strong></td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td><strong>Compliment</strong></td>
<td>0.166</td>
<td>0.166</td>
</tr>
<tr>
<td><strong>High Five</strong></td>
<td>0.166</td>
<td>0.166</td>
</tr>
<tr>
<td><strong>Hug</strong></td>
<td>0.166</td>
<td>0.166</td>
</tr>
<tr>
<td><strong>Kiss</strong></td>
<td>0.166</td>
<td>0.166</td>
</tr>
<tr>
<td><strong>Ignore</strong></td>
<td>0.125</td>
<td>0.125</td>
</tr>
<tr>
<td><strong>Criticise</strong></td>
<td>0.166</td>
<td>0.166</td>
</tr>
<tr>
<td><strong>Slap</strong></td>
<td>0.125</td>
<td>0.125</td>
</tr>
<tr>
<td><strong>Shout</strong></td>
<td>0.166</td>
<td>0.166</td>
</tr>
<tr>
<td><strong>Punch</strong></td>
<td>0.166</td>
<td>0.166</td>
</tr>
<tr>
<td><strong>Talk</strong></td>
<td>0.166</td>
<td>0.166</td>
</tr>
<tr>
<td><strong>Do Nothing</strong></td>
<td>0.25</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Following this, the total weighting is adjusted based on the two characters’ history and the probable change in the story’s state. The action’s ‘Global Tension Change’ parameter (Table 2) is used to provide an estimated tension change for each action, as the actual change in tension depends on the other character’s reaction. The estimated new value is compared to the current target tension, and the action’s weighting adjusted based on how close this value is to the target. Once all possible actions have weights, the action with the highest weighting is chosen. If multiple actions are equally weighted, the character selects one of them at random (using a uniform distribution).

**Table 1: Action Dependency Table**

<table>
<thead>
<tr>
<th>Action Type</th>
<th>Global Tension Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greet</td>
<td>-0.010</td>
</tr>
<tr>
<td>Compliment</td>
<td>-0.020</td>
</tr>
<tr>
<td>High Five</td>
<td>-0.010</td>
</tr>
<tr>
<td>Hug</td>
<td>-0.030</td>
</tr>
<tr>
<td>Kiss</td>
<td>-0.015</td>
</tr>
<tr>
<td>Criticise</td>
<td>0.020</td>
</tr>
<tr>
<td>Slap</td>
<td>0.025</td>
</tr>
<tr>
<td>Shout</td>
<td>0.035</td>
</tr>
<tr>
<td>Punch</td>
<td>0.040</td>
</tr>
<tr>
<td>Talk</td>
<td>-0.010</td>
</tr>
</tbody>
</table>
Table 3: Action/Reaction Matchup Chart

<table>
<thead>
<tr>
<th>Flow = action</th>
<th>Greet</th>
<th>Compliment</th>
<th>High Five</th>
<th>Hug</th>
<th>Kiss</th>
<th>Criticise</th>
<th>Slap</th>
<th>Shout</th>
<th>Punch</th>
<th>Talk</th>
<th>Ignore</th>
<th>Do Nothing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Column = reaction</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Greet</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Compliment</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>High Five</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hug</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Kiss</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Criticise</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Slap</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Shout</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Punch</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Talk</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

The second model specifies which reactions are suitable for each action, preventing characters from reacting to an action inappropriately. For example, when a character attempts to high five them, a suitable reaction would be to high five them back, as opposed to punching them. This is complicated further by the fact that, of the twelve actions implemented, one never elicits a reaction (doing nothing) and one is used only as a reaction (ignoring someone).

Table 3 shows the list of possible actions (rows) and their valid reactions (columns), with a tick indicating a valid pair. For example, Greet/Hug (action/reaction) is a valid pairing, whereas Hug/Greet is not. This is because the Greet action is reserved for characters who have not yet met each other (i.e., interacted with each other). This therefore causes inconsistencies if, for example, a character hugs someone they already know, who then greets them.

When these actions and reactions resolve, they affect both the story’s state and the characters involved. Each pair changes the story’s tension level, the emotional state of the characters involved, and their relationships with each other. As the action/reaction pairs affect two different components of the story, two more models are used to detail these effects. One model is used to describe their effects on the characters, while the other describes their effects on the tension level. Overall, pairs of ‘good’ actions provide benefits, improving mood, increasing affection and reducing tension, while pairs of ‘bad’ actions have an inverse effect. Mixed pairs are more complicated, with the character who receives the ‘good’ action typically benefiting, while the other character suffers.

Implementation Details

The proposed system was implemented using C# and incorporated into a simple text-based game (see Figure 4). Data for the tension graph, character parameters and event details are stored in external text files, which are read in when the game starts. This allows the designer to create, edit or delete various components while preserving others.
EXPERIMENTS

Data Collection

Eight users tested the implemented system, with each user asked to play through three stories. Two stories were procedurally generated using two different tension graphs. This allowed the tests to determine which graph created the stories the users found the most interesting. The third was a ‘control’ story, using predefined sequences of events. This served as a way of confirming the system’s ability to generate procedural narratives that were as interesting as predefined ones for users. It also assessed whether the users could tell when they had control over the stories’ events. To reduce the impact of any external factors, the order in which users experienced the narratives varied, but all three were consistent for all users (i.e. all tests used the same control story and tension graphs).

During these tests, each stories’ actual and target tension values were recorded throughout. Comparing these values for each story demonstrates how well the system was able to match the desired graph. The values’ Root-Mean-Square-Distance (RMSD) provided a measure for their similarity. This measure was used to assess the system’s capabilities because it is ‘useful when comparing different models on the same set of data’ (Hyndman and Koehler, 2006), which is the case for these values. The more similar the two sets of values (i.e. the smaller the RMSD), the better the system worked, with identical values meaning the system worked perfectly.

Furthermore, users completed questionnaires concerning their thoughts and opinions of the experienced stories. The questionnaire investigated users’ opinions regarding coherency, believability, consistency, appeal, level of control, and duration using a Likert scale. The users were also asked which of the three stories they preferred.

Results

Table 4 illustrates a summary of the questionnaire’s results. In general, stories generated using the first tension graph received the highest ratings, and the majority of users preferred these narratives. Users awarded the lowest scores to the stories generated using the second tension graph, while the control story fared almost as well as the first tension graph’s narratives. However, regarding the amount of control the users felt they had over the stories’ events, both of the procedurally generated stories received far higher ratings than the control story. This suggests that it was clear when the users had a greater amount of influence over events. Despite this, all three narratives received low scores, implying that the users still felt that they did not have as much control as they would have liked. Overall, the results demonstrated the viability of procedural stories over the control, with the first tension graph generating narratives that users found the most satisfying. However, this does not mean that this is the optimal graph for generating stories, only that it is the best of the three tested. Furthermore, the ‘optimal’ graph would likely depend on the desired stories and available events.

<table>
<thead>
<tr>
<th>Question</th>
<th>Story 1</th>
<th>Story 2</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherency</td>
<td>7.5</td>
<td>6.5</td>
<td>7</td>
</tr>
<tr>
<td>Believability</td>
<td>6.5</td>
<td>5.625</td>
<td>6.125</td>
</tr>
<tr>
<td>Consistency</td>
<td>6.5</td>
<td>6.25</td>
<td>6.375</td>
</tr>
<tr>
<td>Appeal</td>
<td>7.25</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>Level of Control</td>
<td>4.875</td>
<td>4.625</td>
<td>3.875</td>
</tr>
<tr>
<td>Duration</td>
<td></td>
<td>5.5</td>
<td></td>
</tr>
<tr>
<td>Preference</td>
<td>50%</td>
<td>25%</td>
<td>25%</td>
</tr>
</tbody>
</table>

Figure 5 displays the best and worst matches for each story compared to their target values, along with the value of their respective RMSDs. These graphs show the system was able to match the values for the procedurally generated stories better than the control. This was because these narratives could adjust the tension by choosing appropriate events, instead of only using character actions for corrections. Story one also performed better in both instances than either of the others, while the control story was the worst in this regard.
CONCLUSIONS

The implementation of the proposed system can generate a wide range of stories from the events it is given, providing a range of narratives comparable to that of existing branching systems. It is also possible to alter these narratives by changing which events the generator uses, meaning this one implementation can create many different kinds of stories, each varying as much as the provided events allow.

The analysis of the conducted research underlines the possibility for video-games to generate narratives that users find interesting and engaging. Further research can include the identification of the optimal parameters for generating these stories. Alternatively, further research could consider extending the effects of actions, such as, as one user suggested, indirectly affecting relationships (i.e. befriending someone’s enemy makes you their enemy as well).

This research would be improved with a larger set of test data for analysis, as the limited range used here provides an equally restricted insight into the system’s capabilities. This can be achieved by making the system available online, with users being able to test it and provide feedback at their leisure. Additionally, the values used in the models for the actions' effects are highly generic and would greatly benefit from a process of refinement, as the quality of the generated stories would improve by a comparable amount.
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Abstract — Storytelling is a way to convey events using words, images and sounds, often by improvisation. Stories or narratives have been shared in all cultures as a mean to entertain, educate, for cultural preservation and as a way to transmit moral values. This paper presents a solution for interactive storytelling, targeted to children and juvenile public, called Mogre-Storytelling. This tool aims to be intuitive, providing different functionalities for the creation and customization of 3D scenarios, allowing the addition of 3D models from the Internet and even to enable the creation of virtual stories using multimedia elements such as speech bubbles, sounds and images. Mogre-Storytelling is a straightforward solution for young users who want to create stories with 3D scenarios and is also an alternative to Mogre/Ogre application developers, since this tool enables the rapid creation of customized scenarios and 3D graphics with a higher quality, and further exporting the created scenarios to other compatible tool. A case study was also carried out testing the utilization of Mogre-Storytelling with 14 children and the results of the analysis are discussed in this paper.

1. INTRODUCTION

Stories or narratives have been shared in all cultures as a mean to entertain, educate, for cultural preservation and as a way to transmit moral values. In particular, storytelling is an effective and important educational tool for children. Traditional book storytelling enables multisensory experiences including speech (narration), vision (seeing the book) and touch (turning pages and pointing) (Zhou et al, 2004). 3D storytelling provides a richer multisensory experience for children given the possibility of interacting with the story objects and characters, navigating within the virtual scenarios with an enhanced feeling of presence.

Given the advantages of storytelling for educational purposes, a number of contributions in the literature demonstrate the development for children storytelling in order to promote free expression, creativity and fantasy play by engaging children as story authors (Gazotto et al 2010). These works outline the benefits associated with several paradigms of storytelling, such as collaborative authoring in large group or classroom settings (Cooper & Brna 2000, Di Blas et al 2009), Multimodal 3D storytelling environments for children (Wang et al 2007), Alice (Conway et al 2000), Avatar Storytellers (Avatar Storytellers 2014) and Zoo Burst (Zoo Burst 2014). In particular, the rendering engine OGRE (OGRE 2001) is one potential solution to provide the development of 3D interactive applications. Due its flexible features and library available, a variety of tools have been proposed to support the authoring and rendering of 3D scenarios, such as Ogitor (Ogitor, 2013), OGRE Editor Multi Scene Manager Project Environment (OGRE Editor, 2013), OGRE – MOGRE Editor (MOGRE Editor, 2013), OGRE-CL (Sampaio et al, 2013), etc. Although research in the direction of creating active tools for supporting interactive 3D storytelling seems to go in promising directions, real world contexts have as yet little benefited from these advances and new tools (Gazotto et al 2010).

This paper presents the main aspects about the development of a solution for interactive storytelling, targeted to children and juvenile public, called Mogre-Storytelling. This tool was conceived to be simple and easy to use, providing different functionalities for the creation and customization of 3D scenarios, allowing the addition of 3D models from the Internet and enabling the creation of virtual story using multimedia elements such as speech bubbles, sounds and images. Mogre-Storytelling was developed based on the graphical rendering engine MOgre which is a C# wrapper for OGRE (Object-Oriented Graphics Rendering Engine) (OGRE 2001).
OGRE/MOgre is a scenario oriented 3D engine, which makes available a library of classes (APIs) for the description of virtual worlds and objects in a high abstraction level and graphical quality.

The development of Mogre-Storytelling was carried out in collaboration with the educational services from the Madeira Whale’s Museum (Portugal). Mogre-Storytelling was proposed as a supplementary tool in order to allow young students that regularly visit this museum to demonstrate their knowledge acquired after the visit. Therefore, Mogre-Storytelling is one relevant tool to help unveiling environmental awareness among these young visitors.

This paper is organized as follows: Section II introduces some Mogre-Storytelling’s implementation issues; Section III features some functionalities of this tool through the presentation of some snapshots of the application; Section IV discusses a case study in order to assess the utilization of Mogre-Storytelling, and; Finally some conclusions and future perspectives of this work are presented in Section V.

II. MOGRE-ST: DESIGN AND IMPLEMENTATION ISSUES

In this section the main aspects about the development of the Mogre-Storytelling (Mogre-ST) are discussed. For this purpose, some of the main requirements for the proposed system are initially identified. After that, the modular architecture for the development of the system is also introduced. Finally some details about the development tools are presented.

A. Requirements

The requirements reflect the needs that a client wishes to be fulfilled by the application being developed (Oberg et al, 2010; Malan & Bredemeyer, 2009). These requirements serve as guidelines, and most of the times, they may represent objectives to be achieved in the project development. In this case, Mogre-Storytelling (Mogre-ST) will allow users to create their own 3D stories importing 3D objects from external libraries or pre-defined 3D scenarios from other compatible tools (Fernandes 2010, Sampaio et al 2013).

The following functional requirements were defined for Mogre-Storytelling:

- Opening and saving created storytelling projects.
- Creation and edition of 3D scenarios (modification of color and texture of the ground terrain, sky, density of fog, color of shadow and sun).
- Addition and removing objects (2D/3D and multimedia objects - audio, video, text and image) to/from the scenario.
- Manipulation of 2D/3D objects within the scenario (Positioning, rotation, size, cloning and elimination).
- Animation of the 2D/3D objects within the scenario (Positioning, rotation, resizing, showing/hiding objects, previewing animation and resizing animation).
- Importing pre-created scenarios from OGRE-CL (Fernandes 2010, Sampaio et al 2013) using the OGRE-ML format.
- Addition of new 3D objects to the Mogre-Storytelling objects library.

Once all the requirements and main functionalities of the system were identified, the architecture for the development of the system can be proposed.

B. Architecture

The architecture of a system aims at detailing all the software components, the externally visible properties, and the relations among these components. This architecture is a solid basis to the verification that all the initial requirements for the system were correctly taken into account (Bredemeyer & Malan 2004). Therefore, a modular architecture was proposed for the development of the system, as depicted in Figure 1.

![Diagram of Mogre-Storytelling architecture](image)

**Fig. 1. Architecture of Mogre-Storytelling**

Mogre-Storytelling is composed basically of six main modules (depicted in Fig. 1):

- **Main Module**: responsible for providing generic functionalities (Open new project, open existing project, save a project, etc.) to the main interface and to coordinate the execution of all other modules.

- **User Interface Module**: responsible for the management of the main application window and the respective user interaction (control buttons, events handling, 3D objects, multimedia objects, etc.).
• **Rendering Module**: composed of the SDK Mogre libraries (OGRE 2001), it contains the functions related to the Mogre initializing process for starting rendering the virtual scenario.

• **3D Scenario Module**: responsible for the management and customization of the 3D scenario (e.g. modification of textures for the ground and sky), opening and saving XML files for handling storytelling projects and handling 3D objects within the virtual scenario.

• **Animation Module**: responsible for the management and rendering of animation (timeline), such as adding/removing keyframes (which define the initial and final points within the temporal transition of an object during animation).

• **Multimedia Module**: allows the management and presentation of the multimedia components by the utilization of simple interface for the addition of text, image and sound.

C. Implementation Aspects

Mogre-Storytelling was implemented using C# which is adopted by the MOGRE library, and the XML language which was applied to describe all the descriptive languages for storytelling scenarios, animation, multimedia, etc. C# has been widely applied for the development of windows and web applications, XML-based services, etc.; and a number of development tools is also available.

III. MOGRE-ST Functionalities

This section introduces the main functionalities of the Mogre-Storytelling (Mogre-ST) application through the presentation of the main user interfaces (interactive windows and graphical components) of this tool. The Mogre-Storytelling interface is composed of different panels and menus each one providing distinct functionalities. Among the components of the Mogre-ST interface are: Main Menu, Objects Gallery, Scenario Configuration Panel, Mogre Rendering Panel, Mogre’s Main Menu Panel, Support Menu, Multimedia Panel and Timeline.

The Mogre’s Main Menu Panel allows the manipulation of all objects within a scenario, such as positioning, scaling, rolling, restarting (initial status), replicating and eliminating the objects. Fig. 2 illustrates Mogre’s Panel Main Menu.

The Support Menu provides options for the scenario configuration, objects management, multimedia, timeline, animation control (Play, Stop, etc.) and Full screen mode. In order to provide the user access to the scenario configuration panel, the “Scenario Configuration” button on the Support Menu has to be selected. After this selection a configuration panel is presented on the right side of the configuration window with four different tabs, as depicted in Fig. 3.

![Fig. 2. Mogre’s Main Menu Panel](image1)

The ground terrain and environment configuration provides a list of material and textures available, presented to the user as snapshots. This list of materials and textures is previously registered in an XML file called MaterialML.

![Fig. 3. Ground Terrain Customization](image2)

As illustrated in Fig. 3, the first tab allows the configuration of the ground terrain. This figure depicts the material assigned to the ground terrain as “sea”. In order to modify the ground terrain, the user has to select a snapshot of his preference among all those presented on the panel. The first snapshot allows the user to select a plain color for his ground terrain instead of a texture.

The second tab allows the configuration of the environment, as depicted in Fig. 4. The scenario environment is related to the background image of the sky rendered on the virtual scenario. In this image, the sunset texture has been already selected. Also, in order to modify the background texture, the user has to select a snapshot from the list presented on the panel. The first snapshot also allows the user to select a plain color for his environment.
Fig. 4. Environment Customization

Fig. 5 illustrates the third tab, which is applied for fog configuration. In this image, we can also verify that a gray shade of fog has been applied. In order to increase or decrease the intensity of fog the user can apply the slider called “amount of fog”. The predefined color for the fog is white. In order to define another color the user can click on the button “Fog Color” and then choose another color. If the user wants to apply the same color to the fog and sky in order to improve realism in the scenario, he can also click on the button “Apply the same color to the sky”.

Fig. 5. Fog Customization

As an example of the combined utilization of fog and sky colors in order to improve the realism of the scenario, consider if the color of the fog is black, and if this color is also applied to the sky, it is possible to obtain a dark night scenario effect, as depicted in Fig. 6. Also, if the color of the fog and sky is blue marine, it is possible to obtain a bottom of the ocean effect.

Fig. 6. Customization of fog with a black shade

Fig. 7 illustrates the fourth tab, which allows the configuration of brightness. This configuration determines the light effects allowing users to aesthetically customize colors. In this image the color of the sun was set to a dark green and the color of the shadow to dark blue providing a better aesthetic to the scenario’s color scheme. Note that the color of the sky remained orange as its original texture.

Fig. 7. Customization of Brightness

The Multimedia Panel allows the addition of audio, video, image and text within the scenario and their respective animation using the timeline. Fig. 8 illustrates a multimedia panel on the right side of the application window, which is presented when the user clicks on the “Multimedia” button. This panel allows the user to insert text, audio, image and video to his story.

Fig. 8. Multimedia Panel

In order to insert a text to the story, the user has to select the “text” button, and a dialogue window will be presented so that he can write the desired text. After that, the user can also determine the instant the text will be presented and its respective presentation duration, as depicted in Fig. 9(a). The text can be visualized when the user starts the animation associated with the scenario. It is important to notice that the size of the text window will be automatically adjusted according to the size of the text. An illustration of a text presentation is depicted in Fig. 9(b).
In order to insert an audio sequence to the story, the user has to click on the “audio” button on the right side of the application window. After that, a dialogue window will be presented so that the user can choose the audio file of his/her preference. The user can also determine the instant on the timeline the audio will start to be presented and its respective presentation duration, as depicted in Fig. 10. Similarly, the audio will be presented when the animation is triggered.

The user can also add a 2D image to the story. For this purpose, he must click on the “image” button on the right side of the application window. Similarly as discussed to text and audio, a dialogue window with snapshots of the image library will be presented to the user, and he can click on the desired image, as depicted in Fig. 11(a). For instance, consider the presentation of an image as illustrated in Fig. 11(b).

Fig. 9. Add a text/dialogue into the story

Fig. 10. Insert an audio sequence into the story

Fig. 11. Insert an image on the virtual scenario

The Timeline allows the temporal manipulation of the animation within the scenario. All the 3D and multimedia objects have a respective timeline. Whenever an object is added to the virtual scenario, its timeline is created with a related identifier, as depicted in Fig. 12(a).

Each timeline is composed of some interactive buttons, for instance, to determine the duration of the animation, start the visualization of the animation from the current instant, start over the presentation and stop the presentation. At any time the user can click at any instant of the timeline to make the animation “skip” in time. Also, the timeline of any animated object within the story can be selected at any time allowing the user to verify the duration of the animation, in this moment the visualization camera spots the animated object presenting it as selected (Fig. 12a).

For instance, Fig. 12(b) illustrates the timeline for the objects called zatou63 and zatou56 whose both animation start at 0 seconds and finish at 13 seconds. Nevertheless, the object called zatou69 has no animation associated with it. The animation for each object within the application is determined by the transition between two different states (position, scale, etc.) for this object in two different time instants. The animation is then implemented by the
application by the linear transition between these instants during the presentation of the story.

Fig. 12(b) also illustrates the animation of an object. In this figure, the animation evolves between the instants 0 and 14 seconds. For the configuration of this animation, the time instant 14 seconds was first selected, and the 3D object (whale) was rotated as to provide a rising effect. When the presentation is triggered, the whale spins upwards and slightly rises between the instants 0 and 14 seconds, shifting linearly between these instants.

![Fig. 12. Timeline and animation of a recently added 3D object](image)

After the implementation of the Mogre-Storytelling, it was important to assess its utilization with the development of some didactic activities with the target users. In the next section a case study is discussed.

IV. CASE STUDY

As introduced previously, the proposal of the Mogre-Storytelling tool aimed to support the didactic activities carried out at Madeira Whale Museum by the students visiting the museum. This section discusses the validation of the implemented tool with the proposal of some didactic activities carried out with these students, and the assessment of the results is also proposed.

A. Characterization of the Testing Group

Since the application was designed to target users in different ages, the development and validation of storytelling within educational context has an aggregated level of complexity requiring the implementation of several heterogeneous groups, coordination of schedule, and the previous definition of suitable curricula. In order to make this validation process as pragmatic as possible, the proposed activities were carried out for only one Madeira Whale’s Museum visiting class of 14 students ageing between 8 and 12 years old during one week. During this session the students applied Mogre-Storytelling for 2 hours.

B. Evaluation Procedure - Presentation and Analysis of Data

In order to assess the functionalities and educational potential of the developed application, the students created a text with a thematic story so that they could build up afterwards a 3D story using Mogre-Storytelling. The creation of this text aimed at developing their creative and collaborative writing skills. Besides, the background story aimed at providing an environmental awareness concerning the marine biodiversity, which is one of the main goals of the Madeira Whale’s Museum visiting classes.

After having applied Mogre-Storytelling to create their piece of stories, the students were invited to fill out a questionnaire, so that they could register their main difficulties and overcoming strategies. The questionnaire was proposed aiming to assess the usability of the tool under six aspects: 1) Adaptation to the tool, 2) Configuration of the scenario environment, 3) Crowding the bottom of the ocean, 4) Animation, 5) Multimedia and 6) Finalization.

The Adaptation to the tool activity aimed at verifying how hard (or easy) it was for the students to get acquainted with the tool. The analysis of this task helped us to verify that most of the students only learned to use to tool after the teacher’s explanation (13 against one). That happened since most of the students waited the teacher to explain the utilization basics before starting to use the application. Nevertheless, there was only one 8 years old student that preferred to learn how to use the application by herself before the explanations. In order to assess this task the following metrics were analyzed: Explore the virtual environment; Navigate back and forth (Travelling within the 3D environment) and; Navigate upwards and downwards. By these results, it is possible to conclude that the students, after explanations or by self-learning, were able to navigate and understand the virtual scenario successfully.

In the configuration of the scenario environment activity, the students were asked to configure the virtual environment modifying the type of ground terrain, sky, amount of fog and color of lights and shadows. By the analysis of the results of this activity, it is possible to conclude that most of the students had no difficulties to modify the required parameters. Despite that, the students still needed some help with the first parameter (ground terrain) in order to find out how to modify it. Nevertheless, after having understood the modification mechanism, they were able to carry on with the following parameters.
The crowding the bottom of the ocean activity aimed at verifying how the users were able to apply 3D objects into the virtual scenario. For this purpose, the students were required to crowd the ocean with fishes, whales, shipwrecks, algae, among others. Later on it was also required the students to customize these objects by modifying their position, size, rotation angle and also cloning them. By the analysis of these tasks, it was possible to conclude that the students were able to easily add and manipulate the 3D objects inside the virtual environment. Similarly, they still needed some help with the first activities such as moving and cloning. Once they have learnt how to manipulate the objects they applied the methods to modify the size and rotation angle.

In the animation activity the students were required to produce an animation with the 3D objects within the established timeline. During the assessment of this task the following metrics were observed: (1) Finalization of the proposed animation tasks – in order to obtain the number of students that concluded the tasks with or without help, and; (2) Opinion of students about the usability of timeline – in order to understand how difficult it was for the students to apply timeline. By the answers provided by the users, we could verify that the students had problems to understand and apply animation. As expected, the students were able to perform the required tasks, although they had difficulties initially. Similarly to the previous tasks, once the teacher carefully explained the utilization of timeline the students were able to carry out remaining activity.

In the multimedia activity the goal was to assess the students’ ability to manipulate text, image, animation and sound. Similarly, it was possible to verify that the after the initial doubts and once the students understand the manipulation mechanisms, they were able to add and manipulate multimedia objects with no relevant difficulties. Among all, the manipulation of text represented an important initial drawback. This initial problem occurred either since students did not know which mechanism should be applied to add text or because they were not sure about which text they should write on. Once they had initial instructions, these problems were easily overcome.

The finalization activity aimed at providing a general assessment of Mogre-Storytelling by the students. Despite the difficulties experienced by some of the students, it was important to evaluate how this tool can be attractive and educational to the users. Therefore, the results indicated that most of the students considered the tool very entertaining and easy to use.

Although the proposed application received a very positive feedback from the students, we could verify that in some cases the difficulties experienced by the students were subjective, however, in other cases they were generalized. We could verify that the younger students between 8 and 9 years old performed the tasks in general with help either from the tutors or from the peers. It was clear their ability to modify the parameters and to add images to the virtual scenario (for instance). These students were interested to explore and experience the application selecting the available icons. Therefore, their interaction and modification were in general morphologic to the scenario, such as more or less objects, large versus smaller objects, color and ground terrain modifications. In the opposite, students between 10 and 12 years old provided a more functional interaction being more concerned with the animation of the objects.

V. CONCLUSIONS

This paper presented the main aspects about the development of a solution to the creation of 3D scenarios for storytelling. Mogre-Storytelling is an alternative for users who want to create stories with 3D scenarios and is also an option to application developers using Mogre/Ogre. This tool enables the rapid creation of customized scenarios and 3D graphics with a higher quality, while still allowing the integration of multimedia presentations.

Mogre-Storytelling was developed targeting users between 8 and 12 years old. Although this tool has been developed for a specific (young) group of users, older users also demonstrated interest to it due its dynamic features, interaction capabilities and high-quality graphics. Therefore, it was important to assess the utilization of this tool concerning usability, entertainment level, etc.

As for the validation process, most of the users needed initial instructions before the first utilization, in particular, concerning the localization of the available functionalities, mouse control and keyboard for environment navigation and visualization. After getting acquainted with the application environment, the users were able to navigate and create their own stories easily. In general, the students considered the application as entertaining and some of them even decided to keep exploring it after having finished the proposed activities. The results of the validation were encouraging concerning the education goals proposed. In particular, the feedback obtained from the users was helpful in order to correct and improve some functionalities of the application.

As for future works, more complex stories should be created in order to fully explore the functionalities of Mogre-Storytelling, and the interoperability among the existing OGRE/Mogre tools should be provided in order to optimize the creation of 3D Games and Virtual Interactive Applications.
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ABSTRACT

A convenient approach toward more transparent debugging and profiling of GPU-accelerated applications is to simulate GPU-bound workloads on CPUs. This approach is also applicable in situations where target hardware is simply not available, as is often the case with server-side applications, or would require too many system resources to initialize. However, when simulating GPU-bound workloads on CPUs, one may experience severe performance losses due to computational overhead. Consequently, the subject of this study is performance variations between three device drivers of the DirectX framework; using DirectCompute and the high speed software rasterizer WARP (Windows Advanced Rasterization Platform). The performance of WARP is compared to that of traditional GPU hardware acceleration and the standard driver for software rasterization - the Reference Device Driver. Experimental results show a major performance boost when compared to that of software rasterization using the reference device driver, indicating that performance losses traditionally obstructing simulation of throughput-oriented workloads on CPUs may be sufficiently amended by technologies, such as WARP, to the degree that simulation may be considered viable for extended use above and beyond that of current in-development utilities.

INTRODUCTION

When developing GPU-bound applications, careless additions to program execution, such as branching, register use, or memory accesses, may induce substantial performance obstacles due to massively parallelized instruction sets and architectural differences between on-chip hardware (see Performance Considerations by Kirk and Hwu (Kirk and Hwu 2010; ch. 6) for an analysis on the volatility of GPU performance). The increased utilization of complex GPU-kernels has brought forth the need of more extensive debugging- and profiling-options involving access of data that may be difficult to retrieve from hardware. Therefore, it may be desirable for developers to access data being computed on the graphics card - a possibility often limited in terms of GPGPU (General-Purpose computing on Graphics Processing Units) technologies, possibly due to architectural differences between chip manufacturers. A preferred solution to this problem is to simulate GPU workloads on CPUs (Microsoft 2013a), such as described by Kerr et al. (Hwu 2011; p. 416-419) concerning the implementation of the GPU Ocelot compilation framework (Georgia Institute of Technology 2013), often in exchange for substantial performance implications. Other reasons to simulate GPU-kernels may concern pre-silicon development - that is, development for hardware not yet existent, when hardware is busy, or otherwise unavailable (Microsoft 2013c).

This paper comprises an investigation into the performance of simulated GPGPU-kernels, in relation to hardware acceleration, by the means of analyzing several software rasterizers. Accordingly, the material concerns inquiry into the DirectCompute-framework on the Windows-platform, analyzing the performance of a GPGPU-kernel on-chip, using the DirectX standard software rasterizer, and utilizing the DirectX 11 addition Microsoft WARP which promises high-speed software rasterization (Microsoft 2013c). The study concludes that performance losses inflicted by software rasterization may be sufficiently amended for simulation of GPU-bound workloads to be considered viable for extended use, as originally proposed by Microsoft (Microsoft 2013c). Thus, this paper proposes use of WARP-like technologies if graphics hardware is unavailable, not sufficient, or busy, and to act as an extension of the reference device driver as means to verify hardware- or driver-bound errors for complex GPU programs. As such, the study concerns the fields of simulation and GPU-technologies, with the purpose of facilitating debugging and profiling of GPU-kernels, whilst maintaining acceptable performance. The remainder of this document presents the method and process to acquire the data used, the technologies using which it has been acquired, the results in and of their own, the conclusions based off the results and finally; personal reflections from the author with propositions of further study.
CONTRIBUTION

Object of Study

Due to the nature of the study, it is important that the experiment process is measurable and deterministic. For the purpose of the experiment, the data computed corresponds to a square matrix multiplication, since such an operation is highly parallelizable, as demonstrated by Kirk and Hwu (Kirk and Hwu 2010; ch. 3). Additionally, verifying the result of such an operation is trivial, and potential losses in computational precision may be easily established. The operation is therefore considered suitable for the purpose of the study. Furthermore, the matrix dimension $200 \times 200$ is selected for the respective matrices as it is big enough to execute efficiently on the GPU, but yet reasonably sized to keep simulated measurements comparable to those of the hardware accelerated reference case. Throughout this material, the compiled data is referred to as $AB = C$, and thus make out the Object of this experiment.

Method of Study

In order to establish the Object of Study, $AB = C$, the experiment utilizes DirectCompute HLSL kernels using which the result matrix is calculated, in its entirety, using some device driver, or Subject (see section Subjects of Study). The experiment is devised of the following approximate steps in order to compile the Object of Study $AB = C$:

1. Randomize two matrices $A$ and $B$ of desired datatype (single floating point or integer).
2. Establish the product-matrix $AB = \text{Ref}$. The resulting matrix will be used as a reference matrix to verify the final result.
3. Start a synchronized high-precision timer.
4. Dispatch the DirectCompute program calculating the product matrix $AB = C$.
5. Stop the timer once the kernel has finished execution.
6. Establish possible deviation between resulting matrix $C$ and previously established matrix $\text{Ref}$.

The above process makes out the Method of this study.

Subjects of Study

The kernels described in section Method of Study are comprised of HLSL, compiled using Microsoft FXC, and executed using the Direct3D compute shader pipeline stage. The programs are run using three types of acceleration technologies with varying strategies of simulation. These are comprised of the following:

Hardware-Acceleration (GPU)

The execution of a DirectCompute-kernel on a graphics card. By utilizing a modern video card, hardware acceleration allows DirectX to utilize the throughput-oriented design of modern GPUs; maximizing FLOPS (FLoating-point Operations Per Second) capacity. Being the common case; the methodology involves no simulation. Thus, measurements collected using this device driver acts as a reference for the simulated Subjects.

Software Rasterization (CPU)

The simulation of a DirectCompute-kernel on the CPU using the DirectX reference device driver. The reference rasterizer supports every Direct3D feature and is intended to be used for debugging- and verification purposes. Hence, the reference device driver is only available on systems where the DirectX SDK is installed. As such, although the reference device driver does feature some optimization for CPU execution, the driver is not intended for outside-development use (Microsoft 2013a). As the reference device driver is designed for the purpose of framework functionality verification, rather than speed, one may expect poor performance.

Windows Advanced Rasterization Platform (CPU)

The simulated execution of a DirectCompute kernel using a specially devised software rasterizer developed for high performance and full framework conformance by Microsoft in the latest version of DirectX. Being based on the reference device driver, WARP utilizes thread pooling to distribute tasks efficiently on the CPU, along with grouping execution in batches for optimum performance. Furthermore, WARP uses JIT (Just-In-Time) compilation to generate SSE2 and SSE4.1 SIMD (Single Instruction, Multiple Data) instructions, in addition to x86-compatible native instructions to significantly speed up simulation of GPU-bound workloads (Microsoft 2013c). Having outperformed some low-end integrated GPUs, according to Microsoft, and the device driver being included in Windows 7 and 8 run-times, Microsoft recommends using the driver for retail applications such as casual games (Microsoft 2013c). Although Microsoft has presented some performance comparisons to hardware acceleration, there is no performance benchmark indicative of WARP performance in relation to the reference device driver - the device commonly used for debugging and verification purposes. As such, expectations on the performance of WARP is unclear but the driver is expected to perform faster than the reference device driver, from which it is derived, due to its promised optimizations and high-speed focus.

These DirectX device drivers make out the Subjects of this study.
Kernels

In addition to the Subject drivers mentioned in section Subjects of Study, two kernels with varying level of memory access optimization are examined. The programs are implemented in accordance to the CUDA matrix multiplication kernels as described by Kirk and Hwu (Kirk and Hwu 2010; p. 67, p. 87). Furthermore, aforementioned kernels accommodate both integer- and floating point precision. Descriptions of these kernels are presented below and complemented with source code under section APPENDIX.

Matrix mult. w. Thread Blocks
A kernel producing \( AB = C \) from two given matrices; writing back \( C \) for further analysis. The program is executed with one thread for each element in the resulting square matrix, and likewise each produce a lone element of the product matrix. Execution is performed in blocks of \( 16 \times 16 \) threads, since this was the block dimension, out of samples 8, 16, and 32, that performed optimally whereas hardware accelerated on the system described under section Equipment. This program will be referred to as the Basic Kernel throughout the material.

Matrix mult. w. Thread Blocks and Shared Memory
Similar to the previously described kernel, but optimized to utilize shared memory in order to reduce time-consuming access of global memory, as presented by Kirk and Hwu (Kirk and Hwu 2010; p. 77-93). Stratton et al. (Stratton et al. 2008; p. 1-3) instructs that the CUDA GPGPU-model may be applied onto multicore CPUs, including locality-wise execution of logical thread blocks (that is; all threads in a block limited to a single core), with the utilization of local- and shared-memory approximately corresponding to the L1- and L2-caches of a CPU core. Hence, the kernel is presented as a scenario due to the preconditions of WARP, stating that a kernel optimized for GPU-execution is likewise optimized for execution with WARP (Microsoft 2013c). Thus, we investigate a more optimized kernel to see whether or not this behavior may be replicated in the experiment in terms of memory access optimization. The program is referred to as the Tiled Kernel throughout this material.

Tools

The experiment process is subdivided into three major components, all of which are compiled using Visual C++ 2012. These tools are presented in detail below.

matrixgen
Denotes a utility developed to generate matrices of different dimension and precision. In addition to randomly generating matrices, matrixgen also compiles the reference matrix \( \text{Ref} \); used to validate the product matrix returned from the subsequent DirectCompute dispatch. The utility is written in C++ and utilizes C++ AMP to generate and multiply matrices \( A \) and \( B \) into product matrix \( \text{Ref} \). In order to produce random values in a C++ AMP program, the solution includes the random number generator library C++ AMP RNG. As the utility utilizes Microsoft C++ AMP-technology, the utility requires Windows 7 or later in order to run.

experiment
Making out the primary component of the study, experiment uses DirectCompute technology to compile the product matrix \( C \) from matrices \( A \) and \( B \) (previously generated by matrixgen). The application outputs data surrounding the execution of the kernels, such as execution time in milliseconds, to an intermediate file. The utility is written in C++, with its respective DirectCompute kernels devised in HLSL. Since the tool is developed using the Windows 8 SDK, Windows 8.0 or later is required to run the tool. Furthermore, the utility requires a DirectX 11.0- or DirectX 11.1-compatible graphics card in order to produce the hardware accelerated reference case.

analytics
A utility devised to compose data surrounding possible precision deviation between matrices \( C \) and \( \text{Ref} \). The tool, written in C++, compiles the minimum- and maximum deviation encountered, as well as to calculate the standard deviation of any precisional discrepancy in produced product matrices. In turn, the program outputs this information to an intermediate file.

These applications are, in turn, run as subprocesses in a script specifying the various configurations and number of times to run each program. This script, written in Python, compiles the assorted results of respective program and outputs a range of files suitably formatted for interpretation by Gnuplot. The source code manufactured for the sake of this study is freely available via an online Git repository (Nilsson 2013), along with a guide on how to compile and run the solution in order to replicate the experiment. Furthermore, the complete results presented in this material are also available for download and may be acquired for further analysis.

Equipment

The results presented in the paper are gathered from experiments performed on a system with the following specifications:

CPU Intel Q9550 Quad Core 2.83GHz
GPU ATI Radeon HD 5800
OS Windows 8.0

This system setup was selected for use as Microsoft claims that the WARP device performs best on mod-
Table 1: Average execution time in milliseconds of a 200 x 200 integer matrix multiplication and corresponding percentage decrease- and increases.

<table>
<thead>
<tr>
<th></th>
<th>BASIC</th>
<th>TILED</th>
</tr>
</thead>
<tbody>
<tr>
<td>HARD</td>
<td>1.16</td>
<td>0.24</td>
</tr>
<tr>
<td>SOFT</td>
<td>11610.02</td>
<td>9866.40</td>
</tr>
<tr>
<td>WARP</td>
<td>15.31</td>
<td>18.97</td>
</tr>
</tbody>
</table>

-99.9% - 99.8%

Table 2: Average execution time in milliseconds of a 200 x 200 floating point matrix multiplication and corresponding percentage decrease- and increases.

<table>
<thead>
<tr>
<th></th>
<th>BASIC</th>
<th>TILED</th>
</tr>
</thead>
<tbody>
<tr>
<td>HARD</td>
<td>0.77</td>
<td>0.22</td>
</tr>
<tr>
<td>SOFT</td>
<td>10247.03</td>
<td>10909.88</td>
</tr>
<tr>
<td>WARP</td>
<td>14.08</td>
<td>17.44</td>
</tr>
</tbody>
</table>

-99.9% - 99.8%

ern quad-core CPUs (Microsoft 2013c).

Process of Study

For the purpose of this study, the Object of Study, being 200 x 200 matrices of integer or floating point precision, is randomized with numbers between zero and ten. The product matrix of these matrices is subsequently computed 100 times for each configuration. In this way, the Basic Kernel is executed with each Subject of Study - being Hardware Acceleration, the reference device driver, and WARP - respectively, as is the Tiled Kernel. For each execution, data surrounding the dispatch time of each kernel (regardless of program initialization) is garnered along with precision-wise deviation data. This process is repeated for integer- and floating point precision, in order to establish if there is any performance-wise discrepancy between them.

Results

Considering the average percentage decreases in execution time of 99.8 to 99.9% (presented in table 1 and 2); results indicate significant improvements in the performance of both kernels when using WARP, compared to that of the reference device driver. These improvements, accounting for three orders of magnitude on average, induce an execution time spanning tens of milliseconds; a considerable advance from that of roughly ten seconds. The measurements indicate that the reference device driver is 4 to 5 orders of magnitude slower than the hardware accelerated reference case, depending on whether or not the kernel utilizes shared memory to accelerate memory accesses on the video card. Meanwhile, the WARP device driver performs but 1 to 2 orders of magnitude worse than hardware acceleration, also depending on hardware shared memory utilization. In terms of memory latency, table 1 demonstrates performance gains with the hardware accelerated Subject (when utilizing shared memory amongst blocks), with varying results for the other Subjects; either increasing or decreasing execution time (see table 2). As such, applicable to both integer- and floating point precision, the performance of WARP is impaired by the kernel utilizing shared memory. In the Microsoft guide on WARP (Microsoft 2013c), the author claims that an application tuned to run efficiently on hardware will run efficiently whilst simulated using WARP as well - and vice versa. However, the collected data rather indicate a roughly 20% percentual increase in execution time, independent of precision, even though the same kernel accelerates the hardware accelerated Subject by roughly 70%. This demonstrates that that the capabilities of WARP do not extend to memory latency optimization by lower-latency shared memory. The floating point scenario of this effect is visualized in figure 1.

Analysis indicates no loss in precision between reference- and product matrices. Neither is there any recorded divergence in results compiled by respective Subjects. In hindsight, this behavior may be expected as WARP conforms to the precision requirements of the Direct3D 10- and 10.1-specification (Microsoft 2013c). See the Microsoft guide on Floating-point Rules (Microsoft 2013b) for more information surrounding floating point precision in the Direct3D-framework. Accordingly, albeit not being explicitly developed for the purposes of precision, WARP performs equally as with the reference device driver. Whether or not this behavior is replicated for double floating point precision is uncertain.

![Figure 1: Execution time using WARP with floating point-precision for the Basic and Tiled kernels, indicated by their respective mean- and separated by standard deviation values. Samples outside of respective standard deviation are not presented in this visualization.](image-url)
CONCLUSION

Based on the findings of the experiment described in this paper, using WARP to simulate the presented kernels has magnitudes greater performance than if one were to apply the reference device driver in the same manner. Hence, if one were to compare the execution of WARP and the reference device driver side-by-side, and assume the same area of application, WARP is superior in terms of execution time.

However, keeping in mind the major performance improvements offered by WARP, it is important to consider that the two may be appropriate for different purposes. The reference device driver is primarily proposed by Microsoft as an accurate debugging/presilicon-development tool (e.g., for the purposes of driver verification). On the contrary, WARP is intended for use in a broader sense, such as to render graphics for casual games, in addition to error-profiling purposes (Microsoft 2013c).

Accordingly, the WARP device is included in the DirectX 11 runtime for outside-development use. This indicates potential for extended use above and beyond that of debugging- and profiling purposes, since the WARP device may be utilized where the reference device driver would otherwise be orders of magnitude too slow. Such an example would be the isolation of hardware or graphics driver errors in high-performance graphics applications - often encountered by video game developers.

In conclusion; this study proposes, pursuant to the established performance of WARP, that WARP-like technologies are feasible for use where the reference device driver is too slow, such as verification of advanced computer graphics, or when hardware is not available, such as the acceleration of graphics in virtual platforms.

Future Work

The performance improvements of WARP, in comparison to the reference device driver, calls for further inquiry into what the flaws of using WARP may be. Microsoft lists, amongst other limitations latency-oriented CPUs may have over throughput oriented GPU architectures, memory bandwidth as a potential bottleneck for WARP-type acceleration methods (Microsoft 2013c). In accordance to the suspicions raised by Microsoft, it may be beneficial to investigate the performance of WARP when such bottlenecks are stressed. Furthermore, the author suggests complementary elaboration into double floating point precision calculations, with the intent of examining whether or not the Subjects detailed in section Subjects of Study may have differentiating effects on computational precision.

Additionally, the use of more complex kernels in coagency with the WARP-driver should be examined in order to study the effects of more demanding simulation on CPUs.
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APPENDIX

Matrix mult. w. Blocks

```c
#ifndef DV2549_FXS.MULTFLOATBASIC_FX
#define DV2549_FXS.MULTFLOATBASIC_FX

#include <CommonFloat.fx>

[ numthreads( blocking, blocking, 1 ) ]
void main(
  uint3 tidx : SV_GroupThreadID,
  uint3 bldx : SV_GroupID ) {
  const uint row = bldx.y*blocking+tidx.y;
  const uint col = bldx.x*blocking+tidx.x;
  if( row>=cRows || col>=cCols ) {
    return;
  }

  float sum = 0;
  for( uint i = 0; i<bRows; i++ ) {
    uint idxA = row+aRows+i;
    uint idxB = col+bRows+i;
    sum += mA[idxA]*mB[idxB];
  }
  mC[row+cRows+col] = sum;
}
#endif // DV2549_FXS.MULTFLOATBASIC_FX
```

Matrix mult. w. Blocks and Shared Memory

```c
#ifndef DV2549_FXS.MULTFLOATTILE_FX
#define DV2549_FXS.MULTFLOATTILE_FX

#include <CommonFloat.fx>

groupshared float mAs[blocking][blocking];
groupshared float mBs[blocking][blocking];

[ numthreads( blocking, blocking, 1 ) ]
void main(
  uint3 tidx : SV_GroupThreadID,
  uint3 bldx : SV_GroupID ) {
  const uint row = bldx.y*blocking+tidx.y;
  const uint col = bldx.x*blocking+tidx.x;

  float sum = 0;
  const uint blocks = ceil( (float)aRows/(float)blocking );
  for( uint i = 0; i<bRows; i++ ) {
    mAs[tidx.y][tidx.x] = mA[row+aRows+(i*blocking+tidx.x)];
    mBs[tidx.x][tidx.y] = mB[col+bRows+(i*blocking+tidx.y)];
    GroupMemoryBarrierWithGroupSync();
  }
  for( uint j = 0; j<bBlocks; j++ ) {
    sum +=
      mAs[tidx.y][j]*mBs[j][tidx.x];
  }
  GroupMemoryBarrierWithGroupSync();
  if( row>=cRows || col>=cCols ) {
    return;
  }
  mC[row+cRows+col] = sum;
}
#endif // DV2549_FXS.MULTFLOATTILE_FX
```
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