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Preface

Dear Participants,

We would like to extend a warm welcome to everyone attending the 19th GAME-ON conference in Dundee (Officially, the sunniest city in Scotland!). This year’s event is being hosted by the School of Design and Informatics at Abertay University, Dundee, Scotland from the 18th of September until the 20th of September 2018.

We are delighted to be chosen to host this year’s event, particularly as we have just last year celebrated 20 years involvement in teaching games technology, and look forward to hearing about the latest approaches to all things related to simulation and AI in Computer Games.

We are particularly pleased with the keynote speakers who have agreed to talk at this conference. Michael Cook is a Senior Research Fellow at the University of Falmouth’s Metamakers Institute and is an expert in procedural generation of game content and is probably best known as the creator of ANGELINA, an AI that designs games. Alan Hinchcliffe is the Lead Engineer with Spirit AI and has vast experience in the technical challenges of video games. All three speakers bring fresh perspectives alongside a wealth of experience and their talks will give attendees new insights into the future of Gaming. We are also happy to introduce you to our own Joseph DeLappe who is Professor of Games and Tactical Media in the Division of Games and Art at Abertay and has been invited to give a talk on his involvement in online gaming performance and conceptual art and how computer games can be used as a means of creating art intervention pieces exploring contemporary issues in politics.

This conference would not be possible without the input and effort of many people. This includes the participants who have submitted and will present papers over the course of the conference and the programme committee who have reviewed papers and helped organize the event. We would particularly like to thank, Karen Meyer, Grant Clarke and Christopher Acomley in the School of Design and Informatics, and Vivien Collie and Elizabeth Wilson in Events for all their work helping to organise this conference, and especially Sarah Martin, who is studying for an MProf in Games Development at Abertay, for designing the cover for the conference proceedings. But most of all we must thank Philippe Geril, the behind the scenes driving force, without whom this conference would not be possible.

I hope that you enjoy your stay in Scotland and find the conference interesting and inspiring.

Dundee, September 2018

Dave King
Abertay University, Dundee, Scotland
GAME-ON2018 General Conference Chair
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ABSTRACT

This paper presents a preliminary study using Monte Carlo Tree Search (MCTS) upon the board game of Quoridor. Quoridor is an interesting game for expansion of player agents in MCTS due to having a mechanically simple rule set, however, Quoridor has a state-space complexity similar to Chess with a higher game-tree complexity. The system is shown to perform well against current existing methods, defeating a set of player agents drawn from an existing digital implementation as well as a previous method using a GA.

INTRODUCTION

Monte Carlo Tree Search (MCTS) (Coulom 2006) (Kocsis and Szepesvári 2006) is a technique well-known these days (Browne, C. B. et al. 2012) due to the efficient results obtained in the board game Go (Silver D. et al. 2016). This game, produces difficulty for an AI expert to create an agent, due to its space-complexity, branching factor and difficulties to evaluate the state of the game in the middle. To deal with these, Monte Carlo tree search was used because of its following properties. It uses UCT (Upper Confidence Bound applied to Trees) (Gelly et al. 2006) for evaluating the final states of the game. Also, it consists of Monte Carlo rollouts, explained later in Section V, to estimate the value of each state in the search tree. As the tree grows larger more accurate values are generated. The average of these rollouts can provide an effective position evaluation achieving accurate performance in games such as Backgammon (Tesauro and Galperin 1997) and Scrabble (Sheppard 2002). This paper presents the research on the board game Quoridor to develop an artificial player agent using the Monte Carlo tree search algorithm and compares it with current existing agents.

QUORIDOR

Quoridor (Marchesi 1997) is played in a nine by nine board. We focus only on the two-player version. Each player is represented by a pawn which begins at the center space in opposite edges of the board, the baselines. The goal is to be the first player to move their pawn from its side to the opposite side of the board, the opposite baseline.

The main feature that makes this game interesting and tactical is its fences. Fences are flat two-space-wide pieces which can be placed in the groove between the squares of the board. Fences have the ability to facilitate the player’s progress or block the path of the pawns, which must go around them. Each player has ten fences at the start of the game, and once placed, cannot be moved or removed.

Each player at his turn can choose to move his pawn or to place one of his fences. Once the player runs out of fences, its pawn must be moved. Pawns are moved one square at a time, horizontally or vertically, forwards or backwards. When two pawns face each other on neighboring squares which are not separated by a fence, the player whose turn it is can jump over the opponent’s pawn and place himself behind the opponent’s pawn, thus advancing an extra square. If there is a fence behind the pawn, the player can place his pawn to the left or the right of the opponent’s pawn. Fences may not be jumped, including when moving laterally due to a fence being behind a jumped pawn, see Figure 1.

![Figure 1: Allowed movements for the lower red pawn](image)

Fences can be placed directly between two spaces, in any groove not already occupied by a fence. However, a fence may not be placed which cuts off the only remaining path of any pawn to the goal. The first player who reaches one of the 9 squares of his opponent’s base line is the winner.

There is no official notation for Quoridor, so for this project, we use a notation from a community of players (Quoridor Strats 2014). The notation proposed is similar to algebraic Chess notation. Each square gets a unique letter-number designation. Each column is given a letter A-I and each row is given a number 1-9. A move
is recorded as the column followed by the row. The first player always starts on E1 and the second player always starts on E9. This marks the top and the bottom of the board, which are needed for recording fence placement. Each fence move is defined by the lower left square they touch along with their direction, horizontal or vertical. Every fence touches four squares, so we denote the position of the fence by the square closest to the A1 corner of the board.

PREVIOUS AGENTS FOR QUORIDOR

Mastering Quoridor (Glendenning et al. 2005)
Agent development has been done by implementing a search algorithm, using iterative-deepening alpha-beta negamax search algorithm with few modifications. For the evaluation function, the ten features chosen are summarized as: the Shortest path to the goal, Markov Chains, Goal Side, and Manhattan Distance for both players, and Pawn Distance and Number of fences of the current player. For the learning algorithm, a variant of a GA is used as a fitness evaluation function, the number of games that a chromosome wins against the others inside the population. This agent was shown to be easily beaten by a human.

A Quoridor-playing Agent (Mertens 2006)
MiniMax algorithm is used in this case with Alpha-Beta pruning, but the game tree is large to perform MiniMax search all the way down to the leaves of the tree. Therefore, the solution is limiting the depth of the MiniMax search. Further, an evaluation function is applied to determine the value of a position in order to allow for a quicker return. The result obtained is a weak Quoridor agent as it is unable to see depth in the game. MCTS balances the want for a fast evaluation mixed with the ability to see beyond a set horizon depth.

GAME COMPLEXITY

Quoridor has the number of possible ways to determine a fast upper bound on complexity, such as pawns moves multiplied by the number of possible ways to place the fences. Since the board has eighty one squares, we can place the first pawn in any of them, and the second one in eighty, due to the first pawn already placed on the board. Hence, the total number of positions, $S_p$, with two pawns is given by the following equation:

$$S_p = 81 \times 80 = 6480$$ (1)

Further, for the fences, since each fence occupies 2 squares, there are eight ways to place a fence in one row. Given that there are eight rows, there are sixty four possible places to put a fence horizontally. Since the board is a square, we have the same number of rows and columns, one fence can be put in one hundred and twenty eight places. We have to take into account that one fence occupies four fence positions, except for the squares on the border. So the total number of positions of the twenty fences, $S_f$, and the upper bound of the size of the state space, $S$, are given by the following equations (Mertens 2006):

$$S_f = \sum_{i=0}^{20} \prod_{j=0}^{i} (128 - 4i) = 6.1582 \times 10^{38}$$ (2)

$$S = S_p \times S_f = 6480 \times 6.1582 \times 10^{38} = 3.9905 \times 10^{42}$$ (3)

Quoridor has a state-space complexity similar to Chess and a higher game-tree complexity, shown to be $10^{62}$ in (Mertens 2006).

MONTE CARLO TREE SEARCH

The Monte Carlo Tree Search algorithm is used for building the AI agent for Quoridor, as it appears to be an efficient algorithm for this type of board game and game tree size. It is a probabilistic search algorithm with a unique decision-making ability because of its efficiency in open-ended environments with an enormous amount of possibilities. To deal with the size of the game tree, it applies Monte Carlo method (Metropolis and Ulam 1949). As it is based on random sampling of game states, it does not need to use brute force. We have built a game tree with a root node, then it is expanded with random simulations. In the process, we maintain the number of times we have visited a specific node and a win score, used to evaluate the state of the board. In the end, we select the node with best results and higher win scores.

This algorithm consists of four phases:

1. Selection: In this initial phase, the algorithm starts with a root node and selects a child node such that it picks the node with maximum win rate. In order to make sure that each node is given a fair chance to be selected and to balance the situation between exploration and exploitation, we use UCT (Gelly et al. 2006).

$$w_i + c \sqrt{\frac{\ln(t)}{n_i}}$$ (4)

Where

- $w_i$ = number of wins after the i-th move
- $n_i$ = number of simulations after the i-th move
- $c$ = exploration parameter (theoretically equal to $\sqrt{2}$ (Kocsis and Szepesvári 2006))
- $t$ = total number of simulations for the parent node
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This formula ensures that agent will play promising branches more often than their counterparts, but will also sometimes explore new options to find a better node, if exists.

It selects the best node of the entire generated tree, traverses down the tree and selects a leaf node.

2. Expansion: When it can no longer apply UCT to find the successor node, it expands the game tree by generating all possible states from the leaf node.

3. Simulation: After Expansion, the algorithm picks a node randomly and it simulates the game until the very end, randomly for both players.

4. Backpropagation: This last phase consists of updating the nodes according to the result of the simulation. It evaluates the state to figure out which player has won and traverses upwards to the root incrementing visit counts and win scores, i.e. a count of if the player of that position has won, of each node visited.

The algorithm keeps looping these four phases until some fixed number of iterations. Higher the number of iterations, more reliable the estimate becomes.

IMPLEMENTATION

This project is implemented in the Java programming language, using standard libraries. This section explains main classes and data structures used.

The class Board has all the information related to the board game, squares, fences and both players. All squares are stored in an ArrayList, and to navigate through the board, we use a Map that each key is a square and it returns a Set of all adjacent squares to the key.

For checking if a certain fence can be placed, we initially start the game with a Set containing all possible places that a fence can be placed on the board. Then, each time a fence is placed, we update the Set removing “forbidden” positions. After checking that the position of that fence is inside the Set, we must check that both players are not completely blocked from reaching the opposing baseline. For this, a BFS (Breadth First Search) is applied which finds the shortest path to the goal for each player and considers it an illegal move if the distance is undefined.

The system explained before for storing fences is also useful for returning all possible movements available to the player.

Another important class is Monte Carlo Tree Search, that contains the tree and all the algorithm explained in the section before. The first attempt to implement the tree was including in each node the board of the game. The problem was since it contains a huge amount of information and data structures, the program ran out of memory just with 5000 simulations, because MCTS was generating too many nodes. The solution is, instead of saving the board in each node generated, we store the move that we should perform and the scores of the node. Then each time when we visit a node we need to compute the move in a temporal board. The score added to each winning node is 10.

Finally, instead of using random decisions in the simulation phase of Monte Carlo Tree Search, we improved our system by adding a heuristic. The heuristic helps us to balance the placement of fences and the moves of the pawn. Running MCTS with random simulation shows that our agent spends all fences at the beginning of the game and on average is better to save them until the middle of the game. Basically this heuristic consists of calculating shortest path for each player, and if the player at the turn, has a shorter path than the opponent, then it gives more chances to move the pawn rather than placing another fence.

EXPERIMENTAL SETTINGS

Due to limited research on the game of Quoridor and no human Elo rankings, we cannot measure the level of the agent globally. However, we have tried to evaluate our player against self play with more simulation steps and against other player agent types to have an idea of the agent’s ability:

120k Simulations Agent:
The default agent for running the experiments uses MCTS with the heuristic described before. It performs 120000 simulations of the game per decision.

60k Simulations Agent:
This agent was created to see the influence in the number of simulations of the game per decision. The only difference between this agent and the one stated in subsection 4 is that this agent is doing 60000 simulations per decision.

Alternative Agent:
To further evaluate the MCTS method, an alternative Quoridor agent base was found with four different agent levels (Brain1, Brain2, Brain3 and Brain4) (van Steenbergen 2006). Brain1 simply moves the pawn at every turn without placing any fence. Brain2, places all fences at the beginning of the game, wasting all resources. Brain3 places fences more strategically, but still the problem of placing all fences at the beginning of the game. That gives a lot of advantage to the opponent then. Brain4 is the smartest agent, it focuses on reaching the goal and it uses fences during the middle of the game. It is sadly impossible to describe the algorithm that is using, because of the lack of information about the API from the developers.
Genetic Algorithm Agent:
This agent is based on a previous work, mentioned in Section III, Mastering Quoridor of Lisa Glendenning (Glendenning et al. 2005). For developing such an agent we used Minimax algorithm (Stockman 1979) with some modifications to improve its performance. It is possible to modify the game tree values to use just maximization operations, negating the returned values from the recursion. This approach is called Negamax algorithm (Campbell and Marsland 1983). However, the problem with Minimax search (Stockman 1979) is that the number of states it has to examine is exponential in the number of moves. For reducing this amount of moves it is applied alpha-beta pruning (Knuth and Moore 1975) (Pearl 1982) technique, that basically prunes away branches of the tree that cannot influence the final decision. Last modification applied was iterative-deepening due to the agent plays with time limit decision for every move. This allows us to return the best value computed until that point (Nilsson 1996).

After each execution of alpha beta, it is required an evaluation function for selecting the best state of the board. Eight features are proposed for Quoridor:

- Shortest Path Player (SPP), length of Breadth First Search path for the player
- Shortest Path Opponent (SPO), length of Breadth First Search path for the opponent
- Manhattan Distance Player (MDP), Manhattan distance for the player (straight distance from the player to the goal)
- Manhattan Distance Opponent (MDO), Manhattan distance for the opponent (straight distance from the opponent to the goal)
- Pawn Distance (PD), the distance between pawns using Breadth First Search
- Goal Side Player (GSP), boolean that tells if the player is between the midpoint of the board and the goal
- Goal Side Opponent (GSO), boolean that tells if the opponent is between the midpoint of the board and the goal
- Number Fences Player (NFP), number of fences of the player

Finally a genetic algorithm (GA) is used for weighting each feature described before. A chromosome is represented as a vector of weights and the fitness of each one is determined by the number of games that a chromosome wins against the other chromosome of the population. To create a population it is initialized with random float point values. It is established with a probability of 0.3 that a chromosome has a non-zero weight in some feature.

RESULTS

For selecting the Genetic Algorithm between all chromosomes created inside a population, we performed a tournament consisting about creating a population of 10 chromosomes and each one plays against each other. This will give us the fitness of the chromosomes. The maximum number of moves to avoid infinite loops was set to 120, and the decision time to 10 seconds per move. For playing against our 120k agent we took the two best chromosomes of the tournament.

In all experiments performed, our player was the default, 120k Agent. The experiment with 60k Agent was done automatically for 250 games since it was easy to adapt the code to play against itself. However, as we do not have the source code for the alternative agents, the experiments with all of them were done manually, taking the moves from our agent and playing them against the four brains. In the evaluative process, first ten games were played against each of the four brain types, when there was no an obvious mercy situation, i.e. in the case of Brain4, then we extended this to 100 games in order to allow for a statistical evaluation.

Table 1 shows that reducing the amount of simulations to 60000, our agent performs a little bit better than 120k agent. and much faster to decide each movement. Though this result is not significant at p < 0.05. Note that in playing these games, in 40 instances the MCTS players began to alternate moving a pawn back and forth, not seeing an obvious solution to winning the game. We therefore can infer there is a situation in the game which such a delaying tactic has some amount of value, or for which there is no an obvious good strategy. This only happened in self play, and more analysis is required to understand what developed this situation, as there is no obvious tie state.

The first three brains of the alternative agent and Chromosome 2 and 5 of the GA agent were easy to beat, with significant results over the ten evaluations each the MCTS would win 100% of the time. However, with Brain4, it is not possible for our agent to win all the time, but still performed better that the opponent, significant at p < 0.05. There is no information about which method is used by this agent so we are unable to make a deep evaluation as to the play method which is able to at least give some challenge to MCTS. Finally, using (Glendenning et al. 2005) best chromosome achieved - Psi11, the MCTS was able to defeat it in all of the ten games played.

CONCLUSIONS

We have created an MCTS agent for the board game Quoridor and compared it to a number of previous agent types, including reimplementation of a GA. This research work completed thus far focuses only in the two players version, Quoridor can be played with four play-
ers, each with the goal of taking their pawn the opposite end of the board, the two other players take their pawns horizontally from the side baselines.

We have used Monte Carlo tree search as the main algorithm. It is a probabilistic search algorithm, and a unique decision making because of its efficiency in open-ended environments with an enormous amount of possibilities. Also, we have added a heuristic to balance the placement of fences and the moves of the pawn, in the simulation phase of the MCTS algorithm. The results obtained from the experiments are not sufficient to determine precisely the level of our agent, but it gives us an estimation of how it will perform against humans. The 60k agent as shown in Table 1 appears to perform better than the 120k agent and has a shorter runtime. Though this study will need to extend in order to prove this trend to hold in larger cases.

Future work should take into account the improvement in the heuristic, to decide a better quality movement and consider more features of the game such as a number of fences of each player. This will build a solid strategy for an agent. Moreover, as used in AlphaGo, deep learning can also be used (Silver et al. 2016). Finally, it is the goal of the authors to show that this system is competitive against the ranked human player. There are a number of human play strategies which are used commonly in competitive play, much along the same lines as chess openings, and perhaps it would be best to add an evaluated game tree as an initialization step to ensure competitive play.
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ABSTRACT

Love Letter is a card game for two to four players. Players maintain one card in their hands at all times. For a series of rounds, a player draws a card and then plays one of the two cards in their hand with a goal of knocking out other players from the game by a card effect or by having the highest card at the end of the deck when all the cards have been played. We examined the use of Single Observer Information Set Monte Carlo Tree Search (SO-ISMCTS) in a player agent for a two-player Love Letter, compared against a knowledge based agent, Perfect Information Monte Carlo (PIMC) and Determinized Minimax and found that none of the algorithm could show the stable results due to game randomness.

Introduction

The research work presented in this paper, compares some of the existing MCTS methods (Brown et al. 2012) for imperfect information games (such as games with hidden information and uncertainty property) and traditional approaches such as knowledge based agent, Perfect Information Monte Carlo (PIMC) algorithm, Single Observer-Information Set Monte Carlo Tree Search (SO-ISMCTS) and Determinized Minimax. These algorithms have been applied to develop an AI player for the Love Letter game. Love Letter is an imperfect information game and players can not observe their opponents’ cards and do not know the particular state of other players. The SO-ISMCTS algorithm is the main AI agent for which the rest of the three algorithms are playing as opponents. We have selected SO-ISMCTS as the main algorithm for comparison for its ability to search a single tree for games of imperfect information, it can be adopted for multi-player games, it has shown good results for more complex card games, it makes 4000 iterations during 2 seconds and can be used in games against human opponent. Also, SO-ISMCTS searches more deeply than PIMC with the same computational budget (Cowling et al. 2012), as Love Letter game has \( \frac{10^7}{180^2 \times 365} \approx 21794572800 \) different initial states.

These properties are essential to implement AI agent for the Love Letter game.

Love Letter

Love Letter (Kanai 2012) is a card game for two to four players. The game includes sixteen cards and thirteen red cube tokens. Each of the cards have a rank and text which explains its effect, see table 1. The game play starts by shuffling the cards and forming a face down draw deck. Players have a hand size of one and draw one card during their turn. The player must play one of his two cards and follow the effect of the card which is written over the card. Some of the cards have effects which remove a player from the round.

There are four win conditions in two player Love Letter. A player discards the Princess, so the other player wins. A player correctly guesses their opponent’s hand using the Guard. A player has the higher card when the Baron is played, or when there is no deck remaining. In each round of the game, winner gets a token. In the event of a tie, the winner is the one who played the highest value of cards. The player with the most tokens of the thirteen rounds wins the game.

In the beginning of every round one card is removed from a deck that can be used if players run out of cards in the deck. We refer to it as an out card in this paper. In 2 player games, three more cards are removed from the deck and placed all face up.

In this paper we assume that playing the first move does not give any advantages. The maximum length of the game for 2 player version consists of 10 moves. So the depth of the game tree for all search tree based algorithms used in this work is 10 too.

Implementation

We have implemented four AI agents for the game Love Letter based on Single Observer Information Set Monte Carlo Tree Search (SO-ISMCTS) Algorithm, Perfect Information Monte Carlo (PIMC), Knowledge based agent and Determinized Minimax. The vertex of the game tree built, corresponds to a player’s current hand and edges correspond to moves. Players are assumed to play rationally, i.e if a player can make a move and win the game, he has to make this move. For SO-ISMCTS and
PIMC algorithms, the first step is the same. All of them are sampling the determination randomly from information set. Where informations sets are collections of states, which appear in the game when some players have information about the state that others do not. For example, in Poker each player hides card from his opponents. Here information set consists of all possible permutations of states which corresponds to opponent’s cards. A player knows his own information set, but he does not know particular state within this set. The determination involves selecting the current state from player’s information set and then all future events are fixed and known. In other words, it is the process of converting an imperfect information game to an instance of perfect information game(such as, a game in which all information about the state of the game is observable). For example, in case of a card game, determination is the instance when all players’ cards and deck are visible to all players.

In the next paragraphs algorithms for two player version will be described. The Player A has two cards in hand, one is a Guard and the other is the Countess. The player B has Priest card. The non-played deck consists of two cards, Handmaid and the Prince card. The out card is the Princess. This example will be used to describe steps of the algorithms. The state is shown in the figure 1.

Knowledge based agent

Knowledge based agent enforces game moves in accordance to the actual game rules. Secondly the algorithm checks for the game move that can lead to an immediate win in single turn. For instance, in our example (see Fig.2), player ‘A’ could win the round using the Guard’s ability, provided player ‘A’ can correctly guess their opponent’s card (see Table.1 for card’s abilities). The knowledge based agent handles the selection of the guess card as: the card which is encountered the minimum number of times in the played deck is chosen. In Love Letter, there are predefined number of each type of card therefore the algorithm can deduce the number of non-played cards for each character in the game. The rule based approach prefers to make a move with the smallest valued card in the hand in order to save the highest one (each character card has a unique value). These set of rules and checks is called domain knowledge. The domain knowledge is reused in other three algorithms described further in the paper. For our example, the Guard has been selected by the knowledge based agent. The knowledge based agent algorithm does not need any iterations and it runs faster than the rest of the algorithms with the time complexity O(1). The full set of checks and conditions can be found in the code repository 1.

Perfect Information Monte Carlo (PIMC) algorithm

The first step in PIMC involve finding moves that can lead to an immediate win (as mentioned in the knowledge based algorithm). Then determination (defined in Implementation section) is done and algorithm removes played deck from the full deck. After that, it deals card to the opponent randomly and shuffle the remaining cards. Thus, it has sampled one state from information set. One of the possible new states after determination is shown in figure 2. Currently, the game tree consists of single vertex which is a root node only. Then Monte Carlo Tree Search (MCTS) steps are

1https://github.com/tamirOK/ISMCTS-for-love-letter-game
Figure 3: Game Tree after 5 MCTS iterations on Determinized game state

The first step is selection in which the algorithm chooses move according to UCB1 formula (Auer et al. 2002):

\[ \bar{x}_i + c \sqrt{\frac{\ln n}{n_i}} \]

(1)

where \( \bar{x}_i \) is average reward passing through the node \( i \). It is calculated as ratio of number of won simulations passed through the node to number of all simulations passed through the node. \( n_i \) is a number of times the node \( i \) was selected from its parent, \( c \) is a constant, that controls the rate of exploitation and exploration while traversing the tree nodes and \( n \) is number of times parent node was visited. When using UCB1, it is important to select optimal \( c \) because it affects playing strength. The value depends on the applied domain and the MCTS algorithm used. (Cowling et al. 2012) conducted an experiment where the PIMC and SO-ISMCTS players with exploration constant \( \{0.25, 0.5, 0.75, ..., 1.75, 2\} \) played repeatedly against PIMC with exploration constant 0.7. Performance of the algorithms decreased outside the range \( [0.5, 1] \), but inside the range none of the algorithms were particularly sensitive to the coefficient value. Thus, value of 0.7 has been used for all the algorithms in this work.

After five MCTS iterations on determinized game state, the built game tree is shown in the figure 3. MCTS steps will be explained using this game tree.

The MCTS consists of 4 stages, selection, expansion, simulation, backpropagation. The selection happens until algorithm encounters a node in the game tree which has unexplored moves. In our example algorithm will select a move with the Guard for the player A, then a move with the Priest for the player B and stop in that state. At the expansion state a child node which is not a part of the game tree yet is added to the tree. After that, at simulation step, game is played till the end and no new node is appended to the game tree. In our example player B won the simulated game. Then, at backpropagation step, starting from the leaf node of the game tree, win counter is updated for every node on the path to root where player B made move. Also, the visit count for every node in the path is updated.

At this point single MCTS iteration is completed. After all MCTS iterations, a counter for the move which was visited most is increased. Then determination step is completed.

After all determinations are completed, the root’s child which was selected highest number of times is returned by the PIMC algorithm. If this move is Guard, algorithm also selects the guess card as in knowledge based agent (explained in previous section).

It is important to select balanced number of determination and MCTS iterations for single game tree. (Cowling et al. 2012) and (Pwley et al. 2011) applied the PIMC for the Dou Di Zhu card game and found that as long as both parameters are sufficiently large, their precise values do not have a significant impact on playing strength. They used 40 determinations with 250 MCTS iterations. In our implementation we have used 50 determinations with 160 MCTS iterations.

This method has several disadvantages. Russel and Norvig (Russell et al. 2003) pointed out that determination will never decide to make information gathering play (i.e. move which causes opponent to reveal his cards) or information hiding play (i.e. move that avoids revealing current player’s hidden information). (Frank and Basin 1998) found two main problems of determination:

- **Strategy fusion:** An AI agent incorrectly assumes that it can make different decisions from different determinations in the same information set. For example, consider a game where card is taken from the Love Letter deck and put face down on the table. The player has two options: get 0.4 points without guessing the taken card or get 1 point if his guess was correct or 0 otherwise. The first choice’s expected reward is 0.4. The second choice’s reward is 0.125. So the first option is better. However, if PIMC is applied to this game, then in each determination the card will be known and expected reward will be 1 point.

- **Non-locality:** Some states are very unlikely because other players will play away from the corresponding states. However, PIMC considers them too. For example, if player plays rationally, knows the opponent’s card and could have played the Guard in order to win, he will play the Guard. However, in PIMC determinations in which player holds the Guard will be considered. This case contradicts assumption of rationality.

Despite these problems many researchers successfully
applied it in different domains. Ginsberg in (Ginsberg 2001) applied determination to create AI for Bridge game which plays at human expert level. Bjarnson (Bjarnason et al. 2009) used this approach for the single-player card game Klondike Solitaire.

Single Observer-Information Set Monte Carlo Tree Search (SO-ISMCTS) algorithm

In SO-ISMCTS set of available actions from some node varies between visits to that node. For example, in our implementation a new deck is generated on every determination and set of the available moves depends on the deck. Thus, a node in the game tree has branches to every legal move that was available from this state at some moment, but availability of a branch depends on current determination. It is a multiarmed bandit (Auer et al. 2002), in which only subset of the arms are available on each trial. In the work of Cowling et al. (2012), it is called a subset-armed bandit. They replace $\pi$ in formula 1 with the number of iterations in which the parent was visited and node $i$ was available. This modification prevents over exploration of rare actions, i.e. actions which are available in few states of the information set. If every state in an information set has rare action, search will perform almost no exploitation and almost all exploration.

In SO-ISMCTS states are grouped together into information sets. It is improvement upon previous approach, designed not to suffer from strategy fusion (Whitehouse 2014). To solve the problem of learning in the context of specific states, SO-ISMTC5 learns values in the context of information set instead. Thus, it is a tree where every node is information set and knowledge is shared during the learning between different determinations. This approach does not need to find correct values for determinations and simulations as in PIMC. The algorithm uses a new determination on every iteration in order to take average value in final decision step. However, usually there is large number of states in the information set. For example, on the first move of the game there are $14!$ determinations in the information set. Thus, it is infeasible to iterate over all determinations in the information sets.

This algorithm is very similar to the PIMC approach except that is uses modified UCB1 formula in selection step and shares learned information during iterations. Therefore, SO-ISMCTS algorithm performs more iterations and greater playing strength is expected from it. We will consider the determination on the figure 2 example. After ten SO-ISMCTS iterations, Guard card has been selected nine times to be played by player A and it led to win six times. The Countess was played one time and Player A lost. This game tree is shown on the figure 4.

Determinized Minimax

We have applied the Determinized Minimax approach as in Ginsberg (2001). Particularly, after each determination, the vanilla minimax algorithm (Russell et al. 2003) is applied. After all determinations, the move which was returned the most number of times by minimax is selected. There are 100 determinations applied in author’s implementation.

After determination, the game state is fixed. That is, the order of cards in the deck and opponent’s card will be the same. It means that algorithm can build the whole game tree. Because at each move, there are only 2 possible moves at most and 10 turns in the worst cases, the game tree will contain $O(2^{10})$ nodes and it is feasible to use full search here.

Minimax

Considering game state after determination in the figure 2. In the minimax algorithm, there are two players, Max and Min, who make alternating moves. The Max players starts the game and authors assume that both players play optimally, that is they prefer the best possible result. The Max player tries to maximize own reward and Min player tries to minimize the Max player’s result, that is to maximize his own gain. In other words, the Max player tries both moves and selects one with maximum value and Min player selects one with minimal value.

The algorithm starts from the terminal nodes where minimax values are known and then goes upwards and calculates a node’s minimax value depending on the current player. After the whole tree is built, the algorithm selects the move which corresponds to the root’s child node with maximum minimax value. In our case both moves have the same value, so algorithm will return any of them. The minimax algorithm performs complete ex-
ploration of the game tree. Let \( m \) be the maximal depth of the tree and \( b \) be a branching factor of each node, then the time complexity of the algorithm is \( O(b^m) \) and space complexity is \( O(bn) \). As it was mentioned above, the time complexity is reasonable in our case and a version of the algorithm without any optimizations can be applied here.

**Experiments**

In this section we will compare SO-ISMCTS with other techniques. Sometimes random deals have a significant effect on the outcome of the game. For example, at dealing stage, a player can get Princess and Baron cards and win immediately in 2-player game. To make a fair comparison between algorithms and reduce the variance of the results, we have extracted a set of 36 decks which does not give any advantages in the beginning of the round and used them in all experiments. The practice of specifying deck ordering in advance is common in Bridge tournaments between human players, to minimize the effect of luck when comparing players (Powley et al. 2011).

In comparison of two player version binomial distribution is assumed and error bars show 95% binomial proportion confidence interval. In all experiment there were 200 games played for each number of iterations. The first move is done by SO-ISMCTS algorithm. First moves on the successive rounds are done by the algorithm which won the previous one. All algorithms are implemented using Python 2 programming language. All implementations can be found in code repository. First of all, we need to determine a number of iterations for SO-ISMCTS. To do this we have run a series of games against the same technique where first version played using 1000 iterations and number of iterations for the second version is varied. The results of the experiment is shown in the figure 5.

**SO-ISMCTS vs PIMC**

This section presents a comparison of SO-ISMCTS and PIMC. The number of iterations for PIMC will be varied. As it was mentioned in the PIMC section, we will use 50 determinizations. It means that if there are 1000 iterations, there will be 50 game trees built and for each tree there will be 20 MCTS iterations. Results of the experiment are shown in the figure 6.

![Figure 6: Winning Percentage for PIMC with Varied Number of Iterations](image)

It is shown that initially SO-ISMCTS performs better. However, at 500 iterations PIMC wins approximately in 55% of cases, continues to win till the end of experiment and shows maximal performance of 58% with 2000 iterations.

**SO-ISMCTS vs Determinized Minimax**

This section presents a comparison of SO-ISMCTS and Determinized Minimax. It was mentioned that for each determinization, minimax builds a whole game tree and then traverse it. For this reason its performance is slower compared to the previous algorithms, so we decreased the number of iterations for the Determinized Minimax in our experiments. The results are shown below in figure 7.

![Figure 7: Winning Percentage for Determinized Minimax](image)

It is observed that Determinized Minimax performance is low. The results provide interesting evidence that the classical approach for the perfect information game does not show good results for the Love Letter game.

**SO-ISMCTS vs Knowledge based agent**

In this section SO-ISMCTS is compared to knowledge based agent. Knowledge based agent does not have any

\[\text{https://github.com/tamirOK/ISMCTS-for-love-letter-game}\]
simulations and always plays the same move for the fixed game state. For this reason we changed number of iterations for the SO-ISMCTS approach. Results of the experiment are shown in the figure 8.

![Rule based agent vs SO-ISMCTS](image)

Figure 8: Winning Percentage for SO-ISMCTS with Varied Number of Iterations

It is seen that SO-ISMCTS shows better performance than knowledge based agent. However, its playing strength does not significantly outperform the knowledge based agent. The experiment shows that the game is stochastic and even simple deterministic approaches like knowledge based can win in half of simulations.

**Conclusions**

This paper presents an AI player for the game Love Letter. The AI player has been implemented using four algorithms among which SO-ISMCTS AI player’s performance has been compared to knowledge based, PIMC and Determinized Minimax player. We have found that the playing strength is not statistically effected by the number of iterations played in Love Letter game. The results of the experiments have revealed SO-ISMCTS played much better than Determinized Minimax, slightly outperformed the knowledge based agent and plays a little weaker than PIMC. We can also conclude that the game is random and none of the algorithms could manage to take advantage of the randomness for the improved performance. We found out that PIMC and SO-ISMCTS agents cannot find the best move for every possible determinizations in the information set. This problem can possibly be minimized by increasing number of iterations for SO-ISMCTS, however it will increase running time of the algorithm. Implementing the algorithm which will handle the specifics of the game, applying classical AI approaches like expectimax and use inferencing technique is a subject for future work. After solving this issue, the next step is to extend the algorithm to the multiplayer version and compare its performance to human players via human competitive testing. The implementation of the algorithm can support multi player version, the issue is opponent selection. Player selection can be done randomly or selecting the player who won maximum rounds so far or choosing the immediate player on your right or left etc. Another approach to improve the playing strength is to vary exploration-exploitation constant, number of iterations and adding more rules to the knowledge based agent.
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ABSTRACT

Affective gaming is a relatively new field of research that exploits human emotions to influence gameplay for an enhanced player experience. Changes in player’s psychology reflect on their behaviour and physiology, hence recognition of such variation is a core element in affective games. Complementary sources of affect offer more reliable recognition, especially in contexts where one modality is partial or unavailable. As a multimodal recognition system, affect-aware games are subject to the practical difficulties met by traditional trained classifiers. In addition, inherited game-related challenges in terms of data collection and performance arise while attempting to sustain an acceptable level of immersion. Most existing scenarios employ sensors that offer limited freedom of movement resulting in less realistic experiences. Recent advances now offer technology that allows players to communicate more freely and naturally with the game, and furthermore, control it without the use of input devices. However, the affective game industry is still in its infancy and definitely needs to catch up with the current life-like level of adaptation provided by graphics and animation.

1. INTRODUCTION

Affective computing (AC) (Picard 1997) is the science that aims to design and develop emotionally intelligent machines. Such automated systems should process and interpret human emotions via the analysis of sensory data. An affective model cannot be generic as applications vary in emotion models, available information, input devices and user requirements. For example, health care systems may require intrusive sensors to collect very reliable data, while e-learning and games may not demand such optimality and may or may not require additional controllers (Szwoch and Szwoch 2015). Overall, an affect recognition system is typically a trained classifier and, regardless of the application or input, includes components of traditional supervised classification (Fairclough, 2009). Human-Computer Interaction (HCI) applications further require system adaptation according to the predicted user emotion. This extends to affective games (AGs) where the goal is to increase engagement by explicitly or implicitly altering the game in response to players’ emotions.

Figure 1. The realisation of the affective loop in games (Yannakakis and Paiva 2014).

Though a typical diagram of the affective loop in games (Fig. 1) does not reflect how the system infers the emotions, it implies the need to classify or estimate the response received from users (Novak et al. 2012). Very few affect-aware games truly reflect the concept of the full circle and are rather developed for academic research purposes. Commercial affective loops engage players’ emotions through gameplay and other content in the development stage based on a representative player model (Adams 2014). This is problematic since individual players often differ from the average model, in addition to the rich spectrum of emotions experienced by players, which could change from sessions to session even for the same player, making it almost impossible to predict. However, this is likely to change with the advances in affect recognition techniques and input devices, allowing the capture of various information channels and more reliable predictions.

Fortunately, there are a variety of traditional classifiers that fit the task of emotion recognition and a large number of software libraries that make these classifiers available. Also, several emotion models and databases have been developed and standardised to an extent. Hence, the issue to consider often is what affective channels to acquire information from, and how to properly process them. Most attempts address the face as the main source of affect, while others involve speech, bodily and physiological signals. The latter has recently gained attention in the gaming context with the growth of affordable wearable technology and the well-established psychophysiological correlation (Christy and Kuncheva 2014). As observed by (Picard et al. 2001), physiological responses are translated to discrete psychological (emotional) states by a supervised classification pipeline. Furthermore, it is believed that commercial game publishers will start considering
“psychophysiological hardware” in their next generation of
game consoles (Valve Steam Box 2013).

A multimodal architecture was presented in (Hamdy
2016) as a generic model for affect-aware machines. It
suggest a more reliable prediction by fusing different types of
input information. This can naturally be extended to games
and hence, a typical closed AG loop would include:
multimodal emotion acquisition, modelling and identification
of the collected signals via machine learning or statistical
methods, and reflecting the decision back into the game
engine to subsequently alter the game, ultimately taking into
account the strength and type of the recognised affect
(Christy and Kuncheva 2014). Variations of game adaptation
includes dynamic difficulty adjustment (DDA), audiovisual
content alterations, and affect-aware NPCs.

This paper discusses the external part of the AG loop as a
multimodal recognition system, and reviews the different
sources and methods of collecting affect information from
players. In section 2, a number of modalities used as input to
affective systems are discussed along with examples from the
literature that employ these in games. Section 3 analyses
these sources of affect in gaming context, and highlights
relevant design issues of AGs as multimodal classifiers.
Conclusions are presented in section 4.

2. AFFECTIVE INFORMATION

Attempting to improve classification tasks, it is
recommended that multiple types of input from different
modalities or different features from the same modality be
combined (Gunes and Piccardi 2005). Hence, identifying
psychological states from user biometrics requires that
different types of measurements be provided simultaneously
to allow one to verify the others (Drachen et al. 2010). The
commonly used modelling approach for categorising
emotions from mono- or multi-modal input is based on the
arousal (high-low) and valence (positive-negative)
dimensions in terms of the collected information. In addition
to the apparent facial expressions and body movement, AGs
often use monitoring modalities (Giakoumis et al. 2009)
produced by the autonomic nervous system reflecting
cardiovascular, electrodermal, or electrical activity in the
human brain.

2.1 Behavioural

Vision channels hold the most informative data as
humans tend to convey their feelings in a visual sense. The
non-intrusive properties of cameras make vision-based
systems more practical especially with the rapid advances in
hardware and computer vision technology (Szwoch and
Szwoch 2015). It is well-established that facial expressions
and emotion mutually influence each other, hence the
majority of affect recognition systems focus on face. Several
features like Face Action Units or facial landmarks have been
studied and benchmarked to model primary and secondary
emotions in terms of selected dimensions. However, this is
the least explored category in the literature with a limited
number of studies addressing facial expression recognition in
the context of games.

NovaEmotions (Mourão and Magalhães 2013) is a
multiplayer game where players score by acting an emotion
through facial expressions. The captured emotions are
labelled using a multiclass Support Vector Machine (SVM)
and the player with the closest expression wins a round.
Authors claim the face images were captured in a novel and
realistic setting despite the purpose being “act out an emotion” rather than spontaneously reacting to a stimulus.
However, the experiment released a novel facial expression
dataset of several emotions. Three AGs with linearly
increasing difficulty were developed in (Bevilaqua et al.
2018) to investigate the relation between facial actions and
heart rate, and player’s emotional states. Expectedly,
participants retained a neutral face for longer periods of time
during the boring game parts. The study concluded that
fusing the two cues is more likely to detect the emotional
states. Authors in (Asteriadis et al. 2012a) used images of
human faces and expressions in an attempt to assess the
emotional state of a player. Player frustration and
engagement as well as the challenge imposed by gameplay
were used to alter the game in response. Other examples
were previously discussed in (Hamdy and King 2017) to
develop AGs through emotional NPCs that can believably
respond to a player’s facial affect.

Some affective expressions are reflected better through
the body than the face. Cameras and motion detection
devices enable the development of posture tracking
techniques to construct models of body movement. The most
common technique to capture motion is a suit with visibly
trackable markers where posture is reconstructed by
observing the subject with a camera and analysing the
imagery. This is a well-established technique widely used in
film animation and could easily be functional in games.
Alternatively, markerless optical systems are available with
no special equipment needed, like Microsoft’s Kinect.

A simple yet very effective five-dimensional
representation of body expressions was introduced in
(Caridakis et al. 2010) and proved to have a strong
association with how humans perceive emotions in real
environments, making them strong candidates for affective
HCI systems including games. In (Savva and Berthouze
2011), a motion capture system was attached to subjects
playing a Wii tennis game to identify their affective states
from non-acted body movements. The most dominant
motions were used with a neural network (NN) classifier
to identify eight emotions. Similarly, Kleinsmith et al. (2011)
represented postures as rotations of the joints and assessed
players in Wii sports games after winning or losing a point.
Distance between body joints was used in (De Silva and
Berthouze 2004) to recognise four basic emotions.
Interestingly, the acted dataset of postures was labelled by
observers from different cultures. The research in (Kapoor
et al. 2004) examined non-acted postures through a multimodal
system of facial expressions, body postures, and game state
information. They reported the highest recognition accuracy
from posture, although a limited description of the body was
used. A system was proposed in (Gunes and Piccardi 2009)
to identify emotions using a Hidden Markov Model (HMM)
and a SVM to fuse facial and body cues to identify user
affect. The database, however, did not include any real body
pose information and was of a single subject.

Other vision-based modalities of player input that have
been explored use pupillometers and gaze tracking, which are
argued to be implausible within commercial development due to unreliability (sensitivity to distance, light and screen lamination) (Yannakakis et al. 2016). However, eye tracking is able to reveal information on attention from the duration of fixation, and hence is a good candidate for sensing player’s engagement (Bradley et al. 2008; Xu et al. 2011).

**Speech** is one of the important behavioural modalities for detecting emotions. However, compared to facial expressions, emotions may not be captured as clearly in voice. In terms of vocal emotional dimensions, arousal is reflected by voice intonation and acoustics and has the strongest impact on speech, hence, can distinguish emotions better. Valence on the other hand is reflected by spoken words and is much harder to estimate from voice (Guthier et al. 2016).

Automatic speech recognition (ASR) is currently available on most low resource devices, smart phones, and game consoles, but mostly focus on the recognition of some context-dependant keywords. Although this is limited, it is a robust feature against possible interferences from game sounds, music and NPC voices in natural gaming environments. Hence, there is the trade-off of including a “heavy” continuous ASR engine in the game, or limiting the emotion analysis to a few affective words (Schuller 2016). It is important to note that even lower accuracies of ARS modules are proved to be sufficient to identify emotions from a word in a consistent context (Metze et al. 2010). In addition to words, nonverbal expression of emotions like laughter or groans convey a lot of information about the speaker’s affective state, and can also be handled by the ASR engine.

Games have been used as means of eliciting emotions for data collection in speech research implying the rich spectrum of affect present in or by games (Schuller 2016). However, it is argued that a player is less likely to want to speak to the game (Jones and Deeming 2008) and only a few games truly made use of the ability to recognise emotion from speech.

A voice activated game for identifying four attitudes from children’s speech was presented in (Yildirim et al. 2011). Spontaneous dialog interactions were carried out with computer characters and acoustic, lexical, and contextual features were captured. Interestingly, results showed that the selected features have varying performance with different assessed affective states and that fusion of all three cues significantly improved classification results.

Authors in (Jones and Sutherland 2005) developed a game with an acoustic recognition system to identify player’s emotions from affective cues in speech and alter the behaviour of the game NPC accordingly. This was extended to a system capable of capturing 40 acoustic features from voice to assess five emotions where the character is better able to overcome obstacles based on the emotional state of the player.

In (Kim et al. 2004), affective speech and physiological signals were collected from players to elicit certain reactions in a pet NPC. A pre-selected set of features were used with a simple threshold-based classifier. Results showed improved accuracy when the two affective channels are combined. In a slightly different perspective, Rudra and Tien (2007) proved the feasibility of recognising voice emotions of a game character. Arbitrary utterances from the artificial Pidgin language was classified using a SVM to identify neutral and anger states of the NPC.

The work in (Alhargan et al. 2017) combined eye tracking with speech signals in a game that elicits controlled affective states. A SVM was used to classify emotions based on arousal and valence. Recognition results revealed eye tracking outperforming speech in affect detection and, when fused at decision level, the two modalities were complementary in interactive gaming applications.

### Table 1: The Common Physiological Signals for Affect Detection

<table>
<thead>
<tr>
<th>Signal</th>
<th>Measurement/tool</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrodermal Activity (EDA) or Galvanic Skin Response (GSR) or Electrical Skin Response (ESR)</td>
<td>Electrical conductivity of the skin surface. A band between two fingers on either hand.</td>
<td>Reliable indicator of affective arousal like stress and anxiety. Simple and low cost. Common alone or combined with other techniques. Widely used for affect detection including in games. Easy to adapt well into games controllers. Suffers latency. Unsuitable for games with hand controllers unless sensors are attached to the controller.</td>
</tr>
<tr>
<td>Electromyography (EMG)</td>
<td>Electrical activity from muscles. Non-invasive electrodes.</td>
<td>Vary across subjects and cultures. Need to be placed at various body locations.</td>
</tr>
<tr>
<td>Electroencephalography (EEG)</td>
<td>Electrical signals from the brain. Non-invasive electrodes.</td>
<td>Used in various contexts and superior for games due to portability, ease of use, temporal resolution and affordability. Able to detect presence of emotions and identify the discrete classes. Excellent for examining attempts to conceal or pretend emotions. Spatial resolution is relatively low and may be insufficient for complex emotion detection.</td>
</tr>
<tr>
<td>Respiration</td>
<td>Breaths speed. Respiration belt or sensors.</td>
<td>Not as accurate as other signals. Mainstream applications could be hindered as sensors are embedded into clothing.</td>
</tr>
<tr>
<td>Temperature</td>
<td>Body temperature. Contact and contactless sensors.</td>
<td>Related to specific emotional states. Has been used in games. Sensitive to movement causing inaccuracies in collected data.</td>
</tr>
</tbody>
</table>
which could be expensive and not suitable for active gameplay. Wearable sensors were introduced by (Picard and Healy 1997) for AC applications, which can be embedded in clothes or glasses making them fitting for AGs. Seamless sensors, where the user should not be aware of any interaction, come into contact with the body for a limited time through classical interfaces like mouse and keyboard. Some research attempts to incorporate traditional game controllers with such sensing ability. Scheirer et al. (2002) proposed a system that combines physiological data with behavioural data, namely mouse-clicking patterns, to build a HMM classifier of affect classification.

In (Christy and Kuncheva 2013), a fully functional mouse was designed with GSR and HR frequency measuring capability for capturing clean physiological signals from the player in real time. Rarely, an adaptive AG may use keyboard pressure as indication of changes in player effort or emotion during gameplay (Tjis et al. 2008). The game Rush for Gold (Bontchev and Vassileva 2016) used the GSR of the player to assess their arousal level and alter game components accordingly.

Attempts have been made to commercially produce multimodal affect-aware games. Companies had to limit their trials within the capabilities of existing sensing technology and emotion recognition algorithms. However, some were involved in manufacturing the necessary hardware and software to include affective elements in their games. Christy and Kuncheva (2014) provide a tabulated historical survey of AC, specifically psychophysiological system developments, and industry trends with respect to producing commercial AGs. Though unsuccessful, some “retro” systems employed the affective concept in player input since the early 80’s with custom tailored sensing equipment. More recent AGs that made it to the commercial environment are found in (Kotsia et al. 2016).

3. MULTIMODAL AFFECTIVE GAMES DESIGN

Integrating AC into games involve interdisciplinary fields; signal processing, machine learning, and input from psychology. The sensing part of the AG loop is about fitting a supervised classifiers component into the design and development of the game while maintaining real-time performance and adaptation. Below, we discuss the feasibility of the modalities in section 2 in games context.

3.1 Modalities

Face and Body

Classification is one of the difficult tasks to automate, and when visual data is involved, this becomes more problematic. Facial and body movement prove very rich and useful for examining emotion expressions but are computationally expensive and time consuming (Kaplan et al., 2013). Camera-based modalities are highly within reach and do not require expensive equipment. However, the majority of vision-based affect detection systems cannot operate well in real-time (Zeng et al. 2009) and often require a well-lit environment that is not always available or preferred by gamers, in addition to posing privacy issues. Fortunately, this can be resolved to an extent by the advances in computer vision and hardware, and the increasing number of available vision-based emotion detection software. A rich collection of databases exist of facial expressions for primary and secondary emotions. However, due to the difficulty of obtaining natural emotions in experimental settings, only few databases exist that show spontaneous emotions. Real expressions could differ greatly from posed ones in terms of facial geometry and timing. This deems the majority of exiting datasets unsuitable for real-time generalisation especially in game environments where natural emotion is key. Furthermore, the validity of vision-based affect is highly subjective since observations vary between cultures, races and social environments (Jack et al., 2012). On another level, open space or collaborative games may require several cameras posing even further challenges of stereo-vision, real-time detection, and handling several occlusions due to space limitations and presence of several people.

Speech

As with visual cues, speech is a highly accessible real-time and unobtrusive modality, yet it is only applicable for games controlled by speech which are not that common. That is why few games up to this point make use of the ability to recognise emotion from speech, in addition to environmental audio posing additional challenges (Schuller 2016). Speech signals may not require as much processing power as visual cues and it is an advantage that sound recognition has been employed in HCI for quite some time, and with reliable performance. A rich number of affective speech resources are available although only a few cover different age groups with realistic spontaneous emotions. However, this is still missing for many languages and cultures. Similar to facial expressions, speech emotions are obtained by recording performing actors to acquire intense clean samples avoiding background noise that accompanies ordinary voice samples. The content is often scripted and meaningless for emotion detection as opposed to natural speech where some emotions appear more than others depending on mood. This increases the generalisation error of the trained detector in real environments. Furthermore, the validity of voice-based labelling in realistic recordings is highly subjective and prone to disagreement (Guthier et al. 2016). It is also worth noting that most datasets and ASR systems focus on verbal content rather than “animated” sounds like laughter and sighs, which seem to be the more common in a game environment.

Physiological signals

Even though the core technology for physiological signals is well founded and developed, hardware for affective gaming is still not widely available. Furthermore, most of these signals respond to other external/internal factors such as subject’s health, physical condition, temperature, etc., deeming them unfit for the usual computer usage, not to mention gaming. Since video games mostly require active players, affective input to AG must be comfortable and intuitive as the sensors should not hinder player enjoyment of the game. AG would benefit best from seamless contact sensors, hence the need for them to be populated outside testing labs and into affordable consumer devices (Picard 2010). Nevertheless, great development is witnessed for non-intrusive low-powered sensors for remote collection of physiological and behavioural data from people. In addition, for existing hardware, real-time collection can be done.
through comfortable affordable wristbands and stored on local devices for further processing (Yannakakis et al. 2016). Furthermore, several computer manufacturers are considering embedding physiological sensors into game controllers (Swoch and Swoch 2015); Valve and Sony have implied that EDA and HR could soon be incorporated into standard controllers (Christy and Kuncheva 2014). A major leverage physiological signals have over other modalities as Table 1 indicates, is that they have been widely used in AC and games research and proved reliable indicators/classifiers of real-time emotions. Also, they do not lack generalised data, and are robust across the populous.

3.2 Model

Affect recognition systems, being a multimodal type of classifier, are more likely to incorporate methods applied in machine learning (ML) applications. Acquiring rich amounts of data from different affective signals seems appealing as it helps improve recognition and complement situations where some signals are not available. However, collecting physiological signals is subject to standard pre-processing and noise removal methods. Moreover, incompatibility, dimensions, and fusion of the collected signals present further challenges. Research in (Al Osman and Falk 2017; Calvo and D’Mello 2010) analyses automatic multimodal affect recognition and the challenges imposed by the need to acquire, process and fuse different types of data. Games pose additional challenges with respect to the ML model components, as many factors affect the collected data that not even carefully designed environments can eliminate without affecting player experience (Yannakakis et al. 2016).

Input signals

Most relevant sensors used in the gaming context are highly intrusive affecting the quality of gathered data. In addition, the fast-paced rich data from games may reflect rapid movement and quick alteration in emotions which may not be accurately captured or may even be missed. In general, physiological responses are affected by factors like mood, age, health in addition to external elements. When recording, it is often needed to offset the signal before modelling to calibrate the interaction model and eliminate subjective biases (Picard et al. 2001). This means a user will be recorded for a short resting time before any interaction, which may not be feasible for players. Nevertheless, it could be a suitable start for AG to exploit player dependent classifiers for better prediction. The tutorial level usually used to familiarise the player with the game, controls, and characters, can be exploited to calibrate the system to expressions of the specific player. This can also dynamically train AI companions to be accustomed with this player’s forms of affect, hence more aware and believable in their responses. Surely, this raises feasibility issues and poses more constraints regarding system resources, game design and adaptation.

Features

Due to the rich affective interaction and the varying types of emotions experienced in games, the produced signals are complex and non-trivial to sample. Some extra features may need to be engineered for better distinction of displayed emotion. Standard extraction methods may suffice for AC applications, but for games, research shows that other complex methods such as sequence mining and deep learning offer richer representations of affect in games (Yannakakis et al. 2016). To reduce computational effort of training and real-time performance, it is best if the model is based on a minimal number of features that yield the highest prediction accuracy. Dimensionality reduction methods like principal component analysis (PCA) and Fisher’s linear discriminant analysis (LDA) are all applicable, but current work in AG focussed so far on sequential forward selection, sequential backward selection and genetic search-based feature selection (Martinez and Yannakakis 2010). Another important issue to consider is the sampling rate. Most studies use an event-based approach where important game events determine the response time window that features are extracted from (Ravaja et al. 2006; Kivikangas et al. 2011).

Modelling (Classification)

Mapping features to emotions primarily depends on the representation model of emotions. If classes or annotated states are used to model players affect, any of the traditional ML algorithms can be used to build an affective classifier. On the other hand, if a pairwise preference (rank) format is used, the problem becomes a preference learning (Yannakakis 2009). Dynamic models of player behaviour can be used to infer affect in real time and induce appropriate emotions during gameplay (Bontchev 2016). However, Novak et al. (2012) conclude that the majority of adaptive physiological systems use static data fusion methods. The practica challenges result in emotions being identified with a widely varying accuracy (51%–92% according to (Nicolaou et al. 2011)) over the literature. Nevertheless, it is fair to say that a margin of error is allowed in games as an entertainment media (Christy and Kuncheva 2014). If the AG convinces players it is recognising and interacting with their emotions, then occasional misclassifications should not have a significant impact on the player’s experience. This can relax the design constraint put on the system, especially for commercial products.

4. CONCLUSION

Although game developers have traditionally focused their efforts on improving the graphic quality of games, speculations is that the advancements in graphics will plateau, forcing them to discover new ways of adding attraction to their games. This is expected to open a commercial perspective for AG (Christy and Kuncheva 2014; Lara-Cabrera and Camacho 2018), which are basically classification systems with a variety of biometrics preferred as input.

Behavioural affective inputs are highly accessible but add the traditional challenges associated with audiovisual data processing and hence, require robust algorithms with higher generalisation level. Besides, with games being a global entertainment industry, cross-cultural and social experiences influence on emotions must be addressed (Kleinsmith et al. 2006; Sauter et al. 2010). Ethical implications arise when the game requires to audiovisually record players consistently, which are barely addressed in the literature.

Physiological signals offer a commonly acceptable alternative. Contact-based sensors produce a wider range of
reliable, objective and quantitative data (Guthier et al. 2016). However, most existing biometric sensors are rather impractical and highly intrusive for interactive applications and some are still very costly for a broad use in gaming. Also, wearable devices can obscure a significant part of the face/body and influence players to exhibit unusual behaviour, even subconsciously, which may affect interaction and subsequent actions. In such a context, information from different channels is required.

Studies show that behavioural and physiological signals can be used to model players state continuously during interactive gameplay without interruptions, making the gathered data more temporally reliable as opposed to post-game interviews and questionnaires (Mandryk et al. 2006). Although it is evident from the literature that combining modalities of different types increases classification precision, novel methods for modelling/predicting interactions are required and efficient fusion of multimodal data remains an open problem. Nevertheless, while reliable recognition seems required, independent of external factors or personality profiles, Christy and Kuncheva (2014) suggest that AG should not exclusively rely on accuracy of emotion recognition. Clever game design can reimburse misclassifications for an uninterrupted game experience.

The most obvious way to represent emotion computationally is as labels for a limited number of discrete emotion categories. This scheme is easy to implement, but may be too general to be useful. Samples of affective data are often obtained from laboratory experiments with limited context, mostly of acted postures or stereotypical expressions (Kotsia et al. 2016). Picard (2000) highlighted the common emotions experienced or expressed around computer games, and the significance of systems that can recognise such affect from players. This can narrow the gap in HCI with development of more user-centred systems (Hudlicka 2003) when trained on emotions more likely related to gamers. However, emotion recognition is mostly done to standard predefined classes as spontaneity is an extra challenge (Kotsia et al. 2016). The experimental research is often done in heavily controlled environments limiting its chances of being deployed in practice, and results of AG research conducted in commercial settings are rarely published.

According to (Borod et al. 1998), the valence hypothesis suggests that there is a difference between processing and displaying positive and negative emotions. Hence, it may be obvious not to treat all basic emotions equally as it is less likely that all emotions will occur with the same probability in daily life. This however, could be slightly different for games as the genre, content or level are most likely intended to elicit particular affective states. In relevance, one thing to consider with affect-aware games is signal habituation (Sokolov 1963). Getting too familiar with the stimulus, such that bodily reactions tend not to be triggered as much, is a phenomenon commonly observed with experienced gamers or people who spend a lot of time on the same game or level. Successful interaction design should be dynamic enough to offer ranges of stimuli and keep the game exciting (Garner 2016).

It also worth noting that the majority of research in AG addresses single player scenarios. Physical space limitations are understandable, in addition to the added complexity of having to track and process biometrics of multiple players in a virtual environment, while keeping up system performance. Moreover, modelling multiplayer free interaction and how it influences their subsequent emotions is still a novel field of research (Kotsia et al. 2016). Although emotion recognition requires to be a real-time application with reasonable resources and ability to run on local platforms, it is a huge advantage to be able to distribute the recognition between the local console and a server (Schuller 2016).

Although home consoles do not by default incorporate biometrics, research shows that interest in biofeedback applications is growing and it is anticipated that in ten years, biometrics within games will become mainstream (Garner 2016). This move should inspire the game industry to consider design and development of AG loops in their products. It is argued that the future of affective gaming lies in more sophisticated, smaller, noise-free devices (Kotsia et al. 2016; Christy and Kuncheva 2014). Fitting affective input devices and fast reliable pattern recognition algorithms in a game, while maintaining the desired game adaptation, is the biggest challenge for AG, especially in products affordable to the average player.
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ABSTRACT
Games are for everybody and should be designed to be intuitive for all people irrespective of gender, age, or occupation. However, do human factors such as age and years of education contribute to the difference in the level of intuitiveness of the game design among different people? This paper presents a study conducted to examine board games from the perspective of their level of intuitiveness for different people. The participants of this study are categorized into three groups, students (School and University) and professors. The groups differ considerably in age, educational years, and gameplay experience. The games presented (Hive Pocket and Hanabi) have had their rule books removed and participants were required to figure out game rules merely from the design of game pieces. Results show that increased years of education and higher age encourages logical thinking to explore gameplay, which ultimately leads to a correct understanding of the game. Participants could still figure out the basic theme of the game without paying much attention to the associativity among game components, but this does not lead them to finding the actual game mechanics.

INTRODUCTION
This paper presents a study to investigate the impact of the human factors of age and education on the player’s ability to understand the game mechanics and intuitively deduct from game objects use.
Addressed are three questions:

1. Does age affect a player’s ability to observe intuitiveness in game objects?

2. Are games designed for all age groups?

3. Do more years of education mean more wisdom in playing?

The first and second questions are addressed by selecting participants with three age groups. The groups consisted of participants with an average age of fourteen, twenty two and forty years. The second question is investigated using the same groups as fourteen years old were school students, the young adults were university students and the third group had participants who were all professors with at least ten years of experience in research in the IT, mathematics, and computing domains. The motivation for our study is to promote universal design for games. As stated in Story et al. (1998):

Universal design can be defined as the design of products and environments to be usable to the greatest extent possible by people of all ages and abilities. Universal design respects human diversity and promotes inclusion of all people in all activities of life. It is unlikely that any product or environment could ever be used by everyone under all conditions. Because of this, it may be more appropriate to consider universal design a process, rather than an achievement.

The role of age and experience in play is becoming an important area of study due to the changing user demographics of digital games. These demographics show a larger trend towards players becoming older. The 2016 and 2017 reports (Entertainment Standards Association 2016; 2017) by the ESA on player demographics shows an average player age of 35, up four years from 31 in the 2014 report (Entertainment Standards Association 2014). Not only are players aging, but new players are entering the market. As players age, their abilities and goal sets also change. In a large user study of first-person shooter players, (Tekofsky et al. 2015) found that increased age leads to players being less skilled, resulting in a lower kills to deaths ratio, however, older players were more likely to resort to objective based play, focusing on winning the game via factors such as control points. They were less risky in their actions, favoring character classes and vehicles which promoted objective play and safety; medics and tanks over assault troops and jet fighters. These focuses on objective play may aid in board games where there is a requirement for deliberative thought, and turns allow for player thinking time not to be the constraint in many cases.
In the context of better designs, (Browne 2015) talks about embedding the rules in the objects of the game to make player avoid mistakes. The idea is similar to poka yoke which is a Japanese term used for any mechanism
that aids people in industries to avoid mistakes especially while handling equipments. The method demonstrates some games that already have poka yoke factor which leads players in the right direction without compromising the fun element in the game. (Yermolaieva and Brown 2017) examine dice as a basic object in a game experience and demonstrate that even small factors such as shape, symbols, contrast, and size in the design can affect gameplay during a user study.

(Norman 2013) examines the role of design developing a conceptual model, the object provides affordances for actions, i.e., what actions are physically/conceptually possible for the user, and signifiers to actions such as which set of existing actions are highlighted to the user. If the affordances in the design are well developed to prevent errors from occurring, then it is a poka yoke. If the design restricts errors via messages, text, or symbols, then this is a signifier. Gibson’s approach on affordances conveys that: “The affordances of the environment are what it offers the animal, what it provides or furnishes, either for good or ill” (Gibson 2014). Gibson further expands that the object’s affordances are a set of ways an actor can relate to an object (Cardona-Rivera and Young 2013). The affordances are present in the environment to be perceived and as individuals explore the environment, their perception gets wider and richer (Gibson 2014). (Norman 2013) has described seven stages of action, one for goals, three for execution and three for evaluation. These include in order (1) Goal-forming the goal (2) Plan-the action (3) Specify-an action sequence (4) Perform-an action sequence (5) Perceive-the state of the world (6) interpret-the perception and (7) compare-the outcome with the goal. These seven stages of action are influenced by an individual’s age and experience and age affects affordances at how an individual perceive’s the world and how they interpret their perceptions. The research methodology explained in the following section enables to analyze an individual’s affordances both from Norman and Gibson’s idea of affordances.

Good design give the opportunities to explore or leads the user to the correct development of a conceptual model, ideally using poka yoke, and otherwise using clear signifiers. Rule books, much like the manuals which Norman does not endorse, are antithetical to good designs. Hence, when looking at the games for this study, they have been removed, leading our players to only examine the parts of the game. This expands on Daviau’s anecdotal study (Daviau 2011) in which a group of 25 MIT researchers in pairs were given a set of board games and asked to determine the rules of the game without rulebooks in only five minutes. Daviau reported that “they did an amazing job,” but there was no rigorous attempt to examine the reasoning for this outcome, though he goes on to agree with a good design of a game being one with as little need for a rule book as possible.

The remainder of the paper discusses research methodology, describes our rationale behind using Hanabi and Hive Pocket for playtesting, present responses from students and professors about game play and analyse participant’s responses qualitatively and quantitatively. The following sections detail implications of our research and draw conclusions as well as give directions for future research.

**Research Methodology**

The methodology for our research has been adopted from Daviau’s anecdotal study (Daviau 2011). We presented two games to each participant and the rule books as well as the packaging that has rules written over it were removed as shown in Figure 1 and Figure 2. The participants had thirty minutes to figure out the rules for the game play. During the experiment, the participants were not allowed to use the Internet or discuss with each other.

The questionnaire presented to all participants had three questions: 1) how many players can play this game and who plays first, 2) what are the rules of the game and the rationale behind each rule, and 3) what is the winning condition.

![Figure 1: Hive Pocket for User Testing](image1)

![Figure 2: Hanabi for User Testing](image2)

The participants are grouped by the age factor mainly, which also led to the difference in educational years for each group. The forty two student participants are university students studying Information Technology. Their average age is twenty years. The students have spent an average of three hours playing board games and an average of twenty one hours playing digital games over the period of past thirty days. The twenty three teenagers were the students of school with an average age of fourteen years. They have spent six hours.
on average playing board games and ten hours playing
digital games.

The sixteen professors who participated in the study
are active researchers in different spheres of information
technology. Thirteen of the professors had not played
any games in the last thirty days, of the three others,
two had played for only a single hour, and the last had
played for fifteen hours. This is a statistically signifi-
cantly lower rate of gameplay \( p < 0.05 \).

The participants were given maximum thirty minutes
for each game. They were also permitted to exchange
thoughts and opinions with the observer. At the end of
the user test, the observer played the game with each
participant to demonstrate the actual game rules. Dur-
ing this process, participant’s emotional responses such
as excitement after knowing the rules, comments about
the game and game design were also recorded. Both stu-
dent groups consisted of Russian citizens and the pro-
fessors group included various nationalities.

For this study we have not considered gender and demo-
graphic variables, acknowledging that these are signifi-
cant for analysis. The research paper presently focuses
on broader theme such as age and education factor to
find common ingredients for universal design. Later the
research will be continued to break down data on demo-
graphic variables.

Rationale for selecting Hive Pocket and Hanabi
for play testing

Board games vary and there is no restriction on the type
and quantity of objects, colors, and patterns used for
game design. Game designers try to make a game de-
sign as interesting as possible. They compel players by
introducing variety of schemes and combinations of ob-
ject while attempting to prevent objects from introduc-
ing unnecessary confusion and complexity in the game.
When this process is done well - the design can be said
to be intuitive. The extent of intuitiveness of the design
can be checked by the player’s responses.

While there is research going on finding and investigat-
ating factors that contribute to the intuitiveness of the
game design, the aim of this study is to investigate the
influence of human factors such as age and years of ed-
ucation on the level of intuitiveness of a game to a user.
For this purpose we selected games whose objects do
not give a direct indication about game play through
written text.

Hive Pocket (Yianni 2001) is appealing since it has
pieces of two colors with pictures of insects over them.
The pieces do not have any text written over them but
gives an indication about number of players through two
colors. Other than the color, the hexagonal shape of ob-
jects gives an indication that they must be connected in
a certain way. Number of pieces with a certain insect
such as one Honey Bee, two Spiders, three Beetles etc.
and the name of the game, Hive Pocket, give an indica-
tion about the importance of Honey Bee as a winning
goal. Moreover, the different type of insects also give an
indication about the moves or actions associated with
them. Overall, Hive Pocket’s objects are acting as sig-
ifiers without any text written over them. This allows
us to determine to what extent participants with differ-
ent ages and educational years are able to discover hints
to their use given by the objects.

Hanabi (Bauza 2010) has been selected since it is a card
game. Hanabi is also appealing for our research be-
cause it also does not give a direct indication about
play rules. There is no text written on cards; just the
numbers. Hanabi’s cards have different colors with a
number written over them. Each card has a picture of
fireworks over it. During play, the players hold cards
towards other players and it is a cooperative game. The
different colors and the picture of fireworks give an indi-
cation that the game is about lighting up fireworks. The
tokens which are round objects with clocks and bomb
printed over them gives an idea of turns or time. The
same question has been addressed in the study as to how
much information users are able to extract from Hanabi
objects.

Student’s and Professor’s Responses in Play
Testing

Hive Pocket

The similar points in participants responses are shown
in Table 1. The different ideas given by university stu-
dents about game mechanics are shown below:

1. Players should connect stones of their color in
   a group of three and the opponent must oppose
   this action by introducing his own stones that are
   stronger in points.

2. White stones should be placed turn by turn to make
   a chain of stones and black stones should be used
   to block the chain and vice versa.

3. Every turn, players ask each other one question.
   Whoever gives the right answer gets a stone of his
   color to place them on the table. Whoever has lain
   more stones wins the game.

4. Some hive stones can bite other hive stones. Players
   randomly pull out one stone from bag in their turn.
   The stone is compared with the previously placed
   stone and decided, will the player be bitten or not.
   Player who has been bitten lesser number of times,
   wins the game.

Game mechanics proposed by school students are:

1. Placing stone in pairs and gaining points.

2. Pieces must be connected by color or symbol.
3. Game is played like Domino.

Some of the game mechanics proposed by professors are described below.

1. The player with white and black stones should try to make a shape of rhombus from their stones and player with most rhombuses wins the game.

2. There are points associated with each insect on the stone. And in each turn one player puts a stone on the table and if the other player can put the stone with the same figure in the next turn; he can capture the stone already placed. The player with maximum stones wins the game.

3. The goal of the game is to capture the Honey Bee of the opponent and there exists a hierarchy from Ant to the Honey Bee; Honey Bee is the strongest in hierarchy.

4. There are certain actions associated with each insect and the goal of the game is to capture the Bee.

5. All stones are placed face up on the table and players pick one stone randomly in their turn and put it face up on the table. There are rules about connecting stones and if these rule violate then the player has to skip his turn. The winner is decided based upon which player has lain most stones on the table.

**Hanabi**

The similar points between three groups of participants are described in Table 2. However, we also received contradictory ideas from the groups such as some university students said that the rules are similar to the games Uno or Durak and professors have associated rules with Poker and Lino. Durak is a Russian card game, of two to six players, where the goal is to empty your hand of cards by playing the cards to the table in an increasing order. About the game dynamics, We got various rules from the three groups, The various game mechanics suggested by university students are:

1. Players take some cards turn by turn and on each turn, they match the sum of their total cards with the previous player; if the total sum is more than the previous player’s sum than one time token is rewarded to the player and the player with most tokens wins the game.

2. One card is put on the table and each player has taken 8 cards randomly. In each turn, players should try to put the same card which is already placed on the table. If they do not have that card, they have to skip their turn. The game continues and each time a card is randomly placed on the center of the table and players try to throw the same card from their hand.

3. The time tokens are given to the player as a punishment, each time they do not have the same card as the one placed on the table.

4. Different color cards have different moves such as red cards moves the clock to the next stage, white color freezes the clock, blue and green color cards help prevent the bomb from exploding. Yellow color card is responsible for giving the fuse token to the player. The multi-color cards give some advantage to the player in the form of an action.

5. Players are randomly distributed time token in each turn and when a bomb explodes, the game stops and sum of cards in each player’s hand is calculated to find the winner.
Table 2: Similar Responses from Students and Professors (Hanabi)

<table>
<thead>
<tr>
<th>C:Correct to Game Rules; I - Incorrect to Game Rules</th>
<th>Q1: Number of responses from University Students (20)</th>
<th>Q2: Number of responses from Professors (13)</th>
<th>Q3: Number of response from School Students (25)</th>
<th>Significant difference found using χ² with Monarcchio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random shuffling of cards at start (C)</td>
<td>6</td>
<td>5</td>
<td>0</td>
<td>YES, G1-G3, G2-G3</td>
</tr>
<tr>
<td>Deal each player five cards in the beginning/</td>
<td>8</td>
<td>3</td>
<td>8</td>
<td>NO</td>
</tr>
<tr>
<td>Game is for 2-5 players (C)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparison of cards based on colors or numbers (1)</td>
<td>11</td>
<td>7</td>
<td>3</td>
<td>YES, G2-G3</td>
</tr>
<tr>
<td>Firework at same point in the game (C)</td>
<td>7</td>
<td>2</td>
<td>6</td>
<td>NO</td>
</tr>
<tr>
<td>Players with maximum number of cards in the end win the game (I)</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>NO</td>
</tr>
<tr>
<td>Players with no cards left win the game (I)</td>
<td>6</td>
<td>4</td>
<td>13</td>
<td>YES, G1-G3</td>
</tr>
<tr>
<td>Making a sequence of cards from 1 to 5 leads to winning (C)</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>NO</td>
</tr>
</tbody>
</table>

6. Each player should try to make their own firework by collecting as many cards of each color as possible.

7. The rules are the same as Durak or Uno (Robbins 1971).

The school students described game as Chinese Poker or Uno. And the main idea proposed by them was regarding the winning condition, which is getting rid of cards in hand.

From professors group, game mechanics proposed are described below:

1. It is a fire works competition and player with more variety of colors wins.

2. Players are distributed equal number of cards and play starts by placing cards on the table and getting time tokens in each turn based upon some rule for each card. The goal is to reach a score of 12’o clock by adding number on the card placed and time on the time token. The number on the card is considered as minutes that can be added to the time on the time token to see if the sum reaches 12’o clock or not.

3. The idea of the game is to light up a firework. Players should try to make a fire work by putting three cards of the same number. Each time a firework is lit by a player the time token is placed in the middle and time goes till it reaches 11:45. The winner is the one who lights a firework at 11:45.

4. Players should try to get rid of cards dealt to them as soon as possible by placing a card on the table that is higher in value than the card already placed.

5. The rules are the same as Poker or Lino (van den Bulk 2010).

Qualitative Analysis of Participant’s Responses

While analyzing the answers from the participants, we got some similar as well as different ideas about game mechanics. The similarities among responses suggest that some parts of the game design are intuitive for all groups, however these similar ideas are mostly related to the general theme of the game. The responses mostly differed when participants answered questions about game mechanics and rules.

For Hive pocket, majority of the participants from three groups correctly predicted the number of players. Among young adults, six out of forty two participants mentioned that honey bee is the goal. The same answer is given by three professors and among school students, nobody could predict the honey bee as a most important insect instead one of the students mentioned ladybug as the insect to be captured as a goal. An answer given by one of the professors is:

I think a player wins when he can place the yellow queen bee piece surrounded by its soldiers. There should be a rule about which piece can connect to which e.g. spider can connect to any other insects since it can use its web. Mosquitoes can attack the bee pieces when they are not protected by a spider since spider can catch a mosquito. Intuitively, I think the less number of pieces, the more important. Therefore, Ants and green insects are just like pawns in chess game. Spiders are more powerful soldiers which can protect the Bee. I chose the Bee to be the Queen, since there are 3 insects that are only 1 piece and among them, mosquito looks more like an evil soldier who can fly and kill any enemy. And the lady bug is not elegant enough to be a queen. Ladybugs can attack ants, I guess.

The emphasized points show that the professor has carefully paid attention to each component of the game and there’s reasoning involved for each rule decided.

On the other hand, an answer given by one of the university students is:

1. Insects which can fly can move over other insects more than the insects which cannot fly.
2. Spider and mosquito cannot be connected as spider can eat a mosquito.

3. Different insects have different actions, purple and red looks more aggressive so purple can block opponent insect for one turn and red can block for two turns. Gray and Brown are also aggressive but can be used as guards. Green and blue look more peaceful.

4. Winning condition is to build a hive.

The answer reflects that student has tried to associate meaning with hive objects based on their appearance but does not elaborate as to why beetle and ladybug look aggressive and why grasshopper and soldier ant appear peaceful to them. The responses from both group of participants reveal that logical thinking while extracting game rules ease the process of discovering associations between game objects. By logic we mean: One being able to define a conceptual model based upon the given signifier, and perceived affordance of the game object.

Such logical arguments came from the set of people who are already used to of thinking hard as they are professors and active researchers in their fields. While students have associated meanings to objects, could not support all of their arguments with a rationale. Although the professor’s group has spent significantly less time for playing over the past thirty days as compared to student’s groups, the effect of age and experience is apparent in the playtest displaying better performance. Hanabi proved to be much tougher for participants as it is a collaborative game and does not follow the traditional approach of card games in which cards are hidden from opponents. The basic theme of lighting up fireworks is visual as all cards have picture of fireworks and all cards comprises of different colors used in fireworks. The both students groups and professors came up with variety of rules for Hanabi. They have tried to use all components of the game in the rules. We have made the comparison based on which group could extract the idea of fireworks. The results does not show a significant difference as seven out of thirty university students, six out of twenty five school students and two out of thirteen professors mentioned fireworks theme in their rules.

The study showed that professors group, which was older than both students groups and have more years spent in education sector displayed logics for their rules. However on the other hand, university students who are younger and possess much less experience in educational sector did not display an effort to link game components logically. School students explained game mechanics by comparing the games with the games they have already played before. They compared Hive pocket with Domino and Hanabi with the game UNO.

Considering affordance theory, we see a mixture of Gibson and Norman’s concepts behind student’s responses. As an example, when participants made the point regarding, white player goes first, the number is very low in case of school students and only three among twenty three students mentioned this because they were not familiar with chess. When professors and university students made this point, they referred to Chess. Participants preferred following preconceived notions over Gibson’s theory when they could propose an action that is possible but is not usual based upon their prior experience with similar objects. This depicts a trend that, it is less likely for the participants to propose an object interaction which they have not experienced before though the object design clearly support this interaction. In Hanabi, only one participant who was a university student mentioned that it might be a cooperative game, all other participants considered Hanabi similar to either Uno or Poker. In this sense, it is important to pay more attention towards signifiers in game design if the game mechanics does not follow usual schemes.

Observational Analysis

During user testing, professors applied a systematic approach: (1) placing game objects in front of them and counting all objects, (2) separation of objects with colors or numbers, (3) writing down all information about numbers and types of objects, (4) taking time to analyze all information about game objects and finding associations among them, and (5) explaining different possibilities about game mechanics and finally deriving conclusions. From both student’s groups observation, we found that (1) students did not take notes about number and types of game objects, (2) majority of students were easily bored during the user testing and wanted to finish as fast as possible, and (3) students quickly gave up on the problem.

The observational process reveals that professors group were more keen to view the games as a problem to be solved. After user testing, we explained the rules of the game to the participants. All participants showed an incredible amount of excitement after hearing the actual game rules for Hanabi. The participants stated that Hanabi is very different from other card games since it does not allow a player to see their own cards. When told of the correct rules of the game, users were relieved and many expressed joy at there being an explanation to their frustration. One user went so far as to buy five copies of Hanabi not long after the test as he was so intrigued by the idea of players holding the cards away from themselves. Emotions, in this case relief, that users felt, allowed them to excuse some of the design decisions, see other examples in (Norman 2004).

Our qualitative analysis of results and observational study of the user testing process highlights three points:
1. Games, if difficult to figure out quickly bore young players earlier than the older players.

2. Violation of preconceived notions of game play leads to excitement due to novelty.

3. Violations of preconceived notions require signifiers in the game design to draw participant towards the intended action naturally, in other case, the game understanding highly depends on the rule book.

Investigating the importance of human factors gives an insight into as to what affects player’s ability to extract meaning from game objects. However, a concrete conclusion on the significance of age and education factor for the ability to observe intuitiveness in game objects requires more experiments with different groups of people and with more games.

**Quantitative Analysis of Participant’s Responses**

In order to determine the significance of the responses quantitatively, a number of common responses were summed into binomial categorical data; the user wrote this statement or did not write the statement. A hypothesis test was used to find the the difference on the categorical characteristic proportion between the three groups known as a $\chi^2$ test which examines the difference in frequency was used at the $\alpha = 0.05$ significance level. The null Hypothesis is that there are no difference between the three groups. In the event that we reject the null hypothesis in a test, a Marascuilo procedure was applied at the $\alpha = 0.05$ significance level.

The tables 1 and 2, respectively show the response of Hive and Hanabi, if the response was correct or incorrect to the actual rules of the game, the counts of the response, and the results of the statistical test as described above including which groups are found to be different.

**Hive**

*Hive* shows that school students were less likely to incorrectly state that white always moves first. This perhaps has to do with a lack of the perceptual model of chess. Both older students and Professors were more likely to state that each hive stone is placed one at a time. The belief in stones having different powers also was found more easily by the professors than school students. Further, school students were far more likely to see this as a game of matching. The results seem to imply that the conceptual hook for older participants was to see this as a game like chess, with various characters having movements, white moving first. The school students came with a conceptual model of *Hive* being a matching game, perhaps using the bag as though it was Dominos.

**Hanabi**

*Hanabi* demonstrates a number of differences in the thinking in regards to the use of the cards. First the school students did not ask for the deck to be shuffled and highlighted the use of the comparison of cards based on color or number. They were also more likely to state that the objective of the game was to remove cards from a hand.

**Implications of Research**

The research methodology applied enables games developers to identify user’s perceptions of game objects to make a comparison between real affordances and perceived affordances of these objects. Norman defines perceived affordances as how an object may be interacted with based on perception (Norman 2013). The playtesting methodology, involving the removal of rules, provides the absolute conditions for a player to make actions according to their perceptions. A comparison between the player’s perceived affordances and real affordances of game objects allows the analysis of game objects designs to see which objects have led the player towards the correct mapping of affordances and which objects persuaded the player towards an incorrect or might be an opposite mapping of game mechanics. The playtesting environment provided in the research for the game is not that of actual in competition game play. An individual is examining the game as if they first opened up the box and initially attempts to understand what is in the box. This allows for greater freedom in the player’s mind as other players are not enforcing a set of known rules. As Gibson defines affordances to be, all action possibilities latent in the environment irrespective of an individual’s ability to recognize them(Gibson 2014). In a non competitive environment, playtesters are naturally propelled to try out various actions with objects that could make them recognize affordances which were not observable by their perception initially.

A game design from Gibson’s point of view of affordances is significant to understand all possible actions an object offers. At the same time, the removal of rule book has brought a change to the Game’s environment. This helps to measure the change of object based on the existence and non-existence of rules. Moreover, the study of game design from Norman’s point of view of affordances is also crucial to understand how well the game design supports its play mechanics.

Our adopted methodology for playtesting investigates game designs from both Gibson’s and Norman’s approach towards affordances. Knowledge about player’s perceived affordances helps to measure the impact of human factors on players understanding about game actions that can affect their level of enjoyment with the game. Hence, games designers can account for the extent, as well as, the impact of human factors to achieve
the intended purposes of the game. Moreover, as players are propelled to try out atypical actions in a non-competitive testing environment with the absence of a guidance manual or a rule book, this methodology also gives knowledge about all possible affordances with objects and allows for the improvisation of new games designs.

Conclusion

The motivation for this study is to investigate the impact of human factors on how players perceive games. It is obvious that not all games are intended for a specific category of users. Games have a wide audience which varies in many respects such as age, education, occupation, culture, personality, etc. Game design should satisfy the whole audience in terms of intuitiveness and entertainment. This idea requires a clear understanding of the involvement of human factors on the level of intuitiveness a player finds in a game design. User testing was applied to three categories of users; school students, university students and professors, to see the impact of age and educational years on their ability to explore game play. This reveals how intuitive these games are for the different class of the participants.

Our study results show that professors could derive via logic the associations among game objects that helped them in figuring out game play. While students did not support their arguments with logic, still they could observe the intuitiveness in game objects. University students inferred the basic theme of the game merely by looking into game objects but they were unable to unfold the actual game mechanics. The school students compared the tested games with the games they have already played and proposed game mechanics close to previously seen games. The majority of professor’s responses correctly explained the game rules along with the ending goal while inferring the purpose and associations among game objects. However, the study size must be increased in order to validate the hypothesis that there is a clear distinction in professor’s performing better because of their logical thinking, in the task statistically. Future studies will expand upon the size of the testing groups in order to further extend upon this hypothesis.

The study results highlight that the participants have followed preconceived notions rather than trying out a new action possibility. A design that is aligned with a player’s preconceived notions does not require mental effort to discover usability. However, it is worth noting that after a game, which violated a players preconceived notion was explained, the participants were excited towards using the design.

For future work, it is significant to consider each human factor separately to measure its impact accurately. As an example, We have seen that professors are more aligned toward logical thinking, but it is difficult to estimate which human factor among age or education is deriving them toward logical thinking. Our study has not investigated the impact of cultural background upon what could be considered intuitive as this has a very clear cultural lens. The student’s groups consisted of all Russian participants and professors group have various nationalities. To prove or rule out cultural impact, the study must be done with a user group considering culture variable only. Moreover, gender is another variable that we will take into account to investigate its influence upon a player’s perception and intuitiveness about games.
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ABSTRACT

Player modeling is a key aspect for game personalization. However, most existing works consider play style as a static characteristic of the player. This is far from true, since players often change their play style, especially in long gameplay sessions. To overcome this limitation, we aim at dynamically extracting the play style and use it in customizing the game on-the-fly to each individual player during the game. To this end, we have designed a framework that automatically recognizes players’ play styles that can equip the system with the ability to adapt the game session by session. Hereby we evaluate our proposed framework in the context of an educational game called Solving the Incognitum.

Introduction

Player modeling has been widely used in the domain of electronic games (Georgios N., Pieter, Daniele, & Elisabeth, 2013), educational games (Göbel, Wendel, Ritter, Steinmetz, et al., 2010; Sawyer, Smith, Rowe, Azevedo, & Lester, 2017), digital and smart entertainments (Zong, Kveton, Berkovsky, Ashkan, & Wen, 2017; Mahlmann, Drachen, Togelius, Canossa, & Yannakakis, 2010; Hashemi & Kamps, 2017) to minimize players’ frustration and increase players satisfaction and engagement (Riedl, Stern, Dini, & Alderman, 2008) in the game. Most of the studies involving adaptive games based on player modeling assume that the play style of players is a fixed property which does not change over time as they play. However, as we showed in our previous work (Valls-Vargas, Ontanón, & Zhu, 2015), this is far from true, and players, in fact, often switch play styles within a single session of play.

In this paper, we build upon our previous work on identifying the dynamic play style exhibited by players in educational games. The key idea of the proposed approach is to automate the process of extracting the play style of the player in each stage of the game to enable dynamic adaptation of the game to each personal player over time. In addition, the framework exploits a type of Scoring function capable of uncovering the whole play styles that the particular player behaved during the game. The proposed approach can be divided into five main modules: Data Collection, Data Preparation, Play Style Recognition, Play Style Prediction and Game Adaptation. The main focus of this paper, however, are the play style Recognition and Prediction modules. We claim that accurately recognizing and predicting the play style of players can significantly impact the way adaptive games are built, by choosing or even constructing new game content to fit the current player’s play style. Game adaptation could be implemented for various aspects of game elements such as visual appearance, levels, challenges, difficulty and even story-lines (Bjork & Holopainen, 2004) by using systematic techniques like procedural content generation (PCG) (Shaker, Togelius, & Nelsen, 2016). The proposed approach has been evaluated on data captured from an educational interactive game-based learning called Solving the Incognitum (Valls-Vargas et al., 2015), which aimed to teach the relationship between fossils and geological time record taken in the historic Charles W. Peale’s Museum of Art in Philadelphia.

The rest of the paper is organized as follows: We briefly report some basic notions of play style and player modeling in Background. In the next section we introduce our proposed framework that followed by experimental results. Finally, the paper closes with discussion and conclusions.

Background

Our work relates to the concept of player modeling and the methodology to capture and model the players’ play styles, in the domain of video games – in general – and Educational Game-Based Learning in particular, with the goal of achieving personalized experiences.

The concept of player modeling refers to the study of computational models that have been widely used in the domain of video games for customizing game content to player’s preferences, traits, abilities and personalities (Riedl et al., 2008; Hendriks, Meijer, Van Der Velden, & Isou, 2013; Smith, Lewis, Hullet, & Sullivan, 2011). Advancements in player modeling have been driven by the need to increase players’ engagement, e.g. in educational games (Valls-Vargas et al., 2015; Paras, 2005).
Play style represents the actual player’s substrate and provides an understandable pattern to the system to be used for adapting the game based upon the player’s behavior (Van Der Werf, Uiterwijk, Postma, & Van Den Herik, 2002), may therefore hold value to augment the players’ engagement for a long term, or recommending a new personalized product to the player (Shocir, Marusic, Marusic, & Petric, 2012).

In this work, we build upon existing work in play style taxonomies (Ferdig, 2008; R. A. Bartle, 2004; R. Bartle, 1996; Heeter & Winn, 2008) to define 4 main play styles in Educational Game-Based Learning:

- **Achievers (or goal seeker)** are problem solvers and willing to play as fast as possible with a minimum number of errors. They usually focus on game content that is necessary to complete and win the game as soon as possible.

- **Explorers** analyze and investigate all the game elements. E.g., they might visit all the game items with a significant amount of attention, and also make few mistakes in the game.

- **Careless (or uninterested)** play quickly and make many mistakes.

- **Lost players** play slowly and make many errors.

These last two play styles usually do not pay any attention to the game and make little effort to play well.

Many approaches have been focused on analyzing player behavior throughout the game to obtain and characterize the play style of the player. Examples are the work of Canossa (Canossa, 2013), Hsieh and Sun (Hsieh & Sun, 2008), or Weber et al. (Weber, Mateas, & Jhala, 2011). Within these studies, some constructed the play style in the context of a game, based on feature selection and segmentation. For instance, similar work to our proposed framework has been introduced by Drachen et al. (Drachen, Canossa, & Yannakakis, 2009) such that a large-scale empirical experiment on modeling the play style conducted in which an unsupervised learning algorithm via Emergent Self-Organizing Maps (ESOMs) (Thurau, Bauckhage, & Sagerer, 2003) is applied to identify play styles for the popular game title *Tomb Rider: Underworld (TRU)*.

Segmenting the whole game period into different time-intervals (a.k.a. time windows) is another strategy which was employed by Bifet et al. in (Bifet & Gavaldà, 2007) and also Martin et al. in (Rajchl et al., 2016), such that the player’s behavior is captured in each time-interval to characterize the play style and used to predict the style for the next time-intervals.

Having in mind Bifet and Martin’s strategies to capture the play style, in this study we proposed a module that automates the construction of player modeling in educational game-based learning and applied it in both on time scale and segmentation. The module is equipped by five main components, in which a scoring system is designed using a utility function to construct the play style of the player. The proposed scoring system is generic in the sense that it enables the framework to implement and score infinity play styles (as long as their traits are defined) in various context.

### Technical Approach

In this section, we describe the proposed play style identification approach that is constructed based on a **Utility Function**. The proposed approach exploits a type of Scoring Function so that at the core of the framework there is an agent that iterates through the features to identify the play style of players by constructing a vector of scores (for each player and each game section). This vector is obtained by applying the utility function on the sorted collection of features gathered from gameplay sessions. Sections can be manually or automatically determined by the game designer or based on the structure of the game respectively (e.g., completing a level in the game, or achieving a certain amount of points in the game).

Hereby, we describe the module and its five main components responsible for play style recognition: **Data Collection**, responsible for collecting data while players are playing the game; **Data Preparation**, where data is polished from noise and outliers; **Play Style Recognition**, which groups players based on their play style; **Play Style Prediction**, which predicts the play style of the player at hand given the groups identified in the previous step; and finally **Game Adaptation**, which is responsible for customizing the game content to an individual player’s characteristics. These components are shown in Figure 1, however, the last component is out of the scope of this study and we focus on just the first four.

---

**Figure 1**: The Conceptual View of the Module Integrated to the Main Framework.
Data Collection

This component is in charge of collecting data from players who participate in the game. In general, it logs players’ raw data in their profiles that indicate the actual player’s activity and participation during the game. From domain to domain, various kinds of techniques (e.g., monitoring, questioners), equipments (such as smart devices, mobile, tablet), interfaces (including web and mobile applications, etc.) could be used to capture the data. The data that we have used in this study to validate the proposed play style recognition module was collected from Solving the Incognitum (Valls-Vargas et al., 2015), which is a game-based interactive learning environment. A screenshot of the game and its environment is shown in Figure 2. We have postponed the detailed description of the game and the experimental set-up to Section .

Data Preparation

The purpose of this component is two-fold: cleaning the data from noise and outliers, and discretizing continuous features into categorical values. Accordingly, the component contains two main sub-components of Data Cleaning and Data Categorization.

Data Cleaning: Cleaning data from noise and outliers is critically important for two reasons. First, noise can have negative influence on data categorization, when we proceed to discretize the continuous values into discrete labels. Secondly, noise can also be the source of errors in extracting and predicting play styles, and consequently game adaptation. We use domain knowledge to select the suitable set of features among the available features that were recorded to characterize the meaningful play style. Thereafter, WEKA\(^1\) libraries are used to clean the data from outliers and extreme values. To this end, we execute InterquartileRange function (coded in Python) to recognize the outliers. Then, we use Removeoutliers function to remove those outliers from the data set. These result in a data set free from noises that skew feature categorization. In Evaluation section we detailed how many samples are excluded from the data set due to containing extremely noisy data.

Feature Categorization: Converting continuous data to categorical data has been widely studied in the literature of data analysis and machine learning (Kaufman & Rousseau, 2009), and can bring advantages and disadvantages in various cases (Tan et al., 2006). For the specific case of play style prediction, our experiments show the admissible improvement with respect to directly using the raw continuous data (Valls-Vargas et al., 2015)). In our experiments, we have discretized each continuous feature into three categories (Low, Medium, and High). To perform this discretization, three intervals are defined by finding four points, where the first and last correspond to the minimum and maximum values of the feature, and the two middle points are calculated as follows:

\[
\text{Second Point} = \frac{\text{mean(data) + minimum}}{2}
\]

\[
\text{Third Point} = \frac{\text{mean(data) + maximum}}{2}
\]

where data refers to the list of data points that players have done in a particular feature (e.g., “item visited” that refers to the number of items that a player visited in a specific section or time-window of the game.). Then, the three intervals are defined as: Low that indicates the region between the first point and the second point; Medium including the interval between the second point and the third interval; High that includes the range of players whose activities are between the third and the forth points.

Finally, the list of the categorized features, which are sorted in importance using Scikit-learn\(^2\) package, will be sent to the next component to be considered in the recognition process.

Since every feature has a different weight in characterizing a play style, we used Forests of trees function to recognize this importance. Hence, we exploit the ground-truth data set which are labelize by the expert researchers (detailed in Section ) to specify the weight of each feature w.r.t the target values (play styles). Although, the framework is applied on each individual player’s data to extract the play style, this categorization anc extraction is related to the other players’ activity.

\(^1\)We took the advantage of InterquartileRange and Removeoutliers functions made available in WEKA (Hall et al., 2009).

\(^2\)To sort the list, we exploit the forests of trees function which is available in Scikit-learn (Pedregosa et al., 2011) in Python.
Play Style Recognition

This component concerns the extraction of the play style according to the players’ behaviors, which are yielded by monitoring their activities throughout the game and recorded in the form of a vector of features (described in Section).

As we have shown in (Valls-Vargas et al., 2015), play style of the players do not fall into a particular play style and they act differently through the different game sections. E.g., a player who is flagged as an Achiever in one section could be changed to an Explorer in the next game section.

Thus, in this study we automate the procedure of recognizing the dynamicity of play style introduced in (Valls-Vargas et al., 2015) by designing a Scoring framework that is able to automatically recognize this dynamicity with its confidence value, and uncover all play styles in accordance to which the particular player exhibited during the same game section.

To this end, a Utility Function is designed and used in the core of the framework to score the play style that she has behaved in each session of the game in a supervised way. Since different features have different impact on characterization of a player’s play style, the function utilizes weight and order of computation for each individual feature to calculate the score of each style for a given player. The utility function is defined in the below equation:

\[
\varsigma_{i} = \sum_{i=1}^{n} x \star w_{i}^t \quad \forall \quad x = \begin{cases} 
0 & \text{if } (f_i^t = \text{"M"}) \\
1 & \text{if } (f_i^t = \text{"E"}) \\
-1 & \text{otherwise}
\end{cases}
\] (1)

where \(M\) stands for medium, \(n\) is the number of features and \(w_i\) indicates the weight of the feature for the specific style \(s_i\) in the given vector. \(x\) refers to the statement that whether the features’ values are identical in comparison between player’s behavior which is defined by the vector of feature \(f\) and the characteristics of a play style defined in the Rule Set \(r_s\).

We use “Forests of Trees” (Breiman, 2001) function to order the features (in each vector) in importance on an artificial classification task. This function enables the estimation of feature importance on a specific model (in our case study the play style e.g., Achiever, Explorer). Consequently, this importance value is used as a weight in the utility function to calculate the score of each play style.

In addition, the framework is equipped with a Confidence Calculator Component (CCC) to measure the confidence value of the retrieved styles for each player. The component uses a type of Harmonic Series equation (illustrated in Equation 2) to obtain the confidence value of the play styles, where the calculated score “\(\varsigma\)” is divided by the sum of all weights of the sorted features (in the list) that can be possible to fulfill the requirements of a pure play style.

\[
Conf f^i = \varsigma^i \times \frac{1}{\sum_{i=1}^{n} w_i}
\] (2)

Thus, given the vector of features that reflects the player’s demeanor in a game session, the algorithm uses an agent to iterate trough the features and compare the values (these values are described later on in the Evaluation section) against the rule set that defines characteristics of all play styles in a supervised manner. If any feature from the vector is identical to any play style’s characteristic defined in the rule, the algorithm adds a score for the particular style. The score will be penalized with weight and order of the feature, where the player has behaved exactly the opposite compared to the specified style in the Rule Set. Since there may be a feature with a medium value in a vector, the algorithm considers the feature as the neutral feature toward the specific style in the scoring procedure.

Due to the similarity among players’ play style characteristics e.g., Careless and Achiever players usually play quickly, or Explorer and Lost players play slowly, it is not possible that a player acts only in a specific style in a particular session. Thus, this scoring system can bring out the styles with their confidence, which enables the framework to recognize which player plays in margin, and which one trends toward a specific style with high confidence. Consequently, to assign a style to a player, the algorithm can pick up the style that has a high score and confidence values.

Play Style Prediction

This component concerns the prediction of the players’ play styles for the next session of the game to generate and personalize game content. The action flow is detailed in Figure 1, where players’ past behaviors are fed to the prediction component to train the model exploiting machine learning classification algorithms. Thus, given the model, the module by feeding the new data of the player is able to predict the play style for the next session or the time-windows of the game. This prediction allows the system to dynamically adapt the game content to the individual player, by taking into account players’ past behavior in different sections of the game. A full description of the exploited classification methods can be found in the following sections.

Evaluation and Results

Solving the Incognitum is a first-person, point-and-click 3D interactive e-learning environment that was developed to teach the relationship between fossil and geological time zone. The game environment is built based on the largest museum of natural history in the early 19th century known as Charles W. Peale’s Museum of Art\(^3\), which is located in Philadelphia city (USA). During the game, players can interact with museum’s exhibits such as minerals, strata deposits, fossils and portraits of renowned historical figures related to the exhibits. In addition, players are able to collect the jewelry of the museum by correctly answering the questions they face in various sections of the game. Questions are mainly

\(^3\)https://www.philamuseum.org
associated to fossils, minerals or other information related to
gological time, location, etc.

The game consists of 6 sections such that players after pass-
ing a short section as “Tutorial” are able to know what the
game is and how to play it. They then, can explore the
virtual space in the main four sections of the game called
“Quests” to assess various exhibits, as well as answering mul-
tiple questions related to them to reach and complete the
objective of the game. Finally, Exploration section, where
players are allowed to continue the exploration of the
game. In this study there were 75 freshmen students (in Digital Me-
dia department) who volunteered to participate to the game
to study the correlation between player type and their influ-
ence on learning in Solving the Incognito. In this experi-
ment, volunteers were not told that they must complete the
game, hence they could have quit the game whenever they
prefer or get bored of playing the game. Before starting the
game, participants were asked to complete a pre-knowledge
test consisting 12 questions about the essential earth science
context (to validate and grantee the reliability of the survey
questions Cronbach’s alpha (Santos, 1999) was used). They
were also given up to 1 hour with an instruction to play the
game.

We implemented the proposed module on the data-set in-
cluding 75 participants gameplay’s data that was used in
(Valls-Vargas et al., 2015), in which a player modeling
framework was constructed based on episodic segmentation
of gameplay traces and sequential machine learning. Bas-
ically, researchers represented how the players change their
play styles during the game. In that study two researchers
by recording (screen recording) the participants’ activities
tried to label their play styles by looking their behavior and
activity regarding to visited items, navigation in the game,
use of the concept of map, questionnaires, etc. As the inter-
rate reliability, if the two researchers obtain similar play style
for a player, the label is selected with high confidence, other-
wise, they discussed to convince each other. Hence, Explorer,
Achiever, Lost and Careless types of play styles are assigned
to those players.

Borrowing the strategies “Time-based windows and Segmen-
tation” that was used in (Valls-Vargas et al., 2015), we evalu-
ate our proposed automatic play style recognition on players’
gameplay data that was recorded from their behavior in the
game. Three players are excluded via Interquartile Range and
RemoveWithValues functions explained in the above section,
because of having extreme and outlier values. In addition
to be consistent with the numbers of players in the ground
truth data-set in order for validating the proposed approach,
we also excluded 17 players’ data due to miss-information,
monitoring, questionnaire.

Behavior of each individual player is represented by around
70 features in each section of the game which vary widely,
from how the player moves in the game to visiting location
and items, the number of questions that she answered (in-
cluding correct and wrong), to the time that she spent to
read and answer the questions. This information is captured
individually while she plays the game.

Evaluation Objectives

To evaluate the proposed approach we take into account
only 4 sections of the game and 2 minutes time-windows. To
assess the performance of our proposed framework, we have
looked at two complementary aspects, which are reflected in
the following research questions:

- RQ1) To what extent the play styles that are automatic-
    ically extracted for a player are similar to the labels se-
    lected and administered by means of research members
    for the same player in the same section of the game?
    and with how much confidence players played toward
    the recognized play styles?
- RQ2) To what extent can we predict the play style con-
    sidering the previous styles?

We applied the proposed framework on the four main Quests
(sections) and considered two minutes time-windows. The
list of features which are important to characterize the play
styles of interest (see Section ) were selected among the 70
features that are logged in the data-set using the domain
knowledge; to characterize those styles (e.g., survey, ques-
tionnaires). Thus, in this experiment we utilize only the
extracted features from the data-set without demanding any
question from players to model their behavior.

Three main categories of features were extracted such as
Time spent in the game, Number of visited game content,
and the game content that reflects the player’s feedback from
the game, for a total of 11 features for each player. Features
were selected in basis of usability for characterizing players’
pattern in the game. In other words, the listed features de-


Table 1: Selected Features

<table>
<thead>
<tr>
<th>Category</th>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Spent</td>
<td>Total Time for Reading</td>
<td>Shows the total time that the player spent to read the content of the game.</td>
</tr>
<tr>
<td></td>
<td>Navigation Time</td>
<td>These refers to the time that the player spent navigating around the game.</td>
</tr>
<tr>
<td></td>
<td>Time for Map</td>
<td>Shows the average time taken to read the game content during the game was recorded around 2.42 sec.</td>
</tr>
<tr>
<td></td>
<td>Reading Min</td>
<td>Shows the minimum time that the player spent to read a single component of the game around 0.08 sec.</td>
</tr>
<tr>
<td></td>
<td>Reading Max</td>
<td>Shows the maximum time that the player spent to read a single component of the game around 3.77 sec.</td>
</tr>
<tr>
<td>Visiting game content</td>
<td>Total Item Visited</td>
<td>Shows the total number of items that the player visited.</td>
</tr>
<tr>
<td></td>
<td>Item Visited New</td>
<td>Shows the total number of new items visited.</td>
</tr>
<tr>
<td></td>
<td>Item Revisited</td>
<td>Shows the total number of component that she revisited in the game.</td>
</tr>
<tr>
<td></td>
<td>Questions Visited</td>
<td>Shows the total number of visited questions.</td>
</tr>
<tr>
<td>Player’s feedback</td>
<td>Questions Right Ratio</td>
<td>Shows the percentage of correct answers that the player provided.</td>
</tr>
<tr>
<td></td>
<td>Questions Wrong Ratio</td>
<td>Shows the percentage of incorrect answer that the player responded.</td>
</tr>
</tbody>
</table>

Rule Set: We take into account the features relating to
Time and Visiting the game component to interpret how fast
and slow players play in the game, and consider the feedback
of the player to how precise they play in the game to charac-
terize play styles. The above features are considered as the
Rule set (ground truth) to characterize the style described
in background Section.

The propose module is used to construct Table 2 (columns B) that shows the ratio of players’ play styles and how their
play styles changed over time in various sections of the game,
according to the collected data. As we have shown in this
study (Valls-Vargas et al., 2015), play style is not constant and players change their play styles over the course of the game (see Table 2 columns A). Dynamicity of play styles were also obtained by implementing the proposed automatic approach on the collected data, however different results in ratio of play styles are evident. E.g., in section 2, there was a 36% of Explorers, whereas in section 3 there was around 20% of Explorers, and the number of players classified as Careless changed from 16% in section 1 to around 13% in section 2.

Results

Research Question 1

To address RQ1, we have implemented two comparison tests. First, in a “Peer to Peer” comparison, we compare the results that was reported in (Valls-Vargas et al., 2015) (for simplicity, we call Group A from now on) against the achieved results in this study (for simplicity, we call Group B from now on). Secondly, we conduct the same A/B test between Group A against Group B by eliminating the players who played in Margin (played ambiguously). In this experiment, the players whose confidence values are less than X% are considered and highlighted as Margin players (see Figure 3).

Table 2: Proportion Comparison

<table>
<thead>
<tr>
<th>section</th>
<th>section 1</th>
<th>section 2</th>
<th>section 3</th>
<th>section 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>A</td>
</tr>
<tr>
<td>Explorer</td>
<td>50%</td>
<td>55%</td>
<td>25%</td>
<td>36%</td>
</tr>
<tr>
<td>Careless</td>
<td>25%</td>
<td>16%</td>
<td>18%</td>
<td>32%</td>
</tr>
<tr>
<td>Achiever</td>
<td>17%</td>
<td>27%</td>
<td>40%</td>
<td>27%</td>
</tr>
<tr>
<td>Lost</td>
<td>8%</td>
<td>22%</td>
<td>17%</td>
<td>24%</td>
</tr>
</tbody>
</table>

Table 3. The Ratio of Players Play Style With and Without Confidence Value in All Sections

<table>
<thead>
<tr>
<th>Play Style</th>
<th># of Correctly Labeled</th>
<th>% of Players</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explorer</td>
<td>10</td>
<td>33</td>
</tr>
<tr>
<td>Careless</td>
<td>7</td>
<td>55</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Explorer</td>
<td>9</td>
<td>29</td>
</tr>
<tr>
<td>Careless</td>
<td>6</td>
<td>55</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

In the first experiment, we have conducted an A/B test between the labels that the proposed module assigned to players vs. the ones obtained and reported in (Valls-Vargas et al., 2015) that are shown in Table 3. Then, we compared peer-to-peer play style of the players that are assigned in each section of the game. In other words, the play style of every single player in Group A is compared to the same player’s play style in Group B. We named this test as Absolute Comparison. As it is detailed in Table 3, overall 60% of the labels are identical between Group A and Group B, that demonstrates a moderate labelization accuracy in Group B using the proposed framework. The resulting low accuracy is not surprising: surveys results, administered to players after the game session, were exploited in the manual labeling of play styles as additional information and turned out to be essential for the labeling process in all cases of ambiguous play styles.

In the second comparison experiment, we took into account the confidence values calculated by Equation 2 for each player in all sections of the game. Hence, we excluded the players who have less than 10% confidence value from Group B and mutually from Group A. Then, we carried out an A/B test on the two groups. Apart from the comparison test that provides a value (a percentage of agreement) that could be used to validate the proposed module compared to manually extraction of play styles, these confidence values reveal with how much certainty a player behaves toward a specific style. Having the above statement, thus the system is able to highlight players who played in margin by adjusting a threshold value to meet (e.g., Conf=10%). Although, the numbers in absolute comparison shows a moderate similarity between the results, by excluding those who played in margin from Group A and B, the accuracy of correctly labelization increased up to 70%. Table 3 indicates the percentages of play styles, which are identified with confidence and without confidence value in Group B.

We can also look at the significance of the correctly labeled play styles between the groups (with confidence value, for simplicity; we call Group C as for now, and Group B that defined above) vs. the ground truth (Group A). To that end, we applied the Chi Square test on these groups. Once between Group B vs. Group A and once between Group C and Group A. The score $X^2 = 9.46$ shows the value of $X^2$ statistic is higher than the critical value that is $7.81$ for a 95% confident value level. This indicates that labels in Group B need a considerable improvement which did not well-fit w.r.t the ground truth. While the value of $X^2 = 2.61$ for the second comparison (between Group C and A) is less than the critical value “7.815” with a 95% confidence. This shows that when outlier samples are drawn from the populations, the improvement in correctly play style labelization is statistically significant.

The plot in Figure 3. presents the distribution of the extracted play styles with their confidence values in the four sections of the game. y axis indicates the confidence values in ranges [-∞, +50] in which the negative values refer to the fact that recognized styles are far from the characteristics of the styles compared to the Rule Set. While, the more positive value shows players are close to the style that are labeled. Thus, we reached to this statement that the more close the confidence value to zero, the more that player plays ambiguously.

Looking at the confidence values of all possible play styles that every individual player recorded in each section of the game, it is undoubtedly evident that players relatively trended toward behaving in a particular style in each game

4We took the advantage of chisq.test() function from PpurChisq package in R for the statistical test.
section. E.g., player “Bob” behaved ~30% as Careless, and ~20% as Explorer in section one, and played 20% as Achiever, and 35% as Explorer in the next section of the game. Thus, the module picked up and assigned the play style that has higher confidence value (Careless with ~30% against Explorer by ~20% in the first section).

This relatively behaving in the game brings out a critical challenge in adapting game content that highlights the need for exploiting machine learning to predict the next chain of changes in players play style.

![DISTRIBUTION OF THE PLAY STYLES WITH CONFIDENCE](image)

Figure 3: Confidence Value of the Extracted Play Styles.

The above proportion therefore provide no support for a statistical difference for assigned play style of the players groups of this magnitude. We can thus answer RQ1 by: *There is no significant difference in proposed automatic extraction play styles compared to the ground truth that administered by expert researchers, when margin players are excluded.*

**Research Question 2**

To evaluate RQ2, in this experiment we take into account only the styles which we used in absolute A/B test comparison (one single style) without considering their confidence values. Thus, we have constructed three different experiments as follows:

- **Section by Section (Individually):** in this experiment, we aim to predict the play style of individual player in each section of the game “Separately”.
- **Cumulative:** in this evaluation, to classify play style for a given player, we consider all the player’s data from all sections prior to the one at hand.
- **Time Window:** to conduct this experiment we ignore sections, and just consider the data collected from the past 2 minutes whenever we want to classify play style.

For each experiment, we constructed different Training and Test sets which are detailed in its section, and in all experiments we try to predict the play style that already labeled in previous sections or time-windows.

**Section by Section (Individually):**

To evaluate this experiment, we took into account the data of each player separately (player’s performances only in that section) and evaluated modeling and prediction pipelines. Due to the fact that the number of samples for each player is quite limited, we also took into account the data of the first section of the game (Tutorial). Hence, to construct the Training and Test set with maximum 5 instances for every player, the iterative leave-one-out cross validation is used to evaluate the classification problem. Each round, one sample is left out to be considered as the Test set and the remaining samples are used to learn the model. Finally, the average of all players’ classification performances are calculated and reported as the result of the classification approach. In other words, the comprehensive performance evaluation of each classification methods in all players are integrated as follows; the sum of True Positive predictions of all players as TP, the sum of False Positive predictions of all players as FP, the sum of True Negative predictions of all players as TN, and lastly the sum of False Negative predictions of all players as FN, which are depicted in Figure 4.

To train the model, we employed 5 different ML classification techniques such as “Naive Bayes, Decision Tree, Bayesian Network (BN), Logistic Regression (LOG REG) and OneR” and compared vs. each other to find out which method can provide the best result w.r.t our data. Once the model is trained, the Test-set is used to validate the classification method. Thereafter, well-known metrics such as Precision, Recall and F-measure are used to accredit the experiment.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>Ind CuM</td>
<td>Ind CuM</td>
<td>Ind CuM</td>
<td>Ind CuM</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>57% 81%</td>
<td>52% 74%</td>
<td>53% 76%</td>
<td>58% 90%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>41% 61%</td>
<td>27% 46%</td>
<td>33% 53%</td>
<td>-</td>
</tr>
<tr>
<td>BN</td>
<td>58% 83%</td>
<td>53% 77%</td>
<td>54% 79%</td>
<td>61% 90%</td>
</tr>
<tr>
<td>LOG REG</td>
<td>55% 78%</td>
<td>46% 68%</td>
<td>50% 72%</td>
<td>51% 39%</td>
</tr>
<tr>
<td>One-R</td>
<td>50% 70%</td>
<td>43% 61%</td>
<td>44% 65%</td>
<td>50% 54%</td>
</tr>
</tbody>
</table>

*Ind: individual result, CuM: Cumulative result.*

The classification result of 5 approaches are depicted in Table 4, where *Bayesian Network* with 58% recall, 53% precision and F-measure 54% and Naive Bayes by 57% recall, 52% precision and 53% F-measure (almost similar efficiency) accomplished better among the other approaches, however these numbers are still considered as a poor result. In addition, we quantify the difference between the methods by the Area Under the Curve (AUC) (Jurasimski, Koebesch, & Hagemann, 2012) metric that represents a probability that the classifier will randomly chosen positive observation higher than randomly chosen negative observation. Hence, looking at AUC value of Bayesian Network and Naive Bayes, Bayesian approach performed marginally better with AUC of 61% vs. Naive Bayes with 58%. Following the above two models, Decision Tree, Regression Logistic and One-R classification approaches also obtained a very poor results as shown in Table 4.

These low classification results on the players’ individual recorded data is not surprising, due to the lack of well-enough instances in Training set to properly model the individual behavior. Another reason for this low performance could be the change of play styles sourced from players behavior during the game.
Cumulative Experiment:
To evaluate this experiment, we took into account the same sections used in the Individual experiment. Thus, the cumulative data-set of each personal player contains five samples that logged in her profile/history as follows; section 0-0; section 0-1; section 0-2; section 0-3 and section 0-4, which each section indicates player’s behavior up to that section. E.g., section 0-0 represents the behavior that a player (Alice) has done in section 0, section 0-1 refers to the activity that Alice behaved in section 0 and section 1, and so on. The conceptual view of this cumulative experiment is depicted in Figure 4.

![Figure 4: The Structure of Training and Test Set in Individually and Cumulative Experiment.](image)

We performed leave-one-out cross-validation on players’ cumulative data using Training and Test set and implemented the above 5 classification approaches. Similar to the Individual Experiment, the sum of True Positive, False Positive, False Negative and True Negative off all cumulative sections are integrated to calculate the comprehensive performance of the classification method. Table 4 represents recall, precision, F-measure and the area under the curve (AUC) values obtained through cross-validation on the Training set using the validation set (denoted as Test set).

In this experiment a significant improvement in classification results is observed. E.g., Bayesian Network provided a remarkable improvement with recall 83%, precision 77% and ~80% in F-measure, which compared to the individual experiment around 20% is improved in all metrics. A similar betterment is also achieved by Naïve Bayes approach with 81% in recall, 74% precision and F-measure with 76%.

Although, the numbers in Logistc Regression and One-R showed a significant improvement compared to the achievement in Individual experiment, both approaches are still poor in AUC value with 30% and 54% respectively. This significant improvement may be due to that the cumulative experiment could exploit data richer, which properly characterize players’ play styles. The results presented in the above three experiments highlight that Bayesian Network performs better w.r.t our small data-set of samples. Hence, in the next experiment we determine to implement Bayesian Network to model players’ behavior with the time frame.

2-minutes Time Windows:
In this analysis we ignored the 4 main sections of the game, and segment the whole game into equal 2-minutes time windows (see Figure 5). Thus, to classify play style we just consider the data collected from the past 2 minutes. As it is mentioned in Section , each player had been allocated for 60 minutes to play the game. But many players quit the game before completing the whole game (for any reason), so we are limited to only 12 2-minutes windows. We then exclude players who have less then 6 time windows (basically players who played minimum 12 minutes in the game). Hence, leave-one-out cross-validation is used to construct Training and Test sets on each player’s time windows.

Similar to Section by (individually) experiment the outcome of test samples for each player (we refer to TP, FP, TN and FN) are integrated together to compute the overall result. Naïve Bayes, Decision Tree, Bayesian Network, Logistc Regression and One-R classification approaches are implemented on each time window. Indeed, in this experiment we intend to represent the performance of the prediction while players change their play styles in different time windows.

![Figure 5: Conceptual view of 2 Minutes Windows Segmentation.](image)

Results, illustrated in Figure 6, show the flow of changes in classification performance through the 12 time windows. We can observe reliable performances till window 6, with ranges of 78% to 80% for recall, 79% to 75% for precision, 77% to 72% for F measure. While, the classification performance smoothly started to decline from overall 72% (F-measure) in window 6 to overall 61% (F-measure) in window 11, in which window 8 recorded the worst numbers by 54% recall, 45% precision and 48% F-measure. This decrement of performance might be due to the less number of samples (maximum 6 time windows) that those 13 players recorded in their profiles.

Classification validity measures achieved in window 12 (which is the last time window) show an admissible performance with 76% in all metrics. Since, sample size is a significantly important feature in any empirical study (spe-
cially modeling in machine learning), this result in that last
time window indicates, considering more time windows to
learn and model the styles, led to obtain a good prediction.
Taking into account the above three evaluations, we can thus
answer RQ2 by: The proposed prediction approach proved to
be able to predict play styles with good performances, particu-
larly when cumulative strategy is exploited. However, lower
performances have been obtained whenever dealing with poor
or limited data. Moreover, Section by Section and Time
Window strategies, present issues when dealing with players
behaving relatively towards specific play styles.

Discussion and Conclusion

In this paper, we have provided a recognition framework that
automates the procedure of extracting play style of players
in educational games. The proposed recognition approach
is constructed exploiting a Utility Function that is able to
extract play styles by scoring players’ behavior related to a
specific style in the game.
The automatic play style recognition framework presented in
this study is capable of modeling players’ behavior in each stage of the game that allows the system to tailor the
game w.r.t the recognized style. Evaluation results from the
data which was captured from an educational game called
Solving the Incognitum (Valls-Vargas et al., 2015), have been
presented. The aim of the evaluation was to assess whether
the proposed automatic framework is able to reliably extract
and predict the play styles of player during different sections
of the game. Prediction results could be used to advance
game customization and thus improving players’ engagement
in the game.
We have evaluated the play style extraction system through
an A/B test on the data collected from an interactive educa-
tional game-based environment. The main objective of this
preliminary work and experiment was to compare the play
styles that the automatic framework assigned to players with
the play styles that were manually determined (for the same
player) by expert researchers reported in (Valls-Vargas et
al., 2015). Thus, we evaluated the framework based on the
following key aspects:

- Comparison between the play styles that are extracted
  and assigned for the same player using the two methods.
- To what extend can we predict the play style consider-
ing the previous styles?
Taking into account the first aspect (RQ1), the evaluation
result indicated that the play styles assigned by the proposed
automatic framework and the play styles that assigned to
the same players by the expert researchers are very similar
(70% similarity), when players who played ambiguously are
removed from the whole players population (57 out of 220
samples).
The results reported for RQ2 specified that cumulative in-
dividual player’s data is preferred in considering the model
player’s behavior by achieving around 80% accuracy in the
test set vs. Individual Experiment and Time Windows with
overall 60% accuracy in the test set.
The small number of participants might be sourced such a
poor classification performance (Individual and Time Win-
dows experiment). Moreover, the issue could be intensified
by noisy data that players recorded during the game. This
highlights the need of larger population to learn and model
players’ play styles in the game. The clear constraint of
the proposed play style recognition is that the framework is
a rule based system that limits the system to extract play
styles, which are out of the Rule Set.
An interesting extension of the proposed framework can im-
prove the Rule Set. Instead of relying on the Rule Set that
we manually constructed, an unsupervised machine learn-
ing algorithm (Association Rule Learning) could be imple-
mented on the data to recognize the relations between the
features to discover a map (chain of changes) for each indi-
vidual player’s behavior. This would mean that we can
extract the rules directly from the recorded data by a Data
Mining process that would require a larger number of sam-
ple. This also enables the prediction module to effectively
contribute to game adaptation by generating personalized
content for the next section of the game.
As part of our future-work we plan to implement the
proposed module in Urban Mobility gamification
(Khosholangi, Valetto, & Marconi, 2017) with a larger num-
er of participants to extract and model players’ behavior.
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ABSTRACT

Understanding playing styles in video games may assist game designers to create entertaining game content for different players. Numerous factors determine how distinct players may approach a game, e.g., player preference, game literacy, and player motivation. In Real-Time Strategy (RTS) games, for understanding player behaviour, it is particularly important to model player preferences and adopted game strategies. As such, as a continuation of previous work, the present paper investigates how distinct human players approach the popular StarCraft game in terms of preferences and strategies that may be inferred from game observations. In particular, we investigate how distinct match-types relate to the different playable races in the game. To this end, we propose features that reflect playing style, and uncover unique variations in playing style by means of Principal Component Analysis (PCA). Findings of experiments with clustering player styles of StarCraft players reveal that playing styles can indeed be distinguished in different match types. While one may expect playing style to affect the chance of winning, results reveal win probability is not significantly affected by player style, but the length of matches is.

INTRODUCTION

Gaining an understanding the variations of the playing styles of players of video games, may assist game designers to customize the game content based on the behaviors of their player base. For instance, some studies explored players’ ingame behavior (Bateman et al. 2011) to determine how a game can entertain different player types. Previous research investigated the development of a general model that fits a variety of games (Bateman 2009; Yee 2006), or a model applicable to specific games (Drachen et al. 2009; Gow et al. 2012). In our study, we explore playing styles in the popular Real-Time Strategy (RTS) game StarCraft.

In RTS games, players generally have plenty of commands at their disposal, that can be enacted at every iteration of the game. In StarCraft, players can build various buildings and create different units, while units can perform different actions. A high variety of playing styles is possible by choosing the type and order of buildings, by preferring certain units over others, and by using units in different ways. Therefore, players may play the same game in different ways, which we here informally refer to as different playing styles. StarCraft includes different race types: Terran (T), Protoss (P), and Zerg (Z). At the start of the game, players may choose one of the races to play with. Races have different unit types and command types. We expect that playing styles are related to the race used by a player, and probably also to the race used by the opponent. For human vs. human matches, six match types are possible: (i) Protoss vs. Terran (PvT), (ii) Protoss vs. Zerg (PvZ), (iii) Terran vs. Zerg (TvZ), (iv) Protoss vs. Protoss (PvP), (v) Zerg vs. Zerg (ZvZ), and (vi) Terran vs. Terran (TvT).

In previous work (Norouzzadeh Ravari et al. 2016), we investigated winner prediction in StarCraft. We showed that the top-10 features used for winner prediction are more or less the same across all match types, but there are some notable exceptions, which, as we concluded, depend on the match type of the game.

In this paper, we will further analyze the playing styles in StarCraft in relation to match types. We will discuss a new feature set that we propose to distinguish playing styles. The feature set reflects what kind of commands the players use during a match. In brief, in this paper we will answer the following three questions:

1. Are there distinctly different playing styles in StarCraft?
2. Do playing styles differ across the match types?
3. Do playing styles differ across the races?

Next, we will discuss literature that is relevant to the topic of the present paper.

RELATED WORK

Different players employ different playing styles. To distinguish different players, several attempts have been made to define playing styles. Researchers looked at players’ in-game behavior and players’ personalities. Bartle (Bartle 1996) proposed one of the first divisions of playing styles. According to his study, playing style has two dimensions: action vs. interaction and player-orientation vs. world-orientation. Later another study (Yee 2006) reported that Bartle types are not a general prototype, and that they suffer from biases.

The connection between playing style and in-game behavior was made by multiple researchers. Others (Drachen et al. 2009) modeled players’ behavior in Tomb Raider Underworld and they observed four playing styles.
Researchers (Gow et al. 2012) also studied playing styles in Snaketron (an arcade game with a highly limited state space) and Rogue Trooper (a third-person shooter game). Playing styles are also studied in Battlefield 3 (Normoyle and Jensen 2015), and authors found that a player can have multiple playing styles simultaneously. Few studies have been done on playing styles in RTS games. Bakkes (Bakkes et al. 2009) adopted a case-based approach to model opponent players based on behavioural-similarity metrics. Si (Si et al. 2016) conducted a study on map exploration style in StarCraft.

In our previous research (Norouzizadeh Ravari et al. 2016), we found that a general model can predict the winner across all of the match types in StarCraft. As such, in the present paper, we propose different feature sets based on match types that exceed 300 features for each player. This feature set is subsequently reduced and analyzed by employing Principal Component Analysis (PCA). We will build on the top Principal Components (PCs) to show how playing styles vary across the match types. Next, we will employ k-means clustering for grouping together playing styles across match types.

Table 1: Specification of the StarCraft Dataset

<table>
<thead>
<tr>
<th>Players</th>
<th>PvT</th>
<th>PvZ</th>
<th>TvZ</th>
<th>PvP</th>
<th>ZvZ</th>
<th>TvT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Players</td>
<td>4032</td>
<td>1680</td>
<td>1624</td>
<td>748</td>
<td>398</td>
<td>790</td>
</tr>
<tr>
<td>Features</td>
<td>511</td>
<td>479</td>
<td>533</td>
<td>371</td>
<td>380</td>
<td>416</td>
</tr>
</tbody>
</table>

**DATA**

We use a StarCraft dataset of expert players (Robertson and Watson 2014); it included approximately 4,000 full replays that the most of players have played only in a single match. An overview of the number of players available in each of the match types is provided in Table 1. For the purpose of the present analysis, features are defined per race type. Since possible actions vary based on race type, the number of proposed features vary based on the race type. Table 1 shows, besides the number of players, also the number of features per match type. The features encompass the type, frequency, distance to the base, and the number of units that are involved in an action that the player used. We chose these features to discover the role of action attributes in addition to the action type. Given a large number of possible features to investigate, we employ a subset of the features for our analyses. Specifically, for each action, the following features are extracted:

- **Action frequency**: for each player, how many times an action is repeated during the match up.
- **Group size**: how many units the player associated with an action.
- **Group size variance**: to represent the variety of size of groups that are used in the style of player.
- **The number of unique groups**: players can use a group many times, or they create different groups for different tasks.
- **Mean and variance of distance between base and target**: the location of units that perform an action gives useful information. For each action, we computed mean and variance of normalized distance between the primary base and group target.

**ANALYSIS**

In this section, first we describe feature dimension reduction and feature analysis by PCA. Subsequently, the results of clustering playing styles are given, and the relationships between playing styles, wins/losses and game-length are presented.

**Analysis of playing styles using PCA**

Our analysis of playing styles builds upon PCA; it is a statistical procedure that is widely used for dimension reduction and for discovering discriminative features (Van Der Maaten et al. 2009). We analyzed our features by PCA to discover playing styles across the match types. We limited ourselves to the top-2 components, and we keep the PCA coefficients above 0.1 to focus on the strongest features. The result of PCA analysis reveals that top-2 coefficients cover between 37% to 45% of the variance of the features in all of the match types. As such, top PCs can be considered the most discriminative features for distinguishing playing styles. In the following sections, we discuss in detail the most discriminative features for non-symmetric match types (different races playing against each other) as well as for symmetric match types (races playing against themselves).

**Analysis of non-symmetric match types**

We examined the top PCs for non-symmetric match types (PvT, PvZ, and TvZ) to find the most discriminative features that distinguish playing styles. We found that for the match types PvT and TvZ, the top PCs cover 23% of the variance of features for each of the races involved. For the TvZ match type, it covers 29% of the variance of features, for both of the races involved. For all match types, the second PCs cover between 14% and 17%, while all other PCs score considerably lower. Therefore, it makes sense to focus first and foremost on the top two components, as they cover the major playing styles.

We note that the top PCs in PvT include ‘research’ and ‘upgrade’ commands, while these commands are missing in the top PCs in PvZ and TvZ match types, which seems to indicate that when Zerg players are involved in a match, research and upgrades have little influence on play style. Moreover, we noted that the ‘train’ command is found in the top PCs in all non-symmetric match types. Interestingly, the first PC includes some commands that are limited to a specific race, such as ‘siege’, ‘unsiege’, and ‘lift’ (for Terran) in PvT and TvZ; and ‘burrow’, ‘unburrow’, and ‘morph’ (for Zerg) in TvZ and PvZ. This demonstrates clearly that playing styles depend partially on the race type.

**Analysis by race type**

We observed that playing styles notably vary in non-symmetric match types. In this subsection, we figure out whether playing styles in a match type differs based on the opponent's race type. As such, we cluster playing styles of each race type in a match type. For instance, in PvT match type, we repeat the earlier described clustering procedure to
Figure 1: Clustering of Playing Styles of Protoss Players in PvT Matches

Figure 2: Clustering of Playing Styles of Terran Players in PvT Matches

discover to what extent playing styles within the Protoss and the Terran race are different. Figures 1 and 2 show clusters of Protoss and Terran players in PvT matches. Protoss playing styles are clustered into 6 clusters, and Terran playing styles are clustered into 3 clusters. This observation shows that the variety of playing styles of the Protoss race is larger than that of the Terran race in PvT matches.

Figures 3 and 4 show the comparison of discriminative features in these races. Each feature label is replaced with the equivalent command code; Table 2 shows the complete list of command codes and feature labels. In Figure 3, we observe that the mean value of some features is close to zero because these commands are limited to Terran race, such as command codes 22, 23, 24, 132, and 139. Interestingly, cluster 2 has the lowest mean of values among all of the features, but at the same time, the difference between mean values of features in the other clusters is more or less the same across all of the features. The highest value of the features belongs to the commands 4, 7, 12, and 13, respectively. In Figure 4, cluster 1 has the lowest mean of feature values. For Terran players, the commands 4, 7, and 12 also have high values, just as the Protoss. Generally, we observe that some commands are used in both races with the similar frequency.

Clustering playing styles

When designers wish to tailor the game experience to a group of players -- or have the game design be informed by observing distinct behaviors -- it helps if they can determine discrete groups of players, each group fitting a particular playing style. To automatically determine such groups for StarCraft players, we employed k-means clustering procedure. The features listed in the Data section used for clustering after normalization.

To get an impression of the required number of clusters, we utilized the Calinski-Harabasz (CH) criterion (Calinski and Harabasz 1974); it is a common clustering optimization criterion that has been used successfully for cluster analysis (Maulik and Bandyopadhyay 2002). Building upon this method, we varied the number of clusters from 2 to 14 and examined the CH index values. We observed that the CH value has a peak at 4 clusters.

The extracted feature set is high-dimensional. We therefore employed PCA for dimension reduction. We found that PCA with two components covers more than 37% of the variance of features. Therefore, we used the top two PCs in k-means from the scikit-learn package in Python for clustering.

In non-symmetric match types, we examine playing styles by two approaches: principal component analysis of playing styles without considering the race type of the opponent (opponent-independent) and principal component analysis of playing styles by considering the race type of the opponent (opponent-dependent).

Playing styles in non-symmetric match types are presented for PvT matches in Figure 5. The top two PCs for each of the match types determine the axes. We observe that the players from different race types are generally placed in different clusters. For instance, in Figure 5 Protoss players are mostly located in clusters 0 and 1, while Terran players belong to clusters 2 and 3. Therefore, we conclude that the playing styles between each of two races is different. Moreover, the results suggest that also within race types there are different playing styles possible. A comparison between dispersions in different match types shows that dispersion in PvT is lowest, which means that in a PvT match similarity in playing styles within a race is highest.

We observed that different races have different playing styles. To discover playing styles in a race, firstly we separate players in a match type based on their race type. Then, we utilize PCA to find more informative features for each race. We keep the PCs above 0.1. Next, we select the top-two PC, which together cover more than 39% of the variance of the features.

In PvT match types, the first PC in the both races have some commands in common such as `research`, `upgrade`, and `train`, but there are some differences too. For instance, Terran components include `siege` and `unsiege` (which are Terran-only commands). The Protoss top PCs include `use tech` and `train fighter`, which are not included in Terran components. The top PCs of Protoss and Zerg players in PvZ matches share `research`, `upgrade`, and `train` commands, but the `use tech` command is only included in the Protoss component. The Zerg top PCs include the Zerg-only `burrow`, `unburrow`, and `morph` commands.

In TvZ matches, the top PCs of Terran and Zerg players show more dissimilarities than similarities. They only share the `train` command. The top components of Terran include besides the Terran-only `siege` and `unsiege` commands,
general commands 'research', 'upgrade', and 'use tech.' The Zerg player's top PC, besides 'train,' are limited to Zerg-only commands such as 'morph', 'burrow', and 'unburrow'.

Playing styles in symmetric match types
In symmetric match types, the players can build the same buildings and select the same commands. While the players could potentially use exactly the same playing styles, we found that there are still variations of playing styles employed.

For each of the match types, we separated the players according to their race type and performed once more a PCA analysis and k-means clustering per race. For the resulting clusters, each of which arguably represents a different style, we calculated the average win-loss ratio and average game length. The results are summarized in Table 3 for non-symmetric match types. We removed the results for symmetric match types due to the space limitation.

In Table 3, playing styles, the win-loss rate, and mean game-length are presented for each cluster in non-symmetric match types. We used the Wilcoxon ranksum test, finding that for each race type the game-length between most of the clusters are significantly different (p < 0.05). The clusters of Terran players in PvP have the same properties; that is, while the win-loss rates are similar, the game-lengths vary. Interestingly, the clusters of players of PvP and TvZ matches also have comparable win-loss ratios, and varying game-lengths. In summary, we may conclude that playing styles affect game-length.

However, the win-loss ratios for none of the match types differed significantly from each other. While one might be tempted to think that Protoss players have a higher chance of winning than Terran players in PvP matches, and that Terran players have a higher chance of winning than Zerg players in TVZ matches, a Wilcoxon rank sum statistical analysis shows that the differences between all ratios are not significant at p < 0.05. We found that similar conclusions held for symmetric match types, i.e., game lengths differed significantly in most cases, while win-loss ratios did not.

CONCLUSION

This paper investigated playing styles of StarCraft players, insofar they relate to match types. We found that there are definitely different playing styles available to players, which are partially -- but not completely -- based on the commands that are unique to a race, and the opponent race. Even when a
race plays against itself, different playing styles are used. We found that for the expert players, choice of playing style does not influence their win-loss ratio, though it does influence game length.
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Table 3: Comparison of Win-Loss and Game-Length (mean-gl and std.dev in minutes) in Non-Symmetric Match Types. The Last Column Denotes with which Clusters there are Significant Differences for Game Length (p < 0.05)

<table>
<thead>
<tr>
<th>Match Type (#players)</th>
<th>Cluster</th>
<th>#players</th>
<th>Win-loss</th>
<th>mean-gl</th>
<th>std.dev</th>
<th>Significantly different from</th>
</tr>
</thead>
<tbody>
<tr>
<td>PvT (4032)</td>
<td>P0</td>
<td>504</td>
<td>1.16</td>
<td>24</td>
<td>9.6</td>
<td>P1, P2, P4</td>
</tr>
<tr>
<td></td>
<td>P1</td>
<td>480</td>
<td>1.35</td>
<td>28</td>
<td>9.5</td>
<td>P0, P3, P4, P5</td>
</tr>
<tr>
<td></td>
<td>P2</td>
<td>228</td>
<td>0.96</td>
<td>29</td>
<td>10.5</td>
<td>P0, P3, P5</td>
</tr>
<tr>
<td></td>
<td>P3</td>
<td>370</td>
<td>1.05</td>
<td>25</td>
<td>10.2</td>
<td>P1, P2, P4</td>
</tr>
<tr>
<td></td>
<td>P4</td>
<td>130</td>
<td>1.28</td>
<td>32</td>
<td>16.6</td>
<td>P1, P3, P5</td>
</tr>
<tr>
<td></td>
<td>P5</td>
<td>304</td>
<td>0.97</td>
<td>23</td>
<td>10.6</td>
<td>P1, P2, P4</td>
</tr>
<tr>
<td></td>
<td>T0</td>
<td>360</td>
<td>0.87</td>
<td>28</td>
<td>10.6</td>
<td>T1, T2</td>
</tr>
<tr>
<td></td>
<td>T1</td>
<td>895</td>
<td>0.88</td>
<td>27</td>
<td>11.8</td>
<td>T0, T2</td>
</tr>
<tr>
<td></td>
<td>T2</td>
<td>761</td>
<td>0.88</td>
<td>24</td>
<td>10.4</td>
<td>T0, T1</td>
</tr>
<tr>
<td>pvZ (1680)</td>
<td>P0</td>
<td>158</td>
<td>1.13</td>
<td>28</td>
<td>13.8</td>
<td>P2, P4, P5</td>
</tr>
<tr>
<td></td>
<td>P1</td>
<td>125</td>
<td>0.86</td>
<td>29</td>
<td>10.1</td>
<td>P2, P4, P5</td>
</tr>
<tr>
<td></td>
<td>P2</td>
<td>163</td>
<td>0.66</td>
<td>18</td>
<td>7.6</td>
<td>P3, P4, P5, P6</td>
</tr>
<tr>
<td></td>
<td>P3</td>
<td>85</td>
<td>1.18</td>
<td>29</td>
<td>10.8</td>
<td>P2, P4, P5</td>
</tr>
<tr>
<td></td>
<td>P4</td>
<td>30</td>
<td>1.14</td>
<td>39</td>
<td>18</td>
<td>P0, P1, P2, P3, P5, P6</td>
</tr>
<tr>
<td></td>
<td>P5</td>
<td>121</td>
<td>0.75</td>
<td>21</td>
<td>10.2</td>
<td>P0, P2, P3, P4, P6</td>
</tr>
<tr>
<td></td>
<td>P6</td>
<td>158</td>
<td>1.05</td>
<td>27</td>
<td>12.8</td>
<td>P2, P4, P5</td>
</tr>
<tr>
<td></td>
<td>Z0</td>
<td>470</td>
<td>1.04</td>
<td>21</td>
<td>10.7</td>
<td>Z1</td>
</tr>
<tr>
<td></td>
<td>Z1</td>
<td>370</td>
<td>1.15</td>
<td>31</td>
<td>12.6</td>
<td>Z0</td>
</tr>
<tr>
<td></td>
<td>Z2</td>
<td>140</td>
<td>0.72</td>
<td>29</td>
<td>8.4</td>
<td>Z0, Z1</td>
</tr>
</tbody>
</table>

TvZ (1624)

<table>
<thead>
<tr>
<th>Match Type (#players)</th>
<th>Cluster</th>
<th>#players</th>
<th>Win-loss</th>
<th>mean-gl</th>
<th>std.dev</th>
<th>Significantly different from</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T0</td>
<td>212</td>
<td>1.19</td>
<td>27</td>
<td>9.7</td>
<td>T1, T2</td>
</tr>
<tr>
<td></td>
<td>T1</td>
<td>271</td>
<td>1.13</td>
<td>22</td>
<td>9.2</td>
<td>T0</td>
</tr>
<tr>
<td></td>
<td>T2</td>
<td>329</td>
<td>1.23</td>
<td>22</td>
<td>7.9</td>
<td>T0</td>
</tr>
<tr>
<td></td>
<td>Z0</td>
<td>302</td>
<td>0.97</td>
<td>23</td>
<td>8.2</td>
<td>Z1, Z2</td>
</tr>
<tr>
<td></td>
<td>Z1</td>
<td>370</td>
<td>0.79</td>
<td>21</td>
<td>8.9</td>
<td>Z0, Z2</td>
</tr>
<tr>
<td></td>
<td>Z2</td>
<td>140</td>
<td>0.72</td>
<td>29</td>
<td>8.4</td>
<td>Z0, Z1</td>
</tr>
</tbody>
</table>
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ABSTRACT

Based on the idea of procedurally generating games, this paper presents an initial study on important topics related to creativity in general and with what is commonly called Computational Creativity in particular. We review some of the most important work in different fields such as music, writing or painting. All main aspects related to Game Design tasks also depend on creativity. The paper describes how and when creativity is applied during the different phases and tasks of the Game Design process. Finally, a new approach to build games procedurally is presented using the concept of an extended video game description language and including Artificial Intelligence search techniques for obtaining better variations of a base game according to previously specified game designers’ requirements.

I. INTRODUCTION

Exploring the idea of procedural games generation using any kind of procedure encouraged us to think about and review the base processes involved in game development and generation. Setting aside all obvious coding and other computational work, there is an important concept that is present in game development. The concept, considered to be a key factor, as it applies to several phases of game development [1], is that of creativity and this paper looks into the relationship between creativity and game design.

This paper starts by defining creativity and how it is related to several different fields where computational processes are applied. Section II discusses Computational Creativity and Section III details the state of the art of Computational Creativity with respect to several different art-related fields. This section also introduces the Computational Creativity applied to videogames and game design. Section IV explains how to address the problem of evaluating games generated procedurally. Finally, Section V explains in detail the theoretical approach for obtaining complete games generated using a computer process.

Creativity in designing processes

Creativity is a term that can be applied to many areas in a general way. Definitions have been given for creativity depending on the specific moment and author and can change depending on the area where the term is applied. In general terms definitions of creativity are directly related to the process of building any kind of product and solving problems. Definitions, applied to a general creativity, are focused on linking creativity with some kind of work, produced by an entity. As an example, definitions like “the tendency to generate or recognize ideas, alternatives, or possibilities that may be useful in solving problems, communicating with others, and entertaining ourselves and others” [2]. Note the relevant importance of this definition together with the terms solving problems and entertaining, two concepts strongly related to the game industry. From the point of view of novel products of value and the entity that produces a given work, creativity can also be described as the capacity to produce such work [3].

Other approaches note the importance of having a concrete outcome attached to any work process and relate creativity with the tasks of experimenting and discovering. This is a very interesting definition from our point of view, in the sense that our aim is to try to create and design games procedurally, and so, these two tasks are directly present in our work (creating and generating solutions and finding the optimal for our purposes).

II. COMPUTATIONAL CREATIVITY

Creativity is an extremely abstract concept that has so many definitions and distinct points of view and even different definitions for specific areas, as mentioned. We centre on creativity from the point of view of computational processes, which is commonly called Computational Creativity (CC). The CC (also known as artificial creativity or even creative computing/computation) can be defined as a multidisciplinary activity nested between several fields such as Artificial Intelligence (AI), Psychology and the Arts. The goal is to model, simulate or replicate human works found in the aforementioned fields using some kind of computer assistance that helps the process of creating any of the concrete targets of those fields. We could say that a new AI area called Creative Reasoning has come into play [4].

The CC is a very promising field in several aspects. It takes advantage of Artificial Intelligence, in itself a very
important field of research and also considering that CC can be applied to many different areas with several different targets product/solutions to be generated. So, it is not just about CC as a general term, but CC may have its own subareas of research. Some examples are journals such as the *Journal of Creative Music Systems (ICMS)* or conferences such as the annual *International Conference on Computational Creativity (ICCC)* or the *Conference on Computer Simulation of Musical Creativity (CCSM)*.

Nowadays it is easy to imagine computers helping with processes that require creativity in some sense. However it is important to note that this concept has been a key point of study for a long time. For instance, “The digital computer as a creative medium” a publication from 1967 [5] stresses the importance of a computer to help authors create music or artistic visual images.

A more recent trend is to consider not only the creative process or product in itself, but also to see CC from other points of view, including of the person and the media within the creative entity it is related to [6]. From here, we will explain how CC is applied to different areas and discuss some of the tools that have been developed to aid in the process of generating creative content.

III. COMPUTATIONAL CREATIVITY IN ARTS

Creativity is present in all kinds of art works made by humans. It could be said that these art works would not exist without creativity. Can a computer emulate humans in this sense, able to create art works belonging to disciplines such as writing or painting? This is not new as we can find several attempts to do so from the 70s and 80s as discussed in Sections III and III.

Since computers have been present in our lives, they have proved to be an important tool for creating works exclusively applicable to humans. In the following paragraphs, we see examples from the art world namely writing, painting and music, but creativity is present in many more subjects such as business, organizations or education, to name a few.

Writing

Tools for generating narrative in many ways is not a modern concept at all. Tale-Spin, a program designed to write stories interactively, is an example from 1977 first published in the 5th International Joint Conference of Artificial Intelligence. Dehn’s (1981) AUTHOR and Lebowitz’s (1985) UNIVERSE are other examples that clearly show that in those years there was active research in this field.

Tools in this field have improved over time, and there are several examples that automatically generate narrative. Poetry is a very specific kind of writing much explored in this sense. Tools like A.D.A.M, a Computer Poetry Generator or V.E.R.N. Visual Examples of Rhetoric Notations are a couple of implementations. In some cases, the tool is not only concerned with the text itself, but also with the representation of the texts as an art form in themselves.

More recent applications and a current line of research is oriented towards generating papers, even papers intended for publication.

More geared towards the world of research, is an interesting study found in [7], including both perspectives, narrative generation and a visual tool to arrange and visualize narratives into a two-dimensional space based on their structural features. Along the same lines, a visual tool that hierarchically organizes and visualizes generated narratives into a two-dimensional space based on their structural feature values can be found in [8].

This field is generally held to be a vibrant area of research, with many publications and is increasingly giving more importance to the final user and the value that the texts can bestow. Also important are the increasing number of commercial tools being designed to automatically generate content for professional businesses, trying to generate texts with added value for the reader and trying to ensure these texts are accurate, relevant and give valuable information.

Painting

With respect to the visual arts, software for producing both abstract and representational art, has lots of successful examples. The pioneer in this area is a tool called AARON. Originally developed in 1973 by Harold Cohen, it is able to generate colour paintings including objects or people in 3D scenes, and has been successful enough to see some of its creations in important art museums like the University Art Gallery at Mandeville Centre 1 in 2017 or Electro Museum in Moscow 2 in 2016.

NEvAr (Neuro Evolutionary Art) [4] is an especially interesting example for us as this tool is based directly on a genetic algorithm that is able to evolve the image genotype to produce the final results. This is important from our point of view because a fitness function is defined to evaluate the results as the generation evolves. This is very promising because most of the tools mentioned here, do not have those kinds of evaluations. Moreover, the fitness function is also fed with human interaction. Each step of the algorithm can be evaluated by a human user and that feedback is used to guide the algorithm in further generations.

It is important to note that, although there are many references in the research world to computational painting, it is not common to find research and tools relating to how to categorize it. In this sense, Painting-91 [9] is one of the few successful research attempts to categorize paintings in three different ranges (artist, style and saliency detection) and DeepDream [10] also classifies images automatically via convolution and neuronal networks.

Music

Music helped or automatically produced by a computer has existed for years. Due to the advances in computing power, it is possible to apply different techniques and approaches, like, for instance, evolutionary computation, to generate sophisticated computer-based compositions.

CSIRAC (1950s) is recognized as the first computer able to play music [11]. Its purpose was not to generate compositions

\[1\text{http://visarts.ucsd.edu/events/harold-cohen-creating-computational-creativity} \]

\[2\text{http://electromuseum.ru/} \]
but rather to play popular melodies. Another contribution of that era was the Ferranti Mark I computer which is responsible for the one of the first recordings of computational music.

More recently IAMUS [12] has been able to create completely new contemporary classical music developed within the Melomics project and Music Plus One [13] a real-time system that creates accompaniments for orchestra composition, making use of the Machine Learning technique.

Once again, Evolutionary Computation takes the stage. In [14] the authors explain how different approaches of EC and Cellular automata can be used successfully to create musical compositions.

**Games**

As seen in Section I, creativity can be applied to processes, whether performed by humans or by artificial intelligence. A quick review of game development tasks gives us an idea of where we can consider that it is applied directly to game development processes and tasks. We can consider the process of developing a game to be split into three different phases named Pre-production, Production and Post-production. In these phases, well-known and accepted game modelling practices include Game Design tasks of any kind such as game mechanics design, aesthetic design or interaction design [15] [16].

As shown in Figure 1, creativity is present in many different ways during the Pre-production and Production phases. This is especially true for those processes and tasks purely concerned with visual design, like creating graphics for objects, maps, levels and menus. It is easy to think of creativity as being present in tasks involving any kind of content generation or narrative but even the creation of agents may also need creativity in some sense [17] as they need to simulate human behaviors. It is significant that game design takes on an important role in other more development-oriented tasks such as defining rules, mechanics, events and conditions. Game designers are involved in defining those aspects of the game, and creativity is a key factor in creating innovative and attractive products as they will affect the gameplay itself and so, in turn, the player experience.

Note that even in the Post-production phase, creativity could be involved in tasks such as promotion and ads, packaging or any redesign task performed during the product maintenance. Here again can be considered visual-related tasks, but in addition are the tasks involved in refining the product, such as defining new or better game mechanics applied during maintenance.

Creativity in game design is therefore a key aspect within the overall process. Is there an opportunity therefore to apply it to all of these processes? This is a key question because it becomes a major requirement when automating the whole process of building a game. It should be feasible to programmatically implement all referenced tasks. In a second phase, it must also be possible to apply any kind of algorithm to those processes, combining the idea of CC and evolving or finding solutions within a search space. This will enable the process to produce even better games.

![Fig. 1: Game Design related tasks within game development phases.](image)

Although the idea expounded in Section V is how all these process could be programatically automated in order to obtain a completely procedurally generated game, game designers are still a key factor and they certainly cannot be replaced. They play a key role in defining a base game, to be used as a seed and may also participate in the process of obtaining and evaluating solutions in a given point of the search. It is also important to consider their feedback in the process to find better solutions according their needs and thoughts.

**IV. EVALUATION OF COMPUTATIONAL CREATIONS**

There are several papers which attempt to evaluate computational creations. SPECS [18], proposes a standard procedure to evaluate computational creations. However automatically evaluating the results of any tool, according to creativity and how good they are, is a very complicated mission. Even if some human help is available, it is quite subjective, because each individual will feel differently about each creation because of the highly subjective nature of the generated products. So, there is a big gap to explore and something that we need to take into account in our study when automatically evaluating our results as the algorithms work.

Some of the tools evaluate the results principally considering the well form of the solution, validating the output and checking the completeness. An example of this kind of evaluation is used in IAMUS [12], simply based on the form and correctness (musically speaking) of the compositions. This is a nice approach but possibly insufficient for our purposes.

Other approaches have been taken to evaluate the final entity objectively and automatically like in NEvAR [4], where the complex functions produced for each generation are considered to be better images than the preceding set of images as well as being acceptable to a human.

**V. TOWARDS PROCEDURAL GAME GENERATION**

Taking all the processes involved in game development and considering that creativity is a key aspect in most of them, could we imagine successfully generating complete games procedurally?

The reader may quickly answer that question in negative as there are many significant problems to address. First, it is obvious that experienced designers cannot be replaced by
any algorithm. Also, we can consider creativity and its results as a subjective issue which makes the process even more difficult to evaluate, which adds an extra challenge. Standards for describing games and managing game definitions are needed in a first step towards generating and running games automatically.

Despite this being one of the more difficult steps to address procedurally, Section IV refers to several theories and publications that can help in this process. Automation for evaluating games is also a highly subjective task and there is still much work to be done in this area. This makes it maybe one of the more problematic steps in the process and another hurdle in completely automatic execution.

Existing works

Some interesting approaches include Angelina, an AI system that can intelligently design videogames [19] or studies creating collaborative AIs and game content [20]. Some important advances in terms of tools have been made and are mentioned in Section V and well-documented in other papers [1].

Although these approaches are good contributions, some of them are too tightly focused on the theory itself or lack continuity over time. There are still some important gaps pending that have to be studied and solved. Things like generating games not based on a specific architecture or describing any kind of game (3D, 2D, first person, platforms, arcade, etc.) generically, and not heavily related to a specific base game are the main motivations behind advancing in this area.

Theoretical approach

Despite the nature and complexity of all the tasks involved, we should be able to imagine that, assisted by expert designers, processes involved in game development are programmatically possible. Counting on tools that aid the whole process, should mean that this approach can be automatically performed. This paper proposes a generic way of creating games procedurally, assisted in the first instance by designers. Also, in a more exhaustive way, designers will also be allowed to receive feedback from the generation process to allow them to refine the solution and obtain the best expected results. Figure 2 summarizes the main steps for a basic algorithm. These include:

- Designers, helped by a tool, will describe the game aspects. These include game rules, mechanics, associating bitmaps with game objects and maps and levels. That tool has to be powerful enough to allow designers to define every aspect necessary to complete the game. The better the tool used, the better the results obtained. For instance, if the tool does not allow generic end conditions for a game to be described and just uses a fixed number of them (e.g. lives zero or timeout conditions), designers will be tied in some way. The tool used to describe games must be flexible enough to generate a vast variety of games.

- Once the main game has been described, the tool should be able to export the game definition to any kind of format that can be read and even updated later on. In practice, the description tool should export to a file, or a set of files, that can subsequently be managed manually by designers or, more importantly for the survey, by a process in a procedural way.

- Given that the game description is complete and available in any format, we should be able to count on a generic game engine able to interpret it and run the game.

![Figure 2: Basic game generation process](image)

The tool is crucial to the whole process as it has to be open enough to give designers the freedom to describe any kind of game and cover all necessary game design topics. The game description should be written in a standard format to be validated and managed by a game engine, which, in turn, must be able to read and run the game.

The process described is complete and the output is a game, but with some restrictions. This game will respond exclusively to the designers’ input. Taking advantage of the computational power, the process may be refined and improved, including for generating games procedurally, evaluating and searching for best games given the designers’ input. Adding the following aspects to the process will complete it in order to explore a search space and find better games. Figure 3 summarizes the process.

- Once a base game has initially been described, we can apply a search technique to help in the process of finding better games from a given initial game. Search and AI techniques have been used widely in game design and have been proved that they can help during the process [1].

- Using AI search techniques means the process has to have an evaluation procedure which is, as seen in previous sections, not an easy task to accomplish. It is essential that designers could define their preferences for evaluating each of the possible solutions. Apart from the initial design, they should provide objectives for the algorithm to be able to compare solutions and score them. In this way, they add in the search procedure, leading to a solution that maximizes the evaluation criteria.

- Both the tool used to describe games and the game engine in charge of running the generated games must provide the possibility of applying AIs to enemies and other objects present in games.
• Game Engine will run games and generate an output that will be evaluated and processed by the selected search technique in order to generate a score for that complete simulation.

• Allow designers to take action during the game generation process, stopping the simulation, checking current results and giving feedback to the process to build even better games.

• Once the process has finished and considering final search conditions, the game engine will be able to export the output with the best evaluation score.

• The solution can be exported to any of the most well-known and commercial game engines such as Unity or Unreal allowing those games to be played and easing the step of generating games to final platforms like Windows, Unix, iOS or Android.

A practical implementation

Some existing tools focusing on Game Design [1] will help in the process but one of the main points in the procedural generation of games is the game description. Videogame description languages (VGDL) [21] are definitely good candidates to be used in this part of the process. Existing papers cited in [1] may help us to find a good implementation but could still be found lacking for our purposes. The community does not yet have a standard VGDL, so designers have to choose one of the existing ones. Current VGDL proposals are more theoretical than practical approaches and they are not usually extensible. Additionally, they are not based on a standard language that can be managed by generic tools and that means the process has to be specific to each VGDL implementation.

A submitted paper under revision looks to be a very promising advance in this area, the XML-Based Video Game Description Language (XVGDL) [22]. The XVGDL will solve many of these problems as it allows designers:

• It takes advantage of all previous VGDL research and implements not only game description elements but also allows specific properties to be defined and then considered by the game engine.

• It is based on XML, so it inherits its main features to make it extensible, maintainable, portable and open to any tool to be used easily. It is also flexible and open to any required future upgrades to improve the current definition.

• Provides mechanisms to describe main game aspects such as game objects, rules, mechanics, end conditions, physics and events.

• It is designed to be as abstract as possible in order to allow any kind of game to be defined including generators (for maps or levels) or assigning AIs to game objects.

XVGDL can be easily extended to allow designers to describe objectives. These objectives are a key part of the search process as they will be used to score each of the generated games. So, the search process will be directed mainly by these objectives and will try to find a good solution according to designers’ expectations.

Once the input for the search process has been obtained and the designers’ objectives are known, any of the well-known AI search techniques can be used. Options like a bioinspired algorithm, deep learning or reinforcement deep learning are widely-accepted techniques by the community [1] and can be very helpful in this process. The main point here is to map the game description into entities managed by those kinds of algorithms, for instance, coding the game description into a gene entity will allow the search process to be implemented as a genetic search algorithm. In this example, the gene could be generated using a codification of the game objects, rules, mechanics, events, etc. This gene can evolve and mutate as the algorithm iterates. The fitness function will be obtained based on the objectives configured by the designers.

A game engine is needed to execute game simulations. The way of determining if generated games are good or not is to play them. In this case, the idea is that the game engine could play those games generated during the search process, completely simulating game executions. At this point, we note that it is really important that the XVGDL not only allows AIs to be configured on game objects like items, enemies, projectiles, etc, but also it can assign an AI to game player. The game engine should also provide an interface that allows the search algorithm to capture game results such as final score, winning conditions, player lives left, execution time, among others. This information may then be used by the search algorithm to apply the fitness function and determine how good a solution is according to designers’ defined objectives. Note that the game engine used need not be a commercial

---

Fig. 3: Complete process of procedural generation of games using an AI search technique
engine, just an engine that allows simulations of the configured games and give the necessary feedback to game designers.

When the search process finishes, designers will have a game configuration (could be described in the same XVGDL) maximizing their objectives. The next steps are then focused on obtaining a commercial game. This is an ambitious point but may lead the process to generate games for real platforms. As stated, using engines like Unity or Unreal can help in that task so the final process of converting the XVGDL to one of those commercial engines seems to be an especially important point for getting commercial games published across well-known different platforms.

CONCLUSIONS

After an initial study of the Computational Creativity panorama, reviewing the most important projects developed in several different fields like music, painting or writing, this paper has presented the idea of computational creativity applied to video games generation.

Creativity is strongly related to all game design processes and, thanks to the computational creativity perspective, all those processes are good candidates to be configured and processed automatically by any kind of computer process.

Game designers are still a key factor in the procedural generation process, contributing the initial base game definition and actively participating in the search process by giving extra feedback about current better solutions.

The idea of procedural games generation does seem possible now and a theoretical approach for performing that task has been explained in detail. Some existing studies and tools will be very helpful in the whole process but it may be that they are still not powerful enough to accomplish the most ambitious solution. The XVGDL, an XML-based VGDL proposal, provides a wide range of options and could make the process of describing games finally good enough to create different generic types of complete games. XVGDL is extensible and manageable and also allows applying any of the most well-known AI search techniques. That will lead to a process with procedurally generated games responding to initial designers’ requirements.

An implementation of a game engine is needed for completely simulating the execution of a game. Providing enough information to the selected search algorithm, it may help in the process of finding better solutions.

Although XVGDL is being presented to the community, the game engine supporting XVGDL is still a work in progress, which once finished, may help to complete the process. This will finally allow exporting the end results to commercial game engines specific formats which in turn will lead to commercial games in several different platforms, completing the process of videogame generation.
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ABSTRACT
Procedural generation of levels is being used in many video games to increase their replayability. But generated levels may often feel too random, unbalanced and lacking an overall structure. Ma et al. (2014) proposed an algorithm to solve this problem; their method takes a set of user-defined building blocks as an input and produces layouts that all follow the structure of a specified level connectivity graph. In this paper, we present an implementation of this method in a context of 2D tile-based maps. We enhance the algorithm with several new features and propose speed improvements. We also show that the algorithm is able to produce diverse layouts. Benchmarks show that it can achieve up to two orders of magnitude speedup compared to the original method. As the result, it is suitable to be used during game runtime.

INTRODUCTION
Procedural content generation (PCG) is a method of creating content algorithmically rather than by hand (Togelius et al. 2010). In video games, it is often used to increase game’s replayability. The classic example is the game Rogue that contains procedurally generated dungeon levels, treasures and monster encounters, which lead to unique experience on every playthrough. Procedural techniques are also used in newer games including Borderlands, Diablo or Minecraft.

In this paper, we focus on PCG of game levels. One approach to this problem is to use binary space partitioning (Shaker et al. 2016); they start with a rectangular area and recursively split it until there are enough subareas. Some subareas are then chosen to represent rooms and these are then connected by corridors. Another possible approach is so-called agent-based dungeon growing (Shaker et al. 2016); they start with an area that is completely filled with wall cells and an agent is spawned at a specified location. The agent is controlled by a predefined AI and moves through the area, digging corridors and placing rooms.

The problem with these algorithms is that a game designer often loses control over the flow of gameplay, and generated layouts may feel too random and lacking an overall structure (Dormans and Bakkes 2011, Ma et al. 2014). Although this approach may be appropriate in some genres, Dormans & Sanders (Dormans and Bakkes 2011) note that it is not suitable for action-adventure games and propose to generate both missions and spaces of a game using generative grammars. Ma et al. (Ma et al. 2014) propose a different approach. Their method takes a set of room shapes and the level connectivity graph as an input and produces layouts that all follow the defined structure; a game designer thus have complete control over the high-level structure of a level, for example, a control over possible sequences a player can visit respective rooms (graph nodes). In this paper, we describe conceptual and technical improvements to the procedural generation algorithm for dungeon levels developed by Ma et al.

The rest of the paper is structured as follows. We first describe the algorithm in detail, then we show our new features and speed improvements. Finally, we evaluate algorithm’s performance and conclude the paper.

ALGORITHM
To produce a dungeon level, the algorithm (Ma et al. 2014) takes a set of polygonal building blocks (referred to as room shapes) and a planar level connectivity graph (the level topology) as an input. Nodes in the graph represent rooms, and edges define connectivities between them. The goal of the algorithm is to assign a room shape and a position to each node in the graph so no two room shapes intersect and each pair of neighbouring room shapes share a common boundary segment (Figure 1).

(a) Input graph (b) Building blocks (c) Output

Figure 1: Example output of the algorithm.

Instead of searching through all possible positions and room shape assignments of graph’s nodes, the algorithm uses configuration spaces to define valid relative positions of individual room shape pairs. However,
formulating the whole problem as a configuration space computation was shown to be PSPACE-hard (Hopcroft et al. 1984). Therefore, a probabilistic optimization technique is used to efficiently explore the search space. To further speed up the optimization, the input problem is broken down to smaller and easier subproblems. This is done by decomposing the graph into smaller parts (called chains) and laying them out one at a time.

**Configuration spaces**

For a pair of polygons, one fixed and one free, a configuration space is a set of such positions of the free polygon that the two polygons do not overlap and share a common segment. With polygons, a configuration space can be represented by a (possibly empty) set of lines (Figure 2).

Because the block geometry is fixed during optimization phase, configuration spaces of all pairs of block shapes are precomputed to speed up the process.

**Incremental layout**

Algorithm 1 assigns positions and room shapes to graph nodes incrementally; in each step it lays out one chain. A chain is a sub-graph where each node has at most two neighbours. Chains have an advantage that they are relatively easy to lay out. The next chain to connect is always one that is connected to already laid out nodes.

```plaintext
1 Input: planar graph G, building blocks B, layout stack S
2 procedure IncrementalLayout(c,s)
3 Push empty layout into S
4 repeat
5   s ← S.pop()
6   Get next chain c to add to s
7   AddChain(c, s)   // extend the layout to contain c
8 if extended partial layouts were generated then
9   Push new partial layouts into S
10 until target # of full layouts is generated or S is empty
11 end procedure
```

Algorithm 1: Incremental layout.

In each iteration, we take the last layout from the stack and try to add the next chain, generating multiple extended layouts and storing them. If this step fails, no new partial layouts are added to the stack and the algorithm has to continue with the last stored partial layout (referred to as backtracking). It is usually needed when there is not enough space to connect additional chains to already laid out nodes. The process terminates when enough number of full layouts are generated or if no more distinct layouts can be computed.

To decompose a graph into chains, we first compute a planar embedding of the graph (Chrobak and Payne 1989). The first chain is then formed by the smallest face of the embedding and following faces are added in a breadth-first order. If there are more faces to choose from, we first lay out the smallest one. When there are no faces (no cycles) left, remaining acyclic components are added.

Favoring cycles is quite important as we have empirically confirmed them to be harder to layout and causing the algorithm to backtrack unnecessarily (as the original paper states).

**Simulated annealing**

The authors of the original algorithm chose simulated annealing (SA) framework to explore the space of possible layouts for individual chains. The reason is that it produces multiple partial layouts in a single run, which is useful in two situations. First, it allows us to backtrack if we are unable to lay out a chain. Second, we are able to quickly generate subsequent full layouts. Instead of starting the generation process all over again from an empty layout, we start with an already computed partial layout that was produced by SA previously.

```
1 Input: chain c, initial layout s
2 procedure AddChain(c,s)
3 generatedLayouts ← Empty collection of generated layouts
4 t ← t0   // Initial temperature
5 for i ← 1, n do   // n: # of cycles in total
6   for j ← 1, m do   // m: # of trials per cycle
7     s' ← PerturbLayout(s, e)
8     if s' is valid then
9       if s' ∪ c is full layout then output it
10       else if s' passes variability test
11         Add s' into generatedLayouts
12       end if
13     end if
14   end for
15 end if
16 if ΔE < 0 then   // ΔE = E(s') - E(s)
17     s ← s'
18   else if rand() < e^{−ΔE/(kT)} then
19     s ← s'
20     end if
21 Discard s'
22 end if
23 end for
24 t ← t * ratio   // Cool down temperature
25 end procedure
```

Algorithm 2: Simulated annealing. This pseudocode uses n = 50, m = 500, t0 = 0.6 and k is computed using ΔE averaging (Heidelburg 2013).

SA operates by iteratively considering local perturbations to the current configuration, or layout. The energy
function is constructed in a way that it heavily penalizes nodes that intersect and neighbouring nodes that do not touch.

To speed up the process, they try to find an initial configuration with a low energy. To do that, a breadth-first search ordering of nodes from the current chain is constructed, starting from the ones that are adjacent to already laid out nodes. Ordered nodes are placed one at a time, sampling the configuration space with respect to already laid out neighbours, choosing the configuration with the lowest energy.

**Tile-based output**

We provide an implementation of the algorithm in a context of tile-based maps. Therefore we changed the representation of shape coordinates from original floats to integers and we use only rectilinear polygons instead of arbitrary polygons for room shapes.

**NEW FEATURES**

**Corridors between rooms**

In the original paper, it is shown that the method can be used to generate layouts with rooms connected by corridors. To achieve that, a new node is added between every two neighbouring nodes into the input graph and these new nodes get assigned a set of room shapes that was made for corridors.

The problem of this approach is, that we now have almost twice as many nodes than before, which slows the generation down.

In our approach, we use two different instances of configuration spaces. The first is the standard one, in which a position of two rooms is valid when both rooms touch and do not overlap. The second, on the other hand, accepts only positions where the two rooms are exactly a specified distance away from each other (and also do not overlap).

When we perturb a layout, we first use the second type of configuration spaces. By doing so, we should converge to a state where all pairs of non-corridor nodes of the current chain have a space between them. Then we switch to the first type of configuration spaces and try to greedily add all corridors rooms. If we are not able to lay out all corridor rooms this way, we abort the current attempt, remove already added corridors and return to SA.

**Explicit door positions**

In the original algorithm, it is not easy to specify door positions within individual room shapes. But this can be useful, for example, if we have a boss room which requires the player to enter the room from a specified tile, or if we have a room template with some tiles reserved for furniture, chests, etc.

Therefore, we extended configuration spaces generator to work with door positions directly. It allows us to define door positions of every room shape in a layout explicitly. This modification has no runtime overhead as configuration spaces are generated only once before the algorithm starts. One must be careful though as having too few door positions makes it significantly harder for SA to connect neighbouring rooms and will often cause the algorithm to need more iterations to generate a valid layout.

**Custom constraints**

The original method enforces two basic constraints on the layout - no two rooms may overlap and all neighbouring rooms must be connected by doors. We decided to make the concept of constraints more general and customizable. We allow to define constraints over the whole layout and constraints over individual nodes.

They can be either hard or soft. All hard constraints must be satisfied before a layout can be accepted whereas soft ones are used to control the evolution by modifying the energy.

This can be useful, for example, if we want to make sure that the whole layout does not exceed some defined boundaries or if we create an obstacle that the layout must not intersect.

**SPEED IMPROVEMENTS**

**Simulated annealing parameters**

We observed that SA spends most of the time on runs that either fail to generate anything or do not produce enough partial layouts. Such situations happen mostly if the current chain cannot be laid out because of an unlucky positioning of previous chains. With this in mind, we tried to find ways to terminate non-perspective runs as soon as possible.

The original algorithm uses a mechanism of random restarts. If we do not accept any state for too long, we quit the current run of SA. The problem is that we can accept a lot of states without producing a single valid layout. Generating valid layouts, however, is our main goal. We tried three different mechanisms that decide if the current iteration of SA is successful or not:

1) is the original approach where we penalize iterations that fail to accept new states; 2) penalizes iterations that fail to produce valid layouts; 3) is the most strict one and penalizes iterations that fail to produce valid layouts that are different enough from already generated layouts.

We benchmarked all three possibilities and the most strict came out as the best one. We also tried various values of parameter $m$ (trials per cycle) and decided to set it to 100 from the original 500.

**Chain decomposition**

The decomposition of an input graph into chains affects the overall performance of the algorithm. We observed that having a lot of small chains in a decomposition leads to poor performance, especially in situations where we have to backtrack very often. The problem
is that a substantial amount of time is spent when initializing the process of laying out the next chain. For example, it is quite time-consuming to find the best initial configurations for nodes in the current chain.

In Figure 3a we can see an example of a problematic graph. Figure 3b shows how the decomposition may look like after the first iteration of the basic decomposition algorithm. We can see that we have a lot of small acyclic components now. The problem is that the algorithm creates a new chain from every such component. And finally, in Figure 3c, we can see that we will end up with a lot of small chains - which is a situation we want to avoid.

Our solution is quite simple. When we want to add a node to a chain, we check if it does not create acyclical components with only one node. If it does, we add all such components to the current chain. This violates the definition of a chain, but we found out this approach to perform better in practice.

Lazy evaluation

Another technical problem is that the algorithm is trying to generate multiple layouts in each run of simulated annealing in case we need to backtrack later. But what if we are lucky and do not need to backtrack? In that case, we have wasted a lot of time by computing something that is not needed.

The solution is to make the computation lazy. Instead of generating all children layouts at once, we save the state of the current run of the algorithm and resume it later only if it is truly required; as we are using C# this is easily achievable by using yield statement.

EVALUATIONS

All benchmarks presented here are obtained by running our algorithm 100 times on each input graph, with different randomization seeds. We measure the time that is needed to generate a layout and the number of iterations, i.e., how many times we need to perturb a layout to generate a full layout.

In Table 1, we can see a benchmark of our method when used on input graphs presented in Figures 1 and 5. Our method was able to generate all layouts without corridors in under one second. And all layouts with corridors in under two seconds. Our algorithm is therefore quick enough to generate layouts directly in a game.

<table>
<thead>
<tr>
<th>Input</th>
<th>Time</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg/med</td>
<td>avg/med</td>
</tr>
<tr>
<td>Fig. 1</td>
<td>0.00s/0.00s</td>
<td>0.12k/0.02k</td>
</tr>
<tr>
<td>Fig. 5, top-left</td>
<td>0.12s/0.08s</td>
<td>4.15k/2.78k</td>
</tr>
<tr>
<td>Fig. 5, top-right</td>
<td>0.01s/0.00s</td>
<td>0.29k/0.17k</td>
</tr>
<tr>
<td>Fig. 5, bottom-left</td>
<td>0.18s/0.09s</td>
<td>5.50k/3.20k</td>
</tr>
<tr>
<td>Fig. 5, bottom-right</td>
<td>0.62s/0.36s</td>
<td>15.28k/10.10k</td>
</tr>
</tbody>
</table>

Figure 4: Relative speedup of our performance improvements when compared to the implementation of the original method, available at Github (Ma et al. 2014). The chart shows how different approaches affect the total time needed to generate a layout.

Performance comparison

In the Speed improvements section, we described our most important performance improvements. Figure 4 shows a comparison of how these changes affect the overall speed of the algorithm.

The first bar shows the performance of our initial implementation of the original method in a tile-based context. We can see that this implementation is already faster than the original algorithm. This is mainly caused by the fact that with integer coordinates, we were able to significantly speedup operations with polygons and energy function computation.

The following three bars of the chart demonstrate how the algorithm behaves with only one improvement enabled. And finally, the last bar shows that with all improvements enabled; our algorithm is over 100 times faster than the original method.
CONCLUSION

We presented an algorithm for procedural generation of tile-based maps from user-defined building blocks that adapts and improves the previous work of Ma et al.

We proposed several new features and speed improvements. Users can now easily specify door positions and add custom constraints on the layout. We also presented a method to quickly generate layouts with rooms connected by short corridors as usually found in dungeon levels.

We demonstrated that our method can handle various input graphs and building blocks sets. Benchmarks of our method showed that, on average, our algorithm is over 100 times faster than the original one, and is able to generate a layout in under one second for all our inputs in the basic mode without corridors. This makes our algorithm fast enough to be used directly in a game during runtime or as an inspiration for game designers during design time.

Our C# implementation of the algorithm can be downloaded from https://github.com/OndrejHepozitek/ProceduralLevelGenerator under the MIT License, which allows the result to be used in commercial games. The repository also contains an extended version of the paper together with an example of a practical use-case of the algorithm.
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ABSTRACT
This paper presents how soft body simulation can create deformable characters and physics-based game mechanics that result in a more varied gameplay experience. A framework was implemented that allows the creation of a fully deformable soft body character within a game application where the simulation model properties could be altered at runtime to create gameplay mechanics based on varying the deformation of the character. The simulation model was augmented to allow appropriate methods of player control that complemented the character design and its ability to deform. It was found that while the implementation of deformation-based mechanics created a more varied gameplay experience, the underlying simulation model allowed for a limited amount of deformation before becoming unstable. The effectiveness of the framework is demonstrated by the resulting mechanics that are not possible through the use of previous methods.

INTRODUCTION
Many computer games use physics simulation as an underlying system to create real-world-like motion in objects. Whether it’s to create the feel of driving vehicles over undulating terrain or have characters fall, ragdoll-like, down a staircase. In terms of game design, titles such as Marble Madness (Atari Games 1984) and Angry Birds (Rovio Entertainment 2009) use physics-based gameplay to create their core game mechanics. This can result in dynamic, but predictable behaviour that can provide players with a varied and engaging user experience.
These games are underpinned by rigid body physics simulation where the shape of the player character within game remains constant throughout the simulation. While this doesn’t necessarily limit the different physics-based gameplay mechanics that can be created, it does suggest that the additional use of soft body simulation to create deformable characters could lead to some innovative player experiences in the area of physics-based gameplay.

Soft body dynamics in games isn’t new, but its use is often limited to improving the visual aesthetic of digital characters rather than form a core part of the gameplay mechanics. For example, simulated cloth on character garments or providing secondary animation in the form of belly jiggle to make a character’s movement appear more dynamic.

To create deformable characters there are several methods of soft body simulation, and the choice of which to use is dependent on application requirements in terms of performance, stability, deformation properties and the means of control.
Mass-spring models have been popular in games to create elastic deformable materials due to the relative simplicity and efficiency of the underlying implementation. The elasticity is controlled by manually adjusting the spring stiffness and damping constants to create the desired amount of deformation across the body.
Finite element methods can be used to create a more physically accurate model of deformable materials that contain both elastic and plastic properties. While more computationally expensive than a mass-spring model, interactive rates are possible. Values that define the deformation properties of real-world materials can be used with this model potentially reducing the amount of manual adjustment required. (Müller and Gross 2004)

Parker and O’Brien (2009) demonstrates the application of a FEM-based model to create realistic deformation and fragmentation in a game environment. The deformation of objects is solely used to improve the visual aesthetics, but nevertheless, this shows this method can be used in a fully featured commercial game.
Position based dynamics allows for more control as the position of the particles that form the soft body can be manipulated directly without compromising the integrity of the simulation model. It is also unconditionally stable and efficient while creating plausible, but not wholly accurate deformations. (Müller et al. 2007)
In terms of soft body control, Liu et al. (2013) proposes a skeleton-driven approach that drives the motion of an FEM-based soft body. Skeletal animation allows for creative control of the overall motion of the soft body character in cases where procedurally generating a similar motion would be too complex. The two-way coupling between the soft body skin and rigid body skeleton does allow for applied forces on the soft body to affect the underlying skeleton, but the rigid skeleton does limit the amount of deformation possible. Tan et al. (2012) proposes the use of simulated muscle fibres to control the motion of FEM-based soft bodies. This allows for the creation of more cartoon-like motion that exhibits a greater range of squash-and-stretch when compared to skeleton-based methods as the character motion is not restricted by the rigidity of an underlying skeleton. However, results show that this method is too computationally expensive for interactive rates required for game applications.

There are some notable game applications that use character deformation as part of their core mechanics. Gish (Cryptic Sea 2003) and Cats are Liquid (Last Quarter Studios 2015) are 2D platform games that let the player increase the elasticity of their main characters so they can squeeze through small gaps in the level. Deformers (Ready At Dawn 2017) is a fast-paced multiplayer battle game where the elasticity of the characters helps to give the characters a more cartoon-like quality and their ability to change shape from a ball to a cube is used in the games blocking mechanic. Claybook (Second Order 2017) uses a custom position based dynamics system to create a fully deformable environment where the player can use the shape-changing character to alter and interact with the world to solve puzzles.

Reviewing related work has shown that creating and controlling deformable characters is an active area of research in computer graphics, but has also shown there is a lack of literature into the design and implementation of soft body physics-based game mechanics.

By focusing on the unique behaviours that can be created through the use of soft body dynamics this paper aims to explore how deformable characters can be used to create a wider range of physics-based game mechanics.

**METHODOLOGY**

Two gameplay prototypes were created with different character representations. The following approach was taken when creating deformation-based game mechanics in each prototype:

- Identify the characteristics of the simulation model and the properties that can be manipulated to alter its behaviour.
- Define a method of controlling the basic movement of the character.
- Formulate deformation-based character behaviours that can be created by interacting with the underlying simulation model.
- Using one or more behaviours, create game mechanics that are generally not feasible via a more traditional rigid body character representation.

**Identifying Characteristics of the Simulation Model**

A FEM-based model was chosen because of its predominant use in existing research in creating deformable characters. The soft body is represented by a mesh of tetrahedral elements and it is the simulated movement of these elements that cause the deformation. The model is characterised by the following properties: elasticity, plasticity and fracturing.

Elasticity allows the body to deform when under stress. Stress is applied in the form of external forces to the individual elements that describe the body. Removing these external forces result in the body returning to its undeformed state. The elasticity of the body is controlled by two parameters, Young’s modulus which describes the stiffness and Poisson’s ratio which describes how a solid material tends to expand or contract in a direction perpendicular to any longitudinal stress the soft body is under.

Plasticity allows deformations to remain when external forces are removed. This is achieved by storing the plastic strain caused by the internal elastic strain on the elements that form the soft body. It is this plastic strain that retains the deformation. As it is a stored value within the model, it can be removed at any time. The plasticity is controlled by three parameters, plastic yield, the threshold amount of elastic strain that when exceeded, results in the storing of plastic strain. plastic creep, the rate at which plastic strain is applied and plastic max, the maximum amount of elastic strain that is permitted.

Fracturing allows tearing of a soft body when the internal stress of elements within the body exceeds a fracture threshold. It was decided that for these initial prototypes, fracturing would not be used to avoid the complexity of implementing a character that consisted of multiple separate parts.
The individual parameters from each property were combined to describe what was referred to as a physics material. The implementation of the FEM model was amended to allow the different elements within the model to have their own material applied to them. This allowed for different parts of the model to have different deformation characteristics to one another and produces a much more flexible simulation model.

Prototype 1
To explore the initial challenges in creating deformable characters and the subsequent game mechanics, a ball-shaped character consisting of a single physics material was created.

Character Physics Model
A tetrahedral mesh defines the character shape in the soft body simulation and mesh coupling is used to deform the high-resolution graphical mesh seen in-game.

![Figure 1: Ball-shaped Character.](image)

<table>
<thead>
<tr>
<th>Material Settings for Spherical Character</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Tetrahedra</td>
<td>118</td>
</tr>
<tr>
<td>Surface triangles</td>
<td>118</td>
</tr>
<tr>
<td>Density [kg/m³]</td>
<td>1000</td>
</tr>
<tr>
<td>Young’s modulus [N/m²]</td>
<td>100000</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>0.99</td>
</tr>
</tbody>
</table>

The refinement of the tetrahedral mesh was chosen so that it was high enough to produce a level of deformation that looked visually plausible when the character collided with objects in the environment, but not cause a significant drop in frame rate.

Control Method for Basic Movement
The ball-shaped character’s overall shape is virtually identical to a comparable spherical rigid body. It was therefore decided to mimic the movement mechanic seen in Marble Madness-style games where the direction the character moves in is controlled by 2D axis user input (forward and back, left and right). In order to achieve this, a frame of reference is needed for the soft body. In a rigid body, this is simply the position and rotation of the body. As a soft body consists of a collection of interconnected elements that can be moving in different directions as a result of varying forces being applied across the body, there is no explicit position and rotation for the body as a whole. To achieve this, a fixed node at the centre of the soft body was added during the generation of the tetrahedral mesh.

Because the motion of the body is controlled by applying a force to the body in the desired direction of travel irrespective of the overall orientation of the ball, there is no need to explicitly calculate the overall orientation of the soft body ball. To determine the current direction of travel for the ball, the position of the origin node is sampled over time to calculate its velocity. This velocity is a useful attribute for the player model to expose. For example, it can be used to implement a camera the orients itself with the direction the player is moving in. With the addition of a frame of reference, any mechanic (e.g. jumping) that is straightforward to implement on a rigid body can be transferred to the soft body simply by applying the appropriate uniform force to all elements within the soft body.

Formulating Behaviours and Mechanics
“Softening” The Character
By decreasing the stiffness of the soft body, the increased amount of deformation enables the character to be squeeze through gaps in the environment they would not normally be able to pass if they were implemented as rigid bodies.

This can be achieved simply by lowering Young’s modulus in the physics material over time to create a more malleable character.

It’s worth noting that with the FEM simulation model chosen here, changing Young’s modulus in the physics material requires parts of the underlying simulation model to be reinitialised. The amount of process time this takes is proportional to the number of elements present in the tetrahedral mesh and is, therefore, another place the refinement of the mesh can have an impact on performance.

The player can now consider how this “softness” can be used to traverse the game environment. Existing games, like Gish and Cats are Liquid, enable this ability through user control, but it doesn’t have to be limited to this type of use. Environmental objects can be used to change the state of the player providing a range of ways to interact with this mechanic. For example, simulated heat can be used to temporarily melt the character and as it moves from the heat source, it can return its default stiffness over time.

Stretching The Character
In order to explore how stretching can be used as a mechanic, positional constraints were used to temporarily hold a part of the character in place. In essence, a sticky surface was created. Without these constraints, any external forces used to stretch a part of the character would result in dragging the entire shape. The initial concept was to apply stretch
forces to the unconstrained side of the character in a direction perpendicular to the sticky surface and see what effect this could have in terms of gameplay. For this character, the overall shape and topology of the underlying tetrahedral mesh prohibited plausible deformations taking place. This was due to the relative coarseness of the mesh and the rolling nature of the character movement. When the character rolled into the sticky surface, depending on its orientation, a varying number of nodes in the tetrahedral mesh would become constrained to the block and in the case where this may have been a low number of contact points, the stretching would cause unwanted irregular spikes in the deformation. This could be potentially be counteracted by increasing the refinement of the mesh, but this then had a significant detrimental on performance. This approach was therefore abandoned.

Prototype 2
Here a cylindrically shaped character was used for a number of reasons. The shape allows more potential to create stretch based mechanics due to its shape and topology. Its shape is very similar to the capsule shape that is commonly used to represent characters in physics simulations for games. This would allow the creation of deformable characters whose basic movement is implemented in a way familiar to the player.

Character Physics Model
To create a cylinder-based character that exhibits elasticity in its default state, multiple physics materials were used to create the tetrahedral model. The bottom section was created with a physics material with a higher density and stiffness to the middle and top sections so the character wouldnt topple easily. The stiffness of the remaining sections was set to create a natural sway in the character as it moved to emphasise its deformable nature.

Control Method for Basic Movement
Character controllers in game engines such Unity (Uni 2008) allow for more precise control by setting the desired linear and angular velocity of the controller rather than through the application of forces when momentum based acceleration/deceleration is not wanted. To duplicate this in the deformable character, a reference coordinate frame is needed that provides both position and orientation. A fixed node was added in the tetrahedral mesh generation in the bottom region to define the origin of the character, similar to the ball-shaped character. As orientation is also needed, additional nodes were added to define an orthogonal coordinate frame within the bottom region.

![Figure 3: Linear forces acting on core nodes.](image)

To create the controllable movement in the character the bottom region was treated as a rigid core that would essentially pull the rest of the character along as it moved. To achieve this, the linear velocity of each node in the core region was set after the soft body simulation was run each frame.

The total linear velocity of each node within the core region is defined as:

$$v_{total} = v_f + v_r$$  \hspace{1cm} (1)

where $v_f$ is the desired linear velocity and $v_r$ is the linear velocity resulting from the desired angular velocity, which is subsequently defined as:

$$v_r = \omega \times r$$  \hspace{1cm} (2)

where $\omega$ is the desired angular velocity and $r$ is the position of the core node relative to the core origin node. This essentially created a controllable rigid lower region coupled with soft deformable upper regions but without the need to couple a separate rigid body simulation with the soft body simulation model. Rigid body based mechanics like jumping can now be created to the cylinder-based character by applying uniform forces to all nodes in the core region or through the manipulation of the desired linear and rotational velocities of the character.

| Tetrahedra | 104 |
| Surface triangles | 72 |
| Density $[kg/m^3]$ | 750 |
| Poisson’s ratio | 0.99 |
| Bottom: Young’s modulus $[N/m^2]$ | 500000 |
| Mid: Young’s modulus $[N/m^2]$ | 300000 |
| Top: Young’s modulus $[N/m^2]$ | 10000 |

Table 2: Material settings for cylindrical character.
**Formulating Behaviours and Mechanics**

**Stretching Up**

A stretch mechanic was created to pull the character into a longer shape. This was achieved by constraining the top and bottom of the character with anchors and then raising the top anchor over a period. During this time, the plasticity parameters were altered to allow the deformation to remain once the anchor was moved. At this point, the plastic creep would be reset to zero to prevent further deformations to remain permanent. This was required so the default elastic movement in the character would return. In this elongated state, the character could now reach items or locations in the level which were too high without the change in shape.

<table>
<thead>
<tr>
<th>Table 3: Plasticity settings for stretching</th>
</tr>
</thead>
<tbody>
<tr>
<td>( plastic_{yield} )</td>
</tr>
<tr>
<td>( plastic_{creep} )</td>
</tr>
<tr>
<td>( plastic_{max} )</td>
</tr>
</tbody>
</table>

**Squashing Down**

A squash mechanic was created using a similar method to the stretch mechanic, but with the top anchor moving downward. This allows the character to shrink down to a smaller size and fit under obstacles. This shows how the deformation can be used to achieve something similar to existing crouch mechanics.

<table>
<thead>
<tr>
<th>Table 4: Plasticity settings for squashing</th>
</tr>
</thead>
<tbody>
<tr>
<td>( plastic_{yield} )</td>
</tr>
<tr>
<td>( plastic_{creep} )</td>
</tr>
<tr>
<td>( plastic_{max} )</td>
</tr>
</tbody>
</table>

**Swinging**

To create a more novel means of traversing gaps within a game level, a swing mechanic was created. The top surface of the character was constrained to an anchor within the level. The core based character movement was disabled at this point and a linear acceleration was applied based on the forward user input. This linear acceleration, combined with the centre of mass in the bottom region of the character and the elasticity of the upper regions created a natural swinging motion in the character. The player is then able to build up the swing momentum by alternating the forward user input in time with the swing and cover a greater distance when released from the anchor point. Additionally, when the character is anchored at the top it can also be pulled down to stretch its shape. This is achieved by lowering Young's modulus to 9000 in the physics material for the top region and apply a downward force to the origin node in the core region. This allows for the character to reach items or locations in the level which were too low.

**RESULTS**

Figure 4 shows objects used in the prototypes to represent the goal to reach for and the anchor used to constrain the character when creating squash and stretch. Figures 5 - 8 show the visual deformation of the character and demonstrates how the implemented mechanics allow the character to reach an item that would be unattainable if the character was unable to deform.

![Figure 4: Prototype objects.](image)

![Figure 5: Softening mechanic.](image)

![Figure 6: Stretching mechanic.](image)

![Figure 7: Squashing mechanic.](image)
DISCUSSION

Qualitative Evaluation
The prototype with the ball-shaped character was successful as a proof of concept in terms of testing the pipeline and creating a deformable character like those seen in existing titles. It also demonstrated that beyond the ability to change the overall elastic characteristics of the body to enable the character to squeeze through gaps, limitations based on the mesh topology and the rolling nature of the movement made it difficult to implement other deformation based behaviours. This may indicate why existing games with this style of deformable character predominately use this mechanic and nothing beyond it.

The formation of the tetrahedral mesh topology in the cylinder-based character allows for a more varied use of the characteristics of the simulation model. Constraining specific nodes to anchors that were in line with the stretch direction created deformation in keeping with the overall shape of the character when compared to the deformation problems seen in the ball-shaped character.

The implementation of the rigid core region in the cylinder-shaped character allows for this style of deformable character to use similar methods of motion control to those found using rigid body-based character controllers. By avoiding the coupling of a rigid body to create this core, allows for this region to interchange between rigid and soft body behaviour when used to implement different mechanics.

The elastic and plastic properties of the FEM simulation model enabled the creation of novel deformation-based game mechanics in this relatively small set of experiments. The limitations of the implementation lead to restrictions when balancing the refinement of the generated tetrahedral mesh with runtime performance. Large node displacements did result in invalid model configurations for the soft body simulation. This was particularly evident in the creation of the squashing mechanic where only a relatively small downward displacement was possible before the model folded in on itself. This could potentially be solved by implementing collision response between internal nodes in the tetrahedral mesh. In addition, changing material parameters often required an expensive reinitialise step. While the properties of this simulation are appropriate for creating deformation-based mechanics a more stable simulation model should be considered.

Future Work
The shapes used in the experiments are basic primitive shapes, but the techniques used here does allow for the creation of more complex character shapes. The addition of limbs, for example, can create characters representing creatures or humanoids. This does, however, mean that implementing the basic movement of the character may become more complex. References showed how skeleton animation can be combined with soft body deformation to create deformable characters. This work could be extended to create stretchable bones to allow external forces to alter the overall skeletal shape rather than just the deformation of the soft body skin. This would allow for more creative control in the movement of the character that is augmented by the elastic properties of the soft body rather than relying on procedurally generated animation by the soft body simulation alone.

Using alternate simulation models can not only help eliminate the stability issues but with a different set of physical properties can provide the potential for a more varied set of gameplay mechanics. Macklin et al. (2014) demonstrates soft bodies that interact with rigid bodies, fluid and gases in the same simulation model that could lead to some interesting mechanics where a character could change between these states.

CONCLUSIONS
This paper presents a set of game mechanics that are made possible by the use of soft body simulation to create deformable game characters. The findings showed that even when a somewhat limited set of mechanics, the gameplay prototypes produced demonstrate the potential for more varied and unique gameplay experiences for the player. The deformation behaviour of the character is fully dynamic and controllable. The use of volume regions within the simulation model allows for parts of the characters to deform differently. This was used to create a rigid core within the simulation model that controls the overall motion of the character without the need to couple with a rigid body system. This facilitates a method of control similar to rigid body character controllers that allow players to direct the overall motion of the characters in an intuitive manner while still being able to use the deformation
properties of the character as a means to interact with the environment to achieve goals within a game. The topology of the tetrahedral mesh, the configurable properties of the underlying simulation model and the extent these properties can be affected in real-time directly impacts the range of gameplay mechanics possible.

In the current FEM-based implementation, plausible deformations are shown when the character is subjected to external forces, but the integrity of the model can be lost if the displacement of the internal elements of the simulation model is too large which negatively impacts the player experience. This can be overcome by exploring more robust simulation models that have different characteristics and hence lead to the creation of more deformation based game mechanics.
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ABSTRACT
2016 saw the release of Pokemon Go, an Augmented Reality (AR) Game built on Smart Phone Location Services. A new generation of mobile devices is emerging with spatial awareness capability provided by motion tracking, area learning, and depth perception. The first of these new devices are the Tango-enabled phones from Lenovo and Google. This paper reviews the capabilities of these new devices in terms of the traditional AR problems and reviews the current and next generation of AR Games. We choose to use the term Augmented Reality rather than Mixed Reality in this paper. The reasons for this are discussed in Section 4.

POKEMON GO AND LOCATION SERVICES

In 2016 Pokemon Go became for a short time a global phenomenon and introduced a large number of people to the idea of location-based Augmented Reality gaming. The origins of location-based games are found in the 1990s as handheld GPS systems became commercially available to the general public. Early location based game-like activities such as Geo-caching 5/14/17 7:47:00 AM were practiced by enthusiasts with handheld GPS devices but never became mainstream. From 2000 onwards ‘location services’ have become standard on Smart Phones expanding on the traditional GPS functionality. Location services use triangulation from three separate sources for determining location.

1. Phone towers – accurate to about 100m.
2. WiFi hubs – accurate to 15m.
3. GPS Satellites – accurate to about 2 m.
Source (“Google Location Services Accuracy.”)

Pokemon Go players in outdoor locations using multiple devices could expect to see the same Pokemon character on their displays within about 2-20m of each other in real world measurement. This is because the Pokemon are not registered to their real environment with a marker such as a QR Code marker. They use only the location service and hence the registration limits of the location services. The Pokemon graphic is simply placed into the center of the viewport once the device is in the approximate location so they will appear as an obvious video overlay with no depth awareness - no object passing in front of it is able to obscure (occlude) it - demonstrated in figure 1.

It is a limitation of the location services of the current Smart Phones that there is no spatial awareness and therefore occlusion and tight video registration are simply not possible. Some researchers even draw a distinction between location-based games and ‘real’ AR games (Perlin, K. in Greenemeier, 2016).

Figure 1: Pokemon Go – no Occlusion

This limitation has been at the core of the Augmented Reality research from the beginning. In Section 2 we will go back to one of the seminal papers of AR research (Azuma, 1997) to review his summary of the problems of Augmented Reality and see how little progress was made on these problems until 2015.

In 2015 Google entered the AR space with the release of their first Tango device and SDK (Araújo et al., 2016). In section 3 we look at the Tango platform and ask “which of Azumas (1997) AR problems have now been solved?”

Tango enabled devices entered the consumer Market in 2016 with a first wave of games and apps. In Section 4 we review what we have seen so far, Tango games in development and we review the potential of the new capabilities in spatial awareness for AR games and other applications.

THE HISTORIC PROBLEMS OF AR

In 1997 Ronald T. Azuma first articulated the problems of Augmented Reality when he published an early survey on
the field (Azuma, 1997) – a survey that has been one of the most cited papers in the AR field over the last 20 years. The intent of his 1997 paper was to describe the applications in which to integrate 3-D virtual objects into a 3-D real world environment placing the viewer in a realistic context. Azuma’s study consisted of understanding the dynamics behind the field of augmented reality and described many of the challenges and problems of integrating the technology (Behringer, 1999). Many researchers have faced the challenges of analyzing the principles contrasting the variations between augmented reality and virtual environments (Nincarcan, Alia, Halim, & Rahman, 2013). Through these dialogues and explorations, the research has created windows of opportunities to enhance technologies but progress has been slow.

The central problems of AR, registration and sensing errors, have until very recently remained unsolved as evident with other researchers whose concerns addressed the capability of the proper alignment of real objects and virtual objects to merge two worlds as coexisting objects (Ohata & Tamura, 1999). There are complexities with these problems as the user will experience errors as the system is unable to accurately perceive the dynamic environment. Without the capability of good registration, errors create a “visual – visual” conflict which does not mimic depth of perception and connection with cognitive ability to re-create the model world existing within augmented reality. Augmented reality systems must also be able to respond within milliseconds as the user’s point of view changes (Azuma, 1997). Objects can be added or removed from the real environment; however, achieving believable realism is a challenge. AR systems were also deficient at early stages in applying all senses especially inclusiveness of sound (Azuma, 1997); augmented systems need to be able to detect incoming sound as to increase the stimuli and sensing response to the altered reality.

To summarize the five AR problems as articulated by Azuma (1997):

1. Realism: Merging photo realistic 3D objects with real environments. Realism here includes texture, lighting and shadow.

2. Registration - Registration errors must be kept to a fraction of a degree 0.2°– 0.5°.

3. Tracking – tracking the position and orientation of the viewport in 3D space – objects swim around and lag behind.

4. Portability – the ability of the viewer to move within a real environment

5. View parameters (field of view, depth of field, orientation, inter pupillary distance, occlusion)

Other researchers pointed out, building on Azuma’s study, AR systems lacked the ability to visually track or denote true eye location (Takagi et. al, 2000). The stimulus of touch nor the reflexes to feel the real forces of the environment presented a cue to understand location of a virtual object.

This is consistent with Azuma’s study distinguishing that the user’s perception of movement is limited and needs to amend ‘o adapting tracking methodologies within various environmental applications.

GOOGLE TANGO: WHAT GOT SOLVED?

Augmented Reality literature in the last thirty years has consistently articulated the unsolved problems of AR registration and sensing (Azuma, 2002). With the recent release of the first commercial devices incorporating Google Tango i: seems as though some of ARs perennial problems have no: only been suddenly solved but the solution has left the experimental labs and become available to a mass market. This section takes a look at Tango in terms of ARs big problems and asks what has been solved and what is left?

The Tango area-learning capability builds on the SLAM problem which has emerged from research in the autonomous vehicle field. The Simultaneous Localization and Map-building (SLAM) problem asks the question “is it possible for an autonomous vehicle to start in an unknown location in an unknown environment and then to incrementally build a map of this environment while simultaneously using this map to compute absolute vehicle location?” (Dissanayake et al, 2001, p. 229)

The SLAM problem in AR viewports, as opposed to vehicles, contains additional complexity as the device must track it’s own orientation as well as movement relative to an origin point in a 3D coordinate system. This orientation is usually represented by a four part quaternion (x,y,z,w) and often referred to as six degrees of freedom as shown in figure 2. A car by comparison has only one axis of rotation (Wy) and two axes of movements (x, z), hence three degrees of freedom. Tango devices use visual odometry (analyzing variations in infrared camera images over time) supplemented by the device’s gyroscope, compass and accelerometer sensors. The result is a platform for registering AR objects to a real environmental point that has not been possible before on a mobile device.

![Figure 2: Device Six Degrees of Freedom](image)
The limits of Tango motion tracking, area learning and depth-sensing accuracy have been tested in Roberto et al (2016). They found average Tango registration errors of 3-8cm for distance of 1-1.5m which translates to between 2°-5° of vision. The Roberto tests were done with the first generation Tango tablet. The authors replicated the tests with the Lenovo Phab 2 Tango enabled phone and found sensing errors improved - around 0.3cm at 1.5m distance.

While this may not still be accurate enough for surgical AR applications it is sufficient for many new visualization and gaming applications and it greatly improves the VR object registration capability offered by location services. Google Tango attempts to give the mobile devices spatial awareness similar to human perception of space and movement, and tries to unify how people and devices view the space around them.

As previously noted, Google Tango works on 3 major principles of Motion Tracking, Depth Perception, and Area Learning. On the software side, the required Tango APIs are available when Tango-enabled devices are connected.

**Depth Sensing**
Depth sensing techniques generate point cloud data from returned infrared light, which enables a device to differentiate real objects and surfaces in the real environment. This facilitates placing virtual objects inside real-world environment in a more natural manner.

**Occlusion**
Occlusion happens when a real world object is present between the virtual object and the users’ viewport. Google Tango uses area mapping (meshing) to intelligently place the real world object between the virtual object by detecting the edges of the virtual object and the real object in a seamless manner. It performs this functionality using depth sensing to see the world in 3D and mapping the environment to know where the real object is present compared to the virtual object.

3D modelling, texturing and lighting have come a long way since Azuma articulated this problem in 1997. While there is still work to be done in dynamically matching lighting to real world environments some work has been done with casting shadows. In Figure 4 Tröster (2017) demonstrates how a virtual object can throw a shadow which follows real world contours using a pre-loaded Tango area-mesh and adding a Unity 3D shadow fragment shader.

**Meshing**
Tango meshes the real environment by bouncing inra-red light into the environment to create a point cloud and mapping those as texture tiles onto a virtual 3D mesh of the environment. It still cannot perfectly scan the whole environment, few mesh holes can be expected in the areas which are very close to each other and where it cannot determine the shape of the object due to poor light, poor contrast or its proximity to another object. In figure 3 the red virtual marker is partially occluded by the desk with the help of the area mesh generated at run time. In this example the mesh is left visible to demonstrate that though it is far from complets, it is sufficient to generate the occlusion image for the scene.

All this works well with still room environments. If there are moving objects in the environment, then the results are not meant for meshing, but those tracking results still can be used for mapping cluttered environments.

To summarize the progress of the Tango platform in terms of Azuma’s AR problems.

1. **Realism**

   3D modelling, texturing and lighting have come a long way since Azuma articulated this problem in 1997. While there is still work to be done in dynamically matching lighting to real world environments some work has been done with casting shadows. In Figure 4 Tröster (2017) demonstrates how a virtual object can throw a shadow which follows real world contours using a pre-loaded Tango area-mesh and adding a Unity 3D shadow fragment shader.

   **Figure 4: Realistic Shadows**

2. **Registration**

   The previously mentioned Roberto study (Roberto et al., 2016) found registration errors of between 2°-5° of vision. Azuma (1997) set a registration target of 0.2°– 0.5°. The authors own tests using a Lenovo Tango-enabled Phab 2 device show considerably better results than the Roberto study, although this needs to be tested further. Figure 5 shows a measure of 30cm for an A4 page of 29.7cm. This represents a registration error of > 0.2°.

   **Figure 5: Registration Error > 0.2° vision**
3. Tracking
Various shake tests have been used in eye-tracker research (Mardanbegi, Hansen, & Pederson, 2012). For this study we devised a simple shake test consisting of four shakes through a minimum of 30° in 1 second. The video of the shake test was analyzed to find the maximum track error as shown in figure 6. In the this case the error was 3cm at a distance to the object of 1 m. This translates to >2° of vision (Newman, 2017).

Figure 6: Tracking Shake Test

4. Portability
The VR/AR space is currently evolving between the mobile vs tethered platforms. Tango is the first implementation of a completely mobile spatially aware AR platform. The Tango area learning functionality is theoretically unlimited although as the device travels further from the point of origin the device’s own calculation of its position and orientation may have drifted from its real location. By returning to the origin point or an already previously seen location the Tango device will perform a ‘drift correction’ to improve the accuracy of the area map. Area maps may be saved and loaded in which case the Tango device will look for a familiar location and ‘localize’ (locate and orient) itself, to the origin point of the pre-loaded area map.

Figure 7: Occlusion With Tango

5. View parameters
Of all the view parameters identified by Azuma (field of view, depth of field, orientation, inter-pupillary distance, occlusion) occlusion remains the most important in terms of its impact upon AR believability. Although still experimental occlusion is becoming a reality with the Tango Platform. In figure 7 the virtual monkey is partially occluded by the bench using a pre-loaded area mesh (Petrie, 2017).

TANGO GAMES AND THE VR/AR/MR SPACE

Since the Tango platform was first demonstrated in 2015 (Lee, 2015) a number of notable Tango games and other applications have been released. In this section we will broaden the view to consider how the new spatial awareness technology is developing and how it is being perceived by developers of entertainment and other commercial applications.

The first Tango game “Woorld” was released in September 2016 and at the time of writing in May 2017, there are 34 Tango apps listed in the Google Playstore. Figure 8 shows one of these games: “Towers for Tango” an AR version of the old SimCity genre.

Figure 8: Towers for Tango

Tango makes it easy to play AR games. There is no need for AR trackers or markers to place throughout the play space to help orient the viewing device. Instead, the device always knows where it is in relation to the AR objects. Because Tango devices have spatial awareness and know about the game play area, enemies can shoot directly at the player, and players have to physically move in order to change their location or dodge enemy attacks.

Other Tango applications to date include visualization apps for furniture companies. The user can load virtual furniture 3D models into their room environments in order to take a look at those in more details before placing the final order.

Another notable application of Tango are the museum and Real Estate AR tours. The Detroit Institute of Arts developed a Tango app called ‘Lumin’ - a mobile AR tour of the museum. Figure 9 shows a scene from Luma where a user can view an X-ray of an Egyptian sarcophagus.

There are various other notable developments in the new VR/AR/ MR (Mixed Reality) space and this is probably a good time to make an observation about the terminology. In
this paper we have elected to use the term Augmented Reality (AR) rather than the term Mixed Reality (MR) which is gaining traction from Microsoft. The term MR tries to draw a line under the first generation of AR which in practice was mostly limited to pop up text panels or 3D objects registed to QR Codes. MR describes the new 3D object rendering and spatial awareness capabilities. Others, the authors included, feel that Microsoft is muddying the water with the term MR (Schwarz, 2017).

They (we) prefer to see the new capabilities as part of a continuum that finally solves some of the problems that were clearly articulated from the earliest beginnings of the AR journey.

When VR/AR/MR is being discussed by business and economics forecasters they are often simply referred to as different ‘flavours’ of VR (Obrien, 2016) and this may be the best way to proceed as the traditional VR and AR technologies merge. In May 2016 Google announced the merger of the Tango AR and Daydream VR teams. The two technologies together integrates the whole VR ‘All-flavours’ spectrum and leads the way for low-end/mobile VR. On the high-end/tethered side of VR spectrum Oculus, Microsoft HoloLens, HTC Vive and Magic Leap are key players with proprietary platforms. The Superdata Research Report of the Virtuality Market 2016 (Superdata Research, 2016) reports VR and AR revenues for 2016 as $2.7 billion and $1 billion respectively and predicts 500% growth in these figures over the next four years. Tim Sweeney CEO of Epic (Unreal Game Engine) says,

“I would project that in six years or so, almost all of our designers will spend almost all of their time immersed in the VR editing environment.” (Sweeney, 2017)

As Google Tango, Microsoft HoloLens, HTC Vive and Magic Leap all develop towards the next generation of spatially aware AR/VR/MR (Mixed Reality) technologies the future is loaded with possibility. In November 2016 the first standalone Virtual Reality Developers Conference took place with a focus on ‘Mixed Reality’ games focusing on the Google Tango and Microsoft Hololens platforms.

HCT Vive is leading the push towards enterprise applications in education, medicine and almost every conceivable form of remote control, but the future is far from clear. Alex Schwarz, VR/AR game developer and CEO of AR Games development company Owlchemy says,

"When I show people good VR, there’s like 10, 20, 50 ideas of amazing things that could be built or industries that could be changed... AR just seems to be more of a blue ocean of possibility where people don't really even know what will be the form factor, the types of apps you would need or want,” (Schwarz, 2017)

Welding simulators (e.g. figure 10) are an interesting case study on what makes a successful commercial AR training application. The requirement for registration and tracking accuracy for this simulation are already sufficient. To date these applications are based on QR Codes for their registration and it will be interesting to see if the new AR spatial awareness is adapted by these applications.

As this paper is going to press four American Congress Representatives have announced a Congressional Caucus on Virtual, Augmented and Mixed Reality with a goal of supporting these technologies which have “shown tremendous potential for innovation in the fields of entertainment, education and healthcare” (Delbene, 2017).

SUMMARY

In this paper we have reviewed the development from the existing AR Games based on location services (Pokemon Go) to the new AR games and apps based on spatially aware technologies (Tango). We looked at the evolution of location-based games from geo-chaching to Pokemon Go and found the close interplay between these games and the enabling technologies, in particular the ‘location services’. We then looked at Augmented Reality and reviewed the Azuma’s summary of the AR problems which have remained persistent and in many ways we see that failed previous attempts to produce AR and VR commercial products have
been premature because the Azuma problems have not been solved. Specifically we have reviewed Google Tango and examined to what extent it solves some of the persistent original problems of AR. Tango is of particular interest because it is a mobile/unhindered technology. Rather than follow the route of the high-end/tethered platforms such as Oculus and HoloLens it trades the limitations of device processor/graphics/battery, for full 6 degrees of freedom in unlimited 3D space. We have done a short general review of the present state of Tango game and application development. We find a small (growing) number of games available and anticipate more as the number of Tango enabled consumer devices grows. Finally we took a wider look at the place of AR games and apps in the broad VR/AR/MR spectrum and found that the new spatial awareness technologies are driving a re-newed interest in this area.

As researchers we are watching the VR/AR/MR spectrum and Tango in particular with great interest and plan future studies to test other AR platforms and the user experience of the next wave of AR games and applications.
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ABSTRACT
As a work in progress this paper intends to address actual immersion issues concerning mismatches in VR and Mixed Reality haptic experiences, in the relation between real/virtual space.

It considers the more recent developments in Brain Studies, Cognitive Sciences, and Physics and how these are affecting the concepts of Man, space, and human-space interaction.

The focus was on touch and haptic issues, namely mismatching of places and shapes.

In some examples these problems seem to be attributable to the resource to outdated theoretical practice frames (Euclidian-Newtonian), and the suggestion is that some of the issues could be solved by resorting to Minkowski-Einsteinian space-time algorithms.

INTRODUCTION
This paper – as a work in progress – intends to address actual immersion issues concerning mismatches in VR and Mixed Reality haptic experiences, in the relation between real/virtual space.

It will initially address conceptual vocabulary problems, as the terminology used, adopted from other sciences, is theory-laden and in some cases obsolete.

New developments in Brain Studies, Cognitive Sciences, and Physics have affected the concepts of Man, space, and human-space interaction. So, and considering that Immersion presupposes a user/body with senses, acting/reacting to an environment (real or virtual), these concepts demand an updated re-definition in a new Minkowski-Einsteinian world.

Special Relativity theory replaces 3D movement by weaving patterns of complex 4D geometry, or sculpture, at the neural as well as the cosmic scale. Gravity as a force is abolished, to be replaced by pure geometry. Minkowski complex Geometry is already being used by game developers, namely for the creation of volumes, or movement.

The most recent Human Brain Projects are redesigning new brain atlas, redefining its characteristics, areas and functions.

The impact of all this new information is overwhelming. And as well as in the scientific fields, it will demand new research in all other human related areas.

Having in mind the new sensory/motor Homunculus map, the 5 senses will be quickly addressed to concentrate on Touch.

Considering the case-study experiences, the focus will be on the type of haptic gadgets used (wearable or external), resistance, mapping, as well as mismatches and warping.

In some examples these problems seem to be attributable to the resource to outdated theoretical practice frames (Euclidian-Newtonian), and the suggestion is that some of the issues could be solved by resorting to Minkowski-Einsteinian space-time algorithms.

These haptic issues in the relation between user-body and the real or VR world need clarification in order to establish an operational basis that can become useful for further and posterior game, storytelling and cultural heritage practices.

CONCEPTUAL PROBLEMS
The word «immersion», from the late 15th century, comes from the Latin *immersio(n-)*, from *immergere* ‘dip into’. Its senses are: 1. the action of immersing someone or something in liquids; 2. deep mental involvement in something; or 3. (from Astronomy), the disappearance of a celestial body in the shadow of or behind another (O.E.D.).

The term has been updated and transformed to describe new experiences related to the internet world and virtual reality, and gave basis to multifarious definitions: the Saussurian “signifie”/signified acquired, anarchically, many “significants”/signifiers to encompass the needs of new realities in the computer world.

This option to return to dictionary definitions – here and in subsequent words/designations – is due to the fact that all these terms have been arbitrarily contaminated by the disciplines that chose to use them and became theory-laden – namely in/by a Euclidian-Newtonian universe – and so are also always right and always wrong.

The current definitions of Immersion – into a virtual reality – allude to the perception of being physically present in a non-physical world. This ‘perception’ is fashioned by surrounding the VR system user with images, sounds or other senses stimuli that provide an engrossing total environment (bold mine).

From the state-of-the-art, either theoretical or practical, even the more recent speculations resort to specialists whose models are old. Immersion has been considered and related to the artistic experience (Frank Rose 2011), a feature of mental operations associated with narrative engagement (Maire Laure Ryan 1992) and go the par with the literary ‘suspension of disbelief’, a state of consciousness (Maurice Benayoun 2008) or separated into main practical categories (Ernest W. Adams, 2003/2012).
In all cases, the name-word is a metaphor used to describe a user (a body, a subject, a consciousness) in relation with a physical world (cosmos) experiencing (sensing / feeling) a relation with the environment - real or artificial - which can be more (or less) verisimilar.

All the definitions and terminologies – so far – have not considered the latest developments either in Brain Studies and Cognitive Sciences, Philosophical representation theories or Physics. They are operating in a Euclidian-Newtonian world ignoring the progress in Quantum Physics, disregarding Minkowski’s Geometry, or Einstein’s Special Relativity theory. The situation is more complex because in, and from, Games (making-of, mechanics or as an artefact) the Minkowski-Einstein theories and universe are already the rule.

All have as working material obsolete images of the world, of the human being, and so, of the human interaction with that world.

**CONCERNING THE WORLD**

«In spite of the fact that SR [Special Relativity] has been known for a century and Newtonian theory is only an approximation, all the theories of biology, evolution, and neuroscience today still remain resolutely rooted in the Newtonian System. For example, evolutionary theory today describes 3D organisms competing in a 3D space in a separate time and changing their structures dynamically as they do so. These organisms only appear to be moving because they are observed by the Observer on its time travel along their common time dimension. Whereas all these dynamic changes are described in SR as features of the static 4D sculpture of the world lines of these organisms.» (Smythies 2018:8).

**Newtonian vs. Einsteinian worlds**

The world is described by Newtonian theory as a collection of 3D objects extended in a 3D space. They exist in a separate time that flows independently.

Their movement in space during time is determined by Newton’s laws of motion – gravity as an attractive force between objects.

The new 3D experiences – probably due to the influence of games – try to adapt the linear (1D) or 2D theories, with diverse results, as if 3D where an extension of both. Concerning time and space, they root themselves on a Newtonian world, not considering the most recent theories about the universe 4D.

Here, the Observer is not the physical body of the scientist, but a Self or Observer that can move in time in the way described.

SR replaces 3D movement by weaving patterns of complex 4D geometry, or sculpture, at the neural as well as the cosmic scale. Gravity as a force is abolished, to be replaced by pure geometry.

**From Euclidean to Minkowski Geometry**

In 3D space, the differential of distance (line element) is defined by coordinates that are the differentials of the three spatial dimensions.

By 1907 Minkowski, based on the previous work of Lorentz and Poincaré, and considering SR introduced by his former student Albert Einstein (1905), advanced that time and space are not separated entities but intermingled in a four dimensional space-time.

Minkowski space-time appears to be very similar to the standard 3D Euclidean space, but there is a crucial difference in regards to time.

In “Minkowski space-time” geometry there is an extra dimension (coordinate X0) derived from time, such that the distance differential fulfills where dX = (dX0, dX1, dX2, dX3) are the differentials of the four space-time dimensions.

This suggests a deep theoretical insight: special relativity is, analogous to the rotational symmetry of Euclidean space, a rotational symmetry of our space-time. Just as Euclidean space uses a Euclidean metric, so space-time uses a Minkowski metric:

![Orthogonality and rotation of coordinate systems compared - Maschen](image1)

![Wordline’s variances - Tom Slijkerman](image2)

Figure 1: Newton vs. Einstein worlds

For Penrose: «what we perceive as moving 3D objects are really successive cross sections of immobile 4D objects past which our field of observation is sweeping.» (Smithies 2018:6).
So, if the relation between two events/objects is considered from a mobile standpoint, it has to reflect the interference of the speed of the object in respect to the Observer, and that its own line of simultaneity is not horizontal, but is angled in the same but opposite angle as its worldline.

All equations and effects of SR can be derived from this rotational symmetry (the Poincaré group) of Minkowski space-time.

Minkowski complex Geometry is already being used by game developers, namely for the creation of volumes, or movement.


Mathematically they illustrate the hyperbolic plane, as a live scrollable object; the «under-appreciated fact that the two traditional models of the hyperbolic plane are simply different views of the same fixed-radius surface in Minkowski space…»

![Figure 4: The Hyperbolic Games 2.0 - Jeff Weeks](image)

**Einsteinian worlds**

Special Relativity uses a ‘flat’ 4-dimensional Minkowski space – an example of a space-time.

Organisms do not evolve in a block universe – rather the Observer sees successive cross sections of the organisms 4D physical structure that is simply more complex the further up the time dimension the Observers travel.

MIT Game Lab provides *OpenRelativity* (2012) an open-source Unity toolkit, designed to let developers integrate space-time-bending and accurately simulate SR effects of Einstein’s special relativity, such as: «Lorentz contraction, time dilation, Doppler shift and the searchlight effect»:

![Figure 5: The IR/UV spectrum effect in OpenRelativity – MIT GameLab 2012.](image)

They also created two games with this software. *A Slower Speed of Light* (2013) – a first-person game prototype in which players navigate a 3D space while picking up orbs that reduce the speed of light in increments; and *Einstein Playground* (2016) – now an immersive SR VR experience at The Charles Hayden Planetarium.

Besides the incipient *Velocity Raptor* (TestTube 2011) there is available on STEAM since 2015 *Relativity Wars – A Science Space RTS*, a strategy/action game, set in a universe advertised as obeying Einstein’s theories of relativity.

![Figure 6: Relativity Wars - A Science Space RTS - FunGameCo](image)

The need to consider the SR picture only comes in effect when the deeper questions as to the nature of reality are addressed (Smirnoff 2018:8): «This realization also requires radical changes in our ideas of what brain “events” actual consist of in a Minkowskian block universe».

Brain “events” are not composed of moving 3D atoms but of successive 3D cross sections of the static 4D world lines of these atoms. (Smirnoff 2018:8)

However, this does not require any changes in the practical day to day experimental neuroscience for which Newtonian terminology seems quite sufficient.

**CONCERNING THE SUBJECTS BODY**

– *Brain Studies*

Here the body will also be regarded in its etymological, dictionary terms: «1. The physical structure, including the bones, flesh, and organs, of a person or an animal.» from Old English *bodig*.

Among the organs, the brain will be considered.

The most recent studies – The Human Brain Project Home, the Brain Initiative, The Human Connectome Project, and The Functional Connectome Organization – are sketching a new brain atlas redefining its characteristics, areas and functions.

![Figure 7: Anatomy and functional areas of the brain](image)
To this now ‘traditional’ representation of the brain, an old known part (Sir Francis Crick; Christof Koch) – *The Claustrum* – has suddenly acquired new importance (Ramachandran 2013). It is a thin sheet of neurons laying between the insular cortex and the striatum, reciprocally connected with almost all cortical areas (motor, somatosensory, visual, auditory, limbic, associative, and prefrontal), presently proposed as the ‘seat of consciousness’:

Figure 8: (A–C) Scanner showing white matter pathways emanating from the region of the human *claustrum*. (D) Binary label mask drawn of the left and right *clastra*.

Studies from the Functional Connectome Organization, based on single-scanner sampled 5216 UK Biobank participants, mapped «sex differences in brain volume, surface area, cortical thickness, diffusion parameters, and functional connectivity between adult males and females in the range between middle- and older-age.» (Ritchie 2018). Gender differences are shown in blue-pink:

Figure 9: Sex Differences in the Adult Human Brain – Cereb Cortex

Discrepancies in Volume, Surface area and Cortical Thickness are shown below:

Figure 10: Sex differences in the Adult Human Brain – Cereb Cortex

These gender differences are biological, and consequently will have functional consequences at neurodevelopment.

This study is accompanied by cognitive tests at a very rudimentary level (Verbal-numerical reasoning/fluid intelligence; Reaction Time - modelled on the game of ‘snap’).

The authors explain: «Functional connectome organization showed stronger connectivity for males in unimodal sensorimotor cortices, and stronger connectivity for females in the default mode network. This large-scale study provides a foundation for attempts to understand the causes and consequences of gender differences in adult brain structure and function». And conclude: «providing a clear characterization of neurobiological sex differences is a step towards understanding patterns of differential prevalence in neurodevelopmental disorders» (Ritchie 2018).

The impact of this all new information is overwhelming. And as in Sciences fields, will demand new research in all the human related areas.

Experiences have been made mapping the cerebral zones reacting to words. There is a Brain dictionary – (https://www.youtube.com/watch?time_continue=1&v=k61nJkx3aDQ) and IMR scans show the different areas awakened by game-playing, or during storytelling:

Figure 11: Brain illuminated during Storytelling

Theoretical neuroscientists are working to develop a multi-scale theory of the brain that synthesizes top-down and data-driven bottom-up approaches.

**CONCERNING THE SUBJECTS BODY**
- **consciousness** – perception – feelings - sensations

These areas are being studied by Cognitive Sciences, Neuro philosophy, with admirable new results and due to the vastness of their implications – either for game-playing either any kind of storytelling or cultural heritage – are being considered for a future work.

Within that area are included arguments about perception, its controversies about ‘direct’ and ‘indirect realism’ – either if the immediate objects of perception are distal physical objects (as in naturalistic metaphysics, common sense and ordinary language) or if conscious experiences consist of reconstructions from information encoded in neural states and is hence indirect (a brain computation - neuroscientists).

- **the five senses**

As stated above, body will be considered in its etymological sense. This option to return to the dictionary is also due to the
contamination the term has suffered either from Biology, Philosophy, New Media, Interactive art or Post-humanities studies (i.e., culturally constructed body; embodiment; body-image; body-schema; relational-process).

The issue with these classifications and ontologies is the same as with Immersion – both are based on out-of-date theories, and either consider the body as a robot, or a relational process.

Here, the brain will be addressed, among the organs.

**The Sensory-Motor Homunculus**

For the moment, what can directly affect kinetic and haptic experiences has to do with the so called Sensory/Motor Homunculus, a new atlas of the relationships between body and brain:

![Sensory/Motor Homunculus](image)

Figure 12: The sensory Motor Homunculus

This new mapping of the relationships between body and brain shows the bi-partition of activities – sensory (feeling) /motor (action) – but more importantly, exhibits considerable difference in intensity, a hierarchy of the prominence that each of the several limbs and parts of the human body have in brain activity.

– **some of the five senses issues**

**Sense** – Is a faculty by which the body perceives an external stimulus; one of the faculties of sight, smell, hearing, taste, and touch. Origin Late Middle English (as a noun in the sense ‘meaning’): from Latin *sensus* ‘faculty of feeling, thought, meaning’, from *sentire* ‘feel’. The verb dates from the mid 16th century.

The traditional definition of the ‘five senses’ – bearing in mind the Homunculus – might also need a readjustment, but will here be considered as is.

– **Sight**

The main mechanism of visual brain is information compression – the incoming picture via retina is divided into successive frames, first in the lower visual cortex (V1), then superimposed and transmitted to the higher visual cortex – saving computational resources.

The picture is built from information provided directly by the retina together with the memories stored in the higher visual cortex (Smithie 2018: 2)

Recent studies show that vision is dispersed by at least three different brain areas. So, the processing of colour, shape and motion of visual stimuli is carried out in quite different locations, and at different speeds – colour being the fastest, followed by shape and motion. Somehow at the highest level all these separate computations are amalgamated into the unified visual object that we see.

Visual neurons, when stimulated into a conscious visual experience, can be changed by epigenetic manipulations into functioning auditory neurons – resulting in a conscious auditory experience.

The same neurons, stimulated by differently ingresses, can give different conscious visual experiences (i.e. geometrical patterns or oily swirls).

The new brain research and neuroscience theories are studying vision quite in depth. They show that the act of perceiving visually is a complex composite computation.

– **Hearing**

Concerning this sense, the only useful remark here is the existence of music-colour synesthesia, and that there are visual stimuli that can be changed into hearing experiences, and vice-versa. (Curwen 2018:96).

– **Taste and smell**

Taste and/or smell have been subject to some avant-garde artistic experiences – namely Tate Gallery (London), Robotarium (Bruges), etc., but are not relevant for this study.

– **Touch** – **Haptic**

Haptic perception (Greek: "suitable for touch") literally means the ability "to grasp something". Awareness, in this case, is achieved through the active exploration of surfaces and objects by a moving subject, as opposed to passive contact by a static subject during tactile perception (Hackfet 2018).

The term Haptic was coined by the German Psychologist Max Dessoir in 1892, when suggesting a name for academic research into the sense of touch in the style of that in "acoustics" and "optics" (Hackfell 2018).

Gibson (1966) defined the haptic system as «the sensibility of the individual to the world adjacent to his body by use of his body». Gibson and others further emphasized what Weber had already realized in 1851: the close link between haptic perception and body movement, and that haptic perception is active exploration.

Haptic or kinesthetic communication recreates the sense of touch by applying forces, vibrations, or motions to the user – directly or indirectly.

**CONCERNING THE SUBJECTS’ BODY**

– **the relationship with space**

So, leaving perception issues for future work, we will be addressed Proprioception

**Proprioception** - from Latin *proprium*, meaning "one’s own", “individual”, and *capio, capere*, to take or grasp, is the sense of the relative position of one’s own parts of the body and strength of effort being employed in movement [3].

It is the ability to sense stimuli arising within the body regarding position, motion, and equilibrium.

Even if a person is blindfolded, he or she knows through proprioception if an arm is above the head or hanging by the
side of the body. The sense of proprioception is disturbed in many neurological disorders.

In humans, it is provided by proprioceptors in skeletal striated muscles (muscle spindles) and tendons (Golgi tendon organ) and the fibrous capsules in joints.

It is distinguished from exteroception, by which one perceives the outside world, and interoception, by which one perceives pain, hunger, etc., and the movement of internal organs. This suggests that while these components may well be related in a cognitive manner, they may in fact be physiologically separate. (Hakfelt, A. 2018).

Haptic technology

Under this category can be included all types of gadgets that enhance/replace bodily functions, either as a prosthesis directly applied to the human body, or as an external accessory – wearable, or belonging to the environment. The former can include head mounted displays, gloves, coats or shoes, i.e. The latter can include objects providing haptic EMS effects as walls, gates, sliders, boxes, and projectiles.

Here as well are being created ontologies of haptic systems and controllers, i.e. considered ‘active’, ‘passive’ or ‘Encounter-type’ (Zhao 2018) – but all gadgets have to be active and deliver some kind of interaction and feedback. Either wearable or external, static or dynamical, they can provide muscular stimulation to create an effort / resistance effect – which can go from a single point kinesthesia to larger parts of the body.

These gadgets are employed to allow the human body to interact with Augmented, Mixed or Virtual Reality environments (Raptis 2018). Their aim is said to be to fool the human 5 senses (sight, sound, touch, smell, taste) by creating a sensation of Presence or Full Immersion – that would allow the user to perceive the digital environment as being physically real.

This perspective is ignoring two elements that are vital for any good VR experience – one is the adoption/embodiment of the position of the Omniscient Narrator, the other the aesthetic factor. As an example of these two features, that transport the VR experience to another ‘brain’ level not yet systematized is the film #DoWhatYouCant Samsung Ostrich Commercial (2017) - https://www.youtube.com/watch?v=wdL3zfxzueQ

Figure 13: #DoWhatYouCant Samsung Ostrich Commercial (2017)

Besides these, and as a unique intentionally aesthetical experience, created by Studio Swine in Milan during the 2017 international design week, is New Spring. It consists of a tree-like sculpture in the centre of a dark room, featuring cascading, scented, mist-filled blossoms that burst and evaporate upon contact with the skin, but live for a few moments when met with textured fabrics (http://edition.cm/style/article/milan-design-week-costudio-swine/index.html).

Mismatching

In more down to earth experiences of haptic props there are issues in: attaining a perfect coincidence of places and shapes between the real and virtual object – mismatches and warping – (which may lead to poorer sense of presence) and, what can be really important: «to decreased manipulation performance during the interaction» (Zhao 2018).

Mismatching can lead to loss of verisimilitude. It can happen in shape, alignment, and speed of action. Its consequences are space warping.

This issue has demanded to be approached by the full 3D mapping of one, or pairs, of complex surfaces in 3D spaces. The original legend to the image below says: «We present a new optimization based technique for 3D haptic retargeting of complex shapes. From left to right, a) A user interacts with a tracked physical prop (a coffee mug) while wearing an HMD, b) the virtual view of the user, showing a tea cup and retargeted hand position, c) the outline of the hand shows its position in the physical world, and the transparent coffee mug shows the shape and position of the real physical prop super imposed over the user’s view, d) a 2D example of our method which shows how space is warped to retarget a square to a circle and move the position and orientation of another rectangle. The blue vectors represent the direction and magnitude of the spatial warping.» (Zhao 2018):

Figure 14: 3D haptic retargeting of complex shapes

Mismatching consequences are space warping and pseudo-haptic feedback, approached by the full 3D mapping of one or pairs of complex surfaces in 3D spaces – in a Newtonian world. Probably some of the above issues could be solved by recourse to Minkowski-Einsteinian space-time algorithms and avoid retargeting needs. More so due to the fact that the magnitude of the 3D spatial warping angle seems – just from an optical perspective – very similar to the 4D dynamic representation of wordline variances as in Figure 3.

Visual Dominance in Haptic experiences

When there is a conflict between an observers’ sense of vision and touch, vision becomes dominant. In the experiences the users preferred to think that the object was most similar to the distorted visual image, rather than the actual physical shape that they felt» – this is an issue that will have to be addressed via Brain Studies.

Mastering tactile interaction at close range is the first step to advance to more complex haptic interfaces – holograms, distant objects – in order to widen its applications in storytelling, gaming, cultural heritage, manufacturing, medical, and other industries.
CONCLUSION

The newest advances in Brain Studies and constellation areas are imposing a paradigm change in theory and practice, and affecting the concepts of man, space, human-space and human-computer interactions – to be updated and made more conform to a Minkowski-Einsteinian world.

The aim of this paper – a work in progress – was to hierarchize the principal issues to be addressed and establish some guidelines for future work.

The focus was on touch and haptic issues – probably the easiest of the ‘senses’ to be addressed in such a context. The dis-connections between gadget users and AR/VR have to be disentangled without human help or interference from the observer.

To solve mismatching and warping issues without the presence of the physical body of the Observer can contribute to the development of wide spread everyday use gadgets – from mobiles, oculus, prosthetic limbs or devices, i.e. – to probably future more complex applications spreading from cultural heritage tours, augmented training, to no-manned apparatus.
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ABSTRACT

Location-based games, such as Geocaching and Pokémon Go, have gained wide popularity during recent years. Since playing a location-based game requires time and willingness to go outside, convincing players to play these games can be more challenging than other types of mobile games. In this article, we research how different tutorials, a location-based (which requires moving around) and a sedentary (which is played without moving physically) could help to overcome this barrier. A location-based game called “Treasure hunt” was developed and used for collecting data from two test periods: first one with a location-based tutorial and second one with a sedentary tutorial. On one hand, the sedentary tutorial increased significantly the proportion of the players who completed the tutorial. On the other hand, it did not increase the proportion of the players who continued playing while moving. Thus, a sedentary tutorial can be considered as a good way to introduce the idea of the game, but does not appear to increase long-term engagement with the game.

INTRODUCTION

Location-based games (LPGs) have gained wide-scale developer interest upon the incorporation of positioning technologies in mobile devices. The success of games like Geocaching and Pokémon Go shows that GPS provides a means of developing fun location-based games that people are eager to play.

The nature of location-based games creates various design challenges. Hardware limitations, such as the inaccuracy of GPS signal (Benford et al 2003), data transfer (Jacob and Coelho 2011) and battery lifetime are things to be taken into consideration. The information availability about places of interest can be limited, creating challenges to the creation of a world-wide playable game (Jacob and Coelho 2011).

The experiences of the players reveal also non-technical design choices and challenges. The usage of the player’s actual physical environment brings the game as a part of the player’s everyday life: players experience a greater sense of immersion when the ordinary space and play are not distinct (Saker and Evans 2016; Papangelis et al. 2017). As a downside, this can create safety issues which need to be taken into account (Jacob and Coelho 2011).

Social interactions seem to be a crucial part in many popular location-based games. Even though a game may not have in-game communication, like in the case of Pokémon Go, going outdoors creates opportunities to encounter other players (Paasovaara et al. 2017). The positive effects on advancement in the game that sharing information provides as well as the usage of existing points of interests in real world to enable the encounters encourage social interaction (Paasovaara et al. 2017). According to Kari et al. (2017), playing Pokémon Go made the players more social, gave more meaning to their routines, made them express more positive emotions, and motivated them to explore their surroundings. In addition to the social activity, there is evidence on increase of physical activity with location-based games (Althoff 2016; Fountaine 2018).

Getting people to download the game is not enough, but in order to enjoy the game, they need to understand how to play the game. A tutorial can be used for this matter. In addition to giving understanding about the game mechanics, tutorials are the first tools for engaging users, especially if they create curiosity (Wavro 2015; Järvinen 2010).

In their research, Andersen et al. (2012) suggest that tutorials are to a lesser extent necessary in simpler games, in which players can easily get acquainted with the gaming mechanics through experimentation. However, in most complex games, tutorials would increase playing time as much as 29% and player progress as much as 75%. They also noticed that if the case of a complex game, playtime and progress were increased when instructions were given in close connection to when they were needed, instead of providing them up front at the beginning. However, in the simpler games of their experiment, Andersen et al. did not find context-sensitive instructions beneficial, or even found them resulting in a lower return rate of users.

In a research concerning MMORPGs, usability data did not show significant difference in the overall error rate between such players that had read a manual and such that had not done so (Cornett 2004). It could be thus argued that the benefit of separate manuals in games may be questionable. However, the results suggested that in-game tutorials and context-sensitive help would be the best way to provide players with the information they require to play the game.

When considering the importance of the tutorial, also the type of the player can have an effect. Morin et al. (2016) made a comparison between casual and hardcore players, and their perceptions of a game with or without a tutorial. In their
research, they noted that a tutorial can have positive consequences on purchase and continuous use intentions. This is especially valid with casual players and confirms that they need the tutorials.

In Pagulayan et al. (2003), player response to the first mission of a game was measured in a game in which the first missions were intended to act as a tutorial. A third of the players thought that the mission did not give proper challenge, and consequently satisfaction, and caused them to receive a poor initial impression of the game. Many players would complain that they were being taught everything. After changes were incorporated in the game, e.g. increasing the difficulty of the game and creating a separate optional set of tutorial missions, the proportion of players reporting that the game was not exciting reduced from approximately a third of the participants to 3%, without a reduction in the comfort rating associated with the tutorial of game controls. (Pagulayan et al. 2003). This suggests that it is preferable to grant players with a possibility to choose whether they like to carry out the tutorial or not.

According to game developers, the type of the game and its audience affect the creation of the tutorial, and precise advice is thus difficult to give (Wavro 2015). Crumlish and Malone (2009) provide advice on several onboarding techniques for web designers that can be directly used for (social) games (Järvinen 2010): limit the user focus, train the user for the game and take into account the existing user information. Even though tutorial levels can create frustration (Järvinen 2010, Smith 2017), good ones can be designed. A tutorial level should be part of the game, not necessarily easy to win, but easy to learn (Smith 2017). Also attention should be given to ensure that the player is not patronized, forced to complete the whole tutorial if starting the game again, or overwhelmed with too much information e.g. in textual form (Adams 2011; Wavro 2015).

With location-based games, getting people to understand the game mechanics usually requires moving outdoors with the game, which creates an additional barrier to adoption, compared with traditional mobile games. We define a sedentary tutorial, which is a tutorial that can be completed without actually going from one place to another physically. It can provide a solution to get past this barrier and get more people to try out a location-based game.

In this article, we will concentrate on experiences of utilizing a sedentary tutorial for a location-based game, and compare it with a location-based tutorial, i.e. a tutorial which requires moving physically in the real world from one place to another. We aim to find understanding on whether the sedentary tutorial will attract more players than a location-based tutorial.

**RESEARCH METHOD**

Our case study consisted of the development of a mobile location-based game and carrying out two test periods after the release of the game. In order to help the players to acquaint themselves with the game, two different tutorial types were experimented during the subsequent test periods. In the first period a location-based tutorial was utilized, whereas in the second period it was changed to a sedentary tutorial. Our hypothesis was that in location-based games, a sedentary tutorial will engage players and get them to play the actual game more efficiently than a location-based tutorial.

The research questions are:

1. Does a sedentary tutorial get more people to try out the game?
2. Does a sedentary tutorial increase long-term engagement?

**Game Description**

A location-based game called The Treasure Hunt (Figure 1) was created with the Unity game engine to conduct the study. The idea of the game is to walk in the surrounding area and visit a set of virtual fortress islands to find a route to a pirate treasure. After finding enough treasures, the rank of the player increases. The highest rank is “Admiral”, which the player is granted after having found the treasures of all nine pirate captains in the game.

![Figure 1: a) Basic View of the Game, b) Conquering a Fortress, c) Shop](image)

The basic gameview has a the treasure map (upmost in Figure 1a) and a compass showing the approximate direction (east/west/north/south) of the next fortress to be found and the distance shown above the compass. When the player is close enough to the fortress island (i.e. within 50 meters), the player taps the island to conquering it by tapping the target rapidly (Figure 1b). In the battle, the player’s field is damaged. In other islands than fortress islands, the player can find cargo boxes filled with food items to be sold in an in-game store (Figure 1c). A better cannon, a better telescope (increasing find radius to 100m), an accurate compass and fix of player’s shield are sold in the store. As a reward from finding a treasure, the player gets money, and either a better telescope, an accurate compass or even more money.

**Description of Tutorial Types**

In the first test period, the location-based tutorial consisted of a treasure map, similar to other maps in the game. The fortress islands were created in the vicinity of the player so
that the player had to walk to find the islands. The only difference to the non-tutorial maps was the context-sensitive advice for the player. The tutorial guided the player throughout the game, starting from giving advice of the roles of the treasure map, the compass and the distance. When the player found the first fortress island advice on how to conquer the islands (i.e. tapping) was given and the role of the in-game store was explained. This way, the player played their first map similarly to later maps – the only difference was the context-sensitive advice.

In the second test period, a sedentary tutorial was used. New islands were created close to the player so that the player could reach them without walking anywhere. Then the player was advised to find (and tap) the fortress island, conquer the fortress island (by tapping rapidly) and repeat this with the treasure island as well. This way, the player could get a grasp on the idea of the game without moving physically. Only after playing the sedentary tutorial, the player started to play the game by walking in the surrounding area.

**Research Settings**

The aim of the game development was to create a game, which would interest the players for a short period of about two weeks. The core of the game development was iterative and feedback was received from researchers, marketing professionals and from a consumer web forum.

There were two test periods, each of which lasted for about two weeks. The first one was at the end of June 2017 and the second one was at the beginning of September 2017. Potential players were contacted in several ways: 1) e-mail lists of both personnel and students of the university were utilized, 2) posters of the game were displayed in the vicinity of the university, 3) social media accounts of the university were utilized and 4) in total about 200 flyers were distributed in the streets nearby. In all contact channels, the possibility to win a gift certificate (50 euros) to Steam, Google Play or Spotify was advertised. At the end of each test period, one gift certificate was given to the best player of the test period and another gift certificate was given through a lottery among the top 60% of the players.

In the first test period, the game was installed 131 times, out of which 105 users also registered to the game. In the second test period, there were 65 installations and 65 registrations. When registering to the game, e-mail address was given and according to this information, only one player continued playing the game in the second round. In-game data, such as player names, and points for the high score list was collected to the server, and this information is used as the first data source in this research.

As another data source, a questionnaire about the game and the way it was experienced was sent to the players after each test period. In order to be able to win a gift certificate, an answer to the questionnaire was required. In the first round, 26 answers were received to the questionnaire and in the second round 29 answers.

**RESULTS**

The high score list of the game was maintained in the server. After each test period, the situation of the high score list was recorded. According to the game logic, the player would get about 20 points from playing each of the first two maps.

Based on this information, we were able to divide the players into four groups:

- players, who did not even complete the first map, i.e. the tutorial (<20 points),
- players, who completed about one map, i.e. the tutorial (20–40 points),
- players, who completed about one map after the tutorial (40–60 points), and
- players, who completed more than one map after the tutorial (over 60 points) and can be therefore considered as active players.

Figure 2 presents how many treasure maps people completed, as a percentage of the total amount of players who signed into the game in each round. As can be seen, the proportion of people who completed the tutorial, i.e. the first map, increased significantly between the two test periods: from one third, to two thirds. According to Chi-squared test (p=0.000013<0.05), the difference of the proportion of people completing the tutorial, is significant.

![Figure 2: The Proportional Distribution of Number of Treasure Maps Played](image)

To gain insight for our second research question on whether a sedentary tutorial encouraged the players to continue the gameplay also after the tutorial, we compare the players who completed location-based treasure maps. In Figure 3, the first two bars of each round represent the players, who did not complete even a single location-based treasure map. Two latter bars represent the players who completed one or more location-based treasure maps. The percentages of the players who did not complete even one location-based treasure map remained about the same in each round. When we compare the amount of people, who continued to play after the first location-based treasure map, i.e. the long term players, there is a slight, but not statistically significant (Chi-squared test p=0.47>0.05), increase from 26% to 31%.
In the questionnaire to the players, possible reasons for not playing at all or ending the gameplay were asked, as can be seen from Figure 4. The major reason was the time the game requires. Also some people found that the game was not versatile enough. Several technical issues were reported as well, and even though a tutorial was present, it did not give enough guidance to all the players.

Engaging people to play location-based games can be due to the perseverance required. Many people who download the game quit the game before testing its location-based features. This was proven in our research as well, where time was the major reason for not playing or quitting to play. According to our results, the difference of people who completed the tutorial rose from one third to two thirds with a sedentary tutorial compared with a location-based tutorial. Thus, we consider that a sedentary tutorial will help more people to gain an understanding about the game idea than in the case of a location-based tutorial.

Even though a larger proportion of players completed the sedentary tutorial than the location-based tutorial, it did not significantly influence the proportion of those players who tested the game by walking in their surroundings. According to our questionnaire, a third thought that the game was not versatile enough. Reflecting on our sedentary tutorial, it might not have been challenging and satisfactory enough to encourage the players to continue the game. Thus our results are in-line with the research by Pagulayan et al. (2003).

As time was one of the major reasons for not playing, we can also consider time as one of the major reasons for a larger proportion of players completing the sedentary tutorial, compared with the location-based tutorial. This will also highlight our conclusion of sedentary tutorial being a good way to introduce the game logic.

**CONCLUSIONS AND FUTURE WORK**

The aim of this paper was to gain more insight on how different tutorials affect the amount of players playing a mobile location-based game. Our case study included a mobile game which was tested on real players in two distinct test periods: first test period with a location based tutorial and second test period with a sedentary tutorial.
According to our study, the proportion of players who completed the tutorial rose from 33% to 68% with a sedentary tutorial. A sedentary tutorial will significantly increase the amount of players who will complete the tutorial. This will get more players to get a grasp on the idea of the game, before actually diving into the real world to walk and play.

Another even more interesting question is whether a sedentary tutorial will engage the players in the longer term. According to our study, the proportion of people who actually played the game in the real world was around one-third in both test periods, even though a slight increase from 26% to 31% was noted.

Our results show that a sedentary tutorial will work best for presenting the idea of a location-based game to the players. However, using a sedentary tutorial includes a risk of making a too simple tutorial, which can drive the players away.

In the research setting, a possibility was given to win gift certificates in order to attract people to try out the game. These prizes may have had an effect on the way people played – perhaps they were not interested in the game itself, but played only to get the prize.

Also some popular location-based games, for example Pokémon GO, include a sedentary tutorial. It would be interesting to know whether the proportion of people who play only the sedentary tutorial is similar in them.
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ABSTRACT
Quality assurance is an integral part of the software development process. Game projects possess their own distinctive traits that affect all stages of work, including quality assurance. The goal of this paper is to share the lessons learned during a three-year-long mobile game development project. I will discuss the techniques that turned out to be most efficient for us: manual testing, automated and manual runtime bug reporting, Crashlytics crash analysis, and automated smoke testing. I will outline how these types of testing address typical game-specific issues, and why they can be recommended for a wide range of game projects.

INTRODUCTION
Quality assurance is a complex set of methods, used in all stages of software development, ranging from requirements engineering and software design to coding and testing. Explicit quality assurance measures are found in all widely used software development processes, from traditional waterfall model to modern agile approaches [1].

Still, quality issues are common in resulting software products. Khalid et al. [2] analyzed user reviews of 20 most popular iOS apps of June 2012. They found that 26.68% or user complaints are related to functional errors, and other 10.51% of complaints mention app crashing. Together with “feature request”, they constitute top 3 complaint types.

One may argue that the best way to ensure software quality is to maintain high standards of software development culture. Indeed, poor design and planning, and somewhat relaxed attitude to writing code is often mentioned as the primary reasons for buggy software [3]. Thus, gradual improvement of software development processes is a necessary, but difficult and time-consuming measure.

I will concentrate on relatively simple, but cost-efficient “last resort” measures, aimed to reveal bugs before they creep into the release version, and to facilitate quick fixes of bugs not identified during testing. While all these methods are well-known, they deserve additional discussion within the process of game development, since it has certain distinctive traits that affected our views on quality assurance.

WORLD OF TENNIS: ROARING ’20S GAME
The observations discussed in this paper were made during the development of a mobile tennis game World of Tennis: Roaring ’20s. The most interesting aspect of the game is the presence of machine learning-based AI system that observes players’ behavior to substitute them in player-vs-player matches [4]. This capability allows the players to compete against each other at any time, and mitigates all negative effects of poor internet connection.

From organizational point of view, World of Tennis a typical mobile game project, developed by a small team during a time span of three years. The game is written in Unity game engine, and is currently available for iOS, Android, and Universal Windows platforms. The game is free to play (i.e., supported by additional in-app purchases), and requires internet connection for most actions.

GAME DEVELOPMENT-SPECIFIC FACTORS
The nature of a software product we create affects the whole development process, including quality assurance. Game development has its own peculiarities, discussed in literature [5, 6]. The most significant factors that affected our approach to quality assurance were the following.

1. Heavy reliance on unstable 3rd-party libraries and tools.
We have to use specific libraries to integrate with external services (such as ad providers), and to rely on Unity for internal game engine functionality. Some of 3rd-party modules are quite complex, unstable, and may cause app crashes. Often we have to decide whether to use a library that provides a functionality needed for a certain feature, or to cut this feature at all.

In practice, it means that our approach to functional errors and crashes has to be nuanced. For example, we might decide to tolerate a certain level of crashes if it lets us to integrate with an ad provider or enable great-looking cloth simulation.

2. Diversity of hardware and software platforms.
Unity greatly simplifies the process of cross-platform development, encouraging the developers to take advantage of this capability, and to release the game on a wide range of platforms. In turn, it means that the game has to be tested on each platform separately.

Platform-specific errors typically occur in fragments of code appearing in native binary libraries and in procedures calling platform-specific SDKs (e.g., for in-app purchases).

Diversity of hardware and operating systems also imposes challenges. Some distribution channels such as Apple and Google stores allows the developers to specify the types of compatible devices by providing the required OS version and hardware configuration. It leads us again to treat known flaws pragmatically: if the game does not work properly on certain devices, it might be reasonable to consider them incompatible rather than invest efforts into patches.
3. Abundance of visual and sound issues.

A great number of bugs in games can only be revealed with manual testing. For instance, we had situations when shadows were not visible, the colors of clothes were wrong, the characters had their feet below the ground level, some text boxes overlapped with other GUI elements or were too small to contain the corresponding text lines. Similar observations can be made about animation and sound effects.

Therefore, automated testing in game projects is applicable to a relatively narrow set of cases. Ironically, this factor motivated us to automate as many scenarios as we could to give our testing team more time to find nontrivial bugs.

4. Large proportion of high-cost unit testing code.

Literature on agile development speaks in favor of unit testing, but one should note that the associated costs are distributed unevenly. Sanderson [7] identifies two types of code with high cost of unit testing: complex code with many dependencies, and trivial code with many dependences (“coordinators” between other code units). According to Sanderson, complex code with many dependencies should be refactored to separate algorithms from coordination.

Our experience shows that a game project has a large proportion of both types of high-cost unit testing code. I believe the primary reason for it is that the most cost-efficient type of code (“complex code with few dependencies” in Sanderson’s scheme) belongs to the game engine such as Unity and 3rd-party libraries. The problem is further aggravated with the fact that “complex code with many dependences” is rarely refactored in practice and thus also cannot be unit-tested efficiently.

It might be tempting to attribute the lack of refactoring and frequently noted substandard design of system architecture in game projects to low culture of development. However, there are objective factors contributing to this situation. In particular, games have to be entertaining and provide excitement — requirements that can hardly be satisfied with traditional planning methods. Therefore, game programming requires much experimenting, and it is not surprising that the developers tend to view much of their work as “throwaway code”, poorly engineered and rarely refactored [5].

5. Deep integration of GUI and animation

Automated tests (especially unit tests) often rely on the possibility to separate entities. One might want to test game physics separately from animation or GUI independently from underlying logic. However, it might be virtually impossible to do in a game. For instance, in Unity animation is an integral part of character motion model. To check the changes in character’s coordinates during movement, one has to play the related animation sequence. The notion of “user interface” is also vague in games, as any clickable onscreen object can be considered a part of interface. Furthermore, typical user controls like buttons or edit boxes are often hand-drawn in games and thus inaccessible through standard automation interfaces (such as UI Automator in Android or XCTest in iOS).

This section is dedicated to a more detailed discussion of some specific measures we implemented in the project. We consider them useful and cost-efficient, and are willing to adhere to the same practices in the future.

Crashlytics Crash Reporting. As mentioned in the previous section, we take a pragmatic approach to errors. With numerous 3rd-party modules we use, Unity as a game engine, and a variety of supported platforms and devices, malfunctions are inevitable. Our task from the early stages of development was not only to identify faults, but also to assess their severity for the product.

One of our first decisions was to integrate Crashlytics crash reporting service¹. It embeds special crash reporting code into the application, which sends crash details into a central server. As developers, we can analyze the reasons of crashes and the list of devices where crashes occur.

In particular, Crashlytics helped us to identify devices with inadequate amount of RAM. On mobile platforms, a task scheduler can kill a foreground application if it consumes too much memory, which is practically equivalent to a crash. However, it is hard to decide where exactly one has to draw a line, since numerous devices belong to a “gray area” where crashes are possible, but not certain. Actual statistics from Crashlytics helped us to make a well-grounded decision.

Autobugs and Manual Bugs. Developers widely use assertions to check assumptions about certain points in code. Assertions can be seen as a part of “design by contract” approach [8]. There is a general agreement that assertions should be used during development as a method for both in-code documentation and quality assurance, but the practice of keeping assertions in production code is debatable [9]. The arguments often depend on what assertions actually do, and the typical presumption is that a failed assertion shows an error message and terminates the application.

In our game, each failed assertion and each raised exception is reported to us. We presume the presence of internet connection on user devices, thus error reporting is easy to automate. Our task and bug tracker Teamwork² has a capability to create tasks via email messages, which we use to gather information about failed assertions and raised exceptions. Each report contains basic information about the build, user device, and current user account. It also contains a link to the detailed session report stored on our server.

The same technology is used for reporting “manual bugs”. The users marked as beta-testers in the system have an option to pause the game at any moment and send a bug report. It will be posted to Teamwork in the same manner along with the session report and with a user-supplied description. As noted above, massive manual testing in games is inevitable, so we started recruiting beta-testers one year before release.

Manual Testing. Our approach to manual testing is straightforward. As soon as we get a new build that is considered “stable”, we ask our testers to play several game sessions, noting any problems they encounter. All game

1. https://crashlytics.com  
2. https://www.teamwork.com
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sessions are recorded as video clips, and the testers illustrate their findings with links to particular video fragments. Since our QA team is small (only two people test regularly), we also rely on a professional QA company to check our major release builds on a variety of devices and platforms.

**Automated Smoke Testing.** Smoke testing is a type of functional testing aimed to reveal failures in a complete system by covering a broad product features with simple automated test scenarios [10]. We automate testing of simple routine actions, such as: 1) create a new user and pass the tutorial; 2) play a league match against the next opponent; 3) upgrade your character’s skills using available experience points; 4) link your Facebook account to the game; 5) change current club / character / clothes / equipment. These actions require most subsystems of the game to operate correctly, so it can be expected that such automated testing would identify many critical bugs.

Technically, mobile smoke tests can be set up using an external service, such as Bitbar Testing\(^3\) or AWS Device Farm\(^4\). However, we found them too expensive for daily use, and set up our own mobile farm of one Windows, three iOS, and four Android devices [11]. The testing farm is fully integrated into our pipeline. When a new build is available on the build machine, the system runs predefined test scripts on all devices in the farm.

The scripts interact with our mobile devices via Appium framework\(^5\) and use image recognition to identify clickable GUI elements. Test logs are available as HTML reports with screenshots, illustrating ongoing actions. If a certain test fails, it is easy to identify the cause in most cases.

These automated tests can also generate autobugs, so even if there are no obvious faults reported by the test, it still might detect errors via the mechanism of assertions and exceptions.

**DISCUSSION**

Mobile free-to-play games is a special kind of product. They require long-term experiments with game mechanics, monetization techniques and new features, thus exhibiting the traits of both games and non-game applications.

Research shows that game programmers believe there are substantial differences in their work practice comparing to the work practice of non-game developers [5]. In particular, game projects suffer from loosely formulated requirements, frequent changes of core system elements, heavy reliance on manual testing, and little incentive to improve architecture, since much of the work is seen as disposable code. In a sense, a game is like a movie: once it is ready, nobody needs props anymore.

Mobile free-to-play games is not an exception in regards to coding practice, but they require strict and reliable quality assurance process to make sure that regular updates do not break the game. It is incredibly difficult to establish a place in a hyper-competitive environment of modern mobile app stores, and bugs may cause a quick descent.

Therefore, I believe that games would benefit from a more comprehensive approach to testing that takes into account specific issues related to game development. Not all commonly recommended practices are well suited for game developers, and the right answer to this challenge would be to identify the practices that work best.

**CONCLUSION**

Numerous objective factors have a negative effect on mobile game projects. However, they cannot serve as an excuse for functional errors and crashes, haunting many games. Instead, they should be seen as challenges for more comprehensive and streamlined quality assurance procedures, based on cost-efficient measures that take into account the distinctive nature of game projects. In our mobile game *World of Tennis: Roaring ’20s*, a combination of crash reporting, autobugs and manual bugs, manual testing, and automated smoke testing is used. All these elements work together, providing a clear cumulative effect. Most of these subsystems are easy to setup, and can be implemented in a small team on lean budget.

**REFERENCES**


---

\(^{3}\) https://bitbar.com/testing

\(^{4}\) https://aws.amazon.com/device-farm

\(^{5}\) http://appium.io
ONLINE GAMING
TRADE-OFFS AND CHALLENGES OF CLOUD GAMING IN PRACTICE

Robert J. Grigg
International Game Architecture & Design (IGAD)
Breda University of Applied Sciences
email: grigg.r@buas.nl

René Hexel
Institute for Integrated & Intelligent Systems
Griffith University
email: r.hexel@griffith.edu.au

KEYWORDS
Cloud Gaming, File Streaming, Cloud Game Engine Architecture

ABSTRACT
Offering games in the cloud is something being realised by many operations, but still there are diverse challenges in conducting this successfully. Currently it is expected that graduating game development students will have at least one published game and a chance to experience the release phase and post-production aspects of game development. This led to the inspiration for a project to create the first University cloud games channel in an effort to stop our game development history being lost due to reasons such as storage media failure, along with providing an avenue for students to experience game release, operation and community management.

A study evaluated various technologies and requirements from stakeholders. The criteria created was then used to identify the best approach to undertake and implement. The results includes the selection and development of the University games channel using an asset streaming solution in partnership with Utomik, along with the supporting processes for games to be delivered to the platform. This solution makes use of specialised offline asset compression combined with asset streaming prediction. The game requires no installation and the performance of the caching of the game required to start playing was profiled and found to perform at an average of 29 percent of the total game size for our student games, which was then compared to the results of industry games that performed on average at 4 percent.

INTRODUCTION
In the Netherlands there is a game development programme at the University of Breda called International Game Architecture and Design (IGAD). During the four year study, students spend a large percentage of time working in game development teams of artists, programmers, designers, producers, and audio engineers to create at least four or more games before seeking an internship. The results are a variety of interesting games where the end-product is often on a DVD that finds its way to an archive or lecturer’s desk draw.

Many games created at our institution were disappearing, in most cases, forever. The later retrieval, review, or demonstration of these games proved to be difficult to impossible to arrange. The challenges include the media they were submitted on perishing, the operating system version not being readily available, or there being a missing 3rd party software component. All these factors prevented the game from being played and brought about the loss of the creative history of students and alumni, as well as meaning an absence of playable game artefacts from students’ online portfolios and the University archive.

This led to the question of whether it is feasible for an educational institution to leverage a cloud platform to solve these issues faced. Creating a cloud based games channel is something that is achievable today but not without challenges. Most important are the different approaches for cloud gaming, where the methods and underlying infrastructure used greatly impact the operational costs, benefits and feasibility for the operator, developer and end-users. This paper presents the motivating background, the challenges addressed in the search for a possible solution and the resulting selection criteria for the decisions made. Finally the performance results and processes formed to help make such an endeavour operational are discussed.

BACKGROUND
One challenge of a game development education is giving students the experience, skills and knowledge of each stage of the game development life-cycle. Most students will experience the core pre-production and production aspects of game development up to the creation of a game prototype or minimum viable product. In most cases students will never release a product to any community and, therefore, miss out on all the learning opportunities the later phases of game development present (see Figure 1).

Aiming for release or publishing on existing commercial platforms meant that games needed to be of a scale and quality that involved years of development and commitment from student teams. Examples of games from our students include FRU, a Xbox One Kinect game from Through Games (Through Games 2016), which went through the publishing process with Microsoft’s Xbox
Figure 1: Game Development Life-cycle and Areas of Student Experience

*Live* (2016) where the game took two and a half years of development before final release. Feedback from students was that the experience of completing a game with this level of polish, meeting stringent technical requirements and later managing the game issues and player community post release was something valuable to the game development learning experience.

In later years of the programme some student teams would work hard enough to submit and go through Valve’s *Steam* (Newell 2003) greenlight process. Kabounce is an example of an arcade game for the PC from Stitch Heads (Stitch Heads 2016) that is progressing through the *Steam* process and now is eighteen months into development and planning to release within the two year mark. Again the scale and quality of the product is a major hurdle in meeting the requirements for release on this platform.

Although both examples of FRU and Kabounce are beneficial learning experiences, sometimes the commitment required by an assembled group of students can prove to be too much when the timeline is two or more years. Implementing a public relations campaign, executing marketing plans and community management are aspects that go even further and require even more time and effort.

Annually our education’s industry board meets with large developers, such as *Sony* (2016) and *Ubisoft* (2016), through to smaller local developers like *CodeGlue* (2016). Members of the industry board agreed that today a student approaching them for an internship should have at least one published game to their name. Being able to present a game that has been released is a differentiator for a student in comparison to other graduates, personally demonstrating the ability to finish a game and understand the bigger picture of the game development life-cycle.

In a larger set of circumstances student teams want to develop a game and release it in a form similar to that of pre-game release demos, this being where only one or two levels are complete, but done to a professional level representative of the final game quality aimed for.

The release of this would no longer be applicable on services such as *Xbox Live or Steam* as they would expect the full product to follow at a later stage. The result is a need for a platform where games can be released to communities for students to experience the complete development cycle including post release activities.

Another concern was the growing scale of even small student games. The main contributing factor was the growing size and abilities of the selected game engines used. A game called *Blank State* was developed last year using the *Unreal Engine 4.11* (2016) ended up being well over 3 GB in size. Most games aiming for larger game worlds require well above 1 GB in storage space.

The impact of the size of commercial games was illustrated in a series of workshops with the *BigWorld* (2015) engine where students would develop a vertical slice of a game concept for the Massive Multiplayer Online (MMO) genre. Part of this series included using an existing MMO title Star Trek Online (STO), developed by *Cryptic Studios* (2015), to download, install and play.

The game required an initial download size of 4.7 GB for the whole game. Before being able to play a patch approaching another 1.5 GB needed to be downloaded, with the patch approaching 5 GB on the *Steam* service. The download required a day, and once up and running, it was delayed another two hours due to server sign-in problems. Once operational, one of the workshops used the *Kaliyo* toolset to package the game STO for local servers to simulate the distribution of the game. The result was that the game, via a single in web-browser click, would stream the assets to the point of where 250 MB was downloaded and then the game would be playable, this taking only minutes. Students then were able to apply this to their own games. From these experiences the need to employ smart distribution technologies and leverage cloud services was seen as the way forward in helping effectively deliver these ever-growing games of the future.

**CLOUD GAMING APPROACHES**

The core underlying architecture for a cloud gaming platform has a number of different approaches in delivering the game from the cloud cluster to the gaming client.
A lot of current work has leveraged interactive remote rendering systems of the past and is covered in a survey by Shi et al. (Shi and Hsu 2015). Cai et al. (Cai et al. 2016) has completed a broad study defining cloud gaming and the ongoing research and challenges. Prior work surveyed various cloud gaming architectures in both research and industry contexts to further define opportunities and challenges in cloud gaming (Grigg and Hexel 2017). The main approaches identified include:

1. **Streaming of Graphics Commands**: The streaming of graphics commands, that is also referred to as Graphics Streaming, involves the Application Programming Interface (API) level intercept of graphics commands such as OpenGL or DirectX, that are then compressed and streamed to the client to be executed. This is an advantage for a cloud cluster because it reduces the amount of server-side processing and thus allows each server to support more users (Jurgelionis et al. 2009). The disadvantage is that bandwidth is subject to frame-rate (Steigmaier et al. 2002). High quality games present more of a challenge with large numbers of draw commands per frame requiring methods of compressing and caching to reduce network throughput (Eisert and Fechteler 2008; Liao et al. 2016).

2. **Streaming of the Video Image**: This approach is about the streaming of a video game, or Video-Streamed Games On Demand (VSGOD), where the cloud cluster renders the 3D world to a 2D image that is then captured, encoded, and compressed into a video format before transmission. The client receives the stream and decompresses it using a decoder to replay the video. The client captures input from the user and returns to the server. The advantage of this is that thin clients do not require special hardware, such as GPUs, although they may have cheap decoder chips that support quick video decoding (Cheng et al. 2004; Holthe et al. 2009; Huang et al. 2013a,b).

3. **Streaming of Files**: The streaming of files utilises smart distributed file systems that intelligently transmit files in a timely manner to be available for the game client-side. Files may have individual compression approaches and the transmission of file chunks may help when delivering game patches where only small parts of large files change. This solution avoids problems with in-game latency, has no network limitations where most modern day connections are all that is required and playing of games while offline is possible.

4. **Streaming of Memory Pages**: The streaming at the memory page level of an application is done by sending memory pages as required by the user application. The approach uses a statistical method to help predict what pages are required next by the client application. The handling of the memory pages is done by a virtual machine layer on the client-side which communicates with the server to retrieve the previously virtualized memory page making it possible to play after under 10 percent of the game has been downloaded. Users can play offline, based on what is cached already, and peers within local area networks can form proxies for faster downloads. Given that a platform has a cloud paging virtual machine available, then the same games can be played across different hardware devices. This process was called Cloudpaging by Numecent (Ahiska 2015) and brought to gaming by a spin-off company Approxy (Ahiska 2012) that was later reacquired by Numecent.

5. **Hybrid Approaches**: These include combinations of the above approaches, sometimes adding client-side post-processing techniques. As an example addressing frame-rate in a video streaming solution, the use of image warping within the framework of the H.264 encoder delivers increased performance of up to twice the frame-rate upon the client and is a suggested improvement through use of a custom codec (Giesen et al. 2008).

### A Typical Cloud Gaming Platform View

A typical view of a cloud gaming system is one that renders the game scene on the cloud cluster and then transmits the encoded scenes to an end-user device via the internet or similar broadband connection. User input is taken from the end-user device and transmitted to the cloud gaming cluster so it can update the game state and render the next frame as illustrated in Figure 2. This architecture means that game-code is stored and executed on the server with the benefit of being able to deliver the game in a generic fashion suitable for a wider selection of end-user devices while minimising the chance of piracy.

In the cloud cluster, an important differentiating factor is whether the system is created generically, so it can plug in as many game products as possible. Alternatively the cloud gaming platform can be built to leverage a selected game engine internally where the engine information and functionality may enable better performance but tie the solution to a particular game engine and, therefore, introduce the need for porting of a game product to the cloud gaming platform (Marpe et al. 2003). The creation of a generic plug-in system that allows for a wide range of games to be plugged-in negatively impacts performance due to the additional steps required to capture game output as a black box process.
Figure 2: An Architectural View of Cloud Gaming and Video Streaming

CLOUD REQUIREMENTS

The first step in setting up a cloud gaming channel is the selection of the type of cloud platform. This presented a large number of challenges for a small non-profit, educational institution. It is important to consider the processes that need to be created to work with the cloud platform and the way students will handle this. Finally, the day-to-day running costs and administration required are the final hurdle.

From the motivations discussed in the prior section, surveys were done amongst students and staff, ranking the requirements of a set of features found on cloud platforms and capturing comments on their wider views of what cloud gaming could offer game development students. This survey included management who had to consider the feasibility from a financial perspective. The results are presented in Table 1, where each requirement is given an importance of zero (not important) to ten (extremely important).

From the surveys, it was found that both the developer and player want the bandwidth used to be as small as possible. Other aspects from the survey, specific to the developer and player, included:

1. **Developer Priority**: to be able to upload the game onto the service with minimal work. Once live, be capable of testing with closed user-groups and obtain detailed results when game problems occur.

2. **Developer Secondary**: to perform patching of the game with the ability to switch between game versions without issuing a new patch. Once a game version is selected then players are all moved onto that version automatically. In learning more about the success of the game design and level layout, easily capture gameplay metrics is also important.

3. **Player Priority**: The game plays in under a minute, preferably with gameplay that has little to no latency over that of a natively installed game. Being able to launch a game without installation, or from within a web-page, is necessary for students to embed games in their online portfolios.

4. **Player Secondary**: While having save games stored in the cloud is thought of as important, being able to play the same game across multiple different platforms was not viewed as crucial, mainly due to user interface and performance limitations that different devices present. Respondents found the ability to play while offline less important given that their devices are constantly online and people viewing their portfolios are assumed to be also.

When further inquiry was made around the minimal bandwidth use for game-players, the feedback was that most had internet connections that are servicing a number of people within a household, where several video streams for viewing movies would compete with activities such as streaming games where bit-rates required are high and constant.

These results were also used to help source funding for the project. This led to success in the form of a grant from the marketing department, due to the visibility it would help give game artefacts to the outside world. The project started in 2013 and commenced with the exploration of which particular cloud architecture would best suit our requirements.

Cloud Gaming Platform Selection

Various options were evaluated, including some developed in-house. Two of the most prominent challenges were the scalability and on-going cost of operation. For these reasons, the use of a cloud-gaming video-streaming solution was ruled out. Although video-streaming a game can make it possible to play the game on many different types of devices (from your mobile phone to your Smart-TV), it was found that often the interface difference between devices made the gameplay experience not as good as on the original device it was designed for. The introduction of extra latency would have caused games that are real-time and sensitive to latency approach 100 ms or more, such as a First-Person Shooter (FPS), to become less responsive, and thus the player experience suffers (Beigbeder et al. 2004).
Creating a Cloud Game Channel

One of the aims was to create the first cloud-based University games channel. The motivation was to make the history of games created at the University easily available for everyone to access and play. Before this, the history of games created were archived, not easily retrieved, and faced issues with not being playable due to dependencies on legacy hardware or the failure of the storage media such as CD-ROMs and DVDs.

The current University infrastructure was explored, but both the in-house inter-departmental costing for server space, time and bandwidth were prohibitive especially for an ongoing video streaming setup. Even when open source technologies are employed, such as GamingAnywhere, the results of studies find it challenging to set them up to work effectively (Xue et al. 2015). Furthermore, the security requirements also created some challenges in our tightly firewall and protected environment. This meant leveraging cloud infrastructure from service providers such as Amazon’s AWS (2016) or Microsoft’s Azure (2016) for example. Again, costings for a video streaming solution were projected, and even with conservative usage it was not sustainable for the University, while the use of file streaming was feasible.

Given that the requirements favoured minimising a continual high use of bandwidth, the need for low latency and a willingness to accept some game caching time before a game starts, then the best choice was the use of asset or file streaming, as discussed next.

Streaming File Systems

The transfer of files can be defined by the developer, determined by the levels of a game, anticipated statistically or via prediction methods on what assets or files are required and when. The aim for all these approaches is to minimise the size of the initial download before being able to play, as well as effectively stream in the background without negatively impacting the game (see Figure 3). Sometimes file streaming is done at the block level of a file, where chunks of the file are sent and not all of a large file is sent if it is not required, which can be especially useful when it comes to efficient patching. The streamed game then runs natively, or with a minimal layer that handles the file requests, and therefore is not impacted by latency, but is restricted to the end-user device and operating system the game was originally designed for.

Some services will create a Virtual Machine (VM) environment for the client side, which supports file streaming. This approach may introduce a level of hopefully unnoticeable latency, but can enable playback of the game on different devices. Nowadays there are a number of platforms in the cloud gaming space (see Table 2) that utilise asset streaming technologies and techniques in providing their service.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Who</th>
<th>Importance (0-10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1. Porting Game to Cloud is Simple</td>
<td>Developer</td>
<td>9</td>
</tr>
<tr>
<td>R2. Game Bug Reporting</td>
<td>Developer</td>
<td>9</td>
</tr>
<tr>
<td>R3. Game Metrics Reporting</td>
<td>Developer</td>
<td>7</td>
</tr>
<tr>
<td>R4. Game Patching in the Cloud</td>
<td>Developer</td>
<td>8</td>
</tr>
<tr>
<td>R5. Simple Game Submission Process</td>
<td>Developer</td>
<td>9</td>
</tr>
<tr>
<td>R6. Management of Alpha/Beta Release Groups</td>
<td>Developer</td>
<td>9</td>
</tr>
<tr>
<td>R7. Gameplay Latency is Low</td>
<td>Player</td>
<td>8</td>
</tr>
<tr>
<td>R8. Plays on Multiple Platforms</td>
<td>Player</td>
<td>5</td>
</tr>
<tr>
<td>R9. Game Plays without Installation</td>
<td>Player</td>
<td>8</td>
</tr>
<tr>
<td>R10. Game Plays Immediately</td>
<td>Player</td>
<td>5</td>
</tr>
<tr>
<td>R11. Game Plays in under a Minute</td>
<td>Player</td>
<td>9</td>
</tr>
<tr>
<td>R12. Game Launchable from Web-page</td>
<td>Player</td>
<td>8</td>
</tr>
<tr>
<td>R13. Save Games are in the Cloud</td>
<td>Player</td>
<td>7</td>
</tr>
<tr>
<td>R14. Game is Playable Offline</td>
<td>Player</td>
<td>5</td>
</tr>
<tr>
<td>R15. Bandwidth Used is Minimal</td>
<td>Both</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 2: Cloud Gaming Services (File Streaming)

<table>
<thead>
<tr>
<th>Platform</th>
<th>Stream Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>AirConsole, airconsole.com</td>
<td>Files</td>
</tr>
<tr>
<td>AWOMO (GDI) b</td>
<td>Files</td>
</tr>
<tr>
<td>Exent, exent.com</td>
<td>Files</td>
</tr>
<tr>
<td>Happy Cloud, thehappycloud.com</td>
<td>Files</td>
</tr>
<tr>
<td>InstantAction (GarageGames)b</td>
<td>Files</td>
</tr>
<tr>
<td>Kalydo (Eximion)b</td>
<td>Files</td>
</tr>
<tr>
<td>Numecent (Approxy), numecent.com</td>
<td>Memory/Files</td>
</tr>
<tr>
<td>Steam (Valve), steampowered.com</td>
<td>Files</td>
</tr>
<tr>
<td>SuperStreamer</td>
<td>Files</td>
</tr>
<tr>
<td>Triton/Game xStream (DiStream)b</td>
<td>Files</td>
</tr>
<tr>
<td>Utomik, utomik.com</td>
<td>Files</td>
</tr>
</tbody>
</table>

bService discontinued.
SuperStream was a funded project that was prototyped in the open-source Unreal Engine 4 to allow developers to select a minimum download set of assets to start the game, and then stream assets predicting when they are required based on the spatial distance and number of times the texture is used. The fallback for not having the texture on time is the use of a low resolution version that is part of the initial minimum download. Using SuperStream a game of 1340 MB (688 MB compressed) required a minimum initial download of 139 MB (434 MB uncompressed) to commence playing, this being five times smaller achieving an approximate 30 percent saving on the game loading time (Hu et al. 2016).

Valve’s Steam depends on file/asset streaming at the core. Using a Distributed File System (DFS), the structure includes manifest objects that determine the order of when files are required to be cached locally. If multiple players share a device then Steam will share the assets of the game as well. Also a move to deliver games, not just to the PC, but also to devices such as Smart TVs required that the developer’s game be compatible only with a selected game controller (Newell 2003; Valve 2011).

An even more effective way to deploy a file streaming solution is to use a player prediction based approach for file streaming as done by Utomik (Tops 2015). This captures player behaviour to build a predictive model for what files are going to be required when. The aim is to minimise the download size through better prediction given the results from more and more players having played the game.

AirConsole is a browser based service that started in 2015 that uses your smartphone as your game controller and turns your Smart TV, or web-browser, into the console. Due to the system relying on web-browser technologies these games are written with tools like Flash, HTML5, Construct 2 or Unity3D, using their WebGL build option where game content is streamed as files to the web-browser cache. The service has games that range from 1 to 8 players with a console like party game focus, where a subscriber’s privileges are shared with other players in the same session (N-Dream 2015).

AirConsole has been active with the Global Game Jam and with competitions encouraging content creators to create or port games to the platform. The technique is the smart use of existing technologies, although feedback on how modern day smartphones feel as a controller are mixed due to the current lack of haptic feedback these devices currently offer and some games may demand. AirConsole’s use of mobile devices as controllers presents a latency challenge that they approach in reliable and latency minimising steps of first using long polling where controllers keep open web requests answered when the server has new information to send, and if possible change to WebSockets or the least latent option WebRTC.
Streaming File System Features

The success of the platform depends on being able to attract both a strong community of game players as well as a variety of good game content from providers. For developers and players, the supporting eco-system around platforms like Utomik and Steam presents cloud features that makes these platforms more attractive. These features can include:

- Error capturing, reporting, core dump and video replay,
- Version management and automatic patching/updating,
- Player save games handled and available across devices,
- Downloadable Content (DLC) support in and out of game,
- Player profile to capture achievements, define avatar and compete on leaderboards,
- Player network features for friends, sharing events and activities,
- Community news and game promotion services,
- Support for game or service issues, both in and out of the game,
- Staging secure release areas such as closed Alpha/Beta test groups,
- Gameplay metrics on who and how the game is played,
- Matchmaking for multiplayer games,
- Tools to manage bad player behaviour and capture cheating,
- Cross-platform delivery of the game with minimal or no developer changes,
- Game communications for friend voice/video communication, and
- Handling of sales, in-game micro-transactions and reporting of the data.

File streaming solutions aim to run natively and perform as though the user has installed the game once past the initial download requirement. The transfer of game assets at the file level can utilise specialist offline compression approaches that best suit each file-type and maximise the compression ratio. The use of a program to manage the streaming can vary from a lightweight application to manage the delivery of the files, through to a complete virtual machine which impacts performance, but also may allow for better security and support of games on a wider variety end-user devices and operating systems.

Discussion with several service providers at the start of the project led to a partnership created with Utomik. They were found to be open and supportive to the idea of a University channel upon the game service. This led to the deployment of eight games from our archive that passed our developed delivery process and packaging for the service.

The year after implementation larger titles were deployed onto the service from our yearlong projects, that including Blank Slate and Heroes & Heretics, in comparison to our existing smaller arcade like titles such as Spaceship 724 using Unity 5 (2016). With the completed launch of the first University cloud games channel the results from the performance of the underlying cloud architecture is presented in comparison with commercial titles also on the same service.

RESULTS

The result of our evaluation and selection was to choose an approach that streams game assets by using a prediction system to determine which of the assets are required and when. This means that a new game on the cloud platform will first download the entire compressed game to the initial players. Once a few people have played the game the information on what asset is required is accumulated and can start to be predicted. The more people play, the more this improves the minimum download size to start the game. The information on the internal operation of the Utomik’s prediction system remains proprietary.

Results - General Operation

The deployment of a game with the Utomik tools allows for the selection of the mandatory game components, such as the executable, and separate packaging for content that can be streamed later, such as level content. The tools allow for private testing of the game packaging both offline and online. Operationally, the intention is for a group of test users to play the game to verify the quality of the game and also provide the initial player data for the minimum download to be established. The prediction system can quickly obtain a minimum download size that is close to optimum after a single play session of the game, this dependent on the game having a single path through the experience. When the game has multiple paths this may take longer, especially in a large MMO where the directions taken vary and the starting points may differ. Once released to the general public, the information from all the game sessions helps improve the minimum download size further. The results will be presented from the performance of student games on the cloud.
Results - Student Games

The final results for the tested games varied in download time from five minutes for Blank Slate down to just over ten seconds for the smallest game Spaceship 729. It was found that once the minimum download size moved beyond 240MB, the download time more likely exceeded the one minute time deemed acceptable in our survey. This impacted Blank Slate and Heroes & Heretics (see Table 3).

The worst-case amount to download improved greatly after compression, from a best case of 31 percent of the original size of the game Spaceship 729 through to 54 percent on the game Chameleon Cancellation, done by the use of specialised, per file type, compression approaches (see Figure 4). The overall average compression of the student games came out at 41 percent of the original game size.

The prediction system improved the minimum download size, reducing it to an average of 73 percent of the compressed asset size of the games. The difference between the best case to worst case performer in the prediction stage is large, with the compressed size of the game Chameleon Cancellation reduced to 56 percent of the compressed size, while the game Heroes & Heretics reduced to only 95 percent of the compressed size.

In total it was found that the minimum download size for each game tested is an average of 29 percent compared to the original game installation size, this including both the compression and prediction stages. The range of the minimum download sizes varied per game from the best-case of 19 percent with the game Spaceship 729 down to worst-case 35 percent on the game Heroes & Heretics.

Results - Commercial Games

The results from the evaluation of the performance of commercial games on Utonik involved analysing six games from different developers and publishers that each use a variety of unique engine technology. Nearly all games came close to being within a minute to download and start playing where 1.5 minutes was the longest wait time for a game to start. There was one exception with the game Unreal Tournament 3 Black taking approximately 16 minutes to cache file assets to be ready for gameplay (see Table 4).

The use of specialised per file type compression approaches achieved an average compression of 80 percent of the original size of the game (see Figure 5). The best case compression of 40 percent of the original size on Evoland 2, while the worst-case compression amount of 99 percent, on both Darksiders and Red Faction, performed poorly due to assets already being efficiently compressed in these games.

The prediction system on the commercial games operated at highly efficient levels where the improvement on the compressed version to the minimum playable download size averaged at 13 percent, with the best case examples being 2 percent on Red Faction and 4 percent on Darksiders. The prediction worst case of 48 percent on Unreal Tournament 3 Black, an outlier given that the other five games all achieved 11 percent and under.

The combined results of both the specialised compression and the prediction system resulted in the minimum download for a playable game to be approximately 4 percent (this being 11 percent if including the Unreal Engine title) of the original full game size. The best case examples of 2 percent on Red Faction and 4 percent on both Darksiders and Evoland 2. The worst case of 41 percent on Unreal Tournament 3 Black, an outlier given that the other five games came in at 6 percent and under.

DISCUSSION

The results indicate that there is a gap between the compression and prediction performance on the student games when compared to commercial games. The commercial games manage to achieve over 25 percent better minimum download size than that of the student games when we exclude the games made with Unreal Engine. Some of the reasoning behind this is that student games are found to only have one to two levels where, if there are two levels, one is most likely a training level. Typically, there is no restriction on a player going into either level from the start and therefore the minimum download needs to have everything included and ready. One consideration, which needs further investigation, is the possible need for more student training for how the game packaging system is best used. This system highlights the mandatory assets required for the game that must be downloaded and therefore is excluded from the prediction stage. The remaining assets are then monitored by the prediction system to build a minimum download subset, as well as determine what to stream next, for the game to continue without interruption. Importantly, the actual structure of the game itself and design choices about when and how the player will progress through the content appears to have by far the biggest impact on the minimum download for some games.

With the widening eco-system and opening of the entry into Valve’s Steam, some of the original challenges highlighted at the start of the project may no longer be as much of a barrier as it was at the beginning. That said, however, the ability for the creation of a University branded games channel is something that would not have been achievable on such a service even today. With the partnership with Utonik we have ended up with a result that works and meets the marketing goals of being
Table 3: Asset Streaming Evaluation - Student Games

<table>
<thead>
<tr>
<th>Criteria/Game</th>
<th>Blank State</th>
<th>Heroes &amp; Heretics</th>
<th>See Me</th>
<th>Chameleon Cancellation</th>
<th>Spaceship 729</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine</td>
<td>Unreal 4.11</td>
<td>Unity 5.0</td>
<td>Unity 4.6</td>
<td>Unity 4.5</td>
<td>Unity 5.0</td>
</tr>
<tr>
<td>Genre</td>
<td>Stealth</td>
<td>RTS</td>
<td>Adventure</td>
<td>Platformer</td>
<td>Shoot'em Up</td>
</tr>
<tr>
<td>Perspective</td>
<td>3rd Person</td>
<td>1st Person</td>
<td>3rd Person</td>
<td>3rd Person</td>
<td>3rd Person</td>
</tr>
<tr>
<td>Download Time&lt;sup&gt;a&lt;/sup&gt;</td>
<td>~255 secs</td>
<td>~100 secs</td>
<td>~60 secs</td>
<td>~12 secs</td>
<td>~9 secs</td>
</tr>
</tbody>
</table>

<sup>a</sup>Time to cache and start playing at a download speed of 4 MB/s.

Figure 4: Original, Compressed and Minimum Download Size of Student Games Evaluated

highly visible (see Figure 6) while also meeting a lot of the requirements identified in the survey. The student-created games on the channel are available free to all members of the service.

The selection of a file streaming approach allowed for games of a certain quality threshold to be selected and added to the cloud games channel. Games play just like they were installed locally, therefore latency eliminated as a concern during gameplay. The resulting operation from the first year of operation resulted in the delivery of two major games with one winning awards.

Comparison to Commercial Games

Due to the size of the student games, where engines used were Unreal Engine 4 or Unity, and the structure of the game is one to two levels at most, we wanted to compare the performance of larger commercial games already on the Utomik service to gain further insights into the performance of the compression and prediction systems.

For some engines, such as Unreal Engine, assets are already compressed within large files, these being called pak files. As a result the compression stage has less of an impact on these files. Interestingly, this engine organisation and compression of game assets could be disabled and compared to the resulting compression of the deployment system instead. It would also be interesting to investigate if this would have any benefit to the prediction system or not by placing them outside of the pak file.

Games from Indie developers are less likely to have assets packed into fewer files and tightly compressed. With these games the compression stage is highly effective. This highlighted a key to the system in that, with file streaming, not only does it make use of existing Content Delivery Network (CDN) infrastructure, but also allows for significant savings in bandwidth by the use of custom, finely tuned compression algorithms and codes
Table 4: Asset Streaming Evaluation - Commercial Games

<table>
<thead>
<tr>
<th>Criteria\Game</th>
<th>Darksiders</th>
<th>Unreal Tournament 3 Black</th>
<th>Rebel: Armageddon</th>
<th>Arcania: Gothic 4</th>
<th>Overlord: Rising Hell</th>
<th>Evolved 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Developer</td>
<td>Vigil Games</td>
<td>Epic</td>
<td>Volition</td>
<td>Spellbound</td>
<td>Triumph</td>
<td>Shiro Games</td>
</tr>
<tr>
<td>Publisher</td>
<td>THQ</td>
<td>Midway Games</td>
<td>THQ</td>
<td>JoWooD</td>
<td>Codemasters</td>
<td>Shiro Games</td>
</tr>
<tr>
<td>Engine</td>
<td>Internal</td>
<td>Unreal Engine 3</td>
<td>Geo-Mod 2.5</td>
<td>Vision 7</td>
<td>Internal</td>
<td>Internal</td>
</tr>
<tr>
<td>Genre</td>
<td>Action RPG</td>
<td>Shooter</td>
<td>Shooter</td>
<td>Action RPG</td>
<td>Action RPG</td>
<td>Action RPG</td>
</tr>
<tr>
<td>Perspective</td>
<td>3rd Person</td>
<td>1st Person</td>
<td>3rd Person</td>
<td>3rd Person</td>
<td>3rd Person</td>
<td>3rd Person</td>
</tr>
<tr>
<td>Download Time&lt;sup&gt;a&lt;/sup&gt;</td>
<td>~89 secs</td>
<td>~963 secs</td>
<td>~50 secs</td>
<td>~91 secs</td>
<td>~73 secs</td>
<td>~8 secs</td>
</tr>
</tbody>
</table>

<sup>a</sup>Time to cache and start playing at a download speed of 4 MB/s.

that can process offline. This means that the time invested into maximising compression will not have a direct impact on gameplay latency, as they would for video streaming.

Minimum Download Size and Bandwidth Usage

The main advantage of the solution is the impact on minimising bandwidth usage where once assets are streamed there is no longer a continual high bit-rate stream of data as found in a video streaming solution. The solution also avoids the demanding requirement to run each game instance on our own server farm. Perhaps surprisingly, there were significant bandwidth savings just with the file-level offline compression.

The comparison between the commercial titles and student titles indicates that although the commercial games were on average twelve times the physical install size of the student games, the minimum download size average for a commercial game to be playable was only 68 MB larger than that of a student game. This result indicates the effectiveness of the file streaming prediction methods becoming more evident as a game title becomes larger. The prediction also had challenges with some of the commercial games which could also be seen with the smaller student games. For games that allow a player to jump into any level from the start, in other words there is no strict linear progression through the game levels or locking of certain levels before others are played, will benefit least from any smart approach to ordering the delivery of assets to minimise the initial download.

A multiplayer game where any level can be immediately selected next to play is an example of such a game where, for performance reasons, the engine is constructed to have all level assets loaded before playing. For these games all levels need to be immediately accessible and therefore makes the minimum download required larger than that of other games examined. For multiplayers where the server joined contains a defined level play order, there is then the possibility for further advances to the prediction system in using this information to order content download accordingly. The prediction system will also perform well with large open world games, such as MMO games where the engine streams assets in and out as needed, especially when player paths through the world follow similar patterns.

Given that student titles tend to be smaller in size, have only a couple of levels to play (where sometimes one of those is a training level) and all levels are immediately playable with no unlocking of levels in a sequence, then not much ends up being left for the prediction system to do in reducing the minimum download further beyond that of the specialised compression (see Figure 7). Similarly student-developed games tend to use a lot of unoptimized assets in the games created, poor use of compilation options, as well as the inclusion of components that are not required. The result is that the game ends up considerably larger than it needs to be in the first place. This highlights that attention needs to be paid to these particular developer skills and knowledge, which can be of benefit to all areas of game creation and especially useful in the development of mobile games.

Traditionally, with full game download and install, game-players may quit even before they have completely downloaded the game. Once downloaded and installed, there may be only minutes of gameplay before a game-player takes a dislike to the game and quits to never play it again. In both cases this results in a waste of downloaded content where 90 percent or more of the game is never seen or used. With the student games, even though they tend to be a lot smaller than 10 GB of STO, the bigger student game example Blank Slate would potentially save 1 GB to 2 GB of download each time this might occur.
Download Timing and Automatic Installation

The final download timings for two of the five student games tested fell under the one minute caching time thought important by survey respondents for not having players turn away. For the three larger games one fell just over a minute to commence playing while the other two games needed two and five minutes to be ready to play. Out of the commercial titles, nearly all of them came in under one and a half minutes with two games playable well under a minute, with the exception of the game *Unreal Tournament 3 Black* which requires all levels be available immediately.

With larger game titles requiring more than a minute to download, there are still ways to help minimise this time through considerations such as how levels are constructed, aspects like streaming the assets in during the player’s progression through the level, and knowing that the player must pass through certain checkpoints in sequence would form the most ideal situation for the prediction model to effectively reduce the minimum download further. This will not always be possible depending on whether the design of the game allows players to follow many different paths, or for performance reasons needs to load all assets into memory before starting to play a level may be the design choices made, and therefore be unavoidable.

The automatic installation management worked well and completely removed the need to go through installation steps and management of games. At least 30 seconds to a couple of minutes were saved by avoiding manual installation steps. This time saving on top of the minimum download time saving, in total, becomes substantial. Being able to free space on the client device is also easy with a section to review what is stored, the space currently in use, and if required a quick one-click removal of games from the client device.
Version Management and Patching

One feature that worked effectively was the version management system. Through the web console it is straightforward to enable a particular build as the active version of the game. In the background, the system smartly streams only the required assets to match the version if the client does not already have them. For the student games this is quite an important feature, useful in closed group and beta testing, to help roll-out new improved versions without having to deliver large patches and rely on users to install them. This also helps safeguard that all games are in sync and therefore not subject to problems from players running incorrect versions of the game.

The prediction system is aware of the updates and patches delivered. The system will always include the history of statistical information collected from older versions in the way it performs. That said, there is a preference to the prediction system gives to the most current version of assets and the game behaviour that comes with it.

Production Life-Cycle

For students who released on the Utomik platform, they achieved experiencing a larger segment of the game development life-cycle. Ultimately, in the first year using this approach, the milestones of these year long 3rd year projects left not as much time as we would have liked to manage the game post release. It was found, however, that this had more to do with teacher planning than students’ milestones.

Porting to the Cloud

The tool, process and supporting documentation made the steps of preparing the game for the cloud an uncom-

plicated experience. The process was not so much porting but just packaging the game. Important steps were done to tag files that are the mandatory components that must always be contained in the minimum download. The staging steps allowed the student developers to then test the packages in an offline test environment. With students assuming that developing and releasing 64-bit builds is the direction to go, students encountered a challenge. At the time the cloud platform worked with only 32-bit builds which supports a wider game playing audience in being able to execute the game. To address this, an immediate adjustment on the cloud platform to also support 64-bit builds resolved this situation. That done, it would remain expected that student teams provide both 32 and 64-bit builds so as to support players on 32-bit systems (see Figure 8).

Some challenges had been created from students not packaging the game properly. Part of this was addressed by having hands-on workshops aimed at helping students who were new to the tools which was positively received when run. For future games, the submission approach will always include a review of the packaging done by performing test streaming locally before uploading.

Submission Process

An important part, largely underestimated at the start of the project, involved the setup of a submission process for students to deliver games. At first, old games retrievable from the archive and playable were then evaluated. This meant that the game product played with a level of robustness, included the correct logos, and credits for all team members involved. Promotional items such as screenshots and a game trailer, that meet a set of requirements, all needed to be supplied. This helped us refine our own submission process for students to later follow.

This led to a formalised submission process needed to check that the game met a list of requirements and is running robustly enough for packaging and deployment to the cloud. As a step in the process, the collection of
information about the title is important for the proper description and credits made for the game and all who helped develop the game (see Figure 9).

Figure 9: Part of the Submission Process for Games on the Channel

Although the aim is to create a submission process that had a lower bar to that of, say, the console marketplace, we still wanted students to experience the challenges of a submission process nonetheless. The aim remained to emulate, as close as possible, a process in industry but at a scale suited to the development time and product size feasible for the student teams. The output was to validate that games are correctly specified and credited so that game players and possible industry visitors understand who was involved and how it was developed, which is especially important when it comes to the short development time had for these games (see Figure 10).

Figure 10: Game Information Giving Credits and Details About the Game

Reporting in the Cloud

Once the game is live then students and developers want to know as much as possible about what is working and what is not. The game crash capture and reporting worked well, with statistics presented on the frequency, to quickly identify priority of what needs to be addressed. This is important especially for student games that tend to be less robust.

Game metrics for who is playing, the player profile and how long they played are on the cloud platform. The students found this information useful in seeing whether games were hitting the targeted demographics and also achieving the expected playtimes and replay-ability aimed for. The game metrics from the actions of players in-game is an aspect not done yet purely on the cloud platform. Instead, students created their own server services to capture game events and data. From this, they would then produce their own game analytic tools, such as player activity heat map visualisation for example. Some student teams would also use more conventional feedback methods, such as an online survey linked from the game description page.

CONCLUSIONS

The results indicated that the file streaming solution is free of the latency issues during gameplay and is bandwidth effective, where the minimum download to begin playing on this platform is reduced by a factor of 25 to 1 for commercial games and 5 to 1 for student games. The download size of the commercial games, that were on average eleven times the size of the students’ games, contributed an average of only 68 MB more to the minimum download for the commercial games. This demonstrated how well the two staged approach of specialist offline compression followed by the use of a prediction system helped in ensuring players were playing as soon as possible.

Importantly, the packaging of games for the Utomik service is a straightforward process requiring no development or porting, this being one of our requirements, although having an understanding of how the service operates helps to obtain the best results. This can be seen with the student game performance in comparison to that of commercial games on the service. Some of this is unavoidable when the student games are very small and contain only one or two levels where all content is required at once to play. There are, however, design choices that can guide the player through a game and gate the release of levels and content, or where the engine itself is architected to stream content in as the player follows somewhat similar journeys, will perform the best with the prediction stage of the service.

The application of specialist, per file-type compression for the first stage of reducing the overall size of a game is an effective approach, especially when a game does not
benefit much from the prediction stage of the system. Games include multiplayer games such as first person shooters, which present one of the biggest challenges. This is particularly the case in games where any level can be selected, and once selected, the engine expects to load all content for the level at once. For these games, they will need to download most of the content and therefore rely the most on the first stage of specialist compression to reduce, as much as possible, the minimum download. These are the games most likely to take several minutes to be ready to play compared to only a minute for a comparably sized game but of a different genre. The need to define a clear green light like process to prepare and review student titles for the Utomik service, along with targeted training that’s covering the choice of compilation options and engine settings, asset type and specifications, along with the right decisions on the structure of the game itself are all just as important for areas of mobile development as they are for achieving good results on a cloud platform. Special attention needs to be paid to the size of the game where eliminating asset duplication and controlling the balance between the number of assets and game quality is important. Students need to be trained to understand the considerations of the overall game size which is something they take for granted today given the access to abundant storage space and fast internet connections. Overall the project of moving our student games onto a cloud platform has been successful and the operation of this service is feasible in terms of costs, bandwidth, and usability. The results achieved games that are now permanently available with just one-click, requiring no installation, and playable in under a minute for smaller games and up to five minutes for large titles that our students produce. This has proved great so far in presenting games at open days, on student portfolios and whenever we need to demonstrate our students’ capabilities. While we do not discourage students aiming for the release of their titles on other platforms, we have achieved a place where the barrier to entry is more receptive to our student games, team members are correctly credited and the high profile nature of the University games channel sitting amongst other game developers and publishers has all helped meet the original marketing aims while, at the same time, gaining valuable insights into the challenges associated with cloud gaming.

FUTURE RESEARCH

Further work could be done when it comes to low bandwidth clients where gameplay assets are delivered in lower resolution forms similar to the work done with the SuperStreemer research project. The challenge is that if lower resolution textures, models and audio are provided that the engine concerned does not error or fail to hot-load later refreshed higher resolution versions of assets when provided. This means that this type of feature may create porting complications for some game engines to the cloud platform, whereas the SuperStreemer example was done within the engine itself to support this approach effectively.

A basic level of cloud analytics is available regarding player profile, play sessions and error information. The platform itself could provide more advanced tools where developers can alter the game to provide statistical information about game progression and produce visualisations such as player heatmaps. For some titles the asset loading information itself may provide more insight into the pathway of progression in the game itself, but this depends on timely nature of how the engine loads the game assets.

At a higher level the cloud platform itself could leverage player gameplay history. Using this information the system could precache the minimum download for games the player is most likely to play next as a result. This feature would be most likely something that the user can control regarding whether the feature is enabled and the size of the cache to be used.
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ABSTRACT
In this paper, we design an audience participation Angry Birds platform and evaluate its effectiveness in promoting social well-being. Existing work reported that playing online games together with other players has positive effects on the promotion of communication and improvement of social relations. With the advent of audience participation games, research on methods for cooperative operations is gaining attention. However, in games targeted in existing research, game rules are complicated, so audiences need time to learn how to play them. Therefore, we focus on the Angry Birds game with simple rules and propose a mechanism to let audiences control bird shots via chat. In addition, the maps, levels, or stages of those games in the existing audience-participation-game studies are fixed, so such games may become boring and make the audience give up playing. Therefore, we also propose another mechanism to let audiences generate original game levels via chat, which is expected to increase fun. Our results confirm the effectiveness of both proposed mechanisms.

INTRODUCTION
Nowadays, more and more people are paying attention to social well-being, such as interpersonal relationship, mental health, and promotion of communication. There are a multitude of applications that aim to solve societal health problems via gamification. In an existing study (Shen and Williams 2011), it was found that online games can help players promote communication with their existing social relations and their family members if they play games together. Our research question is whether audience participation games (APGs), stemming from the current popularity of game live streaming, have similar effects when proper mechanisms are introduced.

In this paper, we focus on Angry Birds and propose two chat mechanisms that transform the game to an APG: the first and the second mechanisms allow audiences to control bird shots and generate levels, respectively. Both mechanisms are evaluated in terms of seven satisfaction factors in Game User Experience Satisfaction Scale (GUESS) (Phan et al. 2016): Usability/Playability, Play Engrossment, Enjoyment, Creative Freedom, Personal Gratification, Social Connectivity, and Visual Aesthetics. According to the results of the conducted user study, the effectiveness of both mechanisms is confirmed.

RELATED WORK
Audience Participation Games

An audience participation game (APG) is a recent game genre where the player or the system receives comments from audiences on a live streaming video platform (Twitch, YouTube, etc.) and determines what to do next based on the received comments (Seering et al. 2017). Twitch Plays Pokemon (TPP), a Pokemon game that incorporates audiences’ comments (Lessel et al. 2017a), is one of the most famous APGs. Since live streaming video platforms emerged, it has become easier to distribute gameplay directly to audiences. At the same time, research on methods for consolidating cooperative operations in the APG has been drawing attention. Two independent studies (Chen 2014, Margel 2018) discussed the two comment aggregation methods, anarchy and democracy, for cooperative play in TPP. Anarchy is an aggregation method that executes comments transmitted from the audiences in real time in order and reflects them in the game. Democracy selects and executes the most posted command within a certain period of time. More recent work (Lessel et al. 2017b) discussed how to cooperatively play CrowdChess against AI.

However, in the aforementioned existing studies on the APG, the game rules are complex, making it difficult for audiences to participate because they need to learn complex rules and the related skills. In addition, the game contents, such as maps, stages, or levels, are fixed. As a result, audiences might get bored with such fixed contents, leading to a decline in fun or making them quit playing. To solve these issues, in our work, Angry Birds, a game with simple rules, is adopted, by which many game players or audiences should be able to readily start
playing the game with no prior experience or knowledge. Audience-participation mechanisms for controlling bird shots and generating levels, both via chat, are proposed.

Angry Birds

Angry Birds (https://www.angrybirds.com/games/) is a famous action-puzzle game developed by a Finnish company Rovio Entertainment. The first Angry Birds game in the series was initially released in December 2009. The purpose of the game is that of using a slingshot to launch a bird to destroy all pigs in the stage. If all the pigs are destroyed after the last bird is launched, the level is cleared and the next level can be selected. If all the birds run out but pigs remain, the level is failed and can be tried again. To prevent players from boredom, recently there have been active research activities for automatically generating fun levels, described in the next sub-section, and a competition (https://aibirds.org/other-events/level-generation-competition.html).

We base our work on the Angry Birds clone (Science Birds) (https://github.com/lucasne/SScienceBirds) used in the aforementioned competition and developed by Lucas Ferreira using Unity. Unlike the original Angry Birds game having several game objects, Science Birds’ objects are limited to the Bird, Pig, 12 different blocks with three materials (Wood, Ice, Stone), TNT (detonated after a collision, damaging other objects around it) and finally Terrain, the only block type which is neither affected by gravity nor destroyed.

AUDIENCE PARTICIPATION ANGRY BIRDS PLATFORM – ANGRY ICE

System Overview

We create an audience participation Angry Birds platform named Angry ICE, based on Science Birds. Angry ICE is an APG platform that allows participation to the game via comments or messages sent by audiences. By sending a special command as a comment message, an audience can cooperate with others and take part in game control. Furthermore, the most interesting message is selected from the normal – non-command – messages, and the next level displaying the selected message is generated. Details on shooting control and level generation are given later. For live streaming in user evaluation, the background music and sounds are removed. The background, characters, UI and other game objects are replaced by those with our original design. In the game screen, we append the UI for displaying the current force (F) and angle (A) of the current bird, as well as a countdown timer. An example of the Angry ICE game screen is shown in Fig. 1. The system architecture of Angry ICE is shown in Fig. 2.

Cooperative Play Module

The cooperative play module implements the mechanism for allowing audiences to cooperatively play the game via their chat messages (comments). Angry ICE presents the current bird’s shooting power and angle to audiences in real time. The bird’s force and angle are initialized to 5 and 45, respectively. Their ranges are [0, 10] and [-180, 180]. Audiences are able to send any of the special comments shown in Table 1 to control the bird together with other audiences. The sent comments from audiences will be reflected in the game in real time, but subject to network delays. For each bird, audiences only have 30 seconds to adjust the force and angle. After 30 seconds the bird will be shot automatically according to the latest received values of power and angle.

Level Generation Module

In order to avoid players’ boredom stemming from limited or immutable game content, we propose another
module that implements the mechanism for generating humorous-message levels automatically. The purpose of this module is that of promoting communication among audiences through humorous messages and at the same time increasing fun through competition for which message to be selected for the next level. When the audiences send normal messages other than special comments, the system collects them. All the collected messages during a given interval are then filtered, and those messages containing bad or impolite words are removed. Characters other than alphabetical letters and numbers in the chat messages are deleted. Remaining messages longer than 20 letters (including spaces) will also be truncated to the first 20 letters, because of the limited screen width. After the current level is finished, the Duluth system (Yan and Pedersen 2017) is used to evaluate the humor degree of each of the remaining messages, whose lengths are up to 20 letters, and find the most humorous one.

Duluth is a system that can judge the degree of humor of words and won Subtask B of “SemEval-2017 Task 6 # Hashtag Wars: Learning a Sense of Humor”. Our system uses the Duluth news model which won the aforementioned task to evaluate messages sent by audiences. The most humorous message, the one most deviated from typical news messages, is used to generate the next level via Funny Quotes Generator (Jiang et al. 2017).

Funny Quotes Generator is an Angry Birds level generator developed previously by us. It won the first Angry Birds Level Generation Competition Fun Track in 2016. It was designed to generate interesting levels by expressing funny words or quotes. In order to make the word level easy to identify, the black background is used in this work. An example of a generated level displaying an audience message is shown in Fig. 3.

In order to make word levels more easily identifiable to enhance the fun of the game, Funny Quotes Generator also improved to make the word level more recognizable. In order to generate word levels, Funny Quotes Generator originally uses two approaches called pattern-struct and preset-model. The pattern-struct approach generates each time different appearance for one of the alphabetical letters, numeral numbers, or some specific symbols. The preset-model approach is used for increasing the diversity, where models are built in advance for certain capital letters and numbers. Because the preset-model approach cannot be well recognized, compared to the other approach according to our experience, the improved version of Funny Quotes Generator does not use the preset-model approach. For the purpose of enhancing legibility, the pattern-struct approach (Fig. 4) in this work only uses four types of blocks (RectFat, SquareTiny, SquareSmall, RectTiny) and only the material wood and ice to express the letters or numbers.

In addition, due to the limitation of the game screen space, no more than 10 characters per layer in the word level are allowed. If a chat message of interest does not
Figure 5: Results of each satisfaction factor of Angry ICE

 exceed 10 characters, the message will be configured as a single layer. However, if it is longer than 10 characters, the message will be split into double layers (upper layer and lower layer, each layer up to 10 characters). In order to form a double-layer message, first all possible solutions that can split the message in double layers separated by a space (blank) are found, and if such solutions exist, one will be selected randomly; otherwise, the message will be equally divided to two character strings, one for the upper layer and the other for the lower layer. When no normal message is sent by audiences or all sent normal messages are considered not appropriate, we use a level generated in advance by a baseline level generator provided by the competition organizers as the next level. When using a pre-generated level, from an aesthetic viewpoint, Ukiyo-e (a Japanese traditional style of art) is used as the background. An example of such a level is shown in Fig. 1. In addition, in order to improve the playability of the game level, only pre-generated levels that can be cleared by an AI called Eagle’s Wing AI are used. Eagle’s Wing AI won the 2017 Angry Birds AI Competition.

EXPERIMENT AND RESULTS

Experiment

We carried out an experiment in order to verify Angry ICE’s effectiveness regarding social well-being. In addition, we investigated if there were any issues that required further improvement. This experiment involved 25 multi-national college-student participants – the audiences in the experiment – having the age range of 20-26 with the average age of 22.5.

Each participant first learns how to control bird shooting and level generation via chat messages. Then, we show them a demonstration game. The participants are then asked to answer a questionnaire on their game experience so far and participate in the game for five levels with other participants. During this period, they can freely choose to simply watch or to chat for shooting control/level generation. In addition, The first level is always a pre-generated level. Each level, either a pre-generated level or a word level, has three birds and two pigs and allows one retry of play. Finally, they are asked to answer a questionnaire about their experience on Angry ICE.

All of the questions in the questionnaire were modified from GUESS accordingly. The aim of their study was to develop and psychometrically validate a new instrument that comprehensively measures video game satisfaction based on key factors, resulting in nine factors. However, because there is no story and sound/music in Angry ICE, due to not in the scope of this research, our questionnaire excluded Factor 2 (Narratives) and Factor 6 (Audio Aesthetics). Each of the remaining seven factors is evaluated in a 7 point Likert scale from 1 (Strongly disagree) to 7 (Strongly agree). For each factor, the first question assesses the level-generation mechanism while the second one the cooperative-play mechanism.

A total of 14 questions were presented in random order to each participant after they had completed their participation in all the five levels.

Results and Discussions

The results of each factor are shown in Fig. 5. We can see that, except for Factor 3 (Play Engrossment) and Factor 7 (Personal Gratification), the level generation mechanism receives higher evaluation than the cooperative play mechanism. Moreover, there is a statistically significant difference for Factor 1, p-value = 0.02 for a Wilcoxon Signed-Rank test.

For Factor 3 (Play Engrossment), the time given for adjusting the direction of the bird to be shot was 30 seconds. In order to clear the level by shooting the bird at a proper location, audiences had to adjust the bird’s force and angle accordingly. This made most of the audiences focus on collaborative play and thus be more immersed. For Factor 7 (Personal Gratification), after a level is finished, only the most humorous message sent is used to generate the next level, while the other messages are not accepted. As a result, the level generation mechanism is of slightly lower evaluation for this factor. For Factor 5 (Creative Freedom), both mechanisms received very high evaluation scores. This indicates that
both effectively foster the audiences’ creativity and curiosity. For Factor 9 (Visual Aesthetics), the word level generated by Funny Quotes Generator is more visually appealing than those generated by the baseline level-generator.

From our other work using Science Birds without the two chat mechanisms deploying 20 participants (Yang et al. 2018), Factors 1 and 3 and 4 scored 5.82, 5.58, and 5.78, respectively. There is a statistically significant difference for Factor 1 between Science Birds and Angry ICE (p-value < 0.01 for a Mann-Whitney U test). For Factors 3 and 4, Angry ICE’s evaluation is slightly lower than Science Birds. However, Science Birds and original Angry Birds do not have functions that allow collaborative play and that generate levels based on audiences’ messages. Therefore, Factor 8 (Social Connectivity) could not be evaluated. We note that the score of Angry ICE for Factor 8 is the second highest and that according to previous work (Shen and Williams 2011, Hall et al. 2013, Spillers and Asimakopoulos 2014, Hamari and Koivisto 2015), this result indicates the potential of Angry ICE to help promote communication and improve relationships as well as mental health, subject to further verification through clinical studies.

For Factor 1 (Usability/Playability), the cooperative play mechanism in Angry ICE is more difficult than the level generation one, while having much lower evaluation than Science Birds. Our reason for this is that in Science Birds the players only use the mouse to play while in Angry ICE they need to collaborate with the other players. Furthermore, due to network delays, those command-messages cannot be reflected in the game in a real-time manner. This is an issue we need to improve in the future.

CONCLUSIONS AND FUTURE WORK

This paper proposed an audience participation Angry Birds platform. The conducted user studies confirm that this platform is useful for social well-being and has the potential for improvement of human relations and promotion of communication via participating cooperative gameplay. Our findings indicate the potential of APGs for social well-being promotion provided that proper mechanisms are introduced. In addition, both mechanisms that we proposed also help promote creativity. Our future work includes investigation of methods for comment aggregation and development of mechanisms to lessen the influence of network delays. We will also improve the graphic and aesthetic aspects in level generation.
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ABSTRACT
In an increasingly networked society that opens up a set of services and opportunities to meet the citizens’ needs, one of the greatest challenges is its complexity towards the global connectivity between individuals and their surroundings. Indeed, the citizen-environment interaction is crucial for designing a ‘smart ecosystem’ in which the citizens’ context and mediated interactions are represented. So far, however, there has been little discussion about the players’ spatial mental models and kinesics cues that can foster their interactions. This position paper addresses the use of kinesics behaviours, and space semiotics in game-mediated interactions, aiming at fostering reciprocal affordances between player-citizens and their surrounding environment, for an augmented smarter game-play experience.

INTRODUCTION
The proliferation of smart devices (e.g. smartphones, smartwatches, smart bands) that integrate the users’ context and their surrounding environment has led to an increasing interest in designing and assessing the impact of technology on daily life (Wright, & Keith, 2014). The game industry has also embraced this proliferation by bringing people together in public spaces through gamification (e.g. Nike+, Health Month), augmented reality location-based games (e.g. Pokémon Go, Ingress) and “hybrid” consoles (e.g. Nintendo Switch) (Costa, Veloso, & Mealha, 2018).

However, much less is known about the players’ spatial behaviours, shared spaces, relational distance and artefacts, applied in game-mediated interactions – e.g. Greenberg, (2011), Mueller, Stellmach, Greenberg et al. (2014). Taking into account such spaces beyond the use of game conventions (perceived affordances) (Norman, 2013) is crucial in order to meet the intrinsic motivations of the citizen-player to connect, increase social activities and foster internal challenges by interlinking the game-play activity to daily life (the last levels of the Maslow’s Hierarchy of Needs – Social and Self-fulfilment) (Maslow, 1943). Furthermore, the Human-Computer Interaction field has been evolving over the years from the mere functional to human-centric approaches (Mealha, 2016) that begin to embody more and more cognitive, emotional and social dynamics (Calvo, & Peters, 2014; Picard, 2000) that are usually dependent on both interactions that happen on-screen and off-screen.

This paper is divided into two sections, including the Introduction and Conclusion. It begins by setting out the research problem and the rationale for studying the player-citizens’ interactions whereas the second section discusses the concept of ‘Smart game-playing’ and its interlink with active learning and gamification. Section 2 is concerned with the body movement (kinesics) and the use of signs to indicate position, distance, orientation and movement in on-screen and off-screen game spaces (space semiotics). Finally, the paper concludes by discussing the implications for designing ‘smart game-playing’ environments that reinforce the player-citizens’ interactions within the ecosystem.

1. LEARNING IN A “SMART GAME-PLAYING” ECOSYSTEM

In broad terms, a ‘Smart ecosystem’ can be defined as an environment in which “individuals that take part in the local processes have a high level of skills and, at the same time, they are also strongly motivated and engaged by continuous and adequate challenges, provided that their primary needs are reasonably satisfied.” (ASLERD, 2016, p.3). In this definition, the following game elements can be highlighted: the player-citizens’ skills (“high level of skills”), motivation (“strongly motivated”), challenges (“adequate challenges”) and a game-playing experience that improves the players-citizens’ wellbeing and quality of life (“needs are reasonably satisfied”). Based on the aforementioned definition, we propose the concept of ‘Smart game-playing’ to refer to the activity of playing that enables scaffolding/different levels of progression and collection of skills, rewards motivated actions and involves the citizens in challenges/missions that can have an impact on society and improve citizens’ wellbeing and quality of life.
In the learning context, understanding “What makes things fun to learn?” (Malone, 1980) and matching the gamification elements to the learners’ context and needs are fundamental. Figure 1 shows the main game-based elements that captivate learning according to Malone (1980) intertwined with gamification mechanics presented by Werbach and Hunter (2012), Kapp (2012), and Zichermann and Cunningham (2011) in order to build the levels, challenges and rewards of ‘Smart game-playing’. As can be seen in Figure 1, the main components suggested by Malone (1980) that make games and learning enjoyable are: fantasy, challenge, and curiosity. Thus, it is necessary to clarify what is meant by each concept:

- **Challenge**: Pattern recognition, organisation tasks and social feedback tend to be stimulating for the players’ brain. For example, the Match-three or Dinner Dish games are based on pattern recognition and organisation tasks, which triggers brain’s activity. Social feedback and helping others can also be internally motivating (McGonigal, 2011);
- **Curiosity**: Curiosity is triggered by unexpected surprises and events. The collection of objects (exploration, scarce objects...), gifting, karma and extra points are some examples (Zicherman, & Cunningham, 2011);
- **Fantasy**: Fantasy is mainly triggered by the storyline. Other elements that can contribute to fantasy are avatars, social graphs, fame’s metrics, invitations and shared values in communities, virtual currency, community progress, gifting, transferable items and Karma points;
- **Feedback**: Feedback is essential for providing information regarding the players’ performance. Indeed, immediate feedback is important for encouraging a habit that will lead to a positive outcome. Badges, leaderboards, progress trackers and points are some of the elements that can provide feedback on the players’ actions.

The author Malone (1980) also points out that the concepts of ‘challenge’ and ‘curiosity’ should be treated separately. However, when players perceive luck, chance or cultivate a sense of opportunity, challenges may be linked with curiosity. In the same vein, self-esteem results from both a challenge with fantasy and fantasy with curiosity. In our perspective, the feedback element should also be added. In fact, the elements presented by Malone (1980) do not work alone and they are fuelled by feedback. Furthermore, the combination of these elements can activate the neurotransmitters that play an important role in motivation, internal reward (epinephrine, norepinephrine and dopamine) and empathizing capacity (oxytocin) (McGonigal, 2011). Regarding the gamification elements, they can be subdivided into the following categories (Werbach, & Hunter, 2012; Kapp, 2012; Zicherman & Cunningham, 2001, Zicherman & Linder, 2013):

- **Challenge**: Pattern recognition, organisation tasks and social feedback tend to be stimulating for the players’ brain. For example, the Match-three or Dinner Dish games are based on pattern recognition and organisation

Figure 1. Proposed framework for building the levels, challenges and rewards of ‘Smart game-playing’ based on the Malone’s domains for motivated learning (Malone, 1980) and gamification elements (Werbach, & Hunter, 2012; Kapp, 2012; Zicherman, & Cunningham, 2011)
In a nutshell, the concept of ‘Smart game-playing’ encompasses the different domains for motivated learning proposed by Malone (1980) and the use of gamification elements in order to build the levels of difficulty, challenges and rewards. However, the proposed framework seems to be insufficient to involve player-citizens in challenges/missions that can have an impact on society and the inner state of wellbeing and quality of life. Having that said, the next Section discusses kinesics behaviours and space semiotics in game-mediated interactions.

2. KINESICS BEHAVIOURS AND SPACE SEMIOTICS IN GAMES

The game space and the player-citizens’ movements towards an activity are also fundamental to design a ‘smart game-playing’ environment. In Kinesis and Context: Essays on Body Motion Communication, the anthropologist Ray Birdwhistell (1970) draws our attention to the fact that the body motion and language are intertwined and these make part of the Human basic needs to feel connected with others and with the surrounding environment. As Birdwhistell (1970, p.48) puts it: “...human beings are constantly engaged in adjustments to the presence and activities of other human beings.” For Birdwhistell (1952, p.5), Kinesics is defined as “the movements of the human body in its higher level activities as a member unit in the cultural context.” A more detailed and most widely-used definition, though, is presented by Poyatos (2002, p.204), in which kinesics is seen as: “Conscious and unconscious psychomuscularly-based body movements and intervening or resulting still positions, either learned or somatogenetic, of visual, visual-auditory and tactile and kinesthetic perception, which, whether isolated or combined with the linguistic and paralinguistic structures and with other somatic and objectual behavioral systems, possess intended or unintended communicative value.”

In this definition, there is an emphasis on non-verbal communication and context (that stem from the interrelationship between Humans and the environment). The body movements can also be divided into: innate (e.g. eye blinking, facial flushing); socio-cultural (e.g. expressions, gestures, body language); and a combination of both (e.g. laughing, shrugging the shoulders) (Danesi, 2004). In the case of socio-cultural movements, these are normative and associated to a set of representations that can communicate position, orientation, distance, sequence or movement. In other words, the kinesics behaviours and the use of space constitute a mode of communication and negotiation with the environment and similarly to linguistics that uses signs (signifier) to convey meaning (signified) that is covered in Semiotics (Danesi, 2004, Nõth, 1995), kinesics behaviours (posture/ the body movement/ gestures/ expressions) (signifier) are also used to convey some sort of meaning (non-verbal) (sound-image, signified) and, thus, the relevancy of understanding Spatial Semiotics (Thiering, 2015) to represent spatial cognition.

In the context of games, Table 1 provides an overview in which space semiotics can be applied to games. As can be seen in this Table, different representations of game-play activities already exist in current games and can be extrapolated based on the player-citizen’s spatial mental model and the environmental stimuli. That way, such signs as ‘facial expression & gaze movement’, ‘gestures & hand movements’, ‘posture’, ‘locative indicators’, ‘manual contact indicators’, ‘force indicators’, ‘partially controlled actions’, ‘free movement actions’, and ‘distal and proximal movements’ can recognize and anticipate the player-citizens’ behaviours (Birdwhistell, 1970; Thiering, 2015). These can also be affected by synchrony, sequence, speed, scale and object placement and quantity in order to augment the sense of ‘being there’ (McNeil, 1992). Kinesics behaviours and space semiotics can also bring embodied experiences to player-citizens. Indeed, the term ‘embodiment’ has been used to refer to the physical and social relations that happen in the space, in a sense of being participative by fostering similarity with daily life, familiarity with the sign provided (e.g. linguistics, imagetic representations) and the immediacy of acting with different senses (Thiering, 2015, p.31). When the citizen-players engage in these experiences, they can ‘know more than we [they] can tell.’ (Polanyi, 1966, p.4). They can know through acting/doing, in which the mind and the body are intertwined. This type of knowledge is tacit, proximal, intuitive, experience-based and, thus, difficult to be described (Grant, 2007).

In terms of games that use natural user interfaces or that are based on the players’ location, these representations of game-play activities illustrated in Table 1 are also used. For example:

- **Facial expression and Gaze movements**: Facial expressions are explored through the use of camera in order to recall the player what has been his/her player journey. In Kinect Adventures, the camera takes photos and shows them during the post-gameplay experience and send the invitation to play again;
- **Gestures and Hand movements**: The gestures and hand movements are particularly relevant when interacting with natural user interfaces or direct and reactive user interfaces, considering that the game activity are dependent on their representation (e.g. grab and throw the ball in Xbox 360 Bowling);
- **Manual contact indicators with Partially controlled actions**: The use of cards in augmented reality games (e.g. Skylanders Battlecast) also determines the game inventory, interaction zones and blocking areas with such actions as sorting or dropping;
- **Posture**: Gestural user interfaces in games also indicate the posture in order to activate the game activity. For example, Golf Kinect like other eSport mimicet physical actions that are necessary to perform the activities;
- **Free movement actions**: The gamification app Zombies, Run! aims to encourage the player to run. The player runs in order to avoid zombies chases. The players’ movement actions are free and driven by a set of missions and supplies’ location;
- **Distal and proximal movements**: In the location-based game Ingress, the end-user has to find portals in his/her city and the location of these spots are related with some architecture and/or art objects (e.g. statues, monuments, historic buildings);
<table>
<thead>
<tr>
<th>Space semiotics/ Kinesics cues</th>
<th>Description/Examples</th>
<th>Game context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facial expression &amp; Gaze movements</td>
<td>Facial expressions and eye contact are mostly used to communicate the game’s characters emotional states and induce empathy. These expressions are also used in emoticons and mood boards in text messages.</td>
<td>Game characters and Avatars’ emotions – e.g. <em>The Last of Us, Final Fantasy, Life is Strange</em> Emoticons used, for example, in text messages (MMORPGs)</td>
</tr>
<tr>
<td>Gestures &amp; Hand Movements</td>
<td>There are different types of gestures (McNeill, 1992): semiotic, ergotic and epistemic. Semiotic gestures: communicate information (e.g. thumbs up); Ergotic gestures: manipulate physical objects; Epistemic gestures: relative to motion that convey information; Minēsis – Imitation of gestures to incite the players to act with a real or virtual object (sequence, accuracy, duration)</td>
<td>Representation and use of gestures in games: Representation and use of gestures in games: Example of semiotic gestures: Sonic’s foot tap to convey impatience Example of ergotic gestures: Xbox 360 Bowling, Guitar Hero Example of epistemic gestures: Just Dance, WiiFit Mimetic interfaces Reactable games in which objects are configured, items can be bought and used. There is an exploration of the area accordingly with the position of the object. Sifteo cubes – blocks are used that respond to motion and touch Example of the use of language in game commands/instructions/missions: crafting command – Minecraft, crafting mode – Guild Wars 2; Grab ledge – Prince of Persia... Example of tactile feedback – game controller shaking</td>
</tr>
<tr>
<td>Manual contact indicators</td>
<td>Manual contact indicators are relative to object interaction (interaction zones, configuration, continuity/ blocking areas, proximity). The objects have different properties (e.g. texture, shape, weight) that determine the interaction. In games, these properties can be changed – morphing (&quot;Customized&quot;)</td>
<td>Posture Players’ position (intentionally, non-intentionally)</td>
</tr>
<tr>
<td>Locative indicators</td>
<td>The Game Interface often uses references to the place where the game character is relative to the other game elements and environment Example: Game map Language used in the instructions: ‘in’, ‘on’, ‘at’ and ‘near’</td>
<td>Locative indicators The Game Interface often uses references to the place where the game character is relative to the other game elements and environment Example: Assassin’s Creed Black Flag – Map (Representation of the environment, secondary missions – find treasure)</td>
</tr>
<tr>
<td>Force indicators</td>
<td>The Game Interface often uses references to the force that can be employed Example: Animations Language used: ‘press’, ‘jump’, ‘collide’, ‘attack’ and ‘parry’</td>
<td>Force indicators The Game Interface often uses references to the force that can be employed Example: Combos in Street Fighter, Jump and other movements in SuperMario, Press up a Joystick</td>
</tr>
<tr>
<td>Partially controlled action</td>
<td>The Game Interface often uses references to partially controlled actions – e.g. ‘drop’, ‘toss’, ‘throw’</td>
<td>Partially controlled action The Game Interface often uses references to partially controlled actions – e.g. ‘drop’, ‘toss’, ‘throw’</td>
</tr>
<tr>
<td>Free movement actions</td>
<td>Navigation: Up-Down, Front-Back, Right-Left; Footsteps; Walking</td>
<td>Free movement actions Navigation: Up-Down, Front-Back, Right-Left; Footsteps; Walking</td>
</tr>
<tr>
<td>Distal and proximal movements</td>
<td>Distal and proximal movements are also used in games in order to approach or distance the game character from the enemies (Game Proxemics)</td>
<td>Distal and proximal movements are also used in games in order to approach or distance the game character from the enemies (Game Proxemics)</td>
</tr>
</tbody>
</table>
• **Locative and force indicators**: These indicators are a reference to the interaction between the players and their surrounding environment and objects.

Overall, game designers should take these elements into account, when designing different types of mediated interactions, the basic structure and relation of “place” and "digital artefacts and algorithms.”

**CONCLUSION**

This position paper draws our attention to the different domains that are necessary to build a ‘Smart game-playing’ environment. Indeed, ‘Smart game-playing’ refers to the activity of playing that enables scaffolding/different levels of progression and collection of skills, rewards motivated actions and involves player-citizens’ in challenges/missions that can have an impact on wellbeing and quality of life.

In regards to the development of game levels of difficulty, challenges and rewards, a framework was proposed based on the Malone’s (1980) elements for motivated learning and gamification elements (Kapp, 2012; Werbach, & Hunter, 2012; Zichermann, & Cunningham, 2011). In terms of the player-citizens’ involvement in challenges/missions that can have an impact on society and the inner state of wellbeing and quality of life, *kinesics* and spatial semiotics are discussed.

*Kinesics* behaviours and the use of space constitute a mode of communication and negotiation with the environment and, therefore, an analysis of representations of game-play activities that already exist in current games and can be extrapolated based on the player-citizens’ mental model and environmental stimuli are presented.

Overall, designing a ‘Smart game-playing’ environment and its inherited domains (Motivated learning and gamification, Kinesics behaviour and space semiotics in games) can meet the motivations of citizen-players to connect, increase social activities and create tension between idealized mental representations and the environment.

In this reciprocal affordance (Gibson, 2015) between player-citizen and the environment that extends the use of game conventions (perceived affordances) (Norman, 2013), it is crucial to invite citizen-player to (re) act to an adaptive and constantly-changing ecosystem with the progress of technologies. The present study provides additional knowledge to the ‘Smart game-playing’ concept and, thus, leads to the ‘perfect smartness’ in game-playing – i.e. a complete cognitive immersion by taking into account human interrelationship within the surrounding environment.
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ABSTRACT
Sustainability applications aim at changing behavior to a more sustainable direction or informing about sustainability. According to our research, information sharing seems to be the key pro-environmental element used in sustainability applications, even though also other elements, such as commitment, comparison, feedback and rewards are often utilized. Badges, points and levels are commonly found game design elements for feedback and reward purposes. Sharing one’s action with friends and teams can create commitment and comparison, whereas usage of a story creates commitment through emotions.

INTRODUCTION
Sustainability and its three categories – environmental, economic and social – are ways to ensure that also the next generations have possibilities to enjoy our planet. Even small actions can have an effect on changing the attitudes of people. Many websites and applications share information and advice on sustainability. In this paper, we will take a closer look at the existing sustainability applications and explore how elements from gamification and pro-environmental psychology are used in them.

BACKGROUND
Pro-environmental behavior can be seen as conscious actions taken by individuals to lessen the negative human impact on the environment (Kollmuss and Agyeman 2002). Several theories are commonly used to explain the environmentally sustainable behavior (Froelich 2010; Sawitri 2015). According to the theory of planned behavior, behavior can be predicted from the behavioral intentions. In norm activation theory, the intention is not enough, but also knowledge of consequences, ascription of responsibility and personal norms predict the behavior. The Values-Beliefs-Norms -theory emphasizes the importance of person’s values and beliefs.

To motivate pro-environmental behavior, several popular means are used to affect the elements that precede the behavior according to the theories (Froelich 2010). Information can be provided in several ways, e.g. campaigns and websites, which are assumed to make people act in more environmentally beneficial ways. Another way to motivate people is goal-setting, which can be made by individuals, groups or e.g. external coaches. Incentives and disincentives are motivation techniques, which come before the action, whereas rewards and penalties are coming after the action. When people express their commitment, it increases the probability to pursue that behavior. Similarly comparison between individuals and groups can be useful in motivating an action. In order to be effective, these motivation techniques are often used together with feedback.

Gamification can be defined to be the application of game design principles for the purpose of engaging users with other products or services than a game (Deterding et al. 2011). Besides engaging users, gamification is used to motivate people to participate and even to create loyalty.

One way to apply and research gamification is through the usage of different motivational game design (Weiser et al. 2015). These elements can be seen to address different motivational perspectives: trait perspective, behaviourist learning perspective, cognitive perspective, perspective of self-determination, perspective of interest and perspective of emotion (Sailer et al. 2013). Even though several definitions for game elements used in gamification exist(Weiser et al. 2015; Sailer et al. 2013; Hamari et al. 2014), they all have some common elements, such as assignments, quests and goals; points, credits and levels; achievements and/or badges; and leaderboards and collections.

RESEARCH METHOD
The aim of this research was to understand what kind of gamified mechanisms are used in sustainability applications and how they relate to ways to motivate pro-environmental behavior.

The research articles provide one view on the gamified ways used for creating pro-environmental behavior. The two strongest themes presented in the research articles were electricity and transport, and in total of 6 articles were selected to this research. The research-oriented applications are usually designed for the purpose of research, and thus they are utilized only by a small group of research participants and only for the period of the research. To gain a wider view about the design of sustainability applications
also Google Play applications were considered. The 30 first applications with a search word “sustainability” was reduced to ten applications by taking into account only those that had more than 1000 downloads. The search was conducted in March 2018 from Finland, from the researcher’s computer and the google search algorithms have an effect on the applications the search found. Thus the applications can be considered as a quite random presentation of the existing applications.

RESULTS

The vast majority of applications, including all six research applications, aimed at encouraging changes in behavior through recording sustainable actions of the users or at least giving information about the possible actions. The rest of the applications focused on sharing information about sustainability in general or sustainability of a company. Two of the applications, ShareBuddy and the application by Brewer et al. (2015), included minigames and their motivational elements are listed in the table in parenthesis, but not taken into discussion and conclusions.

Sustainability Applications in Research Articles

The applications in research articles (in Table 1) inform users how to be more sustainable, which seems to translate into environmental-friendly actions taken by the participants (Jylhä et al. 2013; Froehlich et al. 2009; Dillahunt et al. 2008; Brewer et al. 2015) or can be seen in opinions of the participants (Nguyen 2014; Kjeldskov et al. 2012). Social activity is seen to be one of the key components to commit people to sustainable choices, and it is either empirically investigated (Nguyen 2014; Brewer et al. 2015) or theoretically discussed (Froehlich et al. 2009). Typically, these applications are related to changing personal behavior, such as household energy usage (Dillahunt 2008, Kjeldskov et al. 2012; Nguyen 2014; Brewer et al. 2013), or transport methods (Froehlich at al. 2009; Jylhä et al. 2013).

<table>
<thead>
<tr>
<th>Citation</th>
<th>Motivational elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jylhä et al. 2013</td>
<td>Point, badge, goals, challenge, feedback. Information, goal-setting, incentive, comparison, feedback.</td>
</tr>
<tr>
<td>Dillahunt 2008</td>
<td>Achievement, progress, story. Rewards&amp;penalties, commitment, feedback.</td>
</tr>
<tr>
<td>Kjeldskov et al. 2012</td>
<td>Achievement, badge, friends, feedback. Information, commitment, comparison.</td>
</tr>
<tr>
<td>Nguyen 2014</td>
<td>Goals, achievements, leaderboards, friends, feedback. Information, goal-setting, commitment, comparison.</td>
</tr>
<tr>
<td>Brewer et al. 2015</td>
<td>Avatar, points, leaderboards, progress. Information, commitment, comparison, feedback.</td>
</tr>
</tbody>
</table>

Table 1. Motivational Elements from Gamification or Pro-environmental Psychology in Research Articles.

Dillahunt et al. (2018) designed an application with a virtual polar bear in “tamagotchi” style to find out whether virtual pets could have positive impact on environmentally responsible behavior. A story was used to develop attachment to the pet (for one of the groups in the research) and the amount of environmental actions was visualized through the increasing and decreasing size of the ice below the polar bear.

Power Advisor by Kjeldskov et al. (2012) provides information about power consumption in a household through an additive automatic meter reader. The application includes relating user’s consumption to similar households, comparing to user’s historical data, advice messages from experts as well as community messages. Used motivational elements included e.g. smiley faces as badges and visualization through comparative speedometer and charts.

Similarly to Power Advisor, the mobile application utilized by Nguyen (2014) is following energy consumption through a smart meter in a household. The application gives the user feedback about the hourly energy usage in form of charts and comparison to previous usage. To create commitment and enable comparison, a newsfeed provides information about the user’s friends and their consumptions, goals and personal records. It is also possible to compare oneself with others through leaderboards. (Nguyen 2014)

ShareBuddy does not focus on reducing electricity and water usage, but also encourages players to shift the electricity usage throughout the day. The players get feedback from their behaviour in form of resource points, which are used to advance in the game itself and to play minigames. Players have an avatar which can walk and take actions (e.g. showering, cooking). Players can also compare themselves to others in a leaderboard. The game design elements in minigames are similar to the main game, e.g. points. (Brewer et al. 2015)

UbiGreen consists of an application and a motion sensor to detect different kind of transportation automatically. UbiGreen provides feedback visually either in form of a tree growing leaves, or in the form of new polar bears and seals representing the achievements of the user as a background image in a mobile phone. The graphical illustrations are accompanied with badges, which inform the users their recent green activities. (Froehlich 2009)

Similarly to UbiGreen, MatkaHupi sums up the CO₂ emissions produced by the automatically detected transportation method (walking, cycling, bus/tram/metro, driving a car). The application includes information about more sustainable choices for the trip, a journey planner and a set of challenges. Visual feedback on the CO₂ emissions of the current and last three weeks are presented. As gamification elements, the users get points and badges from their trips and completion of challenges. (Jylhä et al. 2013)
Popular Sustainability Applications

The sustainability applications (in Table 2) found in Google Play can be divided into two categories. “Habit changing” applications encourage users to take small actions, and two of the five applications include saving or even informing other players about the actions taken. “General information” applications are only providing information about sustainability in different areas, and do not give advice on changing personal habits.

<table>
<thead>
<tr>
<th>Application</th>
<th>Motivational elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>JouleBug</td>
<td>Goals, points, badges, leaderboards, friends, feedback, rewards. Information, goal-setting, rewards, commitment, comparison, feedback.</td>
</tr>
<tr>
<td>sustainability@BU</td>
<td>Goals, points, badges, leaderboards, friends, feedback, rewards. Information, goal-setting, rewards, commitment, comparison, feedback.</td>
</tr>
<tr>
<td>SDGs in Action</td>
<td>Assignments, friends, story. Information, goal-setting, commitment.</td>
</tr>
<tr>
<td>Carbon3R</td>
<td>Information.</td>
</tr>
<tr>
<td>Sustainable Seafood Guide</td>
<td>Information.</td>
</tr>
<tr>
<td>Sustainable Canned Tuna Guide</td>
<td>Information.</td>
</tr>
<tr>
<td>Sustainable Development Goals</td>
<td>Information.</td>
</tr>
<tr>
<td>Sustainable Development Goals (regional)</td>
<td>Information.</td>
</tr>
<tr>
<td>SDG Game &amp; Quiz</td>
<td>Points, leaderboards, (avatar, virtual goods). Information, comparison, feedback.</td>
</tr>
<tr>
<td>ITC Sustainability</td>
<td>Story. Information.</td>
</tr>
</tbody>
</table>

Table 2. Motivational Elements from Gamification or Pro-environmental Psychology in Google Play Applications

Habit Changing Applications

JouleBug has developed two similar sustainability applications, sustainability@BU and JouleBug. They include several actions categorized into habits, energy, water, waste, transportation, food & drink, shopping, office, outdoors and advanced. The users can complete actions, track their progress and share their progress with their friends (including Facebook and Twitter). Thus, feedback is given not only by the application, but also by other users. Information about the possible ways to be more sustainable is presented through the description of a quest. Upon completion of a quest, points and badges are received as rewards. The users can compare themselves with friends through leaderboards.

Where JouleBug has readymade actions, SDGs in Action encourages people to create their own actions and invite others to join them. The creator of an action must link it against one of the United Nation’s Sustainable Development Goals (SDG). Social sharing is an integral part: in addition to inviting other users to participate in an action, the applications includes also likes and shares. Despite all the gamified approaches, information sharing is the largest part of the application, including detailed information about the 17 SDG’s and their targets as well as explanatory videos and latest sustainability development news. The videos can be considered as using stories for information sharing.

Carbon3R-Sustainable Lifestyle is an application which gives information about eco-friendly lifestyle through three categories: reduce, reuse and recycle. It has only textual information about the actions to be taken, excluding features for saving or sharing the actions. In addition, the application includes integrated news feed from Tree Hugger, Yahoo Green and New York Times Green Living. There are some logos used for different actions such as recycle or compost, and widely thought these could be considered as badges.

Sustainable Seafood Guide is an information sharing application for Australia and Sustainable Canned Tuna Guide is for Canada. The idea is similar: information about different tuna marks is provided in form of traffic lights. More information about the data behind the color, e.g. how and where the tuna was caught, is also available. The traffic lights can be considered as a gamified design element, closest to badges. At the time of testing the applications, Sustainable Canned Tuna Guide did not work at all, so the information is based on the figures in Google Play.

Informative Applications

Three out of four informative applications focus on United Nation’s Sustainable Development Goals (SDG). Each one has a different aim and approach. Sustainable Development Goals is aimed for people who need to check the information about the SDG’s regularly. It includes the goals, their targets and indicators in textual form. The aim seems to be a quick check-up place for the information. The second Sustainable Development Goals application is aimed for local and regional governments. There, the relevant targets for local and regional governments in each of SDGs are selected and their practical meanings explained textually.

SDG Game & Quiz has two distinct parts: a game and a quiz. Before or after the game, user gets textual information about SDGs and sustainability issues around the world. In the game itself, “good” and “bad” things drop down, and user catches the “good” things by touching them. These are actually logos representing different issues in SDGs. The other part of the application is a quiz about facts related to SDGs and by answering the quiz the user gains extra lives for the game. There are leaderboards for both the quiz and the game.

ITC Sustainability is an informative application of an Indian company called ITC. In addition to the company’s sustainability goals, there are multiple topics on where the company is active in the community: e.g. renewable resources, forestry, water, e-commerce for farms, education, women empowerment, recycling, training, health and hotels. The form of sharing this information is short stories accompanied with photos, and possibly links to videos or other related material such as pdf files.
DISCUSSION AND CONCLUSIONS

Motivational game design elements and ways to motivate pro-environmental behavior have several overlapping themes. Feedback is found in similar role in both of these models. Goal-setting is presented in form of quests, goals and challenges. Incentives and rewards can be expressed e.g. through points, badges and rewards. Commitment can be expressed through avatars and progress; to friends, teams and groups; or even in form of competition through leaderboards. Information is an important way to motivate people in pro-environmental psychology, but has no direct counterpart in gamification. Perhaps a story or a theme can be utilized for this. In general, we can see, that game design elements are more practical and can be considered as ways to implement the motivational ways described in pro-environmental psychology.

Points, badges and leaderboards are typical elements in gamified applications (Hamari et al. 2014) as was found in our research also. In addition to these (basic) elements, social interaction with other people was also highlighted. One interesting factor is also the utilization of a story, which was used successfully to create commitment and as a way to share information about possible or actions taken. In addition to text based information, also charts, figures or even videos were used for information sharing. Information was the only element always present and for some applications the only element used, especially for popular applications. We can summarize our findings as follows:

- **Information** sharing can be found in all the applications and thus be considered as a key element.
- **Feedback** from user’s current sustainability is an important way when the aim is to encourage behavior change.
- **Points, levels and badges** are typically used as **rewards** from the recorded sustainable actions.
- To create **commitment and comparison**, social networks are used for sharing the results with e.g. **friends** or through **leaderboards**. Also a story can be used to create commitment through emotions.

Our research highlights elements that are currently used in both scientific and popular applications giving guidance to application developers. The absence of only information sharing applications in scientific research brings up a question that is information sharing enough, or does it need to accompanied by feedback and social elements.
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ABSTRACT
In this paper we analyze the design decisions of a maritime chemical incident OP and SOP training game through the Octalysis gamification framework. The goal is to understand how well the learning game manages to implement the gamified features and thus increase its engagement. We argue that even though the game is still under development and the framework is not a silver bullet in analyzing the gamified content, the design decisions made for the game seem valid and thus it motivates people to train saving lives in these dangerous incidents.

INTRODUCTION
In this paper we introduce the on-going development of a maritime chemical incident search and rescue gamified learning platform GameSAR and analyze the gamification process through Octalysis framework. The learning platform is part of EU-funded ChemSAR -project which aims to "create uniform operational plans and standard operational procedures (SOP) to save human lives in maritime HNS accident areas in a manner that the lives of the rescue crews will be protected and the impact on the environment will be minimized." (ChemSAR, 2018.)

Maritime sector transports great amounts of hazardous and noxious substances. If vessel carrying these substances has an accident, the resulting search and rescue operation requires its own set of procedures to counter the adverse effects caused by the cargo. Traditional training methods in crisis management include classroom learning for theoretical background, live training in physical simulations and variety of software-based methods ranging from serious games to virtual reality environments. (E.g. Iiheldal & Wijkmark, 2017)

All of these means are used to relay experience based information and teach skills and procedures that will minimize harm to the rescue personnel and other stakeholders on the harm’s way. As noted earlier, there are highly immersive virtual reality environments for these purposes. One of these is the RS Maritime System by VSTEP B.V. For other examples see e.g. Göbel (2016).

Environments like this are highly immersive and can be used in all levels of the training, including the training of the on the ground personnel and their hands-on procedures. Downside of these environments is their relatively high price and requirements for equipment and facilities.

On the other end of digitized teaching methods we have the serious games and gamified learning materials. Serious games and gamified materials are less immersive than virtual reality or 3D simulators, but they can be used as platform to promote case-based reasoning on situations in which subjects are exposed to a new situation with limited information and they have to start to solve the situation based on their knowledge.

In this paper we aim to test the game through the Octalysis framework. We aim to evaluate our design decisions through and validate our decisions via the framework as well as bring a new case for the framework. We describe the background and reasoning for the case, a new learning game for a search and rescue protocol, and present the methods and analysis for gamifying the learning simulation.

CHEMSAR PROJECT AND ITS GOALS
As the ChemSAR background report (Ylisyljälä-Peuralaiti, 2017) attests, there is a lack of operational plans (OPs) and standard operational procedures (SOPs) for search and rescue (SAR) operations at sea, applicable to cases of hazardous and noxious substances (HNS) incidents in the Baltic Sea Region (BSR). The Interreg BSR project ChemSAR - Operational Plans and Procedures for Maritime Search and Rescue in HNS Incidents -combats this problem by creating operational plans and standard operational procedures for use in SAR operations where HNS are involved. To support the implementation of the SOPs and OPs, the project creates an e-learning platform with learning materials, together with a chemical databank and a gamified training tool. The learning environment
will raise awareness and emphasize the complexity and limitations of an HNS-related SAR operation at sea.

ChemSAR learning materials are supplementary to already existing SAR material, e.g. national guidelines, SAR education and training, as well as the International Aeronautical and Maritime Search and Rescue Manual of the International Maritime Organization. The target groups include rescue, environmental and maritime authorities, SAR training and maritime academies, and shipping companies and seafarers.

The complexity of the issue provides an interesting and challenging framework for learning material development and gamified training tool. ChemSAR concept highlights the need for joint procedures, coordination and cooperation between different actors within and beyond national boundaries. Due to the different kinds (differing physical and chemical properties), quantities and combinations of chemicals transported, the variety of hazards they may pose is extremely large. Within this versatile and challenging operating environment of highly skilled professionals, ChemSAR e-learning platform strives to offer a pleasant and effective learning experience.

GAMIFICATION AND SIMULATION EXERCISES

Simulation exercises for ChemSAR e-learning platform are aimed for the operational leads, thus they are conveying best practices for handling various situations during incidents involving cargo with NHI on board. In these cases the important factors are usage of time and suitability of the decisions for the ongoing situation. For this we decided that instead of full blown virtual environment much simpler decision making simulation based on the real-time clock and situational awareness was deemed to be most suitable solution.

As we didn’t want the ‘gameness’ to be something that is glued on top of simulation, we looked for existing design guides and frameworks. As we are already familiar with gameplay design patterns we started from them. These patterns contain “commonly recurring parts of the design of a game that concern gameplay”. (Björk & Holopainen, 2004) As our simulation tool is not an game for entertainment, but more like a game-like or gamified solution, the gameplay design patterns were not really helpful for us expect as a general design tool. There exists a small set of gamification patterns by Ačeriškis & Damaševičius (2014) which we found to be more helpful on the design decisions.

These patterns do not contain a way to validate if the produced system really is gamified, so for this we had to find another way. As we have not yet done extensive user testing, we had to be able to do it on by expert review. To find a tool for this review, we looked for the relevant literature and found review by Mora et al. (2015) for existing gamification design frameworks. We familiarized ourselves with these and looked for other works that had utilized the frameworks presented on the review. With this process we selected the Octalysis framework (Chou, 2015a; 2015b) and accompanying Octalysis evaluation tool (Chou, 2015c) to help us in our evaluation. Previous uses for this tool contained the work by Yfantis and Tseles (2017) in which they used Octalysis to evaluate civic platform Challenge.gov and Economou et al. (2016) who evaluated the serious games platform for learning.

Octalysis is a gamification framework which has set of eight "Core Drives", scored using a scale from 0 to 10. These are related to different aspects on eliciting motivating and engaging experience, as summarized in the following Table 1 (based on Chou, 2015b).

The analysis is based on the first level of Octalysis framework. On the deeper levels we could be analyzing things like how we are onboarding the player or how we handle the end game. But, our game is about learning in predetermined time frame so we don't have to worry about these kinds of aspect.

GAMESAR – DESIGN GOALS AND GAME DESCRIPTION

The main goal of the GameSAR is to support the other learning material produced by the project and thus support the goals of the project in educating the operational plans and standard operational procedures in HNS incidents. Thus the game is also an educational tool amongst a larger variety of tools and must be understood as such.

The objective of the GameSAR is to learn SOPs and OPs by repetitive but yet engaging manner so that the player a) can learn how to act on a maritime chemical rescue situation where a lot of information is primarily unavailable and thus improve their skills as a rescue center officer and b) is aware and understands how the rescue center works - even though they may not work there.

There are two main design goals for the game. First and foremost the game must be easy to adopt and use thus negating the possibility of digital divide. The user-base must be understood to be varied by age, gender, and gaming history and therefore only the
most common game elements as well as those most easily understood can be used in the UX design.

Table 1: Core Drivers of Octalysis (Chou, 2015b)

<table>
<thead>
<tr>
<th>Core Driver</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epic meaning and calling</td>
<td>Person believes they are doing something greater than oneself or was “chosen” to take the action</td>
</tr>
<tr>
<td>Development and accomplishment</td>
<td>Internal drive for making progress, developing skills, achieving mastery, and eventually overcoming challenges</td>
</tr>
<tr>
<td>Empowerment of creativity and feedback</td>
<td>Users are engaged in a creative process where they repeatedly figure new things out and try different combinations</td>
</tr>
<tr>
<td>Ownership and possession</td>
<td>Users are motivated because they feel like they own or control something</td>
</tr>
<tr>
<td>Social influence and relatedness</td>
<td>Incorporates all the social elements that motivate people, including: mentorship, social acceptance, companionship, and even competition and envy</td>
</tr>
<tr>
<td>Scarcity and impatience</td>
<td>Wanting something simply because it is extremely rare, exclusive, or immediately unattainable</td>
</tr>
<tr>
<td>Unpredictability and curiosity</td>
<td>Constantly being engaged because you don’t know what is going to happen next</td>
</tr>
<tr>
<td>Loss and avoidance</td>
<td>Motivates us to avoid something negative from happening</td>
</tr>
</tbody>
</table>

In practice, the game was designed to be played from the perspective of emergency response center as the actions and decisions made in it seemed the most various and most important to the process as well as because it is a task that everyone involved in the process benefits to understand. Also the educational factors were best included in this task. As the game is single-player the player must do the tasks of several persons in the response center team and thus the possibility for simultaneous events was ruled out.

The virtual tools in the game design are similar to the tools used by emergency response center: a telephone, radio, interactive chart, whiteboard, and chemical database. Whereas the real world operations take hours or even days to solve, the educational computer game should be completed in less time. Also, the game should be more intensive and therefore the time flow was simulated and the operations e.g. making a phone call or using radio advances the game time.

The game starts by introducing the current situation (i.e. mayday-call) and puts the player to the position of the emergency officer. The player can use the aforementioned tools to both gather more information about the situation and to make decisions with the aim to save the vessel and the passengers in the emergency situation. The actions cost time, which is limited, (e.g. using telephone advances the time by n minutes) as well as some actions give new options to advance. More options can also open as the game time advances, as certain time-points trigger events which update or change the information. All the decisions of the player are stored and at the end of the scenario the game gives feedback according to the decisions and the outcome from them at the end.

The game can include numerous different scenarios with different storylines, chemicals, and events written by the project group to both give variance and to further enlighten the players about the multitude of different situations encountered by the emergency response center officials.

Technically GameSAR is a browser-based application and it is created using a open source HTML5 game framework called Phaser (Photon Storm, 2018). Browser was selected as a platform as our audience has a diverse set of devices in their use. With these tool selection decisions we can support multiple platforms and devices with different screen sizes and input methods without creating separate packages for every platform.
**OCTALYSIS ANALYSIS**

Our game is aimed to support the learning of maritime chemical rescue operations. Thus learning is the most important aspect of it and everything else should support it. To evaluate the game and its aspects intended to be motivational and engaging, we use the Octalysis model to find out the weaknesses and the strengths of the game.

The following Picture 1 shows the summary visualization of the analysis with the Octalysis tool.

In GameSAR you are training how to correctly act on a disaster event which can save lives in real-life situations. The core drive of *Epic meaning* is therefore fundamental to our tool. This aspect is valued to 8 as the potential consequences are presented to the player constantly.

On the *Development and accomplishment* the score is 3. Earlier version of the game included scoring mechanism, but after testing with the target audience it was removed as it was seen as distracting feature by them. To them the important thing was to see outcome of the choices made, and what were the correct ones.

![Octalysis Diagram](image)

**Picture 1: ChemSAR analysis with Octalysis tool (tool provided by Chou, 2018).**

For the *Empowerment of creativity and feedback* our score is two-fold. Creativity is not encouraged by the game during the gameplay, so to this aspect the score is 1. But the main outlet for creativity is the possibility to create own scenarios for others to play with simple scripting language. Hence the final score is 6.

*Ownership and possession* is about owning or controlling things. In our game you are trying to take the situation under your control, but you are not really owning or gaining things with your actions so we evaluate this aspect to 0 points. This is something we could improve, maybe by making the player/learner to be more possessive on the resources they have.

*Social influence and relatedness* are social elements, which the game does not support directly. The game is also meant to be played in classrooms and that way social interaction between the players is encouraged. But as there are no in-game mechanics supporting this core drive, it is valued at 2.

On the drives for *Scarcity and impatience* the score is 0 points. As we are aiming for teaching real-life procedures for search and rescue operations, we do not put limitations to how long and how much the game can be played. Also, all scenarios are playable immediately.

For the core drive closest to engagement with the content, *Unpredictability and curiosity*, valuation is 6 points. Game presents players with unexpected situations to which they have to react based on their own skills. To make most out of these situations, they have to be paying attention to details and correct procedures to follow. This also relates directly to the *Loss and avoidance*. If players are not paying attention the in-game situation escalates quickly and leads to an unrecoverable situation, just like in the real world. Therefore this core drive is also evaluated to 6 points.

**CONCLUSIONS**

Octalysis is developed as a tool for analyzing the design of gamified services and how they appeal to different motivational factors. The main purpose of our learning game is to be an educational tool, and to support this purpose it uses design practices from games for its interface and gamification as a design guide for other aspects. But, as the game is only a part of the predetermined curriculum for learning SOPs, it is not intended to be used for prolonged periods of time. Thus the game differs from most of the services that are usually using gamification techniques to extrinsically to motivate people to use them.

According to the Octalysis framework the game can be classified as a gamified solution and therefore its design is successful. The analysis also shows which parts we might need to think about improving our design in case the user experience testing shows that the application is not engaging enough. Similarly on the lines with Economou et al. (2016) we note that Octalysis (or other gamification frameworks) should be improved or modified to fit cases where main task for the gamified service is learning, since some of the core drives are a bit difficult to apply in this domain.
Maritime HNS SAR questions are complex and, since the research being just on-going, largely unanswered thus the game setting is limited to the knowledge currently at hand. As the ChemSAR project around the game advances, more content can be implemented to the game. Due to the modular structure of the game mechanics the extra content however can easily be implemented and thus extending the life-span of the game. It is obvious that the research is still in its early phases. The team’s future research will focus on developing the game according to the principles found in this research as well as continue the development by finding more information through conducting empirical research.

The game aims to be pedagogic yet entertaining and thus it is only partially realistic simulator on what the work in the response center, moreover a never-tiring teacher on different situations may one encounter and how one should react to the situations at hand. Whereas the game is still in early alpha stage there are indications that this game will indicate the possibilities of gamifying serious and even critical aspects of our society - our safety and thus it can be a recommended option in teaching those that will eventually be responsible for our lives.
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Abstract
This paper examines the need for constructive positive extrinsic motivational competition within gamification projects. Gamification takes common game design principles such as points, leaderboards and competition, then applies them to non-gaming activities. Participants often require extrinsic motivators to engage with gamification, such as financial reward, compulsory participation or prizes. This approach can reduce intrinsic motivation, creativity and sense of agency. One powerful extrinsic motivator is competition, which can be effective even without any real world prize. Competition can be divided into constructive and destructive types. Destructive competition can cause anxiety and lower self-esteem in participants. Constructive competition is motivating without these negative side-effects. It isn't possible to guarantee that a competition will be constructive, but there are broad principles that can be applied to design for constructive competition. These principles were investigated using a purpose built mobile application called UniCraft. This app was used in a cross-over study with university students in an attempt to increase their satisfaction with one of their subjects and it featured a 3D video game-like competitive battle mode. Online analytics recorded a statistically significant increase in app usage when this competitive game mode was enabled.

Introduction
To gamify an activity is to take something that is not game-like and then wrap game design principles around that activity (Deterding et al., 2011a), for example increasing your heart rate beyond a previous exercise session earns points, displayed on a leaderboard (Whitson, 2013). When game design principles are applied to an activity, people have a tendency to find that activity more compulsive, which some perceive as being more fun (Hopson, 2001). Points, leaderboards and achievements tend to make it easier for 'players' to judge their progress and aptitude for a task both alone and in comparison to others. Gamification can have the following positive impacts on any task (Deterding, 2015):

- The task becomes more enjoyable due to the new sense of playfulness.
- The task is performed correctly.
- The ‘player’ increases their productivity.
- The task is performed to a higher quality.

However, gamification often reduces intrinsic motivation, a desirable state where a participant is engaged fully with a task, often in a state of flow (Chen, 2007), it’s a condition of optimal learning potential and creativity. The participant is engaged with the task for its own sake with no outside coercion. Reduced intrinsic motivation can manifest negatively within the individual in a number of ways (Fuchs et al., 2014; Raczkowski, 2013):

- A loss of agency.
- Reduction in creativity.
- A loss of self-worth.
- A loss of interest or engagement with the activity.
- Feelings of oppression or that the system is overly prescriptive.

To mitigate against this requires an understanding of root causes.
Gamification requires progress within any activity to be measured so points can be awarded or removed. Measuring an activity means defining it in detail, which can reduce the creative freedom of participants. Such measurements are often made public via a leaderboard to encourage participants to compete and compare their progress. Competition is an extrinsic motivator, people are generally competitive and it can provide an extra impetus to progress. This can cause anxiety, demotivation and stress (Hanus and Fox, 2015; Lepper and Malone, 1987; Shafer, 2012). Rewards provide further extrinsic motivation when they are of value to participants. Rewards can be linked into compulsory participation, for example, a prize for students achieving a certain grade. Participants can focus on the reward instead of the activity, becoming disillusioned if they don't get the reward or unhappy with the value of the reward (Deci and Ryan, 2000).

It's not possible to predict with accuracy how human participants will respond to gamification schemes, just as it isn't possible to guarantee the success of a video game design (Koster, 2013). However, like video game design methodology, there should be a 'best practice' approach to the design of gamification (Deterding, 2015). This paper analyses the design of competition in gamification. The term, 'constructive competition' refers to competitions designed to avoid negative side-effects which might reduce intrinsic motivation.

Design
What follows is a set of 'best practice' guidelines that can be applied when designing for constructive competition.

Non-prescriptive measurement
Any complex activity can be distilled into measurable sub-tasks, with points awarded for completion. Sometimes a sub-task has a very specific methodology, especially if there are health and safety implications. Often, sub-tasks can be more general or fluid in their definition of methodology and outcome. This supports the participant's desire for independence and agency (Deci and Ryan, 2000).

Team based play
When participants compare their progress, scores can represent the individual or the group. When participants feel they are acting together as part of a group, the impact of success or failure is shared. Persevering together and even failing together can foster a feeling of comradeship and mutual support that nurtures friendships.

Cohort based play
To compare progress and compete doesn't mean pitting one group against another. In video game design this is known as PvP and can be very stressful. Another approach, known as PvE, allows an entire cohort of participants to work together against a virtual opponent, such as a fantasy monstrous enemy (Adams, 2013). There is the potential within competition for participants to become antagonistic towards each other. If the participants see the 'opposition' as a virtual enemy then feelings of antagonism towards that opponent can be expressed safely and healthily.

Multiple measures of progress
When sub-tasks within an activity have to be completed in sequence, there is the potential for a participant that is struggling with the task to feel there is no path forwards or no obvious way to increase their scores as they fall to the bottom of the leaderboard. In video games this issue is addressed by including multiple measures of success with multiple paths to achieve them. This approach enhances participant agency allowing them to delay or bypass or navigate around challenging tasks, while remaining competitive.

Fun - the power of video games
Gamification is based on techniques within game design and it can be presented using video game imagery, phrases and concepts, even when used with a non-gaming related activity. This can help people recognise the competition as fun and playful as well as encouraging participation. Tools like Unity3D and
Unreal allow developers to deliver gamification projects that more closely resemble popular modern 3D video game aesthetics on small budgets (Axon, 2016).

**Asynchronous play**
Maintaining a sense of agency in participants can include allowing them to decide when, how and where they take part. One way to enable flexible participation is using personal mobile devices to interact with the gamification system. In terms of games design, asynchronous multiplayer competition allows players to participate in a shared world together, but without having to be present concurrently (Zagal et al., 2000).

**Virtual rewards**
Gamification’s extrinsic motivators (points, leaderboards, competition, etc.) require an extra driver which is often some kind of reward (Whitson, 2013). As previously discussed, valuable rewards can create negative associations, for example, becoming overly reliant on financial reward. Video games often use virtual rewards, without real-world importance. Usually these are associated with a player avatar, for example, clothing, pets, housing, vehicles, etc. Virtual rewards can form part of an economy, for example, a stallion or sports car that is expensive and rare within the virtual economy of the game. Players transfer value onto virtual items, yet they don’t have any real-world importance.

**Avatars**
People care about how they are perceived by their peers. Within a competition, where progress is displayed on a public leaderboard, this can be motivating, however there are risks, as previously discussed. Avatars are anonymous virtual representations of participants and work optimally when the user can customise the avatar to better represent their idealised image (usually using virtual reward items). People care about their virtual avatars (Behm-Morawitz, 2013), but it provides a degree of separation between them and the potential tension and embarrassment of being identified via competition.

**Elective participation**
When any activity becomes compulsory, participants lose agency and independence. However, if a competition is not compulsory then participants may drop out at any point. Within video games participation in multi-player competition is a well know problem. This can be addressed by allowing people to take part asynchronously at a convenient time. The competition event can be split into multiple shorter competition events creating multiple smaller prizes. This allows participants to take part in a more ad-hoc fashion, maintaining their independence.

**Player matching**
People respond positively to a well-played game, even if they lose (DeKoven, 2002). Video games often use algorithms to match players of similar ability or rank for competition, increasing the likelihood of a well-played game (Jennings, 2014).

**Holistic approach**
The effect of each of these design axioms is amplified when they are combined. For example, without compulsory participation, why engage with a competition? By using video game themes, avatars, virtual rewards, etc. the competition begins to regain the motivational levers necessary to maintain engagement with a lower probability of reducing intrinsic motivation.
UniCraft battles
The author has investigated these ideas within a gamification project with second year computing higher education students (Featherstone and Habgood, 2018). UniCraft is a mobile gamification platform with cloud hosted database and built in analytics to record the time and type of every interaction with the application, see Figure 1.

Students in the second year of their course were separated into two tutorial groups by surname. These two groups were offered the chance to participate in a cross-over study and became groups A and B totalling 26 students, see Table 2. The organisation of the study is shown in Table 1.

<table>
<thead>
<tr>
<th>Weeks in semester</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>interview</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>A</td>
<td></td>
<td></td>
<td>B</td>
</tr>
<tr>
<td>normal lessons</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>using the app</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>battle game is available</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Organisation and schedule of study

Students earn credits for attendance, asking questions, completing tutorials, handing in work, etc. Credits buy virtual items to customise their virtual avatars, see Figure 2. Participants compete within a fantasy battle competition. Outcomes of battles are randomised, but those with more expensive virtual items are more likely to survive longer, therefore encouraging students to earn as many achievements as possible.

These competitive battles can themselves be used to earn more credits, proportional to how long the player survives. They can be played non-interactively, while the student is working or interactively with the player gaining a small advantage by 'catching' hearts from fallen enemies. It is based on the popular one-click game design mechanic seen in many mobile games (Unger and Novak, 2012). Avatars can compete alone or in small teams (see Figure 3) against a computer controlled enemy (PvE).
When in non-interactive mode, a competition event can be displayed on a projector, with the avatars of the entire cohort taking part in a 'battle royale'. This example of constructive competition showed an increase in engagement with the gamification app of 217% compared to using the system without the competitive battles, see Table 2.

<table>
<thead>
<tr>
<th>Student group</th>
<th>App events – battle inactive</th>
<th>App events – battle active</th>
<th>Increase in Unicraft usage</th>
<th>ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>300</td>
<td>1215</td>
<td>305%</td>
<td>$F(1,18)=16.79$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$P=0.0007$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$n^2=0.93$</td>
</tr>
<tr>
<td>B</td>
<td>383</td>
<td>1176</td>
<td>207%</td>
<td>$F(1,20)=3.3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$P=0.08$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$n^2=0.17$</td>
</tr>
</tbody>
</table>

Table 2. Impact of constructive competition on app engagement

Within the student group it was noted that people interacted with the system on different days of the week, at different times of the day, using the app to differing degrees, interacting with some aspects more than others, both in and outside class. This technologically enabled and designed-for flexibility helped maximise engagement.

During interviews, the students reported that they had enjoyed the competitive battle game and did not find it stressful. They claimed this was because it was seen as a light-hearted fun activity allowing them to compete with their peers without pressure and it helped motivate them to engage with the gamification project.

After the study a comparison of student attainment was made to see if there had been any impact. Student assessment results were compared to the previous cohorts over three years. A 17% increase in attainment was measured, compared to the three previous years (single factor ANOVA $F(3,162)=3.45$, $P=0.018, n^2=0.06$), see Figure 4.

Figure 4. Student attainment, UniCraft was used in 2016-7

Conclusion

Gamification has repeatedly demonstrated its efficacy when applied to a range of activities (Deterding et al., 2011b; Laird, 2017; Rigsby, 2012) and competition plays a key part in engaging participants. However, it isn’t possible to accurately predict how people will react to such systems. The likelihood of competition having a positive and constructive impact can be increased if a theory of best practice can be developed, promoting a holistic design approach. Constructive competition is one example of a powerful extrinsic motivator that is compatible with maintaining intrinsic motivation, which is vital in supporting an individual’s sense of self-determination.

Gamification works, but participants must be motivated to stay engaged with the gamification process. Constructive competition can provide that motivation while limiting the chance of any negative impact that competition might have on the intrinsic enjoyment or satisfaction in the task being gamified.
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Abstract

Although it is commonly known that young people are active online users, the challenge is, how to attract them to use job-seeking services. Using game design elements in non-game context to create immersive experiences can have significant impacts on the usage of motivation. Our interest was to examine how to find solutions that make the elements of gamification and human skills complement each other in the harmonic and possible way. The project’s objective was to construct a platform using game technologies that bridge isolated young people and work services together for the purpose of helping young people in their job-seeking activities. After extensive research and prototyping, a gamified design for the main application was selected, and serious gaming ideology was chosen as the learning method for a range of training games that the main application would unify together as a platform. We are arguing that gamified job-hunting services have the potential to support and activate the unemployed young in job search processes by promoting employment and corresponding to the needs of young adults.

INTRODUCTION

Unemployment is extremely expensive for the societies and public sectors, and it can cause adverse effects on mental health, such as depression and bipolar disorder (Murphy and Athanasou 1999). The circumstances and experiences of young people in society have changed considerably today compared to the previous generation. These changes affect experiences in the lifestyle, education, labor market, and ability to become an independent member of society. Young people have multiple choices of pathways to choose from and therefore can cause fear of risk of failure. According to a report on the well-being of young people, more than half of unemployed feel anxious about everyday life situations and try to avoid meeting new people. In their population-based study, Axelsson and Ejlerston (2002) argue that social support among young unemployed can avoid becoming socially isolated and slipping away from the jobs market. (Axelsson and Ejlerston 2002)

The growing demand for qualification is expected to cause lack of skilled workers for the market, and it brings up life-long, and self-learning approaches as a central paradigm in education and training, which gives ICT solutions a vital role in this process. Young unemployed are a potential target group to motivate through a gamified application. There is a total of 241,600 job seekers in Finland, and 52,000 of them are at the age of 25-34 (Tilastokeskus 2018). According to Eurostat (2008) 50% of EU unemployed people aged 20-34 years are ready to change their home place for a job, 21% are prepared to move inside the same country for a job, while 12% would consider moving inside of EU area, and 17% are even ready to step outside the EU region. It raises the question if the gamified applications can be used to promote the job-seeking process for the young unemployed.

Serious gaming has been prominent in computer-assisted learning in recent years in fields such as education, healthcare, engineering and science, and its applications continue to spread steadily to new areas of learning.

To establish the definition for a game, Michael et al. (2006) define it as “voluntary activity separate from the real world, creating an imaginary world that may or may not have any relation to the real world and that absorbs the players full attention. Games are played cut within a specific time and place, are played according to established rules, and create social groups out of their players.”

For serious games, a commonly used definition is by Marsh (2011): “Serious games are digital games, simulations, virtual environments and mixed reality/media that provide opportunities to engage in activities
through responsive narrative/story, gameplay or encounters to inform, influence, for well-being, and/or experience to convey meaning.” Girard et al. (2013) added to the definition that Serious games are virtual games with a useful purpose because otherwise all virtual games could be considered to teach something even though it’s not the actual purpose. Michael et al. (2006) defines serious games as follows: “A serious game is a game in which education (in its various forms) is the primary goal, rather than entertainment.”

The development project depicted in this paper, later designated as HireMe, was designed to bridge isolated young people and the work centrum together to help young people in their job-seeking activities. After extensive research and prototyping, a gamified design for the main application was chosen. Serious gaming design principle was selected as the learning method for a range of training games.

To follow a systematic development of simulation-based serious games and applications, we studied the literature and attempted to find solutions, which suits our case model. Greenblat and Duke (1981) introduced a game development framework through four iterative stages of initiation, design, construction, and use. Initiation step indicates game specification, system description, and game components. Design stage focus on the game mechanism, and element design. The construction stage includes development, pilot and usability tests. The final stage is real operation through field testing. (Greenblat and Duke 1981)

Considering those stages as a general development framework, Robinson (2008) states that initiation and design stages should be integrated to iterative sets of conceptual modeling, modeling coding, experimentation, and implementation. He claimed that this approach leads to a proper understanding of real-world problem and solutions. (Robinson 2008)

Van der Zee et al. (2010) defined simulation model used by emphasizing the aspects of game elements on the conceptual modeling activities. They claimed the players and game leaders should be considered as stakeholders, and case examples should be implemented in the design to fulfill the requirements for training and educational purposes. Following various practices of educational training, a serious game solution should not only target soft-skills such as language, negotiation, networking, and leadership; but also more practical skills must be improved. (Van der Zee et al. 2010)

Garris et al. (2002) introduced an input-process-output game-based requirements acquisition process model. The input phase is a pre-gaming phase, in which the developers integrate instructional content into the game content. The process phase is the stage to collect and assess user reaction and behavior and system feedback. The output phase is the stage to evaluate the game achievements, which can be the learning outcome of specific skills in a serious game scenario. (Garris et al. 2002)

OHagan et al. (2014) conducted a systematic literature study of software process in game development. The study finding indicates that agile development cycles such as Scrum and Kanban are more relevant to knowledge intensive domain, where the iterative evaluation points are needed through user reactions and system feedback. (OHagan et al. 2014)

Asuncion et al. (2011) followed an iterative agile process with Scrum to develop a series of serious games related to a campus tour in the university. Their analysis unveiled that the selected development process would strongly support the involvement of users in the development stages, which supports the main principle of User-Centered Design. (Asuncion et al. 2011)

IMPLEMENTATION

The initial concept was formed as a gamified application which provides training and services in the job-seeking process for unemployed youth. It encourages the users to follow self-learning approach and also impose more extensive virtual presence in business and employment-oriented services, and online expert community like LinkedIn and Stack Exchange networks. We believe that the virtual presence in those networks leads to a comprehensive understanding of job market requirements.

Platform

The platform is designed to improve a collection of skill-sets of the users, in the job hunting process. Those skills are categorized into two groups. Soft skills are a set of general practices such as language literacy, negotiation, networking, team-work, and leadership. On the other hand, practical skills are defined by the nature of the job.

We chose to use virtual rewards and levels as game elements in our application based on Zuckerman and Gal-Oz (2014) research, studying the effectiveness of different game elements. Competition element was as effective as virtual rewards, so we decided to use virtual rewards. The motivation behind the virtual rewards and level-based progression is that companies hiring employees could see the users achievements. The better the achievements are, the better chance
the user has getting recruited. (Kim and Werbach 2016)

There are many online educational communities for training different practical skills. They usually emerge as a high-quality network of questions and answers on topics in varied fields. Those are places where users can prove their competence in specific fields, such as Stack Exchange, which includes dedicated communities in various fields such as programming, mathematics, different branches of engineering and so on. HireMe application is developed as an integrated platform to fetch users activity points from Stack Exchange networks, through available third-party API.

HireMe platform was developed in three periods. The initial concept was designed at the beginning of fall 2016, and then three development iterations were conducted. In the first iteration, the application was developed in fall 2016 by a student group in the research and development project course, in University of Oulu. Later in summer 2017, the second development iteration was conducted by another student group in the summer school of Kajaani University of Applied Sciences, Finland. Finally, the last development iteration was conducted as part of the research and development project course in fall 2017 in University of Oulu. Three different student groups were involved in those development iterations.

Scrum framework was used during development iter-

ations. Project members met weekly through scrum sprints to hold intense interaction and discussion. They act as the product owner, scrum master and other stakeholders in different scenarios related to the HireMe platform, and mini-games.

The first HireMe prototype was developed for iOS platform using React Native framework. Since it was the first iteration, the purpose was to have an easy-to-use API to enable integration of third-party training games into the application. In the beginning, the back-end was a Node.js server with MongoDB non-relational database, and it was running on Heroku cloud application platform. It was designed to be highly flexible and lightweight enabling various types of trials when testing the HireMe prototype. (Figure 1)

For the second and third prototype, Android platform was chosen for the application, which could be tested by a more extensive variety of users. It was developed by Android Studio to design the front-end, and Docker engine with Vert.x framework and MongoDB to develop the back-end.

**Training Games**

There are two approaches to integrate educational and training information in HireMe environment. Third-party developer can design games for the platform, or available APIs from other third-party applications can be used to monitor the users activities in other training networks. Figure 3 shows the current schema
of available and implemented mini training games and use of third-party APIs in HireMe platform.

Parallel to HireMe development, three mini-games were integrated into the platform. An interview simulator was developed in Unity environment to simulate a job-seeker and recruiter interaction. A word puzzle game (Wogam) was designed to improve the language literacy in French and English languages. Furthermore, EchoMe was developed as a web application to improve the presentation skills of the users through peer support processes. (Van der Zee et al. 2010)

**Interview simulator**
As the first example to demonstrate the process that HireMe platform connects to training games through the main application, we developed a simulation type of interview game by Unity game engine. In the game, the player is sitting in a chair in a first-person view, and the interviewer is asking job interview related questions. Player has four different choices for each question and a limited time to answer. Every choice has a different point value that the player receives. The player also receives feedback after the answers. We reduce errors and improve the players independent learning by providing feedback to them. Feedback also creates the feeling of accomplishment and motivates the player (Kwon and Lee 2016). The game aims to prepare the player for a real-life job interview. In fact, a job interview cannot be trained easily in real life context. Ypsilanti et al. (2014) stated that the success of learning using serious games lies in the actual involvement of a participant playing the game, which in turn, creates increased cognitive links with real-life situations. (Figure 4)

**EchoMe**
EchoMe, Figure 5, is an application to improve the user's presentation skills. It is developed as an online solution using peer coaching to improve the users' skills, and engaging them through gamification elements while integrating into the HireMe platform. Its implementation provides features to create and categorize video presentations, and a possibility to start a discussion on a video track, which will appear on a particular timestamp when playing the video file. EchoMe's front-end user interface was developed by CSS, HTML, and JavaScript, while AngularJS was used to develop the real-time commenting system. For the database implementation, Laravel and PHP framework were used.

**Wogam**
Wogam is another mini-game, and it was developed by Unity game engine as a student project. It helps users to improve French and English vocabulary and language literacy. Figure 6 shows that based on the displayed card image, users have to create the correct word by placing letter cards in the right order and discover new vocabularies. Spaced repetition system and simple pointing system are implemented to encourage the user to be engaged in this gamified application.

**LinkedIn & Stack Exchange integration**
The HireMe platform is currently integrated with LinkedIn and Stack Exchange network through avail-
able REST APIs. LinkedIn API fetches users’ essential information to display it in HireMe profile. That information includes experiences, publications, languages, skills, certificates, education and recommendation fields. It provides the recruiter with comprehensive background information on the job applicants. Stack Exchange API fetches users information regarding their activities in different Stack Exchange networks. It includes achievements such as points, privileges, and badges, and most frequent tags associated with the user. In short, HireMe provides an integrated environment for the job seekers and recruiters, where job seekers can reflect their points and achievements from a different expert and educational networks, and the recruiters can monitor practical activities and skills of applicants in a unified format.

EVALUATION

For the acquisition of user requirements and the job-hunting process, we had a brainstorming session on 24th of October 2017 with experts of young people labor administration at TE-office, Finnish unemployment office. During the session, we presented HireMe and EchoMe concepts to the experts, and they provided us with the knowledge of characteristics, value and job search processes of young unemployed that were needed to be considered in further development tasks.

The initial prototypes were evaluated through a heuristic evaluation as well as scenario-based evaluation methods by the development team. Specific sprint sessions were dedicated to the evaluation task.

In the later development iteration, while mini-games and third-party applications were integrated into the platform, we conducted a two-stage evaluation. The participants were recruited in by the help of unemployment office in the city of Oulu. The first phase was in a recruiting event in Oulu, Finland (MegaMatching 2017). It aims to improve the test process and provide proper benchmarks for the measurements in the next phase. The second phase of the evaluation was conducted in the facilities of the University of Oulu.

The first test was planned to be conducted as an observation test by audio and screen recording. Five test subjects participated in the test, and they were asked to fill in the questionnaire after the test. The age of the participants ranged from 24 to 37 with an average age of 31. Users were supposed to create an account in HireMe, add dummy resume and job interest, and then connect the account to mini-games and third-party applications. Participants were asked to use a dummy or real third-party accounts such as LinkedIn or StackOverflow. The test revealed some technical usability flaws in design such as fragment displacement, menu navigation problem, and unhandled errors if the connection was lost. The first test results provided us with a benchmark for the second usability test.

After minor modification in the platform, the second test was conducted with setting similar to the first test, and the same tasks were assigned to the subjects. The subjects were supposed to accomplish their task in estimated benchmark time from the first test. Seven test subjects participated in the second test with the age range of 25-37 and an average age of 29. Subjects were asked to answer a questionnaire after the test. Results of the second test revealed few technical usability flaws, such as dealing with unresponsive API of a third-party or lack of feedback from the UI. The questionnaires were designed to collect information about the attitudes of the users, and they indicated a positive satisfaction rate towards the HireMe concept, despite usability flaws in the technical design.

The main aim to conduct the evaluation phase is to assess the effectiveness, efficiency, and satisfaction of HireMe among target users by assigning predefined tasks. The tasks focused on the functionality of the application, and they start by creating a profile and then connecting to third-party services and mini-games, and finally, all achievement and points should be presented in HireMe profile in a unified format.

CONCLUSION

There is little evidence of research carried out into gamified services for the unemployed young. It is known that unemployment is expensive for societies and tackling it is important but challenging. Particularly focusing on attracting the young unemployed to use job-seeking services is essential from the point of view of society and the unemployed young. ICT based services with gamification elements seem to have the capacity to motivate searching information on employment, developing new skills and extending
social networks in order to add user experience and value. The findings of this study also support such an approach.

The HireMe platform that uses game technologies for bridging unemployed youth and work service providers together were presented in this paper. After conducting the literature review, brainstorming sessions and prototyping a gamified design for the main application, serious gaming ideology was chosen as the learning method for a range of training games that the main application would unify together as a platform. Usability testing with experts and young people has been carried out as a way to assess the impact of HireMe platform on services for the unemployed youth.

Findings show that for the purpose of helping young people in their job-seeking activities HireMe has the potential to support and motivate unemployed youth by promoting employment and corresponding the needs of developing their skills. Despite not having the ideal sample size of ten subjects in the second test, the results still give confidence in the usability test that was conducted. Based on the second test, HireMe falls behind in satisfaction compared to other Android applications and has some critical flaws that prevent the usage of the application, hence it is not usable as it is. While the data might be accurate, it is not as reliable as a completely recorded test session.

As part of the future plan, we aim to implement an API document to specify necessary detailed information to develop third-party mini-games, which can be integrated to the platform.
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