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Preface

Welcome to Game-On 'NA 2007, the third North American sister event of the well-established European Game-On conference series on AI and simulation in computer games. The University of Florida in Gainesville is the setting for this year’s event and as one of the driving forces behind simulation and research the ideal venue for hosting this topic related event.

Just like previous years game AI and content-generation constitutes the main focus of the event with simulated board games coming in as the second most important factor in game development.

As well as the peer-reviewed papers, Game-On 'NA 2007 features a keynote talk by Jim Brazell, Consulting Analyst, Digital Media Collaboratory, University of Texas, Austin entitled: "The Future is Here: Video Games, Virtual Worlds and Mixed Reality". The second invited presentation is by Roger Smith Ph.D. Chief Technology Officer U.S. Army Program Executive Office for Simulation, Training and Instrumentation entitled: "Taking Game Technology Seriously". Last but not least there is also Tutorial on Mixed Reality by Charles Hughes, University of Central Florida.

Game-On 'NA 2007 is of course, also about making contacts in the computer game research community. Several social events are planned, including, a conference dinner and tours of the Digital Worlds Institute - REVE and Artificial Studios. This tour will include, a tour of the office to all who’d like to see it, and a demonstration of the company’s various products (which include “Reality Engine”, “CellFactor”, “Monster Madness”. We hope you find your time at this Game-On 'NA productive and enjoyable while also enjoying the Florida hospitality.

Paul Fishwick and Benjamin Lok
Conference Chairs
University of Florida
Gainesville, USA
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Games-Nano-Bio-Info-Cogno: How are video games connected to 21st century science and learning?
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Introduction:

"... not only is change a constant, but the pace of change is accelerating. It's growing exponentially. And it's about doubling every decade. And so in the next 25 years we'll see 100 years of progress at to-day's rate of progress... It's not just a matter of dealing with one revolution. We have many intersecting revolutions in biology, information science, materials science with nanotechnology and so on. We're going to have to deal with this panoply of intersecting, accelerating trends." --Kurzweil, Voices of Innovation, American Association of Engineering Societies

Today, we are witnessing the consilience ("jumping together," Wilson) of natural and physical sciences. This jumping together of scientific domains, evident in the fusion of nanoscience, bioscience, information science and cognitive science is expressed in the literature as "nano-bio-info-cogno" and "convergence." The trend of consilience resurfaces the requirement for transdisciplinarity.

...transdisciplinarity concerns that which is at once between the disciplines, across the different disciplines, and beyond all discipline. Its goal is the understanding of the present world, of which one of the imperatives is unity of knowledge. --Nicolescu, 2003

Transdisciplinarity implies solving real world problems that do not have prescribed answers in such a way as to unite learning, R&D and innovation into one act. --Brazell, 2004

Workers with transdisciplinary skills are needed in government, military, industry, and academia (World Technology Evaluation Center; Turpin, 2000; Stanford University, 2002; Arts and Humanities Research Board; Daly, Farley, Thomson, 2001; MST News, 2003; World Technology Evaluation Center; Office of Scientific and Technical Information, 2002; TANSEI, 2002; De Marco, Gelman; Carty, 1998; Nanotechnology Research Institute). To meet the needs and challenges of the 21st century, science, industry and private sector leaders are calling for a qualitative evolution of learning systems:

"Half a millennium ago, Renaissance leaders were masters of several fields simultaneously. Today, however, specialization has splintered the arts and
engineering, and no one can master more than a tiny fragment of human creativity. The sciences have reached a watershed at which they must combine if they are to continue to advance rapidly. Convergence of the sciences can initiate a new renaissance embodying a holistic view of technology based on transformative tools, the mathematics of complex systems, and unified cause-and-effect understanding of the physical world from the nanoscale to the planetary scale.

"Educational institutions at all levels should undertake major curricular and organizational reforms to restructure the teaching and research of science and engineering so that previously separate disciplines can converge around common principles to train the technical labor force for the future.

"Manufacturing, biotechnology, information and medical service corporations will need to develop partnerships of unparalleled scope to exploit the tremendous opportunities from technological convergence, investing in production facilities based on entirely new principles and materials, devices and systems, with increased emphasis on human development." --World Technology Evaluation Center, 2002

Transdisciplinarity may seem like Ivory Tower language, however, transdisciplinarity implies beyond the disciplines—a concept that is beyond many specialized academics. Where can we find transdisciplinary actors today?

You may be surprised with the answers—virtual worlds, serious games and network video games. The mod’ers and builders affiliated with these communities of practice are transdisciplinary actors. Mod’ers fuse artistic, scientific and engineering techniques. Mod’ers often straddle learning and commercialization—a key aspect of transdisciplinarity ("Counter Strike" and the origins of "Space War"). To sum the connection between gaming and 21st Century Science: both endeavors require whole brain, adaptive leaders able to cope and even flourish in uncertain, complex situations requiring effective human collaboration in network environments.

Educational programs, economic development initiatives and workforce programs should recognize the relationship between popular network game youth culture, the needs of 21st Century Science and the pressing requirement for new engineering and science-related teachers, executives and R&D professionals. Gamers represent a bridge to the natural learning systems and creativity needed to cope with the increased velocity of new scientific and technical knowledge.

Links between 21st Century Science, gaming and learning are emerging. In medical science Cai, Snel, Bharathi, Klein, and Klein-Seetharaman have developed BIOSIM, a network learning game and Problem Solving Environment (PSE). The game uses data from the human genome, a game engine, and four and five-year old children to teach biology and simultaneously to identify the chromosome responsible for fatal meningitis. The BIOSIM Problem Solving Environment contains three interaction modes: role-play, voyage, and networked problem solving meningitis (Cai, Snel,
This cross appropriation of innovation from one domain to another through social construction of knowledge is an example of transdisciplinarity. BIOSIM illustrates cross appropriation among K-12 education, network games, network learning and bio-informatics domains.

BioSIM 1.0

Source: Cai, Snel, Bharathai, Klein, Klein-Seetharaman, 2003

The knowledge domains in the BIOSIM example illustrate unity of systems—transdisciplinarity. The functional domains required to create BIOSIM are nearly identical to network games, with the exception of increased emphasis on cognitive science and subject matter expertise in the domain of inquiry (genetics).
Network learning games such as BIOSIM are an “indicator species” illustrating changes in the educational learning ecology. These learning systems fuse real world data, learning design and empirical research to unify platforms for learning and doing. The major barrier to diffusion of new learning systems is empirical research that demystifies the efficacy of these models.

Unified Learning and Operational Environments and Tools
Games-Nano-Bio-Info-Cogno curricula and practicum should mirror self-organizing communities of practice, learning through social construction of technological systems, critical thinking, collaboration in network environments, and distributed cognition. Theoretical underpinnings should be taught through applied learning environments and tools such as telescience, whereby experimentation drives inquiry and innovation. Studies in ethics, social consequences of technology and philosophy should be emphasized. A transdisciplinary path of unified learning, IP creation and commercialization should also be explored with special attention to cultural, political and legal values and systems.

K-12 schools, colleges and universities should consider forming transdisciplinary learning models with interorganizational networks supporting specific historical and emerging industry, market and technology clusters relevant in each locality and as a component of a larger holistic network of regional and global economic development activities.

Swarm learning through semi-autonomous networks should be used to shift our focus from replacing teachers with technology to human mentoring and peering through online tools and environments; from teaching to learning, from assembly line systems and organizations to self-synchronizing, network structures; from theory or practice to theory and practice; from
proprietary learning systems to open learning systems; from eLearning to the whole learning ecology; from proprietary teaching architectures to open, egalitarian learning systems.

Education systems with a focus on state-of-the-art and emerging technologies and cultural practices should support the fusion of games-nano-bio-info-cogno with the following goals:

- Establish a new, broader learning systems model through transdisciplinarity.
- Network academics with industry and government needs.
- Fuse learning, R&D and commercialization.
- Unite disciplines through situated learning, problem-based inquiry and collaborative discovery.
- Explore the value choices made possible by modern science and technology.
- Pursue local, regional, statewide, national, and global network linkages.
- Facilitate the diffusion of new technologies, new knowledge, and new processes that work based on empirical validation.

To learn more about Games-Nano-Bio-Info-Cogno, please download the full report Gaming: A Technology Forecast – Implications for Texas Community and Technical Colleges on the web at:

http://system.tstc.edu/forecasting/reports/dgames.asp
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SIMULATED CARD AND BOARD GAMES
Multi-agent Modeling of Interaction-based Card Games
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Abstract – Many card games have their strategy defined at high levels of play not by statistical probabilities of cards being drawn, but rather by the interactions of the players themselves. These interactions, often based on prediction of the opposing players’ likely decisions and/or holdings, become the determining factors in developing a successful strategy. This play has often been seen as psychological, falling under such labels as bluffing and illogical play. The creation of a system that is truly free enough to develop its own strategy without influence from the limited expertise of the engineer is detailed within, being of crucial importance. Through use of intelligent agents that learn to play a game purely through empirical observation, it is shown that agents can in fact be created that are capable of reproducing such behaviour, directly disputing the notion of such actions being either illogical or psychological in nature, but rather resulting from incorporating the opponents into the modelled system.

Keywords: reinforcement, learning, temporal, difference, neural, network, Lerpa, Agent, Modelling.

1 Introduction

Traditional A.I. agents use simple statistical methods and rules to govern their decisions in competitive card games. These approaches, unfortunately, tend to make these agents somewhat predictable, and hence no real match for a human opponent, while also becoming useless for any realistic simulation / analysis of the game involved, due to the oversimplification of the interactions within it. In order to create a strategy that is based upon the anticipated reactions of one’s opponents, rather than the expected immediate outcome of one’s held cards (the ‘hand’), a system needs to be defined that allows for intelligent virtual players, or agents, to interact with each other, and refine their own strategies iteratively. The individual agents also need to have enough freedom of strategy creation to be unbound by the preconceptions of the designer, effectively reproducing true learning, rather than learning what the designer presents to them. With these criterion met, the agents will be able to learn not only the general nuances of the game at hand, but also the preferred strategies of their opponents.

2 Lerpa

The card game being modelled is the game of Lerpa. While not a well-known game, it’s rules suit the purposes of this research exceptionally well, making it an ideal testbed application for intelligent agent MAM. The rules of the game first need to be elaborated upon, in order to grasp the implications of the results obtained. Thus, the rules for Lerpa now follow.

The game of Lerpa is played with a standard deck of cards, with the exception that all of the 8s, 9s and 10s are removed from the deck. The cards are valued from greatest- to least-valued from ace down to 2, with the exception that the 7 is valued higher than a king, but lower than an ace, making it the second most valuable card in a suit. At the end of dealing the hand he then flips the next card in the deck to determine the trump suit. Regardless, once trumps are determined, the players then take it in turns, going clockwise from the dealer’s left, to elect whether or not to play the hand (to knock), or to drop out of the hand, referred to as folding. Once all players have chosen, the players that have elected to play then play the hand, with the player to the dealer’s left playing the first card. Once this hand has been played, players must then play in suit – in other words, if a heart is played, they must play a heart if they have one. If they have none of the required suit, they may play a trump, which will win the trick unless another player plays a higher trump. The highest card played will win the trick (with all trumps valued higher than any other card) and the winner of the trick will lead the first card in the next trick. At any point in a hand, if a player has the Ace of trumps and can legally play it, he is then required to do so. The true risk in the game comes from the betting, which occurs as follows:

At the beginning of the round, the dealer pays the table 3 of whatever the basic betting denomination is (referred to usually as ‘chips’). At the end of the hand, the chips are divided up proportionately between the winners, i.e. if you win two tricks, you will receive two thirds of whatever is in the pot. However, if you stayed in, but did not win any tricks, you are said to have been Lerpa’d, and are then required to match whatever was in the pot for the next hand, effectively costing you the pot. It is in the evaluation of this risk that most of the true skill in Lerpa lies.
The fact that the game’s rules are very simple, and that the complexity lies in the player’s interactions, is one very compelling reason to use this game. The multi-stage nature of the game is also attractive for use with the TD(λ) update algorithm.

3 Lerpa MAM

As with any optimisation system, very careful consideration needs to be taken with regards to how the system is structured, since the implications of these decisions can often result in unintentional assumptions made by the system created. With this in mind, the Lerpa Multi-Agent System (MAS) has been designed to allow the maximum amount of freedom to the system, and the agents within, while also allowing for generalisation and swift convergence in order to allow the intelligent agents to interact unimpeded by human assumptions, intended or otherwise.

3.1 System overview

The game is, for this model, going to be played by four players. Each of these players will interact with each other indirectly, by interacting directly with the table, which is their shared environment, as depicted in Figure 1.

![System interactions](image)

Figure 1. System interactions.

Over the course of a single hand, an agent will be required to make three decisions, once at each interactive stage of the game. These three decision-making stages are:

1. To play the hand, or drop (knock or fold)
2. Which card to play first
3. Which card to play second

Since there is no decision to be made at the final card, the hand can be said to be effectively finished from the agent’s perspective after it has played it’s second card (or indeed after the first decision should the agent fold). Following on the TD(λ) algorithm, each agent will update it’s own neural network at each stage, using it’s own predictions as a reward function, only receiving a true reward after its final decision has been made. This decision making process is illustrated below, in Figure 2.

![Agent learning scheme](image)

Figure 2. Agent learning scheme

With each agent implemented as described, they can now interact with each other through their shared environment, and will continuously learn upon each interaction and it’s consequent result.

3.2 Agent AI design

A number of decisions need to be made in order to implement the agent AI effectively and efficiently. The type of learning to be implemented needs to be chosen, as well as the neural network architecture. Special attention needs to be paid to the design of the inputs to the neural network, as these determine what the agent can ‘see’ at any given point. This will also determine what assumptions, if any, are implicitly made by the agent, and hence cannot be taken lightly. Lastly, this will determine the dimensionality of the network, which directly affects the learning rate of the network, and hence must obviously be minimised.

3.2.1 Input Parameter Design

In order to design the input stage of the agent’s neural network, one must first determine all that the network may need to know at any given decision-making stage. All inputs, in order to optimise stability, are structured as binary-encoded inputs. When making its first decision, the agent needs to know it’s own cards, which agents have stayed in or folded, and which agents are still to decide. It is necessary for the agent to be able to determine which specific agents have taken their specific actions, as this will allow for an agent to learn a particular opponent’s characteristics, something impossible to do if it can only see a number of players in or out. Similarly, the agent’s own cards must be specified fully, allowing the agent to draw its own conclusions about each card’s relative value. It is also necessary to tell the agent which suit has been designated the trump suit, but a more elegant method has been found to handle that information, as will be seen shortly. Figure 3 below illustrates the initial information required by the network.
The agent’s hand needs to be explicitly described, and the obvious solution is to encode the cards exactly, i.e. four suits, and ten numbers in each suit, giving forty possibilities for each card. A quick glimpse at the number of options available shows that a raw encoding style provides a sizeable problem of dimensionality, since an encoded hand can be one of \( 40^2 \) possible hands (in actuality, only \( \binom{40}{10} \) hands could be selected, since cards cannot be repeated, but the raw encoding scheme would in fact allow for repeated cards, and hence \( 40^2 \) options would be available). The first thing to notice is that only a single deck of cards is being used, hence no card can ever be repeated in a hand. Acting on this principle, consistent ordering of the hand means that the base dimensionality of the hand is greatly reduced, since it is now combinations of cards that are represented, instead of permutations. The number of combinations now represented is \( \binom{40}{10} \). This seemingly small change from \( 40^2 \) to \( \binom{40}{10} \) reduces the dimensionality of the representation by a factor of \( !r \), which in this case is a factor of 6. Furthermore, the representation of cards as belonging to discrete suits is not optimal either, since the game places no particular value on any suit by its own virtue, but rather by virtue of which suit is the trump suit. For this reason, an alternate encoding scheme has been determined, rating the ‘suits’ based upon the makeup of the agent’s hand, rather than four arbitrary suits. The suits are encoded as belonging to one of the following groups, or new “suits”:

- Trump suit
- Suit agent has multiple cards in (not trumps)
- Suit in agent’s highest singleton
- Suit in agent’s second-highest singleton
- Suit in agent’s third-highest singleton

This allows for a much more efficient description of the agent’s hand, greatly improving the dimensionality of the inputs, and hence the learning rate of the agents.

Next must be considered the information required in order to make decisions two and three. For both of these decisions, the cards that have been already played, if any, are necessary to know in order to make an intelligent decision as to the correct next card to play. For the second decision, it is also plausible that knowledge of who has won a trick would be important. The most cards that can ever be played before a decision must be made is seven, and since the table after a card is played is used to evaluate and update the network, eight played cards are necessary to be represented. The actual values of the cards played are not important, only their values relative to the agent’s cards. As such, the values can be represented as one of the following, with respect to the cards in the same suit in the agent’s hand:

- Higher than the card/cards in the agent’s hand
- Higher than the agent’s second-highest card
- Higher than the agent’s third-highest card
- Lower than any of the agent’s cards
- Member of a void suit (number is immaterial)

Also, another suit is now relevant for representation of the played cards, namely a void suit. Lastly, a number is necessary to handle the special case of the Ace of trumps, since it’s unique rules mean that strategies are possible to develop based on whether it has or has not been played. The now six suits available still only require three binary inputs to represent, and the six number groupings now reduce the value representations from four binary inputs to three binary inputs, once again reducing the dimensionality of the input system.

### 3.2.2 Network Architecture Design

With the inputs now specified, the hidden and output layers need to be designed. For the output neurons, these need to represent the prediction \( P \) that the network is making. A single hand has one of five possible outcomes, all of which need to be catered for. These possible outcomes are:

- The agent wins all three tricks, winning 3 chips.
- The agent wins two tricks, winning 2 chips.
- The agent wins one trick, winning 1 chip.
- The agent wins zero tricks, losing 3 chips.
- The agent elects to fold, winning no tricks, but losing no chips.

This can be seen as a set of options, namely \( \{3, 2, 1, 0, -3\} \). While it may seem tempting to output this as one continuous output, the facts that the results are in fact discrete, and that discrete results are better for stability
purposes are compelling enough to represent the outputs in binary format. Consequently, the agent’s predicted return is:

\[ P = 3A + 2B + C - 3D \]  

(1)

where

\[ A = P(O = 3) \]  

(2)

\[ B = P(O = 2) \]  

(3)

\[ C = P(O = 1) \]  

(4)

\[ D = P(O = -3) \]  

(5)

3.2.3 Agent decision making

With its own predictor specified, the agent is now equipped to make decisions when playing. These decisions are made by predicting the return of the resultant situation arising from each legal choice it can make. An \( \epsilon \)-greedy policy is then used to determine whether the agent will choose the most promising option, or whether it will explore the result of the less appealing result. In this way, the agent will be able to trade off exploration versus exploitation.

4 The intelligent model

With each agent implemented as described above, and interacting with each other as specified in section three, we can now perform the desired task, namely that of utilising a multi-agent model to analyse the given game, and develop strategies that may “solve” the game given differing circumstances. Only once agents know how to play a certain hand can they then begin to outplay, and potentially bluff each other.

4.1 Agent learning verification

In order for the model to have any validity, one must establish that the agents do indeed. In order to verify the learning of the agents, a single intelligent agent was created, and placed at a table with three ‘stupid’ agents. These ‘stupid’ agents always stay in the game, and choose a random choice whenever called upon to make a decision. The results show quite conclusively that the intelligent agent soon learns to consistently outperform its opponents, as shown in Figure 4. Alden is the AI agent, while Randy, Roderick and Ronald are all random decision-makers.

4.1.1 Cowardice

In the learning phase of the abovementioned intelligent agent, an interesting and somewhat enlightening problem arises. When initially learning, the agent does not in fact continue to learn. Instead, the agent quickly determines that it is losing chips, and decides that it is better off not playing, and keeping its chips!

Alden quickly decides that the risks are too great, and does not play in any hands initially. After forty hands, Alden decides to play a few hands, and when they go badly, gets scared off for good. This is a result of the penalising nature of the game, since bad play can easily mean one loses a full three chips and thus a bad player loses chips regularly. While insightful, a cowardly agent is not of any particular use, and hence the agent must be given enough ‘courage’ to play, and hence learn the game. The most sensible approach is the ‘school-fees’ approach, ie forcing the agent to play until comfortable, in effect paying his school fees to learn the game, until such a stage as it seems prepared to play. This was done by forcing Alden to play the first 200 hands it had ever seen, and thereafter leave Alden to his own devices...

4.2 Agent Adaptation

In order to ascertain whether the agents in fact adapt to each other or not, the agents were given pre-dealt hands, and required to play them against each other repeatedly. The results one such experiment, illustrated in Figure 5, shows how an agent learns from its own mistake, and once certain of it changes its play, adapting to better gain a better return from the hand. The mistakes it sees are in low returns, returns of \( \lambda \) to be precise. At one point, the winning player obviously decides to explore, giving some false hope to the losing agent, but then quickly continues to exploit his advantage. Eventually, at game 225, the losing agent gives up, adapting his play to suit the losing situation in which he finds himself. Figure 5 illustrates the progression of the agents and the adaptation described.
4.3 Personality Profiling

Another advantage of the Multi-Agent system is that one need not make the assumption that all players are ‘rational’, as is assumed in traditional Game-Theory. Many poker players of reasonable skill complain bitterly about playing against beginners, bemoaning the fact that the beginners do not play as they should, as a “rational” player would, and thus throw the better players off their game. A good player, however, should not be limited to assuming rationality from his opponents, but rather should identify his opponents’ characteristics and exploit their weaknesses. In order to perform this task, one needs to create “personality” types in agents, this while sounding somewhat daunting, is in fact a rather simple task. All that is required is to modify the reward function for an agent (equation #1) to reflect the personality type to be modeled. Two personality types were created, namely an aggressive personality and a conservative personality. The aggressive agent uses the reward function:

\[ P = 3A + 2B + C - 2D \]  \hspace{1cm} (6)

While the conservative agent uses the reward function:

\[ P = 3A + 2B + C - 4D \]  \hspace{1cm} (7)

Where the symbols have the following meanings:

- \( P \) denotes the expected outcome of the hand
- \( A \) denotes the probability of winning three tricks.
- \( B \) denotes the probability of winning two tricks.
- \( C \) denotes the probability of winning one trick.
- \( D \) denotes the probability of winning zero tricks.

As can be seen, in this case both agents modify the coefficient of the \( D \) term in order to skew their world view. This is certainly not the only manner in which the reward function can be modified in order to reflect a personality, but is the most obvious, since the \( D \) term represents the “risk” that the agent sees within a hand. Using the above modifications, the previously detailed strategy analysis techniques can be performed on agents with distinctive personalities. The static analysis of comes to the same results as with rational players, due to the unchanging nature of the problem, while the dynamic analysis yields more interesting results. Dynamic strategy analysis finds different dominant strategies when playing against these profiled personalities. More specifically, the aggressive player is not considered as dangerous when playing in a hand, while the conservative player is treated with the utmost of respect, since he only plays the best of hands. Variations on these reward functions are of course possible, each representing different personality ‘quirks’.

5 Conclusions and future work

The use of intelligent agents within a broadly encompassing system has been shown to be capable of reproducing the complex strategies that humans employ when playing games with considerable interaction-based complexities. The agents have been shown to learn the game successfully, and also to adapt to each other’s specific play-styles. This enables a researcher to find an optimum play for a specific hand, taking into account the other players, and not only the statistical odds of a hand having a positive likely outcome. Moreover, the ability to profile personalities allows a researcher to find the optimum play not only for a given hand in a given position, but also depending on the observed idiosyncrasies of the particular players that are sitting at the table. Proposed future work would be to optimise the learning speed of the agents, in order to be able to compete with human players.
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ABSTRACT
Cheating in online computer games is becoming a significant problem as the popularity of such games steadily increases. As a result, it costs thousands of dollars to game designers in lost revenue from disillusioned players who stop participating and in man-hours used for prevention of different forms of cheating. In this paper we review different forms of cheating observed in computer games and in online poker in particular. This is followed by a review of solutions developed to counteract different forms of cheating in computer games.

INTRODUCTION
Multiplayer online computer games are quickly growing in popularity with millions of players logging in every day. While most play in accordance with the rules set up by the game designers, some choose to cheat, to gain an unfair advantage over other players. With the growth in the economic and social importance of the virtual game worlds incidence of cheating are becoming increasingly problematic (Brooke et al. 2004).

Cheating by some players makes the game less interesting for the honest players. As a result, it costs thousands of dollars to game designers in lost revenue from disillusioned players who stop participating and in man-hours used for prevention of different forms of cheating. Consequently, a great deal of current research in computer science is aimed at detecting, preventing and neutralizing cheating in game worlds (Baughman et al. 2006; Chambers et al. 2005; Chen and Maheswaran 2004; Kabus et al. 2005; Li et al. 2004). At the same time cheating is being investigated by researchers in media sciences who analyze social, ethical and moral nature of cheating in games and virtual worlds (Foo 2004; Foo and Koivisto 2004; Hayes, 2006; Kuecklich 2004; Kuo 2006; Sicart 2005; Smith 2004).

SECURITY ISSUES IN GAMES
What is cheating?
Cheating in games can be defined as “any behavior that a player uses to gain an advantage over his peer players or achieve a target in an online game ... if, according to the game rules or at the discretion of the game operator (the game service provider, who is not necessarily the developer of the game), the advantage or the target is one that he is not supposed to have achieved” (Yan and Randell 2005; Yan and Choi 2002). Players themselves classify cheating into three often overlapping categories (Consalvo 2005):

- Anything except unaided play Using strategy guides, walkthroughs, cheat codes and hacking is all cheating.
- Code tempering Any modifications to the source code of the game is considered to be cheating.
- Cheating other players The strictest definition which says that cheating takes place only if another player is disadvantaged as a result of the cheaters actions.

A game cheat may have numerous motivations such as: obtaining free play, stealing virtual resources, completing otherwise difficult game quests, getting stuck, enjoying playing God, speeding up action, becoming a famous hacker, sabotaging the game provider out of revenge or jealousy, or acquiring virtual resources for sale in the real world (Consalvo 2005; Lyhyauoi et al. 2005). Rule violations can be classified based on who is being targeted as a victim of the cheating attack. While an attack against multiple targets is feasible, three distinct targets are suggested by Lyhyauoi et al. (Lyhyauoi et al. 2005):

- Provider A cheating attack against the game provider includes violation of implicit or explicit contract between the player as a customer and game developer as a service provider. Players may cheat the provider out of subscription fees for the service via the use of stolen credit cards. Colluding players may engage in theft of service via account sharing and so reduce the profitability of developing and running a game. In general, cheating players undermine the confidence of other players in the game’s security and so reduce profitability for the game developer because of the reduced enrollment.
- Players The most frequent object of an attack is honest players not involved in cheating. Almost all attacks described in later parts of this paper deal with attacks aimed at deceiving this type of target. Their money and virtual assets may be stolen, accounts compromised and overall enjoyment of the game experience ruined.
- Virtual society The moral rules which allow the virtual social community to be rather stable may be compromised by unscrupulous users for personal advantage, resulting in
the breakdown of virtual society. A good example of this is known as camping which is a technique for remaining in the same advantages location in a virtual world in order to obtain resources and destroy opponents; while not explicitly illegal it makes the game less interesting for other players.

Types of cheating

Taxonomy of cheating methods used in computer games can provide a good starting point for addressing security issues of game design. A number of authors have proposed different classification schemes aimed at categorizing types of attacks seen perpetrated against this form of digital media. Pritchard (Pritchard 2001) has proposed six different categories of cheating in online games:

1. Reflex Augmentation Using an artificially intelligent computer assistant to perform actions faster and with more precision. For example using an aim-bot in a first person shooter game to quickly and precisely target opponents.
2. Authoritative Clients Utilizing hacked clients to send altered commands to other players on the network to deceive them about the state of the game.
3. Information Exposure Obtaining access to hidden information by compromising client software. For example using a wall-hack to see your opponent's through walls.
4. Compromised Servers Changing game state at the server level to obtain unfair advantage.
5. Bugs and Design Loopholes Taking advantage of the poor design of the game software either via security flaws or logical errors in the game model.
6. Environmental Weaknesses Abusing operating conditions or hardware configuration of the system's environment.

Yan et al. (Yan and Choi 2002) proposed a much broader attack taxonomy which incorporated many types of online computer game attacks not explicitly account for by Pritchard. A total of eleven cheating methodologies were presented, but the list was not complete and had to be expanded even further as new ways to cheat were discovered by the dishonest players. In (Yan and Randell 2005) Yan et al. proposed classifying attacks into 15 categories, but it is a safe bet that in the future this list will continue to grow as the computer games and all the related technologies continue to evolve and produce even more clever cheaters.

A. Misplaced trust From the client’s side it is possible to modify the game client program, configuration data, or both to obtain previously unavailable privileges.
B. Collusion Combining of forces by multiple players to help each other, share information and work as a team against players not involved in collusion.
C. Abuse of procedure or policy Taking advantage of certain game server policies such as artificially terminating connection to a game server to avoid loosing a game.
D. Virtual assets Cheating by acquiring game assets via real money outside of game environment or cheating at such real money transactions.
E. Machine intelligence Cheating by using artificially intelligent assistant programs, a.k.a bots to produce superior play. For example asking a world champion chess program to analyze a list of possible moves and represent the selected one as your own.
F. Client infrastructure By changing properties of client infrastructure for example making modification to the graphics driver a cheating player can alter graphics being displayed and get access to information he is not intended to have like knowing what is on the other side of the brick wall.
G. Denial of service Often a server limits a number of login attempts to about three to prevent brute force guessing of passwords. A cheater may purposefully enter incorrect login information for the victim’s account to prevent him from logging in to the server. Alternatively a player may be flooded with messages and other interactions preventing him from participating in a game in a timely manner.
H. Timing This cheat involves delaying own action in a real time game until actions of other players are known and thus obtaining an advantage over other players.
I. Passwords A compromised password allows access to another player’s account including all the hidden information, virtual resources and ranking scores.
J. Lack of secrecy A cheating player may obtain secret information by observing unencrypted packets as they travel through the network.
K. Lack of authentication If there is no proper mechanism for authenticating a game server to clients a cheater can obtain user passwords by setting up a bogus game server.
L. Design flaws This form of cheating takes advantage of game design mistakes such as exploiting inconsistencies in asset pricing within a virtual environment.
M. Compromised game servers A cheater can obtain access to the game host systems and tamper with game server programs.
N. Internal misuse An employee of a game server administrator may have privileges for creating virtual assets or super characters which can be sold for real money or generated as a favor to a cheating player.
O. Social engineering A method of tricking a player into voluntarily revealing his user name and password for example by impersonating a request from the game server administration.

Similar classification taxonomies have been proposed by others (Banavar 2006; Chen and Chen 2002; Lybyou et al. 2005; March 2001; Webb 2006) but most cite Yan et al. (Yan and Randell 2005) as their initial inspiration. The attack types presented above are considered atomic by definition. Complex attacks are comprised of multiple atomic attack techniques used together to achieve multiple goals or to take advantage of a multistage vulnerability.

SECURITY ISSUES IN POKER
While most security issues outlined above (passwords, denial of service, etc.) are valid concerns for online poker participants, many poker specific cheating methods deserve additional overview and analysis.

**Card eavesdropping** Observing the cards of opponents by capturing network traffic is only possible if the information is being sent unencrypted which never can happen in a respectable modern online casino. Some information may be gained if a weak or poorly implemented form in encryption is being utilized.

**Client hacking** As long as the information about opponents’ cards is stored only on the game server and is not transmitted to every client, client hacking is a type of cheating which is not likely to present problems either to other players or to casino operators. Reports exist of people modifying images used by the poker client such as the actual representations of cards. Others have succeeded at hex-editing client software to allow registration of forbidden user names such as those used by casino employees or containing foul language (www.tips4poker.com 2006).

**Exploiting bad randomness** Poor design or implementation of a card shuffling algorithm can result in biased card distribution which can be taken advantage of to predict cards before they are revealed. Modern online casinos use independent security companies to verify correctness and security of their software code but in the past this type of problem has been successfully exploited (Arkin et al. 1999).

**Escaping** In many online players if a player gets disconnected because of a network failure or his computer freezes he is considered to be “all-in” for the amount of money he has bet so far. This feature is supposed to protect honest players from being penalized for hardware problems, but is often used by cheaters to avoid loosing additional funds. A cheating player simulates a loss of connection by disconnecting his computer from the network and by doing so avoids committing any more funds to the pot, but is nonetheless in contention for the winning of the pot.

**Profile databases** Because players in an online casino have a unique user ID and often play for many months if not years in the same casino it becomes possible to automate the task of player profiling and to do so in bulk, monitoring all players at the same time. Information about the players’ aggressiveness, tendency to bluff, strengths, weaknesses, betting patterns and other statistics is automatically collected and made available to anyone interested for a small fee. This allows a subscriber to such a service to make educated decisions about strategy against certain players without investing time and funds necessary to learn their playing style. Web sites such as Poker-edge.com and Pokerprophhecy.com are two of the most popular such services (Poker-edge.com, 2006; Pokerprophhecy Retreived 2006).

**Collusion (active)** A group of players working together attempt to steal pots by raising and re-raising each other to get unsuspecting players with marginal hands to fold. Typically one player has a strong hand while the accomplice is in the pot simply to increase the bets to the point where everyone caught between them folds. Once the contention for the pot is over the weaker of the two hands folds to a raise, and the strong hand gets the pot (Snyder 2006).

**Illicit information passing** This is the most popular method of online poker cheating. It involves two or more players revealing to each other what cards they are holding. Usually a communications channel independent from the casino such as a phone line or an instant messenger is utilized to accomplish this.

**Self collusion** Also known as the “Boiler Room” method and “Multi-Accounting”, this cheating strategy involves setting up a number of computers in the same location and registering different accounts on each one of them yourself. This allows you to run a poker room where everyone in that room is colluding with you except for the victim who is quickly cheated out of his money (www.tips4poker.com 2006).

**Player-poker room collusion** In this scenario cheaters can manipulate the deck and trap other players into hands where the poker room partner will eventually win. This is accomplished by dealing a very good hand to the unsuspecting player which as additional community cards become revealed, or even immediately before the flop, is only second best.

**Implicit collusion** In a tournament settings where, for example, only the top 10 players are paid and there are 11 remaining, implicit collusion involves all players at the table just calling all the way through the river to maximize the likelihood that the short stack be busted by having all hands see the finish. This strategy is never explicitly discussed at the table, but is followed as it gives an advantage to most players.

**Chip dumping (tournaments)** A group of players who have agreed before the tournament to share profits play against each other very aggressively, with the goal of having one player end up with all the chips, and have the advantage over other players as the chip leader (Snyder 2006).

**Excess action hands** The poker room deals an excess number of great hands to encourage additional betting action. If the distribution of action hands is not biased it should not hurt individual players in the long run, with the exception of the additional rake being paid to the casino (www.playnoevil.com 2006).

**Rake abuse** Casino operator can have a very complicated or dynamic rake structure that reduces players’ winnings. As the rake system becomes more complicated it becomes easier for the game operator to add additional fees (www.playnoevil.com 2006).
<table>
<thead>
<tr>
<th>Type of Cheating</th>
<th>Cheating Method</th>
<th>Offline</th>
<th>Exploiter</th>
<th></th>
<th>Cooperative</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Independent</td>
<td>Cooperate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Single (account) Player</td>
<td>Casino Operator</td>
<td>Multi (account) Player</td>
<td>Casino-Player</td>
</tr>
<tr>
<td>Software Design Flows, Bugs, Abuses</td>
<td>Card eavesdropping</td>
<td>R</td>
<td>P</td>
<td>P</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Client hacking</td>
<td>P</td>
<td></td>
<td>P</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exploiting bad randomness</td>
<td>R</td>
<td>R</td>
<td>R</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Escaping</td>
<td>R</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Excess action hands</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rake abuse</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collusion</td>
<td>Collision (active)</td>
<td>R</td>
<td>R</td>
<td>P</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Illicit information passing</td>
<td>R</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Self collision</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Player-poker room collision</td>
<td>R</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Implicit collusion</td>
<td>R</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chip dumping (tournaments)</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Machine Intelligence</td>
<td>Profile databases</td>
<td>R</td>
<td></td>
<td>R</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bots</td>
<td>R</td>
<td>R</td>
<td></td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bot networks</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td>P</td>
</tr>
<tr>
<td></td>
<td>Crowd bots</td>
<td></td>
<td></td>
<td>R</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Bots** Artificially intelligent programs designed to play a hand automatically are considered to be a form of cheating by most players and online casinos. While they are currently not very good compared to all but the novice players, they are not feared by most, but they will undoubtedly improve in their performance and present real danger to online poker players of all levels in the near future.

**Bot networks** A number of bots at the same table can be connected to create an information sharing network in which all bots are actively helping each other to win either by simple information sharing or via active betting. Additionally, an even bigger edge can be obtained if such a bot network has access to an external database of players’ profiles.

**Crowd bots** Some online casinos, particularly newly opened ones, in order to make it seem like they have a large base of regular patrons may employ artificial players to fill in any empty seats at the tables. Depending on quality of such bots it may either be to the advantage or disadvantage of real human players. However, if such bots have access to the information which a regular player would not have access to, such as unrevealed community cards, this might give a huge advantage to the casino.

Table 1 shows taxonomy of cheating methods used in online poker. Each cheating methods is grouped according to the type of attack it belongs to, as well as by who is capable of perpetrating such an act. Each attack is marked as either being possible (P) or actually reported (R). A blank means that such cheating method is not possible for a given assailant. “Offline” column is marked if a corresponding cheating method may be used in a regular brick and mortar casino.

**EXISTING SOLUTIONS**
A number of countermeasures have been proposed to combat game security violations, some of them are outlined below (Davis 2001):

- **Secure Game Contract** Ensures full synchronization of game state information between all parties of the game and reliable non-repudiable communication of actions and state changes. Allows for full reconstruction of the game to certify that the game was played properly.
- **Trusted Gaming Infrastructure** Includes gaming operator’s security infrastructure, interfaces between different parties, and common elements shared by the network gaming community.
- **Transaction Security** Mechanisms for securing e-commerce transactions, for example, digital signatures and
certificates, as well as methods for reliable implementation of distributed transactions.

- **Encryption** Prevents many hacker attacks intended to disrupt or defraud gamers. Protects privacy of players and supports security of e-commerce applications.

- **Regulation, Insurance and Oversight** A third party independent verification of all aspects of game software at the source code level needs to be implemented. Regulation agencies similar to those in charge of overseeing brick and mortar casinos may need to be set up.

Additional general approaches applicable to the broader field of network security not just online game security are suggested by Yan et al. (Yan and Choi 2002):

- **Built-in cheating detection** An intrusion detection system may be seamlessly incorporated into the game software. Recently a system has been proposed based on style of play utilized by the player to capture intruders (Yampolskiy 2006; Yampolskiy and Govindaiah 2006).

- **Make players security-aware** Players need to be educated about potential security threats for example phishing.

- **Good password practice and management** Users should be educated about what constitutes a secure yet easy to remember password (Yampolskiy 2006).

- **Fair trading** Third parties should be involved in exchange and sale of virtual assets.

- **The bug patching approach** Software flaws should be addressed by the developer as they are discovered and patched in a timely manner.

- **An active complain-response channel** A way for players to report bugs and suspected cheating behavior should be provided. A quick response from the game administration is essential to insure players’ enthusiasm.

- **Logging and audit trail** Accurate records help to combat insider cheating as well as help in investigation of suspected cheating cases.

- **Post-detection mechanisms** Mitigation of damages from cheaters is an important step in maintaining fairness of the game environment. Cheaters should be punished and victims restored to their original state.

Kimppa et al. (Kimppa and Bisset 2005) proposed the countermeasures presented in Table 2 for the acts of cheating encountered in first person shooters, strategy games and role playing games.

Since collusion is probably the most frequently used way to cheat in online games we pay particular attention to techniques used to mitigate this form of cheating. Randomized partnering is probably the best known solution to avoid collusion and is most frequently used in online poker tournaments, however it is not helpful in small single table games (Yan 2003).

Since we are not likely to fully avoid collusion in online poker rooms the next best thing we can do is try to detect it. By evaluating every decision made by the player we can determine if information which is not supposed to be available to the player is being utilized to make a decision. While a single decision may not be sufficient to even suspect collusion a series of optimal actions may provide sufficient proof (Vallee-Guionnet 2005). Additionally, datamining tools can be used to discover players who always tend to play together or who win more frequently in the presence of particular players. Manually analyzing particular hands with private information about player’s hands may also allow us to confirm cases of collusion and is frequently done after complaints are received from suspicious players at the same table.

<table>
<thead>
<tr>
<th>Table 2: Countermeasures for computer games</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheat</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Camping (reserving a spot which is ideal for spotting and killing unsuspecting players)</td>
</tr>
<tr>
<td>Non-Stop jumping to make aiming difficult</td>
</tr>
<tr>
<td>Wallhacks (seeing through walls)</td>
</tr>
<tr>
<td>Reflex augmentation</td>
</tr>
<tr>
<td>Aim bots</td>
</tr>
<tr>
<td>Enhanced damage by compromised client</td>
</tr>
<tr>
<td>Raw materials which do not belong to the player</td>
</tr>
<tr>
<td>Map revealing software</td>
</tr>
<tr>
<td>Fake messages from the sever administration</td>
</tr>
<tr>
<td>Item duplication or creation</td>
</tr>
</tbody>
</table>

**CONCLUSIONS**

With the steady increase in popularity of games and services offered via the Internet the problem of securing such services from automated attacks became apparent. In this paper we have reviewed cheating methods frequently applied to online computer games alongside approaches used to combat such occurrences. In particular we concentrated on cheating approaches observed at online poker tables.

**REFERENCES**

Chen, B. D., and Maheswaran, M. "A cheat controlled protocol for centralized online multiplayer games." Proceedings of 3rd ACM SIGCOMM workshop on Network and system support for games, Portland, Oregon, USA, 139-143.
Foo, C. Y. "Redefining Grief Play." Other Players Conference, Copenhagen, Denmark.
Foo, C. Y., and Koivisto, E. "Grief Player Motivations." Other Players Conference, Copenhagen, Denmark.
Kuecklich, J. "Other Playing - Cheating in Computer Games." Available at: http://shl.stanford.edu/Game_archive/StudentPapers/ BySubject/A-UC/Chessing/Kuecklich.pdf.
Kuo, A. "A (very) brief history of cheating." Available at: http://shl.stanford.edu/Game_archive/StudentPapers/ BySubject/A-UC/Cheating/Kuo_Ando.pdf.
Li, K., Ding, S., McCready, D., and Webb, S. "Analysis of State Exposure Control to Prevent Cheating in Online Games." ACM NoSSDAV, Kinsale, Ireland.
Smith, J. H. "Playing dirty - understanding conflicts in multiplayer games." 5th annual conference of The Association of Internet Researchers, The University of Sussex.
Snyder, A. (August 1, 2006). The Poker Tournament Formula, Cardzo.
Yampolskiy, R. V. "Behavior Based Identification of Network Intruders?" 19th Annual CSE Graduate Conference (Grad.Csp2006), Buffalo, NY.
ABSTRACT
Writing programs to play the classical Asian game of Go is considered one of the grand challenges of artificial intelligence. Techniques used in a strong Go program would likely be applicable to other games and to non-game domains. Traditional game tree search methods have failed to conquer Go because the search space is so vast and because static evaluation of board positions is extremely difficult. There has been considerable progress recently in using Monte Carlo sampling to evaluate moves. Such programs can be strengthened further by adding domain-specific heuristics. This paper addresses the question of where such heuristics are most effectively applied: to modify the order in which moves are considered or to bias the sampling used to evaluate those moves. Experimental results are presented for three heuristics. We conclude that the sampling “playouts” are the most effective place to apply heuristics.
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INTRODUCTION
Writing programs to play the classical Asian game of Go is widely considered to be a grand challenge of artificial intelligence (Bozuyu and Cazenave 2001). While the best Chess programs are on a par with human world champions, the best Go programs still play at the amateur level, at least on the standard 19x19 board.

The traditional approach to computer game play has been minimax search with enhancements such as alpha-beta pruning (Russell and Norvig 2003). Since the number of possible games of Chess or Go is astronomically large (Bozuyu and Cazenave 2001), it is not feasible to search the entire game tree. Chess programs therefore rely on domain-specific heuristics for move ordering (considering heuristically “good” moves first and often omitting others) and static evaluation (estimating the value of a board configuration before the game is over). This minimax approach has not been successful for Go. Because the branching factor is much higher in Go, there is a greater risk that a move ordering heuristic might be “fooled” by moves. More importantly, because “dead” stones can remain on the board for hundreds of moves before they are actually removed, static evaluation is extremely difficult.

Several computer Go programmers, including the authors, have recently begun exploring statistical sampling approaches called Monte Carlo Go (Brügmann 1993, Coulom 2006, Gelly et al. 2006, Drake and Uurtamo 2007). Monte Carlo Go programs respond to a given game situation by randomly completing the game thousands of times, then choosing the move that has led to the best average outcome.

While the Monte Carlo approach has not yet produced 19x19 Go programs at the master level, it has produced startlingly strong 9x9 programs. At the 19x19 level, Monte Carlo programs are now at the level of the strongest traditional programs. At the 12th Computer Olympiad, the top two finishers in the 19x19 competition (MoGo and Crazy Stone) were both Monte Carlo programs; neither lost a single game to any other program.

Because Go is such a rich domain, it is likely that techniques that fare well in Go will be applicable to other domains. Monte Carlo search techniques have been applied to other games (Chung et al. 2005) and to non-game domains (Chaslot et al., 2006).

This paper begins with a brief summary of the rules of Go. The Monte Carlo approach to Go is then described. We explain several places where heuristics might be applied within this framework. Three specific heuristics are then presented, followed by our experimental results. The paper closes with conclusions and a discussion of future work.

THE RULES OF GO

While the rules of Go are considerably simpler than those of Chess, space permits only a brief overview here. Interested readers are directed toward any of the many excellent tutorials available in print or on-line, such as (Baker 1986).

Go is a two-player game of perfect information. The board consists of a square grid of intersecting lines; traditionally the grid is 19x19, but smaller boards are sometimes used for teaching new players or for computer Go research. The two players, black and white, each have a supply of stones in their color. Starting with black, the players alternate taking turns. A turn consists of either passing or placing a stone on an unoccupied intersection of two lines. The game ends when both players pass consecutively. Each player scores one point for each intersection that is either occupied or surrounded by his or her stones.
Three additional rules give the game its profound strategic depth. First, a block of contiguous stones is captured (removed from the board) if it is tightly surrounded, i.e., if there are no vacant intersections adjacent to it. Second, a player may not directly cause his or her own stones to be captured. Third, it is illegal to repeat a previous board position.

**MONTE CARLO GO**

In general, Monte Carlo approaches to game tree search are similar to traditional minimax search, but with statistical sampling used for position evaluation. For example, a program might do a full search to some fixed depth, with the leaves of the search tree evaluated by sampling. To evaluate a leaf position, random moves are played until the end of the game and the score is recorded. The board is then reset to the leaf position and random moves are again played to the end of the game. After many of these playouts, the portion of games won by each side gives a reasonable approximation to the value of the position.

A further refinement of Monte Carlo Go is to focus the sampling on more promising moves. This introduces a tradeoff between exploration (sampling the result of each potential move enough times to have an accurate estimate of its value) and exploitation (spending the most samples on the moves that have been most successful so far). The strongest extant Monte Carlo programs use the UCT algorithm (Kocsis and Szepesvári 2006, Gelly et al. 2006). UCT stands for “Upper Confidence bounds applied to Trees”. When choosing a move to sample, UCT chooses the move with the greatest sum of value (portion of won games) and uncertainty. It will therefore always choose either a move that has a good winning record or a move that has not been sufficiently explored. As the sampling proceeds, the uncertainty shrinks and UCT spends most of its time improving its estimates of the best moves. Heavily-sampled tree nodes are expanded, so the search is deepest along the most promising line of play. The algorithm is therefore able to make a confident statement about which move is really best.

**APPLYING HEURISTICS**

A Monte Carlo Go program can be made even stronger by adding domain-specific knowledge. A number of papers have been published showing the benefits of various heuristics, some of them quite sophisticated. There is some variety in where the heuristics are applied. The options may be divided into two major categories:

- **Move ordering** uses a heuristic to decide the order in which moves are considered within (or at the fringe of) the search tree.
- **Heavy playouts** use a heuristic to bias the “random” moves in the sampling playouts, so that the results will more closely approximate a realistic game.

It is not obvious a priori which of these approaches is superior. Move ordering has its effect closer to the root of the tree, which is more relevant to the decision at hand. Furthermore, move ordering only requires computing the heuristics for a very small number of board positions. Heavy playouts require that the heuristics be evaluated for every move of the game. On the other hand, having more accurate playouts may be worth the price of completing fewer playouts in the allotted time. Heavy playouts certainly are better asymptotically, in that if the heuristic were perfect (suggesting only the single best move), only one sample would be needed from each tree node. At the same time, an imperfect heuristic may destroy the benefit of Monte Carlo sampling by exploring an unreasonable subset of the space of possible game completions.

**Heuristic Application in Previous Work**

Chaslot et al. 2007 use move ordering, modifying the UCT formula to take heuristic values into account for sparsely-sampled moves. They also delay exploration of moves with very low heuristic values, which they refer to as “progressive unpruning”.

Coulom 2007 uses a very similar technique under the name of “progressive widening”. Coulom also uses heavy playouts, producing a probability distribution over legal moves.

Drake and Uurtamo 2007 use heavy playouts. For each move in a playout, a heuristic is chosen with some probability; otherwise a random move is chosen.

Gelly et al. 2006 use a different version of heavy playouts, choosing a heuristically-suggested move if there is one and playing randomly otherwise. The heuristics therefore allow “urgent” moves to be pounced on without slowing down the playouts too much. They also use move ordering and another progressive widening scheme.

Gelly and Silver 2007 use heavy playouts with a probability distribution, but with noise introduced in a variety of ways. They also use move ordering by initializing the value of a new leaf according to heuristics, effectively pretending that the leaf had already been sampled.

Cazenave 2007 uses heavy playouts with a probability distribution.

**Our Heuristic Application Techniques**

In the experiments in this paper, we apply heuristics in three different ways: move ordering, best-of-n, and first-n.

**Our move ordering technique** treats untried moves at the fringe of the tree as having a UCT value of $1.0 + c$, where $c$ is a small constant and $b$ is the heuristic value of the move. The untried moves are therefore tried in the order suggested by the heuristic. An untried move is preferred to a move that has been tried once unless the tried move has a very high UCT value, e.g., it has led to a win every time it has been tried. This is consistent with setting the first-play urgency to 1.0 as described in Gelly et al. 2006.

**Our best-of-n technique** is a heavy playout variation that attempts both to remedy the high cost of computing heuristics during playouts and to avoid over-biasing the sampling. At each
move during a playout a fixed number \(n\) of random legal moves are chosen. The move with the highest heuristic rating is chosen.

Our first-\(n\) technique is another heavy playout variation where, for the first \(n\) moves beyond the fringe of the tree, the move rated highest by the heuristic is chosen. After this point the playout is completed randomly.

Three Heuristics

Our experiments involve three different heuristics: the capture heuristic, the fighting heuristic, and the pattern heuristic.

The capture heuristic simply attempts to capture enemy stones whenever possible. Moves that capture more stones are rated higher.

The fighting heuristic, at an abstract level, plays moves in areas of the board where fights are taking place. Recall that a block of stones is removed if there are no vacant points adjacent to it. These vacant points are called liberties. We define a pseudo-liberty to be a graph edge leading from a stone to an adjacent liberty. The number of pseudo-liberties a block has is at least equal to the number of liberties it has, but may be slightly higher if there are multiple edges leading to the same liberty. Since counting pseudo-liberties is easier than counting liberties, our board-handling code uses pseudo-liberties to determine when a block has been captured. Pseudo-liberty counts are therefore available for use in a heuristic without additional computation. A group with a small number of pseudo-liberties is in some danger of being captured, i.e., is in a fight. The fighting heuristic prefers moves adjacent to blocks (friendly or enemy) that have few pseudo-liberties.

The pattern heuristic involves a table of patterns. Each pattern represents a 3x3 region of the board, with each point marked as either black, white, vacant, or off-board (which happens if the center point is at the edge or corner of the board). Associated with each pattern is a weight indicating the value of playing in the center.

Our patterns were automatically extracted from a database of 3199 9x9 games provided by Nic Schraudolph. Since the players of these games were much stronger than random players, we wanted our patterns to suggest playing similar moves. Each game was run through each of the eight possible rotations and reflections. For each move in each game in the database, the pattern around the move was given a “win”. Each other pattern that appeared elsewhere on the board was given a “loss”. Any pattern with less than 100 wins was discarded, leaving 1639 patterns. The value of each pattern was set to the ratio of wins to (wins + losses) for that pattern.

RESULTS

Experiment 1: Direct Comparison of Heuristics

As a quick check of the quality of our heuristics, we ran a tournament between different heuristics. Every move in these games was decided by direct application of the heuristics, with ties between heuristic values decided randomly. Orego version 5.05 was used.

There were four contestants: random (no heuristic), capture, fighting, and patterns. Each contestant played 1000 9x9 games against each other contestant, 500 as black and 500 as white. Komi was set at 7.5.

Random won 739 games, capture 1224, fighting 1514, and patterns 2523. This suggests that all three heuristics are useful, but patterns is the strongest and capture the weakest. This experiment did not, however, take into account the time required to compute the various heuristics. The next experiment addresses that issue.

Experiment 2: Time Test

In this experiment, we used four instances of Orego, each using as a heuristic one of the four contestants from the previous experiment. The heuristic was applied using best of 4 heavy playouts. This experiment was run on a Mac Pro with two dual-core 3 GHz Intel Xeon processors and 2 GB of RAM.

Orego was given 10 seconds to search for the best move on a 9x9 board. The random heuristic completed 308,112 playouts, the capture heuristic 225,483, the fighting heuristic 269,760, and the pattern heuristic 235,155.

We repeated this experiment with best of 81 heavy playouts. The capture heuristic completed 77,054 playouts, the fighting heuristic 85,360, and the pattern heuristic 59,956. (The random heuristic would not be affected by this change.)

In both cases the fighting heuristic is the fastest, but the order of the other two is not consistent. No heuristic is twice as fast as another, so we do not expect the speed of the heuristics to be a major factor in the next experiment.

Experiment 3: Heuristic Application Within UCT

This is the central experiment of this paper. We pitted Orego against GNU Go (version 3.6), a widely-available Go program with a conventional (non-Monte-Carlo) architecture. Each condition involves a particular heuristic applied in a particular way.

In each condition, 320 9x9 games were played against GNU Go (160 as black, 160 as white). Komi was set at 7.5. These experiments were run on Athlon64 3200+ 800FSB RT CPUs running Linux, with Orego allowed 15 seconds to think for each move.

Figure 1 shows the results for the capture heuristic. This heuristic provides its greatest benefit when applied in best of 2 heavy playouts. Best-of-\(n\) for large values of \(n\) is worse than no heuristic at all, presumably because the increase in the quality of the playouts does not make up for the decrease in the number of playouts.

The fighting heuristic (Figure 2) again performs best in the best-of-\(n\) mode. Intriguingly, it performs better with larger values of \(n\). With first-\(n\) we again see a decreasing trend. These two trends are somewhat contradictory, since for sufficiently
large values of $n$ these techniques are identical (on every move in the playout, choose the move with the highest heuristic value).

Given the results of the previous experiments, we were surprised to see that the pattern heuristic weakens Orego in almost every condition (Figure 3). These results do, however, provide further evidence that heavy playouts (specifically the best-of-$n$ technique) are the best use of a heuristic.

CONCLUSIONS AND FUTURE WORK

We have reviewed previous research on applying heuristics to UCT Go programs with an emphasis on where heuristics are applied. Two major categories of heuristic application were delineated: move ordering and heavy playouts. Our experiments, using three different heuristics, showed that heuristics are most effectively applied in heavy playouts. More specifically, a best-of-$n$ heavy playout technique seems more effective than a first-$n$ technique.

Two of our heuristics (capturing and fighting) proved successful, while the other (patterns) did not. We speculate that the pattern heuristic helps a player get into a good position, while the others help a player take advantage of a good position. In experiment 1, the capture and fighting heuristics were not at their strongest because they didn’t have good positions to take advantage of. In experiment 3, UCT achieved a fairly good position before the playouts began, so capturing and fighting had something to pounce on while the patterns didn’t help much. In any case, direct games are not a reliable way of comparing heuristics.

Our results should prove useful in future Monte Carlo programs for Go and for other domains. Knowing where heuristics are best applied should save time in evaluating new heuristics. It may also inform architectural decisions, e.g., encouraging incremental updating of heuristic evaluations so that they may be used throughout the long playouts.
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Abstract

Artificial Intelligence plays nowadays a fundamental role in videogames and virtual reality applications. Agents interacting with humans must have a credible visual appearance and must maintain user immersion. They need to know enough about their environment so the user feels it would be "common sense" for an inhabitant of the environment. Deliberation can't be applied for each of these decisions because a videogame agent has time restrictions that prevent so. If the simulation cycle is delayed, the player immersion is lost. A cheap and quick solution has to be applied that offers enough quality for common decisions, sort of a "common sense" for the agent. This paper presents a system integrating sample generation with the training of an artificial neural network for the resolution of a particular case. The prediction of the outcome of a confrontation in order to choose the most auspicious action in each situation.

1 Introduction

Artificial Intelligence plays nowadays a fundamental role in videogames and virtual reality applications (VRA) [Rabin 2002]. Agents interacting with humans must have a credible visual appearance, but also a behaviour that maintains user immersion [Maes 1995]. Agents in both videogames and VRA need to know what the user feels it would be "common sense" for an inhabitant of the environment. Programming all that necessary knowledge is a large amount of work that has to be redone even after minor modifications.

VRA's and computer game development cover many different areas, such as graphics, artificial intelligence and network communications. Nowadays, players demand more sophisticated and credible computer-controlled opponents, but results are sometimes unsatisfactory. This is because of the need of real-time processing constraints to reach a satisfying feeling of immersion for the user. Moreover, to get an illusion of credible behaviour, the artificial intelligence part has to be updated at the same frame rate than graphic part does. Visualization, intelligence and even physics and sound have to be done

*This work is partially supported by the Spanish government and FEDER funds under TIN2006-14630-C03-01 project.
in the same simulation cycle. If one part delays, all simulation cycle is delayed, getting a poor result [Garcia 2004].

In this paper, it is proposed to combine an artificial neural network with an intelligent agent. In the bibliography the main cause to combine neural networks and agents in videogames is the ability of agents to adapt [Stanley 2005], [Charles 2004]. Adaptivity is an interesting feature, but it requires a previous development, since you can’t deliver a completely untrained agent in a videogame. Even those in which the training is a major feature ([Lionhead 2001], [Nintendo 2005]) need an initial behaviour. Among the most similar approaches to the one described in this paper it can be cited [Rabin 2002], an application of pattern recognition to the classification of an input vector, that could be used for high-level decision making.

Choosing the right action during execution usually requires the use of time-consuming AI-techniques, unacceptable given the restrictions both in response time and computation resources devoted to the AI. Instead, the use of an artificial neural network previously trained for choosing the best action is proposed. During the execution the time cost of using a trained neural network is cheap and constant.

The use of an artificial neural network, however, needs a large corpus from which to train, and extracting it from real executions of the environment has a very high cost. Since the application isn’t set in the real world, a perfect model can be assumed. The solution presented in this paper for obtaining the corpus is, thus, a mix of sample generation and an heuristic computation of the outcome. It is proposed the use of this integrated system of sample generation with the training of an artificial neural network. Both generation and training are automated then for a set of parameters of the problem. This is important because, should the parameters be changed, the regeneration and retraining of the neural network involves no aditional programming further than the changing of these parameters, remaining the time cost during execution constant.

2 Problem Description

The purpose of this paper is to provide an agent situated in a videogame setting with common sense knowledge about its environment. Specifically it must be able to foresee the outcome of a confrontation between itself and several enemies from the videogame, choosing the most auspicious action. A videogame agent has some time restrictions that prevent using a deliberative solution. Being a cheap, quick and experience-based decision, what is needed to solve this problem is some kind of common sense reasoning of the agent about its own environment. The problem chosen to be solved involves high-level decision taking with uncertainty and incomplete knowledge, revising the solution for each new piece of information received, so it is a commonsense reasoning problem [Mueller 2006]. Even being a specific case, it is generalizable to other videogames and has enough complexity to prove the usefulness of the solution.

Two agents engage in combat over a discrete 60 × 60 squares board, starting in random positions and at least one of them seeing the other. Each one of them chooses, in complementary turns, the orientation, movement (both x and y) and whether to attack. There are several kinds of agents, all with the same set of traits but each one with a given range of values. Many of this traits are real numbers, but even discretizing by intervals there are a high number of cases. The traits of each agent are: Type, Size, Direction and Weapon taking enumerated values, and \{Life, Protection, Experience\} ∈ \mathbb{R}.

During the course of a combat, an agent has access to the full information about his own state, but from his opponent he can only know the kind, size, weapon and the combat skills. This is, so, an imperfect or partial information problem, specifically, it is a decision making with uncertainty problem. For solving this family of problems there are many solutions in the bibliography [Russell 1995], like Decision Trees, Finite State Machines and MiniMax Trees.
3 Proposed Solution

Evaluating the different approaches, it’s not easy to find a good combination of reusable code and time cost. Solutions are either non-reusable and hard to program solutions or heuristic searching in the state space, and this involves an unacceptable execution time cost. Examples of the first approach are decision trees and finite state machines, i.e., solutions that bound the resolution data into the algorithm, so changing the data involves reprogramming. An example of the second one is the MinMax algorithm. Even with pruning and refining of the algorithms the cost is unacceptable with the time restrictions found in a videogame or a VRA.

A solution that solves the problems of both approaches would require an algorithm with a low time cost and which wouldn’t include the data. A workaround proposed is the use of an artificial neural network. A trained neural network has a low and bounded time cost and efficient neural network programming is a well-documented field [Nilsson 1996][Ripley 1996]. Changes in data mean offline retraining, not code rewriting.

Artificial neural networks use to need a large corpus for training. Extracting it from real executions of the system is usually very time-consuming. The solution proposed in this paper is training a neural network with a set of samples uniformly distributed in the state-space. Samples are generated by means of computing their outcome by a MiniMax algorithm using heuristic knowledge. During sample generation there are not the same time constraints as during the execution. MiniMax tree can be explored to an acceptable depth, thus obtaining a reliable result. However, the complete calculations of each combat for the sample generation would take much more to be practical, and it would be worse had the game a random component in the combats. With this sample corpus heuristically computed the neural network is trained. Being an artificial environment the heuristics can be adjusted since there is an accurate model of the system.

In case it’s needed changing some parameters from several elements in the environment (e.g., attack/defense values, or even adding different enemies), the code of the agent remains the same (not code rewriting at decision-making). The corpus is regenerated and used to retrain the neural network. The change would only affect offline computing time. During execution, the agent uses the same neural network, trained with other data. As the neural network does not change, its execution time cost remains the same, something pretty interesting in the videogames and VRAs.

4 Implementation and Results

4.1 Data generation

The first part of the solution is the generation of the samples. A C++ program has been implemented that randomly generates a sample and then, using the MiniMax algorithm with depth 8 it computes the better move for the active agent, both movement and attack decisions. The data is organized in each sample in two groups, the data of the active agent and the visible data of his opponent. Common data of both the agent being trained and the opponent:

- Personal data: Type ∈ {Barbarian, Skeleton, Orc, Giant} and Size ∈ {Small, Medium, Large}.
- Last Action: Direction ∈ {North, South, East, West}, Movement ∈ {X, Y} ∈ [-2 .. 2] and Attack ∈ boolean.
- Combat Data: Weapon ∈ {Dagger, Sword, Lance}, Probability of Successful Attacks ∈ [0 .. 1] and Damage Done ∈ [0 .. 1].

Specific data of the agent being trained: {Life, Protection, Experience} ∈ R. Output data is an action composed of: Direction ∈ {North, South, East, West}, Movement ∈ {X, Y} ∈ [-2 .. 2] and Attack ∈ boolean.

The corpus has 2236 samples, which are divided in three sets of training (60% of the data), validation (10%) and test (30%).

4.2 Implementation

Since the goal was testing the viability of the use of neural networks for this problem, several topolo-
gies and algorithms were tried, tuning their parameters. The better algorithms were BackPropagation and BackPropogation with momentum (with different values of \( \eta \) and \( \mu \)). They have been tried out several topologies for designing the neural network: both one and two hidden layers. Moreover, some networks have been designed in order of the organization of the input data. The validation method was the hold out method.

Before feeding the neural network with the data, all parameters were normalized and converted to the input format of the neural network tool to be employed, the Stuttgart Neural Network Simulator (SNNS) [Zell 1995], at the end of the experiments the normalization is reverted to evaluate the data.

### 4.3 Results Analysis

It will be used the MSE (Medium Square Error) of each topology to compare them.

The lesser MSE corresponds to a network with two hidden layers (10-08), with the BackPropagation algorithm, parameter \( \eta = 0.2 \). As the results need to be denormalized, the three better performers were taken to see how they perform in the real example. The two networks designed following the intuitive structure of the input data have been among the highest MSE.

<table>
<thead>
<tr>
<th>Network</th>
<th>Dimension</th>
<th>X</th>
<th>Y</th>
<th>Attack</th>
<th>Global</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topology</td>
<td>Denormalized</td>
<td>14.52%</td>
<td>14.52%</td>
<td>14.52%</td>
<td>14.52%</td>
</tr>
<tr>
<td>Topology</td>
<td>0.88%</td>
<td>0.88%</td>
<td>0.88%</td>
<td>0.88%</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Percentage of success in each parameter for the three networks with the lowest MSE

The best performer after denormalizing was the same network as before, as seen in table 1. The global percentage of error is of 19.52%, it means that at least one of the four parameters fails that many times. In the figure 1 it is shown the error broken down to see how many dimensions fail at once: 14.52% of the error is due to error in one dimension, 4.62% are error in two dimensions at once and there is no error due to more than two dimensions at once.

Analysing figures 2 and 3, and taking into account the movement in X and Y, it can be observed that almost all error is spread in one standard deviation, what could be seen in the videogame as moving in the right direction. Looking at the orientation most of the error is in the first standard deviation also, but being orientation discretized in four values, probably it would look worse than the movement; at least the error is of 4.62% and usually the agent won’t end up looking the other way. In the attack, which is a binary dimension, with an error of 9.80%, the agent would attack when it is not advisable once in a while, or won’t when it should.

### 5 Conclusions

Applying neural networks to high-decision processes in videogames or VRAs seems a solution with a low and constant time cost, and efficient implementations
are well documented [Nilson 1996]. Automatic generation of the corpus, and the integration with the training offers a cheap and easy way to adapt the agent to modifications in the parameters of the application. The data shows us the viability of combining an heuristic sample generator and an artificial neural network. Execution time is low and predictable and the error rate is acceptable. The point of view of the authors is that an small error rate would increase the credibility of the agent. An always perfect performance would be frustrating, and in a videogame the artificial intelligence is targeted at the entertainment of the user, not at optimality. As in videogames there is an interest for a scalable difficulty level of the artificial intelligence, several neural networks could be trained, testing the results and assigning the level of difficulty given their performance. Among the future work it is projected to apply the results with JGOMAS [Barella 2006], a framework that integrates a multiagent system in a virtual environment. This framework provides an upper layer where intelligence has to be included, and this is where the neural network described in the present paper will be applied, to test the scalability of the solution to a more complex case.

References


KEYWORDS
Agents, Game Development, Simulation, Agents Framework, and Lua.

ABSTRACT
This work presents Modeling Agents for Real Environments, a framework to build predefined behavior agents and insert them into real environments to run in real time. Coded in Lua, MARE departs from a formal definition of agents and joins games techniques such as A* algorithm, finite state machines, terrain tiles and others to build a fully customizable tool for games or simulation creation.

INTRODUCTION
When developing new games programmers, in some case of the project, will face the necessity to build artificial intelligence models. Most times, these models could be reused (at least as the starting base for new ones) from previous game projects. How nice would be if those models could be just imported? And the modifications made in a script level? Modeling Agents for Real Environment - MARE - intends to provide that. Born to simulate any real environment in real time, MARE offers generic map and agent classes with methods to realize a sort of actions like walk, talk and interact. The main idea behind MARE is join popular techniques used in games, generating a tool that provides a lot of methods to create new terrain types, agents, actions and interactions allowing game creation. MARE was coded in Lua, a new powerful programming language that has become popular in the game industry as a script language. Lua is very easy to comprehend and doesn’t demand that the programmer spend a lot of time writing extensible code. Also it’s extensible and a multi-platform language and MARE has inherited these properties. Lua was coded in ARGI C and is available to any platform that offers such a compiler (Windows, Linux, Mac OS, Solaris, etc.). So, MARE is available to all that platforms too.

In the next sessions we will describe how MARE was modeled and implemented. It is composed by three distinct parts: Environment, Agents and Rules of Interaction.

ENVIRONMENTS
All games have at least one environment. It could be a forest, a mountain, a river, a medieval city, etc. In most cases, games have more than one environment. MARE environment differs from game environment because it represents the portion of the game environment that is relevant to the agents. For example imagine a snow covered plain. Is it really relevant to the agents that walk over that plain to know that’s covered with snow? If the answer is yes, then the snow will be part of MARE environment, else it will not.

MARE environment is divided in two parts: terrain and objects. The terrain is modeled as a two dimensional array (or a matrix) of tiles. A tile is nothing more than a building block of terrain. Put together several tiles and you can make a terrain. Each tile has a lot of attributes and methods to customize the terrain. Objects are anything that isn’t a tile or an agent and can be placed over the terrain (constructions, vegetation, rocks, chairs, swords, etc.). Agents also can interact with objects.

Terrain
The reason number one to use tiles to model terrain is that tiles saves memory. Consider a terrain with 100 * 100 tiles in it. That results in a total of 10,000 tiles. Let’s use our large bitmap for the terrain instead of tiles. To calculate how much memory the terrain requires, you must multiply the total number of tiles by the size of each tile. Let’s consider we are using 64x64 pixels tiles. The following demonstrates this concept:
100 tiles wide \times 100 tiles high = 10,000 tiles
64 pixels wide \times 64 pixels high = 4,096 pixels
per tile
10,000 tiles \times 4,096 pixels \times 1 byte (8-bit) =
40,960,000 bytes (w/ 256 colors)
10,000 tiles \times 4,096 pixels \times 4 bytes
(32-bit) = 163,840,000 bytes (true color)

The simple 100x100 terrain will use 163 megabytes
of storage if you use true color. Even if you use 256
colors it will use 41 almost megabytes of memory. Let’s
calculate the memory storage requirements for the same
100 x 100 terrain, using 100 different tiles.

100 tiles wide \times 100 tiles high = 10,000 tiles
64 pixels wide \times 64 pixels high = 4,096 pixels
per tile
100 different tiles \times 4,096 pixels per tile \times 4
bytes per pixel = 1,638,400 bytes (to store
all tiles)
10,000 tiles \times 1 byte per tile = 10,000 bytes
(one byte to index each tile)
10,000 bytes + 1,638,400 bytes = 1,648,400
bytes total (indexes + tiles)

The terrain now uses less than 2 megabytes total.
You can use a 1000 tile set and still use less than 20
megabytes of storage.

The second reason to use tiles is that they reduce
the workload of terrain creation because the same tile
pattern is used multiple times within the same image.
Also the tile can be rotated to make new tiles that do
not need to be reloaded in memory.

MARE tiles have the following attributes available: index,
texture, terrain type elevation and offset:

index identify the tile in the terrain;
texture defines the tile image;
terrain type it’s an index for the known types of terrain.
That allows MARE to identify the tile’s characteristics
and associate a tile type with agent’s interactions;
elevation describes the height of the tile;
offset is the number of pixels that the image corner
differs from the tile corner.

Figure 1 shows an example of terrain with four different
properties. The terrain scale again can be defined by the
user. MARE for default uses 48x48 pixel tiles representing
cells of 1 square meter.

Figure 1: Sample array 10x10 with 4 different tiles modeling
a terrain with grass(A), water(B), rock(C) and
sand(D) properties. The terrain scale again can be
defined by the user. MARE for default uses 48x48 pixel tiles
representing cells of 1 square meter.

Objects

Objects are everything that isn’t an agent or a tile. It
can be rocks, bullets, trees, chairs, clouds, weapons,
etc. Objects are placed over the tiles and can inter-
tact with the agents. Let’s consider a mine for
example. It will be placed over a position on the
terrain (tile) and if any agent steps on that tile, the
mine will run it’s interaction function making it explode.

MARE objects have the following attributes:

Time ratio

MARE runs in real time, doing a loop over all the agents
that are current inserted on the environment and
allowing then to run short time actions. MARE sets
the fastest agent movement speed to 1 pixel per time.
All the other agents have fractions of that agent’s speed.
That avoid appear-disappear effect.

For example, let’s consider that our tile size is 1 generic
unit. Consider also an environment that models tanks
and spaceships. The spaceships are the fastest agents,
so their speed will be 0.8 tile size. Tanks are a lot slower
then spaceships. So, the tank speed will be 0.25 tile size.
Agents

“An agent is anything that can be viewed as perceiving its environment through sensors and acting upon that environment through effectors. (RUSSEL)”

MARE starts from that formal definition to create its agents. Each agent has sensors and effectors. The sensors were modeled with answers that the agent will have to know how to answer with true or false and each effector will be an action that an agent can take over the environment, over other agent or even over himself.

After modeling the agent’s sensors the user will group it in states. That states will describe a condition that an agent can be.

Now that we have seen how MARE models sensors, we need to understand how it models effectors. MARE does that, defining actions that the agent will take when in a state.

We also, identify which events may occur on the environment changing our agent’s state. We call these events transitions. We saw till now that MARE agents have states, action and transitions. That will lead us to another common technique used in game programming: Finite State Machines.

Finite State Machines

“A finite state machine – FSM consists in a set of states (including an initial state), a set of inputs, a set of outputs, and a state transition function. The state transition function takes the input and the current state and returns a single new state and a set of outputs. Since there is only one possible new state, FSMs are used to encode deterministic behavior. (FUNGEE)”

Our FSM initial state will be the initial agent state. The inputs will be the sensors and the outputs will be these sensors updated. Finally, transitions are conditions that have to be fulfilled to allow state transition function to modify the current state.

Agent Class

The agent class has the following attributes:

Predefined Agent actions

MARE has some predefined actions that should be enough to model any kind of agent that users may need for their simulations. If MARE doesn’t provide the action that user judges necessary then it’s possible to easily write the new action or even replace a existing action for a new
one. The following list shows and explains the actions already available in MARE:

**Move** the move action is based on a array of way-points returned by an A* algorithm. The agent turns its di-
rection to the first way-point in the array and move each frame by its speed until the next way-point is reached. When the last way-point is reached the action is ended;

**Stop** identify the next way-point in the agent way-
points array. Removes all the way-points that come after it, making the action of move to stop as soon
as the agent reach the way-point identified;

**Flee** when the flee position (object or another agent) enters the line of sight the agent will start a move action to the opposite position;

**Pursuit** receives a position of a target (object or agent) and moves to that position using the move action;

**Affect** do some action to another agent, object or itself;

**Say** sends a message to the target. Maybe another agent or even to the screen;

**Think** Holds the agent’s attention to an event or an-
other agent.

**Rules of Interaction**

This is a set of rules that will define how MARE compo-
nents (agents, environment and objects) react to events of interacting with other MARE components. These rules al-
low that the agents respond to then can be set directly
by the user.

**Agent x Agent interaction**

This rules will describe how and agent will respond to
an event generated by other agent. With this simple
set of rules MARE intend to cover all possible interaction
between two distinct agents. Again, if the user finds
that any other rule is still necessary, MARE will provide
methods for him to code and insert as many rules he
thinks he will need.

**onOverTile** this agent steps over a tile

**onObjectAppear** an object enters the line of sight.

**onObjectDisappear** an object leaves the line of sight

**onObjectAffect** an object does something that di-
rectly affects the agent. This can look strange at
first time, but let’s consider a mine for example:
it’s a MARE object, as we saw above, and it could
explode affecting one or more agents next to it.

**Results**

This session will present an examples on how to use MARE
to build agents for games, presenting creatures that live
on a hole.

Creatures on a Hole Model

Let’s consider hungry creatures that live on a hole. They remain randomly moving until another specie of creature falls on the hole. Then the hole creatures will try to eat that creature. Let’s see how that kind of agent can be modeled by MARE.

For this example we will build a hole creature class that will have an agent class as one of its attributes:

Hole Creature attributes:

- MARE agent

Hole Creature methods:

- random move()
- pursue target()
- attack()
- look for target()
- can reach target()

After that, we need to consider which sensors are needed for our agents. Fortunately two sensors will do the job. The questions that our agents will have to be able to answer is: Can i see some other creature that’s not a hole creature? Can i reach the creature? Naturally if the answer is yes (true) for the first one, the agent will pursue the creature. Else if the answer is no (false) the agent will remain in random move through the hole. If the answer is yes to the second one the hole creature will attack, else it will remain pursuit while it remains in the line of sight.

Now that we have sensor and effectors we can define three different agent states: random move state, pursue state and attack state. As we saw above states demand state actions and transitions.

While in our first state (random move) the agent will have its sensors with both negative answers. It cannot see a different kind of creature, and, of course, it cannot reach it. The agent will execute random move() function, that consists in a call to MARE predefined action move() with a random environment position as destiny. The state condition function will be look for target() that calls a MARE interaction rule onAgentAppear verifying if the agent type isn’t another hole creature. Finally we will set the state transitions. If conditional function returns yes then a transition to pursue state will be made. If the answer is no then the agent will remain in random move state.

Figure 5: Graphic representation of hole creature agents FSR.

For the second state (pursue state) the agent will call can reach target() method, which will call another of MARE’s predefined rules of interaction: onOverTile() to verify if its positioned next to the target. If yes it will change to attack state, if not it will remain in pursuit.

For the third and last state (attack state) the agent will call method attack() that consists in another call to one more predefined MARE action: affect() with the target creature as parameter. The agent will remain in that state until the creature dye or until it leaves the agent’s reach.

Conclusions

The fact that MARE was builded above a formal definition of agents guarantees that it’s able to construct any kind agent the user may need. Actually MARE provides tools to generate only pre-defined behavior agents. Although artificial intelligence has been growing a lot on games, these kind of agent still are the most common type of agents, because they are simple to code, understand, maintain, don’t cemand high computation power and can generate very complex behaviors.

MARE is a agent framework that is not restricted to the game development. It can provide tools to researchers build simulation environments. Currently MARE has been used to simulate enemy behavior (conventional forces and guerrilla) for military training on Brazilian Marines Simulation System.

lua language is commonly used as a scripting language due to its simplicity and short time learning curve. With
Figure 6: Possible result of implementation of creatures on a hole.

it’s core developed in Lua language MARE not only provides a platform independent tool to create agents behavior but also a simple language to users create their agents. MARE users will get quickly familiar with Lua, and that will make then able to improve and even upgrade MARE’s core with no effort.

Future Works

Insert a fuzzy logic module will allow the agents decide when they want to take an action improving the framework a lot and insert sockets (by Lua sockets) to support network games.
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ABSTRACT
Researchers at the University of Central Florida are developing a Cast Member Performance Management (CPM) methodology to structure the learning experience of students using a Multiplayer On-line Role Playing Games (MORPG). This paper describes the architecture of the Cast Performance Management System (CPMS) which is an implementation of the CPM methodology. The paper briefly describes the plan for structuring guidance for students and the flow of control while using the CPMS.

INTRODUCTION
Interactive virtual environment has been used for teaching, education, training and gathering knowledge for more than a decade. A large number of researchers and scholars recognize the impact of interactive immersive games and are exploring the potential of video games and computer games to engage learners (Gee, 2003; Prensky, 2001; Squire, 2002). In recent years, using a virtual character in Multiplayer Online Role Playing Games (MORPG) millions of globally distributed gamers interact, collaborate, and form relationships in the network (Yee, 2006; Seay, Jerome, Lee, & Kraut, 2004; Bob, 2004). Research is needed on how to provide training, guided feedback and delivery of structured information in these cooperative activities. Moshell & McDaniel (2006) developed a new paradigm called Cast Member Performance Management based on the concept of developing a “community of learners and organizing their activities.”

A Cast Member (CM) denotes a participant in a MORPG who has received special training, and who may receive direct guidance during an exercise, for the purpose of helping to structure the experience of other students called guest(s). A guest is a participant in an MORPG who has little or no prior experience with the scenario being presented. A pilot study of CPM demonstrated the use of this technology in various applications such as learning mathematics, cultural and language learning, and entertainment (Moshell, McDaniel, Makwana, & Wei, 2007). However, little is known about how to provide structured information and guidance to the virtual actor in this shared environment. This paper describes the architecture, flow of control and possible implementation of a Cast Performance Management System (CPMS).

DESIGN OF CAST PERFORMANCE MANAGEMENT SYSTEM
The CPMS user-interface consists of four window panels titled Current Goals & Users, Resources, Story Point Dialogue and Story Map. All the window panels are configurable; they can be minimized, maximized, closed and rearranged or resized as needed.

Current Goals and Users panel
This window panel gives a brief overview of a current story segment. The CM learns the name, objectives, and number of users involved in a current story segment by reading the information listed in the Task-Name, Aim and Users fields. This information also helps the CM to identify the role of other members in a story segment. When a CM moves to a different segment of the story, the information in the fields gets changed and new information is displayed for the next story segment.

Story Point Dialogue panel
The Story Point Dialogue displays the narrative text of the current story segment. Each story segment has a designated objective, and the CMs are supposed to help the guest achieve that objective. The CM can read the narrative text and thereby perform the task related activities as guided in a current story segment. For example, as shown in figure 1, the CM may ask the guest if he/she has the library card. If the guest already has a library card, then the CM will click on “Click Here” and the story point moves forward to the next story segment. However, if the CM realizes that the guest does not have a library card, then the CM will simply follow the sequence of instructions available in a current Story Point Dialogue. Performance reference and memory assistance are the two principal benefits of displaying the narrative text.
Resources and Collaboration panel

This window panel is a “Chat System” so that CMs can communicate with each other by typing on the keyboard and sending messages to other CMs, or the Show Director. When a CM clicks “Send” button or hits “Enter”, the typed information will be delivered directly to the screen of the selected member. To increase the chances of successful communication, the story segment can also make use of graphical information. The graphical information can be an image, image embedded with text, audio, or video related to particular segment of a story.

Figure 1: Design and Flow of control of CPMS

Figure 2: Whiteboard system for Resources and Collaboration panel
Figure 2 shows the implementation of the resources and collaboration panel. It is based on the Java-based whiteboard utility called Babylon Chat. This chat system can create any number of users, create and manage chat rooms, and supports an interaction in private or public. The whiteboard drawing utility can support freehand, image files, squares, ovals, and lines with varying font size and colors. This system is ideal for the CMs to share concepts with guests.

**Story Map panel**

The Story Map consists of scattered circular nodes and lines marked with arrows connecting them, and depicts the sequence of story segments. These nodes represent the “Task Name” of a story segment. Upon looking at the Story Map, the CM recognizes how the current segment relates to other segments in the story. Initially, before any scenario begins, all the nodes are colored red indicating that objectives for the nodes are not yet achieved. As the CM and guest interact with each other in a segment, the CM will determine the success of the guest in a particular segment by selecting one of the possible options, Aim Achieved, Aim Partially Achieved, or Aim not Achieved. These three choices of determining a success appear on a pop-up window when the CM clicks the “Next” control button. The CM can go to the preceding segment by clicking the “Back” control button. To exit from the CPMS, the CM will click on the “Exit” control button. The CM confirms the selection by clicking the “OK” button.

The color of a node gets changed depending on the type of selection button made. The Aim Achieved selection turns the red node into blue, Aim Partially achieved turns red node into Orange, whereas Aim not Achieved does not change the original red color. Changing the color of the node serves as a marker for the CM so as to identify how many tasks has been solved successfully, unsuccessfully or not yet fully successfully.

**IMPLEMENTATION**

We are currently evaluating the Java Eclipse integrated development environment. Eclipse includes a number of application frameworks that support text editing, graphics and distributed collaboration. We hope to develop a prototype of the CPMS so as to begin testing it during academic 2007/08. CPMS will run in a separate window alongside the role playing game. In some circumstances, CPMS may run on a second computer screen alongside the main game system. This independence from the game engine makes it possible to test CPMS with a variety of online game environments.

**CONCLUSION**

The architecture of CPMS shows how we plan to deliver structured guided information and allows for a natural representation of a possibly complex “flow of control”, depending on actions by cast members and guests. The proposed system will be distributed through an Internet application which has substantial window management capabilities.
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ABSTRACT
Researchers at the University of Central Florida have developed a process for structuring social interaction in serious (i.e., education-oriented) games through the creation and management of a team of “on-line actors” called cast members. This paper describes the evolving theory of Cast Member Performance Management (CMPM). Pilot studies have concerned applications in math, cultural and language learning and entertainment.

CAST MEMBER PERFORMANCE MANAGEMENT
An imaginary vignette.

Jason logs into the Turtle Hutcut Network to complete a homework assignment in his eighth grade social studies class. He puts on his headphone/ microphone; this is an audio-interactive game. He finds himself in a role-playing game where he is a British junior clerk in a trading company in Hong Kong in the year 1840. The First Opium War is about to break out. He interacts with other British and Chinese characters – soldiers, taipans, street vendors – that he has read about in his textbook. He has to make decisions, and ultimately has to run for his life when his trading company is burned down. He gets an up-close and personal experience of an important piece of history.

Sounds like a typical adventure game, right? But the game itself was built by college students and high school seniors, and the “British” and “Chinese” characters are all being controlled by other students, in other schools, who are themselves studying various aspects of world history. Jason discovers links that lead to other games in which he can learn to speak Chinese by interacting with people in China, or create comic book-style stories about his experience in Virtual China.

The key intended benefits of Cast Member Performance Management are these:

1) Complex and interesting scenarios can be developed without extensive programming to support the activities of non-player characters or interactive props – because live human beings will be controlling these entities;

2) The cast members themselves will learn at least as much as the guests. They will have to master the subject matter of the world sufficiently to deliver it in an effective and interesting way. And they will learn to think about others’ learning and entertainment experience, thus enhancing their own ability to plan and present information and action in electronic media.

Our initial experiments indicate that these goals are achievable.

Making it happen.

Young people are learning many things by playing games (Gee, 2003; Shaffer et al., 2004; Prensky, 2001, 2006; Aldrich, 2005). They develop skills at solving complex problems, exploring intricate universes, and organizing and leading group activities. Our mission is to seek ways of harnessing this self-organized, un-commanded, often addictive behavior to teach essential skills and concepts. To this end, we are developing a methodology for structuring the experience of students engaged in multiplayer online role playing games for learning. We have borrowed terminology from Disney's theme parks, as follows:

Guests are students who enter our role-playing games without prior background, and who are the “customers” in the sense that the game is designed primarily for their benefit. The character played by the guest is called the Protagonist.

Cast Members are other people who are playing roles within the game, with the primary purpose of providing a high quality, interesting/exciting/creative experience for the guests. The cast members might be other students in the same or different school, university students, or even retirees. Characters played by the cast members are referred to as Non-Guest Characters (NGC) – by analogy to the automatically controlled Non-Player Characters (NPC) that often occur in games.

To make the CMPM vision real, we must solve a number of problems including world-building, cast and guest training, performance management and infrastructure. This paper describes our work toward these goals with students at the University of Central Florida during fall 2006 and spring 2007. In both semesters, approximately a dozen Digital Media students participated. In Spring 2007 we also had participation from eleven students in their first year of studying the Chinese language.
World Building is not the principal focus of our current phase, but we had to build worlds for our experiments. Tools for building online worlds are rapidly evolving. We have used three of them. Neverwinter Nights (Bioware 2002) has been used by a number of experimenters, and offers simple and reliable multi-player support, so we used it during the Fall of 2006. Constructing worlds is simple using the built-in tools, if you plan to build medieval-style towns, villages and rural scenes and populate them with knights and monsters.

However it proved quite difficult to add features such as 2D Cartesian coordinate system that we needed for our math lessons. The Torque Game Engine (Garage Games 2007) also came highly recommended, and so we adopted it during Spring 2007. However, to build assets you need expertise in either 3Dmax or Maya, and students with these skills were in short supply. Since Torque is a combat-oriented engine, there is always a weapon in view (e. g. a crossbow.)

By mid-semester, it was clear that world-building was consuming too much energy, so we began to use Second Life (Linden 2007). Its built-in tools for construction of scenes, objects and scripts proved sufficient for the short term. We extracted imagery from our Torque world to build our Second Life environment.

In Figure 2, you will see some urban landscape built in 3d in Torque, that was used as a source of texture maps in the Second Life world (below). See (Moshell 2007a) for an extended discussion.

We used the Ventrilo (Flagship 2007) audio communications system, which worked well for our purposes. A number of game engines including Second Life and Olive (Olive 2007) now incorporate audio chat into their core technologies.

Figure 2. Torque as a Testbed

Figure 3. The Beijing Library in Second Life

Story Lines and Story Guides.

We invited our students to develop stories around themes that we specified. In 2006 the theme was built around a middle school math requirement to understand and use two-dimensional Cartesian coordinates. To develop a story we had student teams create and “pitch” a variety of protagonists, antagonists and story lines, then select the most promising. The Curved Dark City was a quest game in which the protagonist moves through a village, going to various X,Y coordinates to gather necessary resources from shopkeepers. The protagonist then goes into the cursed dark city to restore it to life and light. (The story is discussed in more detail below.) The plan was for shopkeepers, antagonists and the protagonist’s companion/guide to be played by cast members.

The key problem: how do you guide the cast members? If they have too little structure, the entire burden of delivering useful learning falls on the environment. If you give too much structure, there is no scope for creativity by cast members –
and you must anticipate every possible choice and action by the guest. Our response was to design documents called Character Profiles and Segment Guides.

Character Profiles provide to the cast member (and to the guest) a summary of each character’s background, knowledge, capabilities and goals. It is often the case that a cast member will be controlling more than one NGC as the story evolves (though not usually at the same time.)

Segment Guides (SG) are, obviously, based on segments – that is, the discrete parts of a story, or situations that may arise. They are known to (and rehearsed by) the cast members but not to the guest. For instance in the Cursed Dark City, there is one Segment Guide for each shop into which the protagonist may go. A SG specifies the conditions that must be true for this segment to occur. Those include the presence of the appropriate characters in the appropriate environment, and prior events that must have happened to trigger this segment. More than one segment can occur in a given location. Sometimes not all of the preconditions for a segment are present; the cast members must then rely on their character profiles to decide what to do.

Segment guides do not dictate actions. Rather they express local goals for the NGC, as well as for the cast member. Goals might look like:

“Merchant: try to sell the protagonist at least one communications device.”

“Cast member: try to guide the protagonist to discover the (x,y) coordinate grid that is on the ground.”

Segment guides can suggest dialog. The degree of detail varies greatly depending on the level of subject matter. In introductory language work, the segment guide provides a complete skeletal dialog, that should be memorized and used as a starting point for improvised discussion.

Goals for characters are limited to issues that make sense within the story. Characters within the imaginary universe have no knowledge of the educational objectives of the game. Cast members (real humans controlling imaginary characters) on the other hand, have goals at a higher level: they are charged with leading the protagonist’s action so that the guest ultimately has the intended experience. There are an infinite number of ways to accomplish any given learning objective, depending on the cast’s creativity.

Training

An obvious way to train cast members would be for them to serve first as guests. However, with new worlds, someone must initiate this “feedback process”. If the world is still under construction, training presents additional challenges. We have had good success & developing game concepts and in training our initial cast members by building table-top “board games”. We use concept art (e.g. photographs from the Internet) and first-draft Character Profiles and Segment Guides. We have the cast members play through the story several times, and then invite an outsider to serve as the Guest. On some occasions (e.g. foreign language training) we use native speakers or faculty members as initial cast members, so as to help organize the cast members’ skills.

Show Management

Cast members do not only control avatars. They also control the ‘props’ - that is, any objects or interactive aspects of the world itself. For instance, if lights are to come on, gates to open, threats to appear, rather than having to program these interactions, we assign a student Prop Manager the responsibility for managing them, improvising as the story evolves. An Show Director provides guidance to the cast members so as to make sure that overall goals are set.

Table 1: Trials of Cast Member Performance Management

<table>
<thead>
<tr>
<th>Topic</th>
<th>Scenario</th>
<th>Engine</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cartesian coordinates</td>
<td>The Cursed Dark City</td>
<td>Neverwinter Nights</td>
<td>14 DM</td>
</tr>
<tr>
<td>Cultural Immersion</td>
<td>New Student in China</td>
<td>Torque</td>
<td>12 DM + 2 Chinese</td>
</tr>
<tr>
<td>Chinese Language 1</td>
<td>Beijing Library</td>
<td>Second Life</td>
<td>12 DM + 11 language</td>
</tr>
<tr>
<td>Entertainment</td>
<td>Murder Mystery</td>
<td>Second Life</td>
<td>12 DM</td>
</tr>
</tbody>
</table>

The Cursed Dark City served to develop the concept of the Segment Guide and the role of Show Manager. In the New Student in China scenario, we consulted Chinese graduate students and American students who had lived in China, to simulate the experience of living in a Chinese city and shopping in a computer store. In the Beijing Library story we developed an intensive role-playing language practice session, based on one chapter of the introductory language text in use at UCF (Liu, 2002). The Murder Mystery explored more elaborate Segment Guides and plot situations.

HOW DOES IT WORK IN PRACTICE?

We have conducted four trials, as summarized in Table 1. "DM"=undergraduate Digital Media majors. "Language"=vacious majors taking Introduction to Chinese. "Chinese"= -graduate students from China, serving as cultural consultants.

Cast Members In Action

A typical session involves four to six laptop computers. The cast members (including actors and controllers) sit around a table, with their computers networked together. The guest is in a separate room (if we are using Ventrilo audio) or in the same room if we are simply speaking out loud. The guest's game viewpoint is projected on the wall so that all cast members, managers and observers can see the guest's experience.
team can use a given 'set' at a given time. A scaleable model must allow hundreds of concurrent sessions in a given world. In Second Life, you would have to purchase and maintain large amounts of real estate to accomplish this goal. We continue to seek an engine that is easy to use, supports interactive audio and does not incur additional cost for concurrent sessions.

Conclusion

Cast Member Performance Management (CMPM) is a new approach to organizing peer interaction in on-line role playing games for learning. We have reported on a pilot study in which we have developed and tested some ideas and techniques, working with middle school mathematics objectives, cross-cultural learning, foreign language learning and entertainment.

We have focused on learning how to structure and guide the interactive dramatic activity of untrained (or lightly trained) student "confederates" called cast members, so as to deliver specific learning experiences to other students, called guests. At this early stage of development, we have not undertaken to measure the impact of these techniques on learning. We have focused our investigation on the dramatic experience itself.

We are now designing a set of Internet-based collaborative work tools to facilitate the coordination of cast member/guest interaction. We plan to develop and test these tools during 2007 and 2008, and to conduct formal studies of learning effectiveness.

More details about the work can be found in (Mossholl 2007a, b).
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ABSTRACT
Massively Multiplayer Online Games continue to grow and attract millions of players. While it is generally agreed that the social aspect of MMOs differentiate them from other games, it remains unclear what factors of socialization attract users. We examine group identity in the context of one of the largest MMOs, World of Warcraft, explore how cognitive, behavioural and affective components are exhibited in a guild environment and contribute to a group identity.

INTRODUCTION
Massively Multiplayer Online Games (MMOs) continue to grow and attract millions of players. The impact of MMOs is not just economical. With the average MMO player spending 22 hours/week in the game, MMOs are becoming an important if not the primary form of entertainment and socialization for many people.

MMOs share many similarities with other games including shooting, killing, exploring, winning and losing. What differentiates MMOs is the large number of users and the persistent world the users share with each other. Ducheneaut, Yee, Nickell, and Moore (2006) argue that the role of social activities have been over-estimated and the social side of MMOs are exhibited much more through players having an audience, social presence and spectacle while playing the game mostly by themselves.

Bartle (1996) proposed achievers, socializers, explorers, and killers as the four types of players with distinct motivations. Yee (2006) expanded these categories by examining achievement, manipulation, relationship, immersion and escapism as distinct motivators for players. The social aspect, expressed as socializing or by establishing relationships or through other acts, is what differentiates MMOs from other games. Group identity is defined as members’ positive attitudes toward their group (Hinkle, Taylor, Fox-Cardamone & Crook, 1989). The three component of group identity are cognitive, affective, and behavioural components. In the next section we use WoW as an example of a successful MMO and explore its guild structure. In Section 3, we examine the components of group identity and provide examples of how different components are exhibited. Section 7 discusses the preliminary survey we have conducted in WoW.

GUILDS IN WORLD OF WARCRAFT
While forming a guild is relatively easy and only requires getting ten signatures from players, growing and maintaining a guild requires a lot of effort. Users create guilds for a variety of reasons: to keep in contact with friends, to have access to other trusted players they would like to form groups with and most often to have the critical mass to attempt some of the larger end-game instances that require up to 40 people. Guilds will often setup web pages, have forums for discussing strategies and socializing, use signup systems to decide when they will be raiding an instance and manage a guild bank to store items that might be needed later.

Ducheneaut et. al. (2006) found that 66% of characters belonged to a guild and 90% of characters over level 43 belonged to a guild. Ducheneaut et. al. also found that players in guilds spend more time in game than others and group more often as well. Seay, Jerome, Lee and Kraut (2004) found that on average players were only “somewhat committed” to their guild. A result supported by the large churn rate found by Ducheneaut et. al.

Understanding what ties a person to a guild can have serious impact on how MMOs are designed. In the next section we describe components of group identity and demonstrate how different components get expressed in the context of guilds.

COMPONENTS OF GROUP IDENTITY
We adopt Henry, Arrow & Carini (1999)’s model of group identity with cognitive, behavioural and affective components. Group identity as a research area has been explored from various perspectives focusing on different aspects, but attempts to measure it have been limited. Henry et. al. (1999) note:

“Social identity literature emphasizes the cognitive aspect—awareness of a group and self-categorization of oneself as a member (Tajfel, Billig, Bundy, & Flament, 1971). The cohesion literature emphasizes the affective aspect, focusing on interpersonal attraction (e.g., Festinger, Schachter, & Back, 1950; Piper, Marrache, Lacroix, Richardson, & Jones, 1983; Turner, Hogg, Turner, & Smith, 1984). The common fate literature..."
emphasizes the behavioral aspect by pointing to the importance of interdependence (Brewer & Kramer, 1986; Chen, 1996).

We expect group identity for WoW players to be exhibited at multiple levels. First, there is the intimate group of friends, possibly friends from real life and other games, who the player groups with. Next, there are the temporary groupings with other players. While a long term relationship may not be established in these temporary groupings, an average user playing 22 hours/week is likely to run into other characters at the same level over time. In fact, school, jobs and other regular commitments can result in regular playing times which make the grouping more likely. The guild the user belongs, and 90% of high level characters would be in a guild, represents the larger formal group that forms players identity. The server community, customs, conventions and habits established in that particular server provides the general background for the guild. At critical times, such as server wide protests or world events, the player interacts with this larger community. Outside the game, official and unofficial forums, web pages and wikis form an even larger community that the user is a part of.

We focus on guild level group identity since 1) joining and remaining in a guild is a voluntary act demonstrating some level of commitment, 2) guilds indicate formal structures and 3) while guild sizes may vary since guild size never exceeds 300, limit imposed by WoW, it is a relatively small group that a player can get to know over time.

COGNITIVE COMPONENT

The cognitive component of group identity is the response to self identity, categorization of oneself as a member of a specific group. The instrument developed and tested by Henry, Arrow & Carini (1999) use the below questions to determine the strength of the cognitive component as a part of a person’s group identity. Questions marked with (R) are reverse scored. The questions for each component is spread out in the survey. The question numbers indicate their ordering.

<table>
<thead>
<tr>
<th>Cognitive</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. I think of this group as part of who I am</td>
</tr>
<tr>
<td>6. I see myself as quite different from other members of the group (R)</td>
</tr>
<tr>
<td>9. I don't think of this group as part of who I am (R)</td>
</tr>
<tr>
<td>12. I see myself as quite similar to other members of the group</td>
</tr>
</tbody>
</table>

In the context of social identity, people might identify themselves as Hispanic, as a mother or through their job title. In the context of MMOs, social categories do not exist. Guild membership is both voluntary and does not allow multiple memberships in the same way social categories allow belonging to multiple groups. Furthermore, the class of the character, such as warrior, mage, priest, etc., determines role in groups and playing style. For a player, important class-specific information on how to best play his character would come from users playing that character whether they are in the guild or not which would be group cross-cutting guild boundaries. However, playing multiple characters would dilute this affinity with one’s class as the player can no longer think of himself or herself as belonging to a single class. The race, gender and the profession of a character are rather insignificant to gameplay. Race and gender and looks of the character are set at the very beginning of the game and cannot be changed. It provides visual differences that are often ignored as they do not indicate abilities or talents. When group identity is taken as guild identity, we would expect the cognitive component to be low.

BEHAVIORAL COMPONENT

The common fate of the group as well as interdependence within the group leads to coordinating activities within the group towards common goals. The set of questions developed by Henry, Arrow & Carini (1999) are included below.

<table>
<thead>
<tr>
<th>Behavioural</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. In this group, members don’t have to rely on one another (R)</td>
</tr>
<tr>
<td>5. All members need to contribute to achieve the group’s goals</td>
</tr>
<tr>
<td>8. This group accomplishes things that no single member could achieve</td>
</tr>
<tr>
<td>11. In this group, members do not need to cooperate to complete group tasks (R)</td>
</tr>
</tbody>
</table>

Since the primary goal of forming guilds is to achieve goals that an uncoordinated group cannot achieve, we would expect the behavioural component of the group identity with the guild to be high. In particular, instances that require 25 or 40 people cannot be completed with a pick-up group necessitating guilds. This makes it necessary for players to go back to the same instance week after week.

AFFECTIVE COMPONENT

Cohesion has been defined as the set of forces that act on members to remain in the group. The two forces are 1) the group’s attractiveness and 2) the group’s ability to help members achieve its goals. The set of questions developed by Henry, Arrow & Carini (1999) are included below.

<table>
<thead>
<tr>
<th>Affective</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I would prefer to be in a different group (R)</td>
</tr>
<tr>
<td>4. Members of this group like one another</td>
</tr>
<tr>
<td>7. I enjoy interacting with the members of this group</td>
</tr>
<tr>
<td>10. I don’t like many of the other people in this group (R)</td>
</tr>
</tbody>
</table>

While group identification is meaningful at an individual level, cohesion exists at the group level. Henry, Arrow & Carini (1999) argue that interpersonal attraction is a source of group identification and group identification develops as a result of affective bonds among group members. Consequently, development of group cohesion and group identification overlap. Group members that are attracted to each other, enjoy each other’s company, would spend more
time together and achieve goals together. The collaboration towards shared goals leads to group interdependence.

We would guess that the initial core group that forms the guild has strong affective component and members have high affinity for each other. As the guild grows and new members join in, we would expect the attraction among the newer members to be as strong. Of course, over time the new members could also form guilds or groups with other people or with the original group. Ducheneaut et al. (1999) have found that guilds tend to have a core group of people who play longer together and large majority of guilds have a single core group. We would expect results to these questions to vary based on whether the player was a core guild member or not.

PRELIMINARY SURVEY

To test the strength of different component in guild identity, we modified the Henry, Arrow & Carini (1999) survey changing “group” to “guild” in the survey questions. A brief description of the goals and a link to the survey was posted to four official WoW forums, general, off-topic, guild recruitment and welcome forums, during March and April 2007 to contact participants. Participants who chose to click on the survey link received a warning to indicate they were leaving the official WoW pages. Participants were asked to answer the survey questions based on their main character. The first section of the survey asked questions regarding demographics, realm (server) name and approximate amount of time played. The second section of the survey asked social identification questions, shown above, on a 7-point scale. In the third part of the survey participants were given the option to enter freeform comments and include email addresses if they wanted to receive a report on the survey results.

A total of 106 participants completed the survey. We found that the affective component was the highest (6.05) with participants “mostly agree” with the survey statements, followed by behavioral component (5.3) with participants “somewhat agree” and cognitive component (4.7) where participants’ average response was between “neither agree nor disagree” and “somewhat agree”. While the small sample size makes it difficult to make conclusive statements, affective component seems to be the primary contributor to group identity.

CONCLUSION

MMOs have attracted large number of users making them significant economic, social and cultural artefacts. Players spend an average of 22 hours/week in these environments, indicating a high level of investment in these environments. While it is generally agreed that the social aspect of MMOs makes them special, the factors of social attraction are unclear. In this paper, we have examined the concept of group identity composed of cognitive, behavioural and affective components in the context of World of Warcraft guilds and discussed how these components are exhibited and contribute to the group identity. Our preliminary survey shows that while affective component seems to be the strongest, the results are not conclusive. Understanding factors that strengthen groups is critical for designing MMOs that can maintain and grow their user base.
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ABSTRACT
The increase in popularity of online games in recent years has motivated research and development efforts into the creation of new algorithms, architectures, and protocols for these games. Generating suitable workloads to permit live empirical testing and experimentation to verify and validate this work, however, is a difficult process, especially if one is working towards massively multiplayer technologies.

To support these efforts, we have developed a framework for synthetic players that generates appropriate workloads for networked multiplayer games. Based on this framework, we have developed a software infrastructure and a prototype synthetic player for the multiplayer adventure game Crossfire. This paper introduces our framework, discusses our implementation efforts, and presents results from initial experiments using our prototype synthetic player. Results to date have been quite promising.

INTRODUCTION
Video games have been projected to continue to enjoy solid growth over the coming years (PricewaterhouseCoopers LLP 2007). Online video games in particular are continuing to grow in popularity, with reports now estimating that 62% of all video game players play games online (NPD Group 2007). As a result, there is a serious need for research and development efforts into creation of new technologies for networked games that provide improved quality of service to players despite the uncertainties and adversities in network performance and reliability that frequently occur over the public Internet (Carlson et al. 2003).

When creating new algorithms, architectures, and protocols for networked multiplayer and massively multiplayer games, a significant challenge comes in the form of verification and validation of research and development results. Traditionally, this has taken the form of simulation, but the increase in availability of and access to sufficient computing infrastructure and network testbed in recent years (Craven 2006) now makes live empirical testing and experimentation a realistic and attractive option. A key difficulty in doing this, however, is the generation of a suitable workload for the game in question.

Using human players for workload generation is problematic for several reasons. Coordinating a reasonably large number of human players for specific experimentation can be difficult; this is especially problematic when one would like to generate a workload for a massively multiplayer game potentially requiring thousands upon thousands of players. The use of human players also increases the potential for variability and unanticipated influences on experimentation, making experiments difficult to repeat and replicate, and analyses more complicated and susceptible to error. Because of these issues, the use of synthetic players, driven by some form of artificial intelligence, must be considered very seriously.

This paper introduces a new framework for synthetic players, specifically designed with workload generation for empirical testing and experimentation with networked multiplayer games in mind. This framework supports the creation of independent synthetic players that interface with a networked game in the same fashion as its human players would, to realistically and accurately recreate the workload that human players induce on the game. The framework allows synthetic player behaviour to be scripted or generated dynamically, with generated behaviour being either repeatable or different for every gameplay session. The framework is also flexible and robust, allowing it to be used in constructing synthetic players for a wide variety of games in various genres. Furthermore, it provides the monitoring and control features required to support large-scale rigorous experimentation efforts.

Based on this framework, we have developed software and libraries to facilitate the construction of synthetic players for workload generation for networked multiplayer games. As a proof of concept, we have created a synthetic player for the open-source multiplayer adventure game Crossfire (Wedel et al. 2007), and used this to conduct a variety of experiments with this game. This paper discusses these development efforts, as well as initial experiences with using our synthetic Crossfire player to date.

The remainder of this paper is structured as follows. We begin by discussing related work in this area, providing a brief
overview and analysis of this work. We then describe the framework for synthetic players we have developed, and describe how it can be used in workload generation for networked multiplayer games. We then discuss our implementation efforts and our experiences in using our synthetic Crossfire player to date in experimentation. Finally, we conclude this paper with a summary and a discussion of directions for future work.

RELATED WORK

There has been considerable work done towards the application of various principles and techniques from artificial intelligence to creating realistic synthetic players for video games, as discussed in (Rabin 2002) and elsewhere. Many successes have been achieved for a wide variety of types of games, and on-going work in this area is extremely promising.

Unfortunately, the majority of this work is not suitable for workload generation for multiplayer games. To be suitable, these synthetic players would need to be separate and exist outside of the game as a whole, connecting to the game remotely over the network as a human player would, and acting as if it were a human player in this regard. This is not the case, however, in much of the work in this area. In many cases, in fact, the synthetic players rely on abilities and access to information from the game that are generally not available to human players in order to play the game well (Hoose 2005).

There are, of course, many notable exceptions to this. Interesting work has been done towards the use of synthetic players commonly referred to as bots in a variety of games, from commercial, research, and hobbyist perspectives. This includes bots for games such as Quake (Randar 2007), Quake II (Randar 2007, van Lent et al. 1999), Quake III (Randar 2007, van Waveren 2001), Counter-Strike (Booth 2004), Unreal Tournament (Epic Games 2004), Desert 3 (van Lent et al. 1999), and others.

These bots, unfortunately, tend not to be suitable for workload generation in practice either. While they can connect to a game remotely over a network as a human player would, these synthetic players were designed primarily to provide interesting and challenging opponents to the human players of the game, and not as tools to support empirical testing and experimentation. Consequently, they lack many of the features required to properly support workload generation for this purpose, such as monitoring and control capabilities, as examples.

Furthermore, as one can see from the bots listed above, the majority of bots have been created for first person shooter games. These games have relatively set formulae for gameplay, and tend to not support the rich variety of gameplay and interactions available in other genres like role-playing or adventure games. Consequently, there is a need for more robust and flexible approaches to synthetic players to support a wider variety of games. Since most massively multiplayer online games are role-playing games, and these and games from other genres are among the most popular games currently being played (Nielsen Media Research 2007), this is not something that can be ignored.

As a result, in the end, more work is needed to provide synthetic players to support workload generation for networked multiplayer games.

A FRAMEWORK FOR SYNTHETIC PLAYERS

To support the creation of synthetic players for workload generation for networked games, we have developed a general and flexible framework, as shown in Figure 1. This is based on a sense-think-act process that has been used in artificial intelligence, agent development, and game bots, such as the work in (van Lent et al. 1999). The main elements of this framework are described in the sections that follow.

![Figure 1: A Framework for Synthetic Players for Workload Generation in Networked Multiplayer Games](image)

**Networked Game**

The networked game is the game for which workload is being generated by the synthetic player. Ideally, the game should be used without modification from its original form, if at all possible. The networked game can be based on a variety of architectures such as client-server or peer-to-peer; ultimately, it is up to the synthetic player to adapt accordingly to remotely connect and work with the game properly. In the end, the game and other players in the game should be unaware that the synthetic player is not, in fact, a human player after all.

**Synthetic Player**

The synthetic player is responsible for generating a realistic workload for the networked game in question. It does so by interfacing with the game and playing it in the same manner as a human player would.

The synthetic player consists of two main sets of modules. The first set consists of the sense-think-act logic that enables the synthetic player to properly play the networked game. The second set of modules consists of monitoring and control elements to enable and facilitate experiments using the synthetic player. All of these modules are discussed in the sections below.
Sense

The sense module is responsible for receiving events and messages from the networked game. It uses this information to construct the view of the game and its state that the synthetic player uses in its decision making processes. In theory, this is the same view that a human player would have if it was in the synthetic player’s position in the game, although the synthetic player might have access to more information depending on how it interfaces and communicates with the game in question.

Think

The think module is used to encapsulate whatever decision process is used within the synthetic player to guide its actions in playing the networked game and generating its workload. This module relies on the sense module to provide input for the decision process, and has its decisions carried out by passing them onto the act module once they have been formulated.

The decision process used in this module is likely to be some form of rule based system or state machine, but could be virtually any kind of decision making logic. Alternatively, this module could use some kind of scripting system to have the synthetic player generate workload according to a previously scripted sequence of actions. It is also possible to construct a synthetic player with a think module that uses some combination of these approaches as necessary.

Act

The act module is responsible for carrying out the actions decided upon by the think module. It does so by generating appropriate messages and sending them to the networked game according to the formatting and protocol requirements of the game in question. These messages, in the end, are what induce workload on the network game, as the game must receive, process, and respond to these messages appropriately.

Monitoring

The monitoring module is used to observe the synthetic player in playing the networked game and collect and record information about its performance in doing so. Monitoring measures both the workload being generated by the synthetic player and the results of applying the workload to the game. This ensures that the synthetic player is generating the correct workload, and provides valuable information that enables qualitative and quantitative evaluation of the experience delivered as a result, as will be discussed further below.

Data being monitored can be collected either from the sense module or the think module. Data elements collected from the sense module are either copies taken from messages received from the networked game, or measurements taken concerning these messages, such as message latency, data volume, and so on. Data collected from the think module, on the other hand, either reports on the synthetic player’s decisions or provides the synthetic player’s impressions of the game according to its decision logic. The exact data collected, understandably, depends significantly on the game in question.

Data collected through monitoring is directed to modules outside of the synthetic player for a variety of purposes. This includes trace logging, reporting, and visualization, depending on the needs of the experimentation being conducted.

Control

The control module is used to manipulate or tune the behaviour of the synthetic player. This can be done both to influence the sense-think-act logic guiding the decisions made and actions taken by the synthetic player, and to adjust the configuration of the monitoring module, such as what information is collected and how frequently it is collected.

The synthetic player’s behaviour in playing the networked game can be directly controlled by manipulating the stream of actions sent to the game by the act module. The synthetic player can also be indirectly controlled by adjusting the decision process used in the think module; for example, by changing internal state, goals, and other elements used in the process. Such control over the synthetic player allows adjustments to generated workload at run-time, during a test or experiment.

Control is achieved through the use of external command tools that instruct the control module within a synthetic player on what behavioural manipulations are necessary.

Trace Logging

This module is used to create logs of activity from the networked game in real-time, based on data collected by the monitoring module embedded within the synthetic player. The use of the logs depends greatly on the information they contain. For example, a quantitative evaluation of a game can be facilitated by a log consisting of performance measurements over time, such as latency, data volume, anomalies, and so on.

Reporting

The reporting module is used to generate reports of activity from the networked game, typically containing summaries or analyses of data collected by the monitoring module. Again, the use of the reports depends on the information they contain. For example, a report containing summary statistics of various performance measurements, such as those described above, would be quite useful in supporting quantitative evaluations.

Visualization

The visualization module is used to provide a variety of different visual methods of representing data collected by the monitoring module within a synthetic player. These can be as simple as charts or graphs of various data elements, useful for quantitative evaluations, or renderings of the game and its game world, useful for more qualitative evaluations. (In such a case, for example, visualization could provide in essence the same view of the game as would be provided to a human player.)
Command Tools

Command tools are used to exert control over the behaviour of the synthetic player through the use of its embedded control module. Such tools can either be command-line or graphical in nature, depending on requirements for control.

PROTOTYPE IMPLEMENTATION

Based on the framework discussed in the previous section, we have developed software and libraries to ease the construction of synthetic players for workload generation. This includes a layered mapping system as a basis for sense modules to track and record the state of the game world, and a simple and efficient rule based system to be used within think modules to guide decision processes within the synthetic player. Further details of these elements can be found in (Raja 2007).

Using these software elements, we have developed a synthetic player for the multiplayer adventure game Crossfire (Wedel et al. 2007). Crossfire is a fairly mature open-source project that has been developed for several years with an active community of contributors and players. The game has an incredibly rich set of gameplay features allowing its players to interact with each other and the game world in a variety of ways. Crossfire is supported on several computing platforms, including Microsoft Windows, Linux, and many others.

To facilitate our development efforts, we built our synthetic player using the code base for the Linux version of the GTK Crossfire client as a starting point. This allowed us to make use of existing functionality to receive game updates messages from a Crossfire server and dispatch actions to the server in our sense and act modules respectively. Since the client is nearly stateless, with most of the game state stored on the server, our sense module made use of our layered mapping system to track the various elements of the game world. (Traditionally, this information would be rendered to the client’s graphical interface and not stored at the client.) Human player control was replaced with our own rule based system as a think module.

The original client’s graphical interface was kept and preserved to facilitate debugging of the synthetic player, to act as a rendering system for a visualization module. This allows a human observer to track the game and the quality of the experience being delivered to the synthetic player in real-time. The human player control elements that were replaced by our think module to drive the player were kept for use in a control module to manipulate the synthetic player as necessary during a game. Monitoring, logging, and reporting functions were also added to collect a variety of quantitative performance metrics, including latency and several others.

EXPERIMENTAL RESULTS

To evaluate our approach to workload generation for networked multiplayer games using synthetic players, we conducted a series of tests and experiments using our prototype synthetic player for Crossfire. Initial tests were conducted to verify the synthetic player’s ability to play the game and generate a workload, as well as the player’s other functionality for monitoring, control, visualization, logging, and so on. After the success of these tests, more thorough performance experimentation was carried out.

Experimentation was conducted in a closed lab environment, making use of 31 workstations connected to the same 100MB switched Ethernet network. Each workstation was powered by a dual core 3.0 GHz Pentium D processor, with 2 GB of physical memory, and Fedora Core 5 Linux as its operating system. One of these workstations was designated to host the Crossfire server for experimentation, while the others hosted synthetic players configured to induce workload on the Crossfire server.

Figure 2 shows performance results from one set of experiments, designed to measure the responsiveness of the Crossfire server as various numbers of synthetic players generated workload. The workload in this case was harsher than one would normally expect, consisting of continuous player motion and conversation with minimal think time between actions. This workload was used as the server proved surprisingly resilient to less intense workloads even with 30 players connected and playing at once. (We are currently investigating how performance holds up with even more synthetic players under lighter workloads, however.)

![Figure 2: Responsiveness of Crossfire under Increasing Load](image)

The results in Figure 2 were obtained by executing the target number of synthetic players for 10 minutes, during which internal monitoring modules sampled responsiveness every 5 seconds. Responsiveness was calculated as the time required for the Crossfire server to respond to a simple query issued by each synthetic player. Figure 2 presents the mean response time across all samplings from all synthetic players in each 10 minute play interval, along with error bars indicating the minimum and maximum values observed at each load level.

As can be seen from Figure 2, the Crossfire server appeared to do a fairly good job of maintaining a consistent level of performance for up to 21 synthetic players. Past this point, however, response times started to rise dramatically, eventually
reaching an average of more than 400ms at 30 players. This increase in response times is significant and likely more than enough to both impair the ability of players to play the game and affect the ultimate outcome of the game (Armitage 2001). It is also important to note that the variability in response times also increased substantially with more synthetic players in the game, which could further frustrate and annoy human players, had they been playing the game as well.

From a qualitative perspective, we carefully watched the graphical interfaces of the synthetic players as they played the game. As the number of synthetic players in the game increased, we observed a significant increase in the overall delay and jumpiness of the players’ displays, especially as the number of players approached 30. This was to be expected considering the increase in response time and response time variation that was measured quantitatively.

In the end, our synthetic players were able to effectively generate workload as instructed. Overall, our synthetic players appear to be very well suited to support testing and experimentation with networked multiplayer games as desired.

CONCLUSIONS AND FUTURE WORK

As networked multiplayer games continue to grow in popularity, it is becoming increasingly important to support research and development efforts in this area to advance the state-of-the-art in both design and technology. Doing so presents many challenges, however, including the generation of suitable workloads to experimentally verify and validate the results of such efforts.

Our current work is aimed at this challenge, providing synthetic players to generate workloads for networked multiplayer games. To this end, we have developed a framework for synthetic players for this purpose, and implemented a prototype software based on this framework. In doing so, a synthetic player for the Crossfire multiplayer adventure game was successfully constructed. Experimentation to date using our prototype software has been quite positive and demonstrates great promise for our approach in the future.

There are many possible directions for future work in this area. These include the following:

- Continued experimentation with our synthetic Crossfire player is necessary, particularly with a larger number of players, and under various types of workloads.

- Further development of our synthetic Crossfire player is also possible. This includes adding the option to disable interface visualization elements to permit headless operation, parameterization of personality and behavioural elements to support a wider variety of player types, and extensions to support the incredible variety of gameplay and interactions available within Crossfire.

- Applying our framework to other networked multiplayer games is also important, to help demonstrate its flexibility and suitability in a variety of gameplay situations.

- In particular, applying our framework to a massively multiplayer online game environment is of great interest. This will introduce many challenges in terms of managing and coordinating the large number of synthetic players, as well as in organizing, processing, and analyzing the potentially huge amount of data that can be collected in this kind of scenario.
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ABSTRACT

Real-time strategy (RTS) games are complex decision domains which require quick reactions as well as strategic planning and adversarial reasoning. In this paper we describe the second RTS game AI tournament, which was held in June 2007, the competition entries that participated, and plans for next year’s tournament.

Introduction

Creating computer-controlled agents for Real-Time Strategy (RTS) games that can play on par with skilled human players is a challenging task. Modern game AI programmers face many obstacles when developing practical algorithms for decision-making in this domain: limited computational resources, real-time constraints, many units and unit types acting simultaneously, and hidden state variables. Furthermore, market realities usually place limits on the time and manpower that can be spent on AI in a commercial game.

Two common ways to circumvent these problems are simply to “cheat”: give the AI agent access to more information than the human players are given, and to encode pre-processed human knowledge in the form of scripts. Aside from the obvious issue of unfairness, there are other problems with this solution. The scripts created for the AI hard-codes behaviors, i.e., responses to pre-determined observations, result in predictable decisions. In addition, there is little, if any, long-term planning done during the game.

Today, gamers have higher demands and expectations. They prefer to play online against other humans but not all gamers have access to high-speed Internet connections, and some prefer to play alone. Creating good RTS Game AI is therefore an interesting, challenging, and worthwhile research venture.

There are many scientific motivations for and expectations of research in RTS game AI [2]. Researchers are now developing learning and planning algorithms in this domain [6, 5, 4, 7]. However, different researchers focus on different specific subproblems. The relative quality of the techniques is difficult to assess because they are not exposed to the same empirical evaluations. The spirit of the annual RTS Game AI competition is to encourage the development of these techniques in a common and competitive environment. The quality of various methods can be judged by comparatively measuring the performance of their implementations. Consequently, general conclusions can be drawn from the outcome of the tournament.

Competitions have proved to be excellent ways to encourage advancement in AI research, such as when IBM’s Deep Blue defeated reigning chess champion Garry Kasparov [3]. Other examples include the RoboCup competition, which has improved techniques in the fields of robotics and multi-agent learning, a computer Go server on which the World’s strongest 9x9 Go programs compete, and the AAAI General Game-Playing competition. The purpose of the annual RTS game AI competition is to drive the same progress in real-time AI research.

RTS Games and ORTS

RTS games are tactical simulations involving two or more players, each in control of a growing army of units and bases, with the same goal of conquering the region. Players are faced with a multitude of difficult problems: controlling potentially hundreds of units, limited terrain visibility, resource management, combat tactics, and long-term planning, all of which must be handled simultaneously while considering what the opponent might be doing. Building an AI agent is certainly an ambitious undertaking.

At the very least, a planning agent must control units whose actions lead to potentially varying circumstances. Different unit types can have a variety of different abilities. Coordinating these units both spatially and temporally, in such a way as to maximize their effectiveness, is a non-trivial task. A further complication is that the agent may be subjected to, and have to compensate for, imperfect information (the so-called “fog of war”). A key problem in RTS games is that many decisions necessary for victory (expanding, launching an attack, etc.) carry significant risk. Even smaller decisions such as how to deploy resources and forces can have great consequences. Making these decisions in the wrong circumstances could lead to certain failure.

ORTS

The Open RTS game engine ORTS, available from www.cs.ualberta.ca/~mburo/orts, provides a flexible frame-
work for studying AI problems in the context of RTS games. The ORTS engine is scriptable, which allows for game parameters to be easily changed, and new types of games, or subsets of existing games, to be defined. Units in ORTS are simple geometric primitives located on a fine grid. Map terrain is specified by a grid of tiles of different types and heights. Objects may travel at an arbitrary heading, with collisions handled on the server. Unit vision is tile-based, with different units having a sight range that determines how many tiles away they can see. The vision model also supports “cloaked” units which can only be seen by “detectors”.

All ORTS components are free and open-source. Along with the server-client framework, this allows users to create their own AI components capable of acting autonomously or to augment a human player.

The AIIDE RTS Game Competition

The second AIIDE RTS Game competition took place between May 7th and June 1st, 2007. Tournament games were classified into four main categories: cooperative pathfinding, strategic combat, mini RTS game, and tactical combat. Competitors submit different entries for each category. Tournament games are run between the competition entries in the corresponding categories only. In turn, results are classified by game category.

Game 1: Cooperative Pathfinding

In Game 1 the goal is to gather as many resources as possible in a fixed amount of time. The player starts the game with a single base and twenty workers. The workers must travel to mineral patches distributed randomly about the map, mine from them, and return minerals to the main base. The entire map, which includes the locations of mineral patches, is given to the player as the game starts. The map includes obstacles such as impassable terrain (plateaus) and indestructible roaming “sheep” to complicate the task. No information is hidden from the player, but since simultaneous actions get resolved in random order, there could still be some unpredictable consequences. The challenge then is to efficiently coordinate the paths taken by the agents, which involves avoiding both congestion and planning lag.

Game 2: Strategic Combat

In Game 2, the goal is to destroy as many as of the opponent’s bases as possible in a fixed amount of time. Players start with five randomly positioned bases, with ten tanks around each. If all of one player’s bases are lost, the game ends and assigns a loss to that player.

As in Game 1, no information is hidden from the player. Plateaus block line-of-sight attacks from tanks, and indestructible sheep roam the map randomly. The challenge in this game is to find attack strategies and formations that maximize the offensive advantage while minimizing the defensive disadvantage. This must be done in a scenario with spatial constraints, so planning when to concentrate or split forces appropriately is key.

Game 3: Mini RTS

Game 3 is a reduced version of a full RTS game. Players start with a single base and a few workers located next to a mineral patch. The only part of the map that the player knows about is what is currently observable by all of the units. The player must use minerals mined by the workers to construct barracks and/or factories, which are used to create marines and tanks. Tanks have greater attack range and power than marines, but also cost more to build.

The goal in this game is to get more points than the opponent. Points are awarded for gathering resources, constructing buildings, creating units, and destroying enemy units and buildings. A player wins automatically if the all of the opponent’s buildings are destroyed.

Game 4: Tactical Combat

In Game 4 the goal is simply to eliminate as many of the opponent’s units as possible. Players start the game...
with 50 marines in random but symmetrically opposed locations. As in games 1 and 2, the entire map and positions of the opponents are known to both players. The map contains no minerals and no terrain obstructions other than roaming sheep. The objective is to find the best combat tactics to defeat the opposing force.

**Tournament Setup**

On May 7th, competitors were given access to the computers which were to be used during the tournament. The tournament itself was run between May 28th and June 1st. Results were announced June 1st; final results and videos were posted by June 5th.

Each machine was equipped with an Intel Pentium-4 2.4 GHz CPU and 512 MB RAM running 32-bit GNU/Linux with kernel version 2.4.33 and gcc 3.3.6. The tournament management software, which was developed last year, was reused to run a large number of games for each game category.

Authors had access to the tournament computers on which they could upload their programs to test them in individual protected accounts which were frozen just before the tournament commenced. Each participant was asked to send a "random" integer to a member of the independent systems group which also set up the tournament accounts. These numbers were then exclusive-or combined to form the seed of the random number generator used for creating all starting positions. This way, no participant was able to know beforehand what games would be played.

In what follows we present the tournament results and briefly describe the best entries in each category. Videos and more detailed program descriptions are available from the tournament web site [1].

**Game 1 Entries**

Entries were judged on the average number of minerals gathered after ten minutes over two hundred fifty games. The following table summarizes the results; units are amount of minerals mined.

<table>
<thead>
<tr>
<th>Entry</th>
<th>Minerals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Warsaw University, Poland (Team B)</td>
<td>6837.5</td>
</tr>
<tr>
<td>University of Michigan, USA</td>
<td>6784.9</td>
</tr>
<tr>
<td>University of Alberta, Canada</td>
<td>6651.6</td>
</tr>
<tr>
<td>Gábor Baláz</td>
<td>5935.6</td>
</tr>
<tr>
<td>Naval Postgraduate School, USA</td>
<td>5425.5</td>
</tr>
<tr>
<td>Warsaw University, Poland (Team A)</td>
<td>2699.7</td>
</tr>
<tr>
<td>Universidad Carlos III de Madrid, Spain</td>
<td>2444.4</td>
</tr>
</tbody>
</table>

**Warsaw University (Team B)**

Team Leader: Michał Brzozowski

This entry assigns workers to accessible corners of the closest minerals. Pathfinding is done by searching on a graph based on the terrain. This graph is modified to have one-way edges in key locations. This allows for the formation of lanes between mineral patches and the command center, reducing collisions and allowing this entry to gather more minerals on average than any other entry.

**University of Michigan**

Team Leader: John Laird

This entry mainly focuses on low-level systems described in [8]. It uses a mining coordinator to assign workers to mineral patches, a pathfinder with heuristics to assist in cooperative pathfinding, and a movement FSM with reactive rules to avoid local collisions with other workers or dynamic obstacles.

**University of Alberta**

Team Leader: Michael Buro

The entry enumerates routes between the command center and mineral access points, which are locations close enough to at least one mineral to mine. It assigns workers to routes, prioritizing shortest routes. This tends to
cause short round trip times but high congestion which has to be resolved by local obstacle avoidance.

**Game 2 Entries**

Entries were judged via a round robin tournament with 40 games played per entry pair (320 games played per entry). The following table summarizes the results; the shown percentage is the proportion of wins out of the 320 games played by the entry.

<table>
<thead>
<tr>
<th>Entry</th>
<th>Wins</th>
</tr>
</thead>
<tbody>
<tr>
<td>National University of Singapore</td>
<td>98%</td>
</tr>
<tr>
<td>Warsaw University, Poland (Team B)</td>
<td>78%</td>
</tr>
<tr>
<td>University of British Columbia, Canada</td>
<td>75%</td>
</tr>
<tr>
<td>University of Alberta, Canada</td>
<td>64%</td>
</tr>
<tr>
<td>University of Alberta, Canada</td>
<td>46%</td>
</tr>
<tr>
<td>Blekinge Institute of Technology, Sweden</td>
<td>32%</td>
</tr>
<tr>
<td>Warsaw University, Poland (Team A)</td>
<td>30%</td>
</tr>
<tr>
<td>University of Maastricht, The Netherlands</td>
<td>18%</td>
</tr>
<tr>
<td>University of Michigan, USA</td>
<td>6%</td>
</tr>
</tbody>
</table>

**National University of Singapore**  
Team Leader: Lim Yew Jin

This entry makes extensive use of influence maps to represent the strategic state of the map. It intelligently splits its forces into groups based on the situation. These groups attempt to hunt weaker enemy groups, and prioritise taking down units before buildings. Combat efficiency is maximised by lining units up at firing range from the convex hull of enemy groups.

**Warsaw University (Team B)**  
Team Leader: Michał Brzozowski

This entry attempts to fire the most shots and be hit as little as possible by keeping units at the maximum distance from the enemy while still inside their firing range. Units do not advance further until their area is clean, however, they will “rotate” around the enemy position, making room for other allied units to enter firing range. Over time, this can encircle an enemy position and destroy it easily.

**University of British Columbia**  
Team Leader: Zephyr Zhangbo Liu

This entry splits its forces into five squads, and assigns them various targets, such as command centers, enemy groups, or areas. The squads can change targets based on the situation, but not too frequently. Nearby squads can merge if they are not currently occupied. The entry uses clustering to analyse enemy positions, and can rescue its own command centers if they are under attack.

---

**Game 3 Entries**

Entries were judged by playing 200 games. The results are summarized in the following table. Note that the performance of the University of Michigan’s entry suffered from software problems which led to many automatic forfeits.

<table>
<thead>
<tr>
<th>Entry</th>
<th>Wins</th>
</tr>
</thead>
<tbody>
<tr>
<td>University of Alberta, Canada</td>
<td>89%</td>
</tr>
<tr>
<td>University of Michigan, USA</td>
<td>11%</td>
</tr>
</tbody>
</table>

**University of Alberta**  
Team Leader: Michael Buro

This entry uses a hierarchical system of “commanders”. Each commander controls multiple units and attempts to complete a specific goal. Commanders can spawn sub-commanders and operate at a specific level of granularity. The entry prioritises aggressive exploration, expansion and monopolisation of the map’s resources, so as to inevitably produce marines and tanks faster than the enemy is capable of, and win via sheer numeric strength.

**University of Michigan**  
Team Leader: John Laird

This entry uses a software layer to abstract both the information available and the actions that can be taken, to allow ORTS to be played by a SOAR agent [8]. The agent for this entry followed a plan of building up a force of marines, scouting, and attacking in groups. It is also capable of robustly altering its strategy to compensate for emergencies or unexpected situations.

**Game 4 Entries**

Entries were judged via a round robin tournament with 100 games played per entry pair (700 games played per entry). The following table summarizes the results.

<table>
<thead>
<tr>
<th>Entry</th>
<th>Wins</th>
</tr>
</thead>
<tbody>
<tr>
<td>National University of Singapore</td>
<td>99%</td>
</tr>
<tr>
<td>University of British Columbia, Canada</td>
<td>75%</td>
</tr>
<tr>
<td>Warsaw University, Poland (Team B)</td>
<td>64%</td>
</tr>
<tr>
<td>Warsaw University, Poland (Team A)</td>
<td>63%</td>
</tr>
<tr>
<td>University of Alberta, Canada</td>
<td>55%</td>
</tr>
<tr>
<td>Blekinge Institute of Technology, Sweden</td>
<td>28%</td>
</tr>
<tr>
<td>Naval Postgraduate School, USA</td>
<td>15%</td>
</tr>
<tr>
<td>University of Michigan, USA</td>
<td>0%</td>
</tr>
</tbody>
</table>

**National University of Singapore**  
Team Leader: Lim Yew Jin

This entry lines up its forces just on the edge of firing range of the convex hull of the set of enemy units. This ensures that a maximum number of units can attack,
while a minimum number of enemies can return fire. A complicated set of rules allows it to efficiently form a tight line formation around an enemy group. This entry is notable for its ability to quickly encircle and destroy enemy squads.

University of British Columbia
Team Leader: Zephyr Zhangbo Liu

This entry uses several small squads to attack the corners of the convex hulls of enemy groups. This lets several units come into range to attack a single enemy, while staying out of the firing range of other enemies. Rules ensure that squads are assigned to attack hull corners in intelligent ways. This entry is also able to quickly break down and destroy many types of enemy formations.

Plans for the 2008 Competition

There are many potential improvements that can be made to the annual RTS game AI competition. This coming year, we plan to address a few in particular:

Simplified Client Software Interface.
Recently, the AI system was restructured as a hierarchy of separate components. The commander interface currently issues commands to each component in a hierarchy, which in turn sends commands to lower level components. Many of the lower level components in the standard ORTS clients need simplification and refactoring. This way, all typical AI functions can be consolidated in one interface and complex behaviors can be compositions of these primary operations.

Opponent Modeling. We are considering adding game categories that allow entries to maintain data on disk across games. Any files created by the entries will be preserved for some proportion of the total number of games in a series against two players. This may allow for learning AI systems to adapt to their opponents, but not to the terrain.

Varying Game Parameters. In the current setting, all game parameters such as unit speed and attack range are fixed. To encourage the development of more robust AI solutions, we plan to add game parameter randomization, which at game start draws parameter values from specific distributions and therefore forces AI systems to adjust their strategy accordingly.

ORTS Development Roadmap

Several related items within ORTS are also scheduled to be implemented. One addition will be a tweakable graphical user interface. High-level AI behaviors will be attached to graphical components such as buttons and keys, allowing human players to send intelligent commands to a group of units. For example, to execute a speed attack with a group of units, the player will be able to add a customized command which will instruct a group of troops to do so very quickly, without the need to micro-manage their units. Ultimately, we plan to expose human players to the competition entries. Then, we will be able to compare the relative strengths of strategies used by human players versus the strategies employed by the competition entries. The ORTS project will soon be following a regular release schedule. ORTS will be available in packaged form making it somewhat easier to install and manage. There will be more and better documentation; in particular, a comprehensive, instructional competition guide will be provided to next year’s participants. Finally, we hope to provide better support for development and usage of ORTS under Microsoft Windows.

Conclusion

In this paper, we presented the software environment used for the 2007 RTS game AI competition, the results of the tournament, and plans for the future. Many interesting techniques and strategies were implemented and there has been a noticeable improvement in quality of AI techniques in these entries compared to last year’s. There has also been more than a two-fold increase in teams and entries than the first competition in 2006. This development is encouraging and we hope the annual RTS game AI competition will continue to attract researchers to this fascinating and complex field.
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ABSTRACT
We propose a technique for creating reusable models of other agents (software or human) in a shared environment, with application to video game AI, and AI in general. In particular, we build upon an existing technique for agent modeling using influence diagrams, and propose a method to transform it into a reusable model. Such models can be used effectively in reasoning by AI characters (NPCs) for predicting the behavior of human players, for collaboration or competition in different tasks. We show experiments in two collaborative tasks (anti-air defense and predator-prey) that clearly demonstrate the reusability and efficiency of our modeling technique across different tasks.

INTRODUCTION
Knowledge transfer (Konidaris and Barto, 2007; Banerjee and Stone, 2007) is a relatively new technique in AI, that is useful in incremental learning of reusable skills and general knowledge. The key idea is to reuse knowledge acquired in previous tasks (called “source”) to learn/solve new, but related tasks (called “target”) in order to:
- offset initial performance in the target task, compared to learning/solving from scratch
- achieve superior performance faster than learning from scratch, when considering learning problems

This new trend in AI research seeks to overcome the long-held tradition of developing specialized systems for given tasks. Instead, we seek to develop life-long learning systems that can map representations and knowledge efficiently from one task to another, and bootstrap performance in the newer tasks by exploiting previously acquired knowledge/skills from a different setting. A motivating example can be as follows: Suppose an agent (NPC) learns to coordinate with a human player in the task of jointly intercepting several incoming missiles; i.e., successful coordination will result in the minimal (perhaps 0) damage to assets from the missiles. Can this agent reuse any of this knowledge in coordinating with the same player in a different task, such as coordinated hunting of a prey? Traditional AI and Multi-agent systems literature treats the second task as a new task and embarks on learning a coordination policy from scratch.

The major attraction of knowledge transfer in game AI is the dramatic impact it can have on learning speed, which has so far proved to be a bottleneck for most mainstream machine learning technique in games. No matter what baseline learning technique we choose, knowledge transfer can make it practical in complex game scenarios by exploiting knowledge acquired from previous tasks.

In this paper we focus on the problem of learning models of other agents/players in a domain, and explore the beneficial impact of knowledge transfer on this problem. There may be many motivations for studying the problem of agent modeling. In collaborative domains where communication is expensive, unobservable, and/or prone to interception by adversaries, modeling can be an invaluable tool in predicting the behavior of team-mates, to act in a coordinated fashion (Carmel and Markovitch, 1996). Another major motivation for agent modeling comes from the field of games, especially video games itself. Prohibitive search cost has kept deep searches in the strategy space in game-trees (especially ones with large branching factors, such as chess, or any video game) outside the purview of all but the simplest of games. However, the ability to predict other agents’ choices can greatly reduce the branching factor at the search-tree-leafs corresponding to the choices of the other agents. This could enable an agent to only focus on its choices and consequently, search deeper/faster.

We build upon a previous work by Suryadi & Gmytrasiewicz (1999) that outlines a simple technique for learning the decision function of another agent from observations, using an influence diagram model (see later section). We argue that the structure of this model does not lend itself to reuse. It is suited only for the problem at hand, and if we were to deal with the same agents/players in another task, we would need to acquire a new model in the new task, all over again. We then show how this model can be transformed into a reusable one, by decomposing the environment-dependent components into two finer parts – one of which is dependent on the agent (its intrinsic character assumed to be unchanged from one task to another; hence transferable across tasks) and the other still depends on the current task. We show that this decomposition allows the second part (task dependent) to be readily deducible from the environment, and may not need to be learned. As a result, our modeling approach enables reuse/transfer of models in many different tasks involving the same set of agents/players.

Essentially, we propose a technique for acquiring reusable models of other agents, through interactions in a variety of
tasks. While the tasks can be widely differing, we assume that the other agents/players (teammates or adversaries) are the same across different tasks. This assumption can be appropriate in many applications. For instance, in video games it is reasonable to assume that a Non-Playing Character (NPC) needs to collaborate or compete with the same human player(s) in different tasks, such as collaborative defusing of Improvised Explosive Devices (IEDs), joint patrolling, hunting etc. Consequently, we can

- personalize NPCs to human players, creating the illusion of another “player” rather than a software, and promoting empathy for NPCs,
- allow agents to incrementally model a human player through several tasks, creating an increasingly complete picture of the latter’s preferences, styles etc.,
- allow reuse of agent’s code and knowledge across different games, thus reducing development time. Human players often do not prefer novice opponents to sophisticated ones, every time he enters a new game. This is especially true when he himself is able to draw on experiences acquired from previous games.

RELATED WORK

Suryadi and Gmytrasiewicz (1999) train an agent to learn a model of another agent in a multi-agents system where the other agent can be either automated or human. The framework makes use of influence diagrams as a modeling representation tool and three strategies are used to create a new model of the other agent, which are based on learning its capabilities, beliefs and preferences, given an initial model and the agents’ behavior data. Consequently, through the agents’ behavior data, things might change where some capabilities are added or removed, and even some beliefs are altered but the task cannot be switched, i.e. we cannot move to another task while retaining what the agent has learned so far. Although we base our current work on this method, we provide significant extension for reusability of the learned model in other tasks.

Transfer learning has received most attention in the realm of reinforcement learning. The options framework defined by closed loop policies for taking an abstract action over a period of time provides an ideal foundation for knowledge transfer. Examples of options include picking up an object, going to lunch, and traveling to a distant city, that involve specific sequences of primitive actions that can be activated only in certain states. Options enable temporally abstract knowledge and action to be included in the reinforcement learning framework in a natural and general way (Sutton et al. 1999). Consequently, options framework provides methods for reinforcement learning agents to build new high level skills. However, since options are learned in the same state space as the problem that the agent is solving, they cannot be readily used in other problems/tasks that are similar but have different state space. Konidaris and Barto (2007) introduce the notion of learning options in agent space – the space generated by a feature set that is present and retains the same semantics across successive problem instances – rather than in problem space. Agent-space options can be reused in later tasks that share the same agent-space but have different problem-spaces. Our approach in this paper bears some similarities to this idea of agent-space since we essentially convert a task dependent model language into a player/agent dependent model language. In a recent work (Banerjee and Stone, 2007) we have provided a transfer learning method for reinforcement learning agents in the General Game Playing (GGP) domain. In this paper, we carry forward the lessons learned to impact a new domain, viz., player modeling for other genres of games (RTS, FPS etc.)

While humans effortlessly use experience from previous tasks to improve their performance at novel (but related) tasks, machines must be given precise instructions on how to make such connections. Roy and Kaelbling (2007) describe a Bayesian model based prediction scheme in a meeting-scheduling domain. They provide a hierarchical extension to a Naïve Bayes model that can incorporate data from many different users and make predictions for another user, thus exploiting previous experience. In contrast, we use an influence diagram model and instead of relying on model combination, we seek model decomposition to identify user/player specific components that can then be transferred to a new task. Furthermore, we study our technique in simulated game scenarios with an eye toward future application to video games.

INFLUENCE DIAGRAMS

An Influence diagram (Howard and Matheson, 1984) is a graphical scheme of knowledge representation for a decision problem. It may be viewed as an extension to a Bayesian (Charniak, 1991) or belief network (Pearl, 1988), with additional node types for decisions and utilities. Influence diagrams have three types of nodes: nature node (a.k.a. chance node), decision node, and utility node. Nature nodes correspond to decisions in nature, as in belief networks. They are represented in the diagram as ovals and associated with random variables or features, which represent the agent’s possibly uncertain beliefs about the world. Decision nodes holds the choice of actions an agent has, thus represents the agent’s capabilities and they are represented as rectangles in the diagram. The agents’ utility functions are specified using utility variables, represented as diamonds in the diagram. The links between the nodes summarize their dependence relationships. Evaluation of the influence diagram is done by setting the value of the decision node to a particular choice of action, and treating the node just as a nature node with a known value that can further influence the values of other nodes. Conditional Probability Tables (CPTs) are associated with nature and decision nodes, giving \( P(\text{child} | \text{parents}) \). An algorithm for evaluating influence diagrams can be found in Russell and Norvig (1995).
Figure 1: An Influence Diagram model for the Predator-prey task (described later)

Figure 1 above shows an influence diagram used as a basis in the predator/prey task discussed later. Here four predators are trying to jointly catch a prey by closing in on it and surrounding it. In this example, each of the predators 2 thru 4 decides on its next move by taking into consideration two factors: its distance from the prey and the current location of the other predators on the board (whether they are on the same quadrant or spread out, relative to the prey). Based on his observation of these factors, Predator 1 tries to make a prediction for each of the other predators using this influence diagram, and then selects an action that will lead to the best coordination with his predictions.

Below we present another example of a Multi-Agent Influence Diagram (MAID), although this is not a coordination task.

Figure 2: A MAID for the Tree Killer example; Alice’s decision and utility variables are in dark gray and Bob’s in light gray

In the Tree Killer Example (Koler et al., 2003), Alice is considering building a patio behind her house, and the patio would be more valuable to her if she could get a clear view of the ocean. Unfortunately, there is a tree in her neighbor Bob’s yard that blocks her view. Being somewhat unscrupulous, Alice considers poisoning Bob’s tree, which might cause it to become sick. Bob cannot tell whether Alice has poisoned his tree, but he can tell if the tree is getting sick, and he has the option of calling in a tree doctor (at some cost). The attention of a tree doctor reduces the chance that the tree will die during the coming winter. Meanwhile, Alice must make a decision about building her patio before the weather gets too cold. When she makes this decision, she knows whether a tree doctor has come, but she cannot observe the health of the tree directly. The Multi-Agent Influence Diagram (MAID) for this scenario is shown in Figure 2.

CAPABILITIES

In the following, we use the words “learner”, “modeler”, and “agent” interchangeably, and refer to the target of modeling as “player”, meaning the human player. As in Suryadi and Gnytrasiewicz (1999), a player’s capabilities are formed by the set of actions \( a_i, i = 1, ..., M \) that it can perform to interact with the world. These actions will be represented in the influence diagram as possible value assignments to the player’s decision. Initially, only the known actions are available to form the CPT’s, but if a player is observed to employ other (previously unknown) actions, the set can be expanded to include these new actions. Conversely, if the player somehow loses the ability to perform a certain action, that can be determined by its absence in the observation history, especially if the player consistently picks the next most likely action (according to the model that the agent maintains). The missing action can then be deleted from the player’s capability.

In Figure 1, each of the predators can move to one of the four cells surrounding its current location. The modeler/learner (Predator 1) can formulate the CPT’s for the influence diagram using empirical observations of its teammates’ actual moves. Since some available actions may not be known (or pertinent) to the modeler, the latter should ideally account for such contingency using an “Other” action that bundles such actions together. For instance, if a certain predator can move to a diagonal neighboring cell unlike what the modeler expects, that capability may become crucial to coordination and needs to be accounted for. See Suryadi and Gnytrasiewicz (1999) for a more detailed discussion of handling agent capabilities in model building.
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Each player has his own preferences depending on the problem, and takes into consideration a set of features which influence his decisions. Let \( X = \{X_1, X_2, ..., X_n\} \) be such a set of features. In Figure 1, \( X \) is the set of parents of the utility node (U), i.e., the nodes Distance and Quadrant. As in Suryadi and Gnytrasiewicz (1999), we assume that utility is a linear function of these features

\[
U = w_1 x_1 + ... + w_n x_n
\]

where \( w_i \) are unknown weights measuring the influence of feature \( X_i \) on the utility, and \( x_i \) is a value of \( X_i \). The assumption of linear contribution of \( X_i \) is a choice being made for simplicity; a different choice might be necessary for certain domains. E.g., if \( x_i \) stands for money, then
\[ A^* = \arg \max_{a} \sum_{s, t} w_{s,t} X_s^t \]

where \( a \) are the actions available to the player, and \( X_s^t \) denotes the expected value of feature \( X_s \) given \( a_t \), and background evidence \( E \), i.e.,

\[ X_s^t = \sum_{s'} x_{s'} P(X_s = s' \mid a_t, E) \]

where \( X_s \) (\( i = 1, \ldots, N \)) denote different possible values of \( X_s \). The probabilities are available from the CPTs of the influence diagram and are assumed to have been already learned, or given. In the predator-prey example in Figure 1, the probability distribution is always pure (e.g., the distance between the next position of the predator after choosing movement direction \( a_t \), and the current position of the prey has a single possible value), whereas it can be a mixed distribution in general.

Using equation (1), the modeler predicts that the player is going to execute action \( A^* \), and verifies if this matches the actual action that the player chooses. If there is a mismatch, then it should adjust the weights by applying a well-known gradient descent technique, viz., delta rule (Widrow and Hoff 1960). The idea is to minimize a cost function based on the error signal so that each weight adjustment brings the actual output value closer to the desired value. A commonly used cost function is the mean-square-error criterion:

\[ E(t) = \frac{1}{2} \sum_{i=1}^{M} e_i(t)^2 \]

where \( e_i(t) \) is the error signal generated by comparing the agent's prediction and the player’s actual decision. So

\[ e_i(t) = d_i(t) - y_i(t) \]

where \( d_i(t) \) is the player’s decision at \( t \) and \( y_i(t) \) is the agent’s prediction.

Functionally, this model for weight learning can be considered to be a neural network where \( X_s^t \) are the inputs and \( y_i(t) \) are the outputs, as shown in Figure 3. In this figure, \( v_i \) is the expected utility of the \( i \)th action, \( a_t \), and the sigmoid (not the sigmoid function common in neural nets) module performs the maximization process of equation (1). Now according to the delta rule, the weight adjustment is proportional to the product of the error signal and the input unit. We require normalization of the \( X_s^t \) before presenting them to the neural network, so that the resulting weights are normalized as well (Suryadi & Gmytrasiewicz, 1999). The normalization is given by:

\[ s_k = \frac{x_k^t}{\sqrt{\sum_{r=1}^{M} \sum_{s=1}^{N} x_{r,s}^t}} \]

Now,

\[ \Delta w_{i,j} = -\eta \frac{\partial E(t)}{\partial w_{i,j}(t)} = -\eta \sum_{i} \frac{\partial E(t)}{\partial e_i(t)} \frac{\partial e_i(t)}{\partial w_{i,j}(t)} \]

\[ \Delta w_{i,j}(t) = \eta \sum_{i} e_i(t) s_k^t \]

where \( k = 1, \ldots, N \) and \( \eta \) is a constant denoting the learning rate.

**Neural Network Background**

In this subsection, we provide a description of neural networks for the sake of clarity. Readers familiar with this machine learning technique may skip this subsection.

A neural network is made of basic units arranged in layers. The first layer is the input layer, and in our case it is formed from several inputs (depending on the problem) represented by the normalized expected values \( s_k^t \). The last layer is the output. Since in our model there is an output for each possible action, only one (the modeler’s prediction by equation (1)) will be activated at any time. The intermediate layers (if any) are called the hidden layers. The input information is fed to the first layer and then propagated to the neurons of the second layer for further processing. The result is propagated to the next layer and so on until the last layer is reached. The goal of the network is to learn or discover some association between input and output, or to analyze, or to find the structure of the input pattern. The learning process is achieved through the modification of the connection weights between units. These weights, called synaptic weights multiply (i.e. amplify or attenuate) the input information. A positive weight is considered excitatory, a negative weight inhibitory.

Each of these units is a simplified model of a neuron and transforms its input information into an output response. This transformation involves two steps: First, the activation of the neuron is computed as the weighted sum of its inputs, and secondly, this activation is transformed into a response by using a transfer function. Formally, if each input is denoted \( x_i \), and each weight \( w_i \), then the activation is equal to \( a = \sum x_i w_i \) and the output denoted \( y \) is obtained as \( y = f(a) \).
The architecture of the network, along with the transfer functions used by the neurons and the synaptic weights, completely specify the behavior of the network. Our specific architecture is shown in Figure 3. Notice that the neural units are expanded for clarity and that there is no hidden unit.

Neural networks are adaptive statistical devices. They can change iteratively the values of their parameters (i.e., the synaptic weights) as a function of their performance. These changes are made according to learning rules which can be characterized as supervised (when a desired output is known and used to compute an error signal) or unsupervised (when no such error signal is used).

The Widrow-Hoff rule (1960), a.k.a. gradient descent or Delta rule, is the most widely known supervised learning rule. It uses the difference between the actual output of the network and the desired output as an error signal for units in the output layer. Units in the hidden layers cannot compute directly their error signal but estimate it as a function (e.g., a weighted average) of the error of the units in the following layer. This adaptation of the Widrow-Hoff learning rule is known as error backpropagation. With Widrow-Hoff learning, the correction to the synaptic weights is proportional to the error signal multiplied by the value of the activation given by the derivative of the transfer function. Using the derivative has the effect of making finely tuned corrections when the activation is near its extreme values (minimum or maximum) and larger corrections when the activation is in its middle range. Each correction has the immediate effect of making the error signal smaller if a similar input is applied to the unit. In general, supervised learning rules implement optimization algorithms akin to gradient descent techniques because they search for a set of values for the free parameters (i.e., the synaptic weights) of the system such that some error function computed for the whole network is minimized (Abdi et al. 1999).

**OUR CONTRIBUTION**

Notice that the factors (viz., distance, quadrant in Figure 1) that affect the player's utility (and hence his decision) change from one problem to another. In the anti-air defense task, the relevant factors are the damage that a missile can cause and the cost of intercepting one. The number of influencing factors (N) is also subject to change. As a result the weight vector learned in one task may be completely useless in another, even when modeling the same player. In a video game, this would necessitate learning a new weight vector in every new team-task involving the same set of agents/players. This is surely wasteful and time-consuming, and a major reason behind the impracticality of machine learning in games.

We argue that there are some characteristics that are intrinsic to a player and do not change from one task to another. E.g., his risk-sensitivity, team-spirit and other similar traits can be considered to be a constant. A modeler might consider a fixed, given set of traits \( T = \{ t_1, t_2, \ldots, t_k \} \) that reasonably capture any player's disposition. The way to choose the number of traits and their actual meaning is a design issue. The relative importance of these traits (let's say \( p_j \) for \( t_j \), where we assume that the \( t_j \)'s are given but the \( p_j \)'s are the ones that has to be learned) to a player may also be considered fixed (but unknown) for a given genre of tasks, such as tasks in an RTS game. However, the effect of these traits on the decision factors (distance, quadrant etc) can vary from one task to another. For instance, team spirit can prompt a player to try to increase quadrant value\(^1\) (in predator-prey task), while it may prompt the players to decrease damage value (in anti-air defense task), since damage occurs to shared properties. We model the influence factor between the \( j \)th trait \( (t_j) \) and the \( k \)th decision factor \( (X_k) \) as a three-valued \((-1, 0 \text{ or } 1\) variable \( f_j^k \) because we are only interested in capturing whether the \( f_j^k \) trait increases, decreases or leaves unchanged the decision variable \( X_k \).

Combined with the importance of a trait \( p_j \) to \( t_j \), we can directly relate to weight of a decision variable using the following equation:

\[
w_k = \sum_{j=1}^{N} p_j f_j^k
\]

Substituting this is Equation (1), we get the action decision of the player in terms of his traits. This reduces the learning task from acquiring the (old) weights \( w_k \), to the (new) weights \( p_j \). The major gain of this decomposition is that the weights to be earned are no longer associated with task specific factors (such as distance, quadrant in predator-prey vs. damage, cost in anti-air defense). Instead, they are now associated with the traits of a player that are fixed over the entire genre of tasks. Note from equation (3) that the right-hand-side does still include the task-specific factor \( f_j^k \), but this can new be easily determined from the task (one of the three possible values) and the semantics of the decision factors. For instance, team spirit should increase quadrant value in predator-prey, but decrease damage value in anti-air defense. As a result, if we can acquire \( p_j \) in one task, __________

\(^1\) The quadrant value is high if players are spread out in different quadrants, but low if they are concentrated on one or a few, since this makes it harder to catch the prey.
we can reuse this value without learning it again in a new task. Now Equation (3) will let us choose the values of $f_i^j$ in a way that the weight $w_j$ of a certain trait would make sense with the problem that we’re trying to solve.

It may seem at this point, that the above formulation of the learning problem makes learning unnecessary after the first task. After all, if we can acquire all the trait weights ($p_j$, $i = 1, ..., S$) in one task, what remains to be learned in the next task? There are at least two reasons why this is not the case. Firstly, all trait weights may not be learnable in any one given task, because some $f_i^j$ may be 0. If $f_i^j$ is 0 for all $j$, then $p_j$ is basically irrelevant to the current task, and hence cannot be learned in the current task. In other words, a task may only invoke a proper subset of the set of S traits designed beforehand; so the rest cannot be learned in that task. The second reason is more subtle and will be discussed in the next subsection, after we have introduced the new weight update rule.

The new learning rule

The new weight learning rule for our formulation can be derived in the same way as in Suryadi and Gmytrasiewicz (1999). Once again, gradient descent on the error function $E(t)$ gives us the necessary change to the new weight $p_j$ by noting:

$$\frac{\partial E(t)}{\partial p_j} = \sum_{i=1}^N f_i^j w_i(t)$$

Plugging this value in Equation (2) in place of $\frac{\partial E(t)}{\partial w_i(t)}$ we get

$$\Delta p_j = \eta \sum_{i=1}^N e_i(t) \sum_{j=1}^S f_i^j w_i(t)$$

(4)

This is the new weight update rule.

Now it is possible that $f_i^0$ and $f_i^1$ are the same for all decision variables $X_k$, since they have a very limited set of possible values. Then, by Equation (4),

$$\Delta p_j = \Delta p_j$$

This constrains the joint dynamics of $(p_j, p_j)$ such that they may converge to values that are completely different from their target values. In particular, they will converge to identical values if their initial values are identical, even though their target values may be different. Nevertheless, Equation (3) will be preserved and $p_j$’s will still give the correct target values of $w_j$. However, since convergence to the target $p_j$ cannot be guaranteed, the values learned in one task may not be accurate for another task. We claim that these inaccurate values are still a better point for initialization in the next task, than simple default initialization. We verify this intuition empirically.

EXPERIMENTAL RESULTS

We have used two different tasks for testing the relative efficiency of our approach, compared to Suryadi and Gmytrasiewicz (1999). These are the anti-air defense task, and the predator-prey task, described below. The learning agent works in a team with exactly one other player in both of these tasks. Target weights that simulate the player’s decision are chosen, but are not made known to the agent. The agent must learn these weights from repeated joint interaction with the environment, and the resulting observations of the player’s action choices. The overall plan

![Figure 4: The anti-air defense task](image)

is to make the agent learn some trait weights in the anti-air defense task, and use these for initialization in the predator-prey task. The trait weights that were not learned in the former, can be initialized to some default values in the latter. We then compare the learning rate with the baseline method (from Suryadi and Gmytrasiewicz (1999)) which must learn from scratch the player model in the latter task. We will consider our knowledge-transfer approach a success if the learning rate is superior to the baseline method. Two particular hallmarks of this superiority are:

- a difference in the initial performance; our approach should have a lower initial error by virtue of informed initialization
- a difference in the convergence value; our approach should have lower error on convergence, i.e., it should learn a better model faster than in Suryadi and Gmytrasiewicz (1999).

Anti-air Defense Task

This is a 16×16 grid-world adopted from Suryadi and Gmytrasiewicz (1999), with two agents, D1 and D2, the learner and the human player, as shown in Figure 4. In every round of the game, two missiles, M1 and M2 are fired and
the agents must shoot down these missiles with interceptors. If missed, a missile will cause damage proportional to its size. An agent incurs a cost proportional to the accuracy and efficiency with which it intercepts a missile. Without communicating, the agents must choose different missiles to intercept, lest one of the missiles makes it through. Hence, there are two actions available to each agent (M1 or M2) and two decision variables, $X_1$ = Damage, and $X_2$ = Cost.

**Predator-prey task**

This is an 8×8 grid-world with two predators, the learner and the human player, shown in Figure 5. There is a prey that executes a random walk and the predators must catch the prey by either reaching grid-cells neighboring the preys that are on opposite quadrants relative to the prey, or by cornering it. Each agent can select one of 5 actions, viz., go north, west, south, east or stay put. Again for simplicity, there are just 2 decision variables, $X_1$ = Distance, and $X_2$ = Quadrant. Distance is the distance between the prey and player if the player executes a chosen action. Quadrant is a score with 3 possible values, viz., 0 (if both predators are on the same quadrant relative to the prey if the player executes the chosen action), 1 (if they are on different quadrants but same side/half of the prey) and 2 (if they are on diametrically opposite quadrants relative to the prey). Therefore, higher values of Quadrant and lower values of Distance are more conducive to catching the prey. In order to surround the prey the learner needs to correctly predict the prey’s next move.

**Experiments and analysis**

![Figure 5: The Predator-prey task](image)

For simplicity, we assume a small set of only 3 traits. To simulate the player’s decisions without the involvement of a real human player, we used the values $[p_1, p_2, p_3] = [0.95, 0.272, 0.13]$ which is a normalized vector. Since we assume that the $p$-values are available (albeit not to the modeler), the semantics of the traits are immaterial in this paper; so we leave the traits unnamed. We choose these (and $f_j$) values such that the resulting weights (from equation (3)) make sense with respect to the features $X_1$. Considering a specific set of named traits will be necessary in actual human trials where the $p$-values will not be available for experimental validation.

In the anti-air defense task, we used $[f_1, f_2, f_3] = [-1, 0, 0]$ for $X_1$ (i.e., Damage) and $[f_1, f_2, f_3] = [3, 0, 1]$ for $X_2$ (i.e., Cost). This effectively excludes $f_3$ from this task, so that $p_3$ is impossible to learn here. Our simulations show that the agent is able to learn $p_1$ and $p_2$ to a reasonable accuracy (0.98 and 0.18 respectively, after 1000 iterations with $p = 0.5$), but $p_3$ stays at the default initial value. This gives the learner a partial picture of the player’s disposition that it then leverages in the next task.

In the predator-prey task, the learner initializes $p_1$ and $p_2$ to the values it had learned in the previous task, but initializes $p_3$ to 0 (the default value, since it was not learned). The influence factors in this task were chosen as $[f_1, f_2, f_3] = [-1, 1, 1]$ for $X_1$ (i.e., Distance) and $[f_1, f_2, f_3] = [0, 1, 1]$ for $X_2$ (i.e., Quadrant). Thus all three traits are needed in this task. The agent then learns all 3 trait-weights (using Equation 4) over 1000 iterations, making a prediction in each iteration based on the current weights and tuning it with the observed choice of the player. A count of the errors in prediction is kept and a cumulative average of these errors is plotted in Figure 6 (titled “with transfer”), averaging over 3 runs.

Additionally, we test the learner use the baseline approach from Suryadi and Gmytrasiewicz (1999) (Equation (2)) to learn $w_1$ and $w_2$ from repeated observations of the player’s action choices in predator-prey, starting from default weights of 0, since this method does not allow for knowledge transfer. The cumulative average of the resulting number of errors is also averaged over 3 runs and plotted in Figure 6 (titled “without transfer”). A comparison of the two plots in Figure 4 shows that:

- the initial error is lower with our approach
- the convergence value of the error is lower with our approach

Thus we have met both criteria of successful transfer with the proposed technique.

---

2 Since the $p$-values are limited in the range [-1, 1], we use the default initial value of 0.
Figure 6: Difference between Agent Modeling with knowledge transfer and without transfer.

CONCLUSIONS

We have presented a reusable player modeling scheme that exploits knowledge (partial model) acquired in previous tasks to bootstrap learning in subsequent tasks. While tasks can be markedly different, the similarity that knowledge transfer exploits is in the fact that the model is of the same player that the agent repeatedly meets in a series of tasks. We have shown experiments in two simple tasks that demonstrate the advantage of our approach compared to previous work.

We treat the results in this paper as a proof of concept, and plan a more elaborate study of our approach in more complex RTS games. Additionally, we plan to incorporate actual human decisions instead of simulated decisions.
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ABSTRACT
This paper describes the use of Genetic Algorithm for developing new and interesting tactics for use by an AI planning system. It also describes how GAs are used to find flaws and loopholes in the game that players might use to the game the system. The game used as an example here is Squad Battles, a commercial game developed by John Tiller Software with AI developed in part by John Rushing at UAH.

INTRODUCTION
This paper describes experiments with wargame Artificial Intelligence (AI) optimization using genetic algorithms (GA) (Goldberg 1989). The experiments involve automated derivation of high level plans for the Squad Battles game. Squad Battles is a turn based squad level ground combat game series played on a hex-based map representing terrain, roads, rivers, objectives and other spatial information. The series was developed by John Tiller Software and published by HPS Simulations. It currently includes eight commercial titles, with more in the works. Titles span the period from World War II to the present day.

There are several motivations for this work. Currently in these games, all high level AI orders are manually scripted by the scenario designers. This greatly increases the amount of time that it takes to design and test a scenario. The team has been experimenting with how the GA can both speed up this process, and improve the result. Since commercial success is a primary criterion for the team’s work, the research is keenly focused on measurable improvement. In addition, the GA can be used to gain insight into which sorts of plans are optimal for a particular set of circumstances. If the game engine and scenarios are realistic enough, this could even provide some indication about the relative merits of different strategies in real life situations. Often human players will identify exploits that take advantage of loopholes within a game system. A GA set up to optimize only on victory conditions could potentially identify similar loopholes, in part because it would be able to try many possible strategies, even those that on the surface seem counter intuitive, do not make logical sense, or otherwise seem flawed to a human player. Once such an odd but winning strategy is identified by the GA, the loopholes could be closed.

Other researchers have used automated methods to derive AI plans. Madeira et al. (Madeira et al. 2004) used reinforcement learning to derive army level AI plans for Napoleonic wargames. Revello and McCartney (Revello and McCartney 2002) used genetic algorithms to derive strategies for a very simple naval combat game. Miles et al. (Miles et al. 2004) used genetic algorithms combined with human-derived strategies in an air strike planning wargame. Vaccaro and Guest (Vaccaro and Guest 2005) compared seven search methods for finding solutions to endgames for the board game RISK, and found evolutionary strategies (genetic algorithms) to be the best. While this list of work is far from exhaustive, it does provide evidence that the use of GAs in game environments has been shown to be of interest. The team’s use here is focused on developing new approaches to defining AI plans, and as a means to test the game for potential loopholes.

SQUAD BATTLES ARTIFICIAL INTELLIGENCE
Like many games, during the development of a Squad Battles title, the scenario designers have a significant degree of control over the behavior of units. This is accomplished through the use of scripting. Scripting is used primarily to control the attacking side in a game and to specify the overall plan of attack. It can also be used effectively for the defending side as well to do such things as direct reinforcements and undertake counterattacks. In both cases, scripting is used to control where and when units should try to move, and the objectives they should try to achieve. However, the actual behavior of the units in question depends to a large extent on the current circumstances which can be quite complicated. The scripted orders constitute a plan, and it is the job of the AI to execute that plan as well as possible under these current circumstances (Rushing et al. 2005).
Each unit can be assigned one or more sequential objectives, with a turn associated with each objective that defines when it should be reached by the unit. This feature can be used to create coordinated attacks involving many units over a series of turns. Orders can be given at any level, from individual squads all the way up to the largest organization in the scenario. If multiple orders exist, the most specific order takes precedence. In addition to movement orders, it is possible to script indirect fire orders. This is useful to soften up defenses along a known axis of advance or to knock out a key target.

Since orders can be given at multiple levels, may span several turns, and deal with changing situations, static scripts can sometimes be too brittle to provide meaningful and entertaining game play. Because of this, there are several cases where the Squad Battles AI will modify or improvise on a script. Based on an analysis of the current situation the AI may alter the scripts, either moving up the timetable or moving it back. The AI may also add orders for defending units that do not have assignments and are not being threatened by enemy units.

In some cases, it is possible to move up the time table for an attack. If the way is clear for the units to advance to their objectives, the script time table will be moved up to the current turn so that the units will advance as soon as possible. The AI checks for enemy forces along the axis of advance and for enemy units that have a line of sight and could fire on the advancing units.

In other cases it is desirable to hold back an advance for one or more turns. This is particularly true in cases where vehicles are supporting an infantry advance. If the vehicles advance with no infantry support, they will be very vulnerable to man portable anti-tank weapons. Since the vehicles inherently move much faster than dismounted infantry, it is quite possible for them to outstrip their support. The AI will attempt to detect such cases, and hold back the vehicles to allow the infantry to catch up.

Another example of modification of predefined scripts is when defending units are not holding an objective that is threatened, and they are not near any enemy units. Usually, in such cases they will move to a position where they can help the other defenders. However, units with radios, leaders stocked with radios, and units with indirect fire weapons like mortars etc. will not respond in this way. The response is delayed so the defenders do not over-react. It is also determined by an element of randomness, and where the units are more likely to move as the scenario progresses. The units will generally attempt to reach friendly held objectives or fortifications if possible, and will try to go to a hex that has a good line of sight on a spotted enemy unit.

GENETIC ALGORITHMS FOR OPTIMIZATION OF AI ORDERS

Genetic algorithms are general purpose search algorithms that are used to solve difficult optimization problems. They work by generating potential solutions within a search space specific to the problem of interest. Typically, solutions are described by bit strings in which each bit represents one facet or component of the solution (e.g. the current objective for one unit in a game). The genetic algorithm randomly generates a population of bit strings and evaluates their efficacy using some objective function. It then generates a new population of bit strings by recombining the segments of bits from its existing population, with the higher rated strings contributing more segments to the new population.

In the case of Squad Battles, Genetic algorithms are used to search for good AI orders for the scenario of interest. The bit strings produced by the GA are translated to AI orders for the units of one side. The game is then run 50 times using an offline driver program for Squad Battles, which runs the game in an AI vs. AI mode - with no user interface activated, which speeds up computation considerably. The average score over the runs is used as the objective function value for the GA. A large number of runs is required to get a stable estimate of the quality of the plan, due to the element of randomness in the game.

Three different approaches are used to translate bitstrings into AI orders. The approaches differ in the range of hexes available for the AI orders. In the first approach, any hex on the map may be a destination for an AI order. In the second approach, only one of every four hexes is allowed. In the final approach only a manually selected subset of the hexes are allowed. In all cases, the GA is run with the following parameters:

- Crossover Percentage: 75%
- Mutation Percentage: 25%
- Bit Mutation Rate: 2%
- Population: 500

EXPERIMENTAL RESULTS

The genetic algorithm was run on the Hue-1 scenario from Squad Battles – Vietnam. In this scenario about the Tet Offensive and the Battle of Hue, US forces attempting to enter the city of Hue must negotiate a route that includes multiple Viet Cong ambushes. The US is the attacker in this case, and receives points both for destroying enemy units and for exiting their forces.
from the map on the opposite side from their entrance. The results of the GA runs are summarized in Table 1, which has the top five scores for each approach. For reference, the average score for the default AI orders included in the scenario (a straightforward advance down the main road) is 44.97, meaning the GA was able to produce substantially better results.

<table>
<thead>
<tr>
<th>All Hexes</th>
<th>Restricted Hexes</th>
<th>Selected Hexes</th>
</tr>
</thead>
<tbody>
<tr>
<td>189.16</td>
<td>158.46</td>
<td>186.02</td>
</tr>
<tr>
<td>188.52</td>
<td>158.44</td>
<td>183.74</td>
</tr>
<tr>
<td>188.14</td>
<td>158.00</td>
<td>183.36</td>
</tr>
<tr>
<td>187.96</td>
<td>157.10</td>
<td>182.90</td>
</tr>
<tr>
<td>187.82</td>
<td>157.00</td>
<td>182.20</td>
</tr>
</tbody>
</table>

Table 1: Top five average scores achieved using each encoding scheme

This indicates that placing arbitrary restrictions on the AI orders (restricted hexes column) results in significantly worse scores. Limiting the AI orders to key selected hexes results in slightly lower scores than allowing the GA to optimize over all hexes. While the GA was always able to achieve good numeric scores in terms of victory conditions, the resulting AI orders in some cases were not particularly coherent. This is illustrated in Figure 1, which shows the top scoring plans for the unrestricted search and the search using selected hexes. It is difficult to tell why the seeming chaos of first plan works (a), while the second seems quite sensible (b). In the figure, the blue arrows represent orders given to units over a series of several turns. The units are attempting to travel from the lower right to obtain the objective in the upper left. The one thing the two plans have in common is that they spread the attacking forces off of the main road, preventing bottlenecks and ambushes. In general, the second plan is preferable because it is easier to describe a commander’s intent (e.g. “advance along main road with flanking action”). However, the first plan is also very interesting from a game designer’s point of view because it illustrates that a rather chaotic plan can actually be very effective within the game.

CONCLUSIONS

Genetic algorithms were used to derive sets of AI orders for Squad Battles, a squad level turn based ground combat game. The AI orders serve as a top level plan of attack for the scenario, while the dynamic AI in the game engine interprets and executes the orders. Three different coding schemes were used to select hexes for the AI orders. Regardless of coding scheme, the GA was able to find a plan of attack that achieved higher average victory points than the default plan included in the scenario. However, the plans generated using unrestricted search were difficult to understand or explain. The plans generated using a pre-selected group of hexes produced good results and relatively sensible plans. These experiments demonstrate that it is in fact possible to generate good high level plans using automated search methods with little human intervention.

The team is currently making additional runs, and analyzing the results. It appears that the use of GAs may provide some insight into improvements to the AI.
itself. These may be incorporated into the commercial versions of the game to provide better playability and smarter adversaries. The team is also looking into some of the more interested plans generated to see if they identify loopholes that would allow players to game the system. In the example presented here, it may be that the seemingly chaotic plan may thwart the defending AI through its sheer unpredictability. In real battles, it is unlikely that such an approach would be used. The question then becomes one of how much realism should be represented in the game.

ACKNOWLEDGEMENTS
Funding from the Air Force Office of Scientific Research, Dr. Robert Barker, Program Manager, for project "Optimal Tactics for Asymmetric Warfare" is gratefully acknowledged.

REFERENCES


BIOGRAPHY
John A. Rushing received the B.S. degree in computer and systems engineering from Rensselaer Polytechnic Institute, Troy, NY, in 1988 and the M.S. and Ph.D.
SIMULATION IN GAME DESIGN
ABSTRACT
Terrain level-of-detail algorithms have undergone vast changes throughout the past ten years as consumer 3D hardware has become more powerful and flexible; newer algorithms delegate more processing load onto the GPU, enhancing performance at the expense of hardware dependence and algorithmic complexity.

The Geomipmapping technique (de Boor 00) was one of the earlier algorithms designed with 3D hardware in mind; instead of spending resources attempting to find a “perfect set” of triangles, it operates on batches of triangles to assemble a terrain that lies within a specified error bound. Despite the fact that there are many algorithms superior to the Geomipmapping technique in terms of run-time efficiency, the technique is still in widespread use due to its conceptual simplicity and ease of implementation.

The Intermipmapping algorithm presented in this paper aims to maintain the concepts and simplicity of the Geomipmapping technique while eliminating its shortcomings; to achieve this, we extend the geominmap concept to introduce Intermipmaps, and utilize a bintree-based spatial partitioning scheme to eliminate terrain cracking.

INTRODUCTION
Geomipmapping

The Geomipmapping algorithm is designed to operate on a square height-mapped terrain mesh of vertex side length $2^n+1$. A height-mapped terrain mesh is a regular X-Z grid of vertices with varying Y-values; the X-Z axes correspond to the X-Y pixel coordinates of a grayscale image (the height map), and the Y axis corresponds to the grayscale value of the pixel at those particular X-Z coordinates.

The basic Geomipmap concept draws from a texture mapping technique called mipmapping, a process in which a texture is successively filtered into lower detail levels. When a bitmapped texture is applied to a distant object, a lower-detail mipmapping can be displayed in order to maintain visual quality.

Similarly, in the Geomipmapping technique terrain vertex grids are filtered into lower-detail geomipmaps by repeatedly taking every other vertex from the next-highest detail geomipmap (the first geomipmap uses the base mesh to filter from).

The Geomipmapping algorithm begins by partitioning the base height map into a regular grid wherein each grid element is itself a $2^{n}+1$ square mesh; Geomipmap levels are then generated for each grid square. At runtime, the appropriate geomipmap level to display for each visible grid square is selected based upon a screen-space error metric.

Choosing different geomipmap levels for two neighboring tiles causes what is known as “cracking” – places where triangle edges don’t match up, leaving cracks in the terrain through which the background color can be seen. This type of artifact is in fact a common problem with most terrain algorithms. While it is not hard to cover up terrain cracks, techniques to do so come at the expense of either visual quality or runtime efficiency.

Intermipmaps

Intermipmaps are best described as an extension of the geominmap concept; while both are increasingly coarse grid structures, intermipmaps operate on the vertices addressable by following grid lines oriented at 45 degrees from the geomipmap
grid lines.

These intermipmaps have several useful properties; the most obvious is that they introduce additional detail levels for the algorithm to choose from at run-time, potentially allowing a given error tolerance to be met with fewer triangles.

Another useful property is that the intermipmaps are edge-matched to neighboring geomipmaps within one detail level - horizontal / vertical edges of an intermipmap match the next-lowest detail geomipmap, and diagonal edges match the next-highest. This means that geomipmaps and intermipmaps are able to tile together without introducing cracks - with an appropriate selection scheme, geomipmaps and intermipmaps together can seamlessly cover an entire terrain in continuously varying detail with no cracking artifacts.

![Fig. 4: Geomipmap-Intermipmap Edge-Matching](image)

A method of generating intermipmaps may not be immediately clear, but in application it is relatively easy to implement a generalized method of generating both geomipmaps and intermipmaps. This method will be discussed in a later section.

**DATA STRUCTURES**

**Bintree**

Binary triangle trees (bintrees) are binary tree structures that spatially partition a two-dimensional right-triangular area; at each successive level a bintree node is partitioned into two smaller child bintree nodes. In addition to its left and right children, each node maintains a record of its left, right, and base neighbor nodes.

The intermipmap terrain is represented as a pair of bintrees as in ROAM and other algorithms (Duchaineau et al. 97, Cignoni et al. 03); each bintree node represents a triangular chunk of terrain at a geomipmap / intermipmap level determined by the level of the node in the bintree hierarchy.

The bintree spatial partitioning scheme is used because when ROAM-like node split rules (Duchaineau et al. 97) are enforced then any two neighboring nodes differ at most by one hierarchical level. When geomipmaps and intermipmaps are placed appropriately in the nodes according to hierarchical level, the nodes are edge-matched and no cracking occurs.

**Bintree Nodes**

Each bintree node represents a right-triangular patch on the terrain. The detail level of a node is determined by its level in the bintree hierarchy: leaf nodes are level 0, and the two tree root nodes are level h - 1, where h is the height of the tree calculated as follows:

\[
h = \log_2 \left( \frac{\text{width}_{\text{map}} - 1}{\text{width}_{\text{sub}} - 1} + 1 \right)
\]

Geomipmaps and intermipmaps are numbered as well to correspond to the tree hierarchy levels. Level 0 corresponds to the highest detail available (the base mesh); intermipmaps and geomipmaps then alternate in successively lower detail levels until the top of the tree is reached. As a result, geomipmaps have even level numbers and intermipmaps have odd level numbers.

**Node Generation**

An interesting property appears as nodes of differing levels are compared. As the detail level increases, the number of triangles in a given terrain area doubles; the terrain area covered by the node is cut in half; however, the net effect is that the number of triangles in a node is constant, regardless of detail level. This means that all of the nodes are geometrically similar (that is, they are identical in all aspects aside from scale and orientation); this property is exploited to create generalized techniques for both generating and rendering the terrain nodes.

![Fig. 5: Node Similarity](image)

Each bintree node has one of eight orientations; each orientation corresponds to one of the eight directions in which a bintree node’s apex can point. It is easy to determine a node’s orientation when the tree is created – the roots are set to arbitrary orientations of 0 and 2, and each successive child node’s orientation is determined by two rules:

leftChildOrientation = (nodeOrientation + 3) % 8
rightChildOrientation = (nodeOrientation + 5) % 8
These orientations are necessary for the generalization of node creation; each node can be created using a single function that takes orientation, level, and terrain region as parameters. Two nested for loops are used along with an orientation mapping function to generate the node vertex buffers:

```c
int iModulus = pow(2, gNode->level / 2);
for(int r = 0; r < NODE_SIZE_THRESHOLD; r++)
    for(int c = r; c < NODE_SIZE_THRESHOLD; c++)
        int iR, iC;
        gNode->MapRowCol(iR, iC, iModulus, iR + c * iModulus, gObjIndex++);
        glVertex3f(iR, iC, 0);
```

Here, iModulus is the factor used to “skip” vertices for the creation of geomips and intermips. The orientation mapping function MapRowCol() is:

```c
void BintreeNode::MapRowCol(int &iRowOut, int &iColOut, int iRowIn, int iColIn)
{
    switch (orientation):
    case 0:
        iRowOut = iRowIn;
        iColOut = iColIn;
        break;
    case 1:
        iRowOut = iRowIn + iColIn;
        iColOut = iColIn - iRowIn;
        break;
    case 2:
        iRowOut = iColIn;
        iColOut = iRowIn - iColIn;
        break;
    case 3:
        iRowOut = iRowIn + (iColIn - 1);
        iColOut = iColIn - iRowIn;
        break;
    case 4:
        iRowOut = iColIn - (iRowIn + 1);
        iColOut = iRowIn - iColIn;
        break;
    case 5:
        iRowOut = iRowIn + (iColIn - 1);
        iColOut = iColIn - iRowIn;
        break;
    case 6:
        iRowOut = iRowIn - (iColIn - 1);
        iColOut = iColIn + iRowIn;
        break;
    case 7:
        iRowOut = iColIn - (iRowIn + 1);
        iColOut = iRowIn + iColIn;
        break;
    default:
        break;
}
```

This function takes a (row, column) pair in 0-orientation space and maps it into another orientation’s space. The coordinates must then be mapped into height map space, but this involves only adding the node’s row and column offsets to the node-space coordinates.

Once the node’s vertices are stored in its vertex buffer, it is possible to stitch together the vertices in whatever indexed manner is deemed appropriate (triangle lists, triangle strips, etc.).

**Determining Whether to Render a Node**

With the Intermipmapping technique, each bintree node only has one level of detail. If a node’s detail level is deemed insufficient for display, then its higher-detail children are rendered instead.

The method of determining whether a node’s detail level is sufficient depends on the needs of the application; for the purposes of our implementation we have adapted a screen-space error metric similar to that used by the Geomipmapping technique (de Boor 00). With this metric, the minimum distance at which a node’s error is tolerable (that is, below a threshold in pixels) is stored with the node and compared with the view distance at runtime.

At load time, the maximum z-error \( \delta \) for each bintree node is calculated - this \( \delta \) is the maximum of the differences between the highest-resolution grid vertices and their corresponding interpolated vertices in the node. \( \delta \) is then used along with the camera’s field-of-view and the vertical screen resolution to find the minimum distance at which \( \delta \) projects into \( r \) pixels:

\[
D_n = \frac{\frac{\delta}{\tan(\frac{\phi}{2})}}{2r}
\]

- \( \delta \): vertical screen resolution in pixels
- \( \phi \): field-of-view angle

In practice, \( D_n^2 \) is stored instead of \( D_n \); this eliminates a square-root operation per node at run-time when comparing the distance from the camera to the node.

**ALGORITHM**

**Initialization**

During the initialization process, the two bintrees are traversed and each node is allocated and initialized.

Each node is initialized with the coordinates of the portion of the original height map that it corresponds to, and the area is analyzed to find \( \delta \) (and thus the value of \( D_n^2 \)). This process consists of iterating through each vertex within the original height map that falls in the node’s triangular area and comparing the height value of the original vertex with the interpolated height value at that same point in the simplified node mesh.

Figure 7 is a simplified two-dimensional example of this interpolation; in three dimensions it is necessary to interpolate
three times in order to measure the value of $\mathbf{\delta}$.

![Fig. 7: Interpolating to Find $\mathbf{\delta}$](image)

The coordinate mapping function used for vertex buffer creation can also be used for this, with one caveat – the highest-detail interipmap addressing does not map to all of the original vertices of the height map, so a small hack is required to address the left-out vertices. Basically - for each vertex iterated through that isn’t in the last column, a value of $1/3$ is added to both the row and column before the coordinate is mapped into height map space.

![Fig. 8: Addressing Left-Out Vertices in Interimmaps](image)

**Run-time**

First, the topmost two nodes are marked as active. Then the update loop runs, recursively checking to see if each node’s error is tolerable. If it is not, the node is split / marked inactive (potentially incurring more splits) and the node’s neighbors are informed; if it is tolerable, the node is left active and the tree is not descended any further.

**Pseudo-code:**

Mark root nodes as active
Process bintree. For each node:
  * If the node is a leaf, add it to the draw list and continue
  * If the node is already split, proceed immediately to its children
  * If the squared distance from the camera to the node is smaller than the node’s $B^2$, split the node
  * Otherwise, add it to the draw list
Draw all nodes in the draw list from front to back

**IMPROVEMENTS**

**Frustum culling**

The bintree spatial partitioning scheme can be used to quickly cull large portions of the terrain from consideration for rendering, greatly reducing the amount of triangles that are sent to the graphics hardware. At load time, a bounding volume is constructed for each bintree node from the limits of the vertices within it; at run-time, if any node’s volume is entirely out of the view frustum, it can be ignored. This precludes it and its descendants from distance checks and rendering, dramatically improving frame rate.

**Precalculating $D_i^2$**

The value $D_i^2$ used to determine the appropriate detail level is not view-dependent and so can be pre-calculated at load time, or even calculated in a separate offline process and stored with the height data. At run-time, this saves several mathematical operations – the only computation required per node is a squared distance from the viewpoint to the node center.

**Single index buffer**

The methods of constructing and rendering bintree nodes are identical for all nodes regardless of detail level and orientation, so it is possible to use a single index buffer to render all the visible nodes. This reduces the amount of data that must be sent to the graphics hardware each frame, increasing performance.

**On-Demand Paging**

It is prohibitively expensive to store in memory the vertex buffers for all the nodes of a large terrain. The recommended approach is to implement a caching system that will load needed terrain nodes on demand and retain them in memory until it is determined that they are not needed anymore. This ensures that there will not be unnecessary disk access in instances where the camera may be moving along a detail threshold.

**Geomorphing**

Another potential improvement is the addition of geomorphing, a process in which terrain patch vertices are smoothly interpolated when moving from one detail level to another. This prevents jarring detail level “popping” at the cost of additional computation. However, in practice an error metric of sufficient accuracy will prevent most popping artifacts without the CPU or GPU cost normally incurred by geomorphing.

**RESULTS**

**Fewer draw calls**

Geomipmaping operates on a fixed regular spatial partitioning scheme. This means that as the amount of viewable terrain increases, the amount of nodes that need to be drawn increases dramatically. Intermipmaping is different in that it replaces many smaller high-detail chunks with fewer larger low-detail chunks as the detail level in an area decreases. The result of this is a substantial decrease in the number of draw calls per frame, which translates into less CPU overhead; in addition, the number of draw calls does not vary as widely as with geomipmaping.

**Fewer extraneous triangles**

Geomipmaping requires some method of crack-filling – without it, it is possible to see gaps between tiles of differing detail. Methods of hiding cracks that add triangles simply for the sake of covering up cracks introduce triangles that do not otherwise contribute to the visual quality of the terrain, using up triangle budget to cover up algorithmic deficiencies. Intermipmaping is designed from the ground up so that crack-filling is automatic so there are no visual defects at node borders; in addition, there are no triangles in the budget that aren’t actively contributing to the terrain rendering.
Better detail level resolution
The addition of intermipmaps helps the granularity of the detail levels – the intermipmaps fall neatly between the geomipmaps in terms of the detail level. This cuts down somewhat on the unnecessary detail introduced with intermipmaps – an area that might be given a detail level of 0 (the highest level) with geomipmapping might only need to have a level of 1 (the first intermipmap) with intermipmapping.

Smaller footprint
Geomipmapping requires the storage of several levels of detail for each patch of a regularly-partitioned grid, a storage requirement that can be lessened with several creative buffer reuse methods; however, the storage requirement is ultimately higher than what can be achieved with intermipmapping.

Because each node is similar (in the geometric sense) and the vertex layouts within each node are identical, a single index buffer can be used to render all visible nodes.

Unnecessary Detail
In geomipmapping it is possible for two adjacent nodes to have widely disparate detail levels, something that might be desirable if a high-frequency detail area lies close to a low-frequency detail area. This is not possible with intermipmapping, however; the bintree splitting rules ensure that any two nodes that share an edge differ by a hierarchy level of only one. This means that a high-frequency detail area will force surrounding areas to use higher detail levels, causing more triangles to be drawn than necessary to meet the specified error bound.

Algorithmic complexity
Though intermipmapping may be more efficient than geomipmapping in several respects, ease of implementation is not one of them. Geomipmapping was designed to be simple to understand and easy to implement; while the concept of intermipmapping is reasonably simple to understand, there are some implementation pitfalls that may bring the level of complexity higher.

Quantitative Results
The graphs to the right show the result of a 55-second flythrough loop through the 4k x 4k Puget Sound height dataset with a specified error tolerance of 1.5 pixels on a 2GHz Pentium-4M.

The largest differences are in the draw calls per frame and overall triangle throughput – in these areas, the intermipmapping technique was able to significantly outperform geomipmapping.

Visible in the third graph is the unnecessary detail of the intermipmapping algorithm; while both algorithms meet the specified 1.5 pixel error bound, the geomipmapping technique is able to do so with fewer triangles. Whether this is important is debatable; given the improvements in triangle throughput and draw call overhead, the additional triangles may be acceptable.
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